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Preface

Integrins are the foremost and largest family of cell adhesion molecules with noncova-
lently associated a and b subunits that mediate cell–cell and cell–extracellular matrix inter-
actions. To date, 19 different integrin a subunits and 8 different integrin b subunits have 
been reported in vertebrates, forming at least 24 a/b heterodimers and representing the 
most structurally and functionally diverse cell adhesion molecules. As their name implies, 
integrins create an integrated connection between the cytoskeleton and attachment points 
in the extracellular microenvironment, where they mediate force-resistant adhesion, polar-
ization, and cell migration. Integrins play pivotal roles across not only a wide range of 
physiological processes including tissue morphogenesis, immune responses, wound heal-
ing, and regulation of cell growth and differentiation, but also in numerous pathological 
phenomena such as autoimmunity, thrombosis, and cancer metastasis/progression. 
Therefore, investigations on integrins often demand multidisciplinary approaches, making 
researchers long for a handy collection of comprehensive and practical protocols that 
detail experimental methods for studying integrin and related cell-adhesion molecule 
functionality. Integrins and Cell Adhesion Molecules: Methods and Protocols is, hence, of 
great interest to a broad readership, from cell biologists and immunologists to cancer 
researchers, as well as from molecular and structural biologists to biochemists.

The aim of the second edition of Integrins and Cell Adhesion Molecules: Methods and 
Protocols (f/k/a Integrin Protocols) is to provide readers not only with basic protocols in 
studying integrin functions, but also with summaries on those state-of-the-art technologies 
that have been utilized for understanding integrin functionality at the cellular, molecular, 
structural, and organismal levels.

Part I of this book (Chapters 1–6) contains basic protocols for the study of integrin 
and related cell-adhesion molecule functionality in vitro. To open Part I, Chigaev and 
Sklar provide an overview of several experimental procedures used for investigating 
 integrin-dependent cell adhesion (Chapter 1). The cell-adhesion assay is a standard and 
important experimental procedure to examine the adhesiveness of cells to substrates. 
Weitz-Schmidt and Chreng detail a protocol of a convenient and highly reproducible 
 cell-adhesion assay using a V-bottom-shaped plate (Chapter 2). Although integrins are 
the major receptors that, in many aspects, regulate cell migration, the migration of certain 
cell types in the interstitial space requires either a lesser degree of integrin involvement 
or none at all. Shulman and Alon describe real-time assays for the study of integrin-
dependent and independent cell migration (Chapter 3). Efficient transduction methods 
are required for facilitating the close examination of integrin functionality in primary lym-
phocytes. Banerjee and Shimaoka introduce a simple protocol for lentivirus-mediated 
gene transduction in primary T cells (Chapter 4). To better understand integrin-ligand 
interactions, biochemical assays using purified integrin proteins or integrin domains are 
essential. Vorup-Jensen discusses an application of surface plasmon resonance biosensing 
to study the complex ligand-binding kinetics of the integrin aX I domain (Chapter 5). 
In addition, Yuki presents plate- and bead-based assays to investigate the ligand-binding 
abilities of purified integrin LFA-1 protein (Chapter 6).
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Part II (Chapters 7–11) illustrates structural biology approaches for studying integ-
rins and related cell-adhesion molecules. At the beginning of Part II, Fu, Wang, and Luo 
provide a comprehensive review of integrin domains and conformational regulation 
(Chapter 7). Protein expression remains a formidably difficult obstacle in determining the 
crystal structures of many integrin–ligand complexes. Zhang and Wang describe a proto-
col to express and purify integrin I domains and IgSF ligands for crystallography (Chapter 
8). Electron microscopy has been successfully used to understand how integrin conforma-
tions are globally changed. Iwasaki discusses an application of electron microscopic imag-
ing that tackles the conformational flexibility of integrins (Chapter 9). NMR is a powerful 
technique to study protein–protein interactions. Nishida and Shimada describe a novel 
NMR method, termed the cross-saturation (CS) method, and its application in studying 
the ligand-binding activities of cell-adhesion molecules (Chapter 10). Elucidating the bio-
physical properties of individual adhesion molecules demands the use of single-molecule 
techniques. Seog utilizes two important single-molecule techniques, atomic force micros-
copy and optical tweezing, to examine cell-adhesion molecules (Chapter 11).

Part III (Chapters 12–16) focuses on emerging imaging technologies for investigat-
ing cell migration. Part III begins with Carman’s comprehensive overview of imaging in 
the study of integrins (Chapter 12). Analysis of cell motility and migration is one of the 
most important fields to which imaging technologies have greatly contributed. Wiemer, 
Wernimont, and Huttenlocher describe methods for live time-lapse imaging of T-cell 
migration on ICAM-1 substrates (Chapter 13). Fluorescence resonance energy transfer 
(FRET) has emerged as a powerful research tool for investigating integrin conformational 
changes in living cells. Lefort, Hyun, and Kim utilize FRET to monitor structural altera-
tions during integrin activation in leukocytes (Chapter 14). Recent technological advance-
ments in optics and fluorescent dyes have enabled high-resolution imaging of the contact 
interface between adherent leukocytes and endothelial cells. Carman details a protocol for 
high-resolution fluorescence microscopy in the study of transendothelial migration 
(Chapter 15). Two-photon intravital imaging has revolutionized our understanding of 
how immune cells behave and move in living animals. Murooka and Mempel discuss an 
application of multiphoton intravital microscopy to study lymphocyte motility in the 
lymph nodes of living mice (Chapter 16).

Part IV (Chapters 17–21) presents strategies to elucidate signaling through cell-
adhesion molecules. To open Part IV, Kinashi comprehensively reviews integrin signal-
ing (Chapter 17). Rap1 GTPase is a key signaling molecule in integrin activation. Katagiri 
and Kinashi discuss the roles of Rap1 in integrin inside-out signaling and cell polarity, as 
well as experimental procedures to study Rap1 functionality (Chapter 18). Focal adhe-
sions are the specialized supramolecular assemblies that contain integrins and various inte-
grin-associated signaling molecules and cytoskeletal proteins, thereby linking intracellular 
proteins to the extracellular matrices. Kuo, Han, Yates III, and Waterman present effec-
tive protocols for isolating focal adhesion proteins and performing biochemical and pro-
teomic analyses (Chapter 19). Talin constitutes the crucial intracellular protein that directly 
binds to the integrin cytoplasmic domain, thereby triggering integrin inside-out signaling. 
Bouaouina, Harburger, and Calderwood describe various methods used to investigate the 
roles of talin in the regulation of integrin activation (Chapter 20). At the leading edge of 
those cells migrating on the substrates, a cytoskeletal rearrangement occurs that is regu-
lated by cascades of intracellular signaling events, all of which culminates in the formation 
of the characteristic membrane protrusion known as pseudopodium (or lamellipodium). 
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Wang and Klemke detail a proteomics-based method for investigating signaling events, 
specifically phosphotyrosine proteins at the pseudopodium (Chapter 21).

Part V (Chapters 22–26) covers experimental techniques to investigate integrin func-
tions at organismal levels in a physiological context. Lowell and Mayadas begin Part V 
with an overview of integrin functions in vivo, which includes a comprehensive discussion 
of integrin knockout mice phenotypes observed during the developmental process, as well 
as under pathophysiological conditions (Chapter 22). Conditional gene targeting is a 
powerful technology that enables researchers to modify genes of interest in vivo only in 
specific tissue/cell-types or at a specific time-point during development. Yamamoto and 
Takeda describe a method for generating conditionally gene-targeted mice (Chapter 23). 
Analyzing how cells migrate to specific tissues is essential to the study of in vivo cell-
adhesion molecule and chemo-attractant receptor functionality in these cells. De Calisto, 
Villablanca, Wang, Bono, Rosemblatt, and Mora first provide an overview of the mecha-
nisms by which tissue-specific lymphocyte homing is regulated, and then present a proto-
col to examine T-cell homing to the gut (Chapter 24). Proteomic analysis utilizing stable 
isotope labeling with amino acid in cell culture (SILAC) was originally utilized for cell 
biology studies in vitro. Zanivan, Krueger, and Mann discuss SILAC mice technology and 
its successful in vivo application for quantitative proteomic analysis of b1 integrin-deficient 
mice (Chapter 25). Dictyostelium discoideum amebae represent an excellent model organ-
ism for studying the chemotactic responses of migrating cells. Cai, Huang, Devreotes, and 
Iijima detail the use of this model organism to elucidate the signaling machinery of 
chemotaxis (Chapter 26).

Part VI (Chapters 27–30) showcases the most promising methods and technologies 
for the development of novel therapeutics and diagnostics. Foubert and Varner begin 
Part VI by providing a concise summary of the role integrins play in tumor angiogenesis 
and lymphangiogenesis, and then describe the methods used to study integrin functional-
ity in these pathologies (Chapter 27). Radiopharmaceutics targeting integrins have been 
considered for tumor imaging. Dearling and Packard discuss a novel application, the use 
of b7 integrin-targeted radiopharmaceutics to image gut inflammation in a mouse model 
of inflammatory bowel disease (Chapter 28). Drug delivery is the major problem prevent-
ing clinical realization of RNAi-based medicine. Ben-Arie, Kedmi, and Peer describe the 
application of integrin-targeted nanoparticles for leukocyte-directed siRNA delivery 
(Chapter 29). Drug candidates targeting integrins in patients often exhibit little or no 
cross-reactivity with rodent counter-parts, thereby making it difficult to perform preclini-
cal studies. Kim, Kumar, and Shankar detail the generation of humanized mice harbor-
ing human hematopoietic cells for the study of HIV infection, an approach with potential 
preclinical applications for validating other human integrin-targeted drug candidates 
in vivo (Chapter 30).

As can be surmised here, the 30 chapters in this book cover many of the most impor-
tant topics in the field of integrins and cell-adhesion molecules. I hope that this book will 
serve as a useful and valuable reference for both experts and nonexperts in the scientific 
community who wish to study cell-adhesion molecules. Finally, I would like to thank Dr. 
John Walker for the opportunity to edit this volume. I would also like to acknowledge all 
of the authors for their outstanding contributions to Integrins and Cell Adhesion Molecules: 
Methods and Protocols.
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Chapter 1

Overview: Assays for Studying Integrin-Dependent 
Cell Adhesion

Alexandre Chigaev and Larry A. Sklar 

Abstract

Interaction of the integrin receptors with ligands determines the molecular basis of integrin-dependent 
cell adhesion. Integrin ligands are typically large proteins with relatively low binding affinities. This makes 
direct ligand-binding kinetic measurements somewhat difficult. Here we examine several real-time meth-
ods, aimed to overcome these experimental limitations and to distinguish the regulation of integrin 
conformation and affinity. This chapter includes: the use of a small ligand-mimetic probe for studies of 
inside-out regulation of integrin affinity and unbending, real-time cell aggregation and disaggregation 
kinetics to probe integrin conformational states and the number of integrin–ligand bonds, as well as the 
real-time monitoring of ligand-induced epitopes under signaling through G-protein-coupled receptors, 
and others. Experimental data obtained using these novel methods are summarized in terms of the cur-
rent model of integrin activation.

Key words: Ligand–receptor interaction, Ligand mimetic, Real-time kinetics, Cells adhesion, 
Inside-out signal, Monoclonal antibodies, Quantitative approaches

Understanding how cell adhesion and migration is regulated is 
essential for describing embryonic development, tissue repair, 
hemostasis, inflammation, cell mobilization, and metastasis. The 
ability to rapidly and reversibly modulate cellular adhesive pro-
perties serves as the basis for multiple biological functions of mul-
ticellular organisms. Several adhesion molecules regulate cell 
adhesion through de novo expression, rapid upregulation by the 
means of exocytosis, downregulation through proteolysis, shed-
ding, and other mechanisms that can alter the number of mole-
cules on the cell surface. Methods for studying these molecules 

1. Introduction
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are beyond the scope of this chapter. We focus here on integrins, 
a unique class of adhesion molecules that can rapidly change cell 
adhesion through a conformational change and/or clustering, 
without altering molecule expression.

Our current understanding of integrin conformational reg-
ulation implies the potential existence of multiple conforma-
tional states, with different binding affinities for their ligands, 
different degrees of unbending (extension), and different posi-
tioning of integrin domains (hybrid domain in particular). These 
states are expected to contribute to the lifetime of the ligand–
receptor bond, and the efficiency of the bond formation. Such a 
model allows us to describe how an integrin such as VLA-4 can 
be responsible for very diverse cellular behaviors, such as a 
nonadhesive state, as well as rolling, cell arrest, and firm adhe-
sion (1). The recent discovery that G-protein-coupled receptors 
can provide a negative (deactivating) signal, which results in cell 
deadhesion, adds to the number of possible conformational 
states and highlights the complexity of integrin conformational 
regulation (2).

In this chapter, we review basic methods that led to the current 
model of integrin activation and focus on basic techniques that 
are currently used in our and other laboratories to study integrin-
dependent cell adhesion. Because of the limited space we will 
primarily focus on unique assays specifically developed for integrin 
studies in our laboratory. We apologize to the others whose 
studies contributed to the current understanding of integrin 
regulation and were not cited because of the lack of space.

Interaction of the integrin receptors with ligands determines the 
molecular basis of integrin-dependent cell adhesion. Methods that 
allow monitoring of these ligand–receptor interactions in real-time 
on living cells under physiologically relevant signaling conditions 
would represent a desirable “gold standard” for these types of 
studies. In the best case scenario a scientist should be able to purify 
cells of interest, add labeled ligand, and monitor binding of 
the probe in real time after activation/deactivation through 
other types of receptors (“inside-out” or “outside-in” signal). 
Unfortunately, soluble integrin ligands are large proteins that have 
relatively low binding affinities. Therefore, direct kinetic measure-
ments of natural integrin ligand binding are technically difficult.

One of the solutions to this problem is the development 
of small molecule probes that exhibit higher binding affinities 
and, at the same time, reflect the binding of the natural ligand. 

2. Small Molecules 
as Tools for 
Integrin Studies
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These probes can be used as reporters of the affinity state of the 
integrin-binding pocket, as well as in other applications (see 
below). Fluorescently labeled molecules of this type can be used 
in a conventional flow cytometer to make homogeneous real-time 
measurements of ligand–receptor interactions (3, 4). Drug-like 
small molecules also appear to be good candidates for these assays.

Integrins represent an attractive target for treatment of sev-
eral diseases. Therefore, a number of drug-like small molecules 
(direct and allosteric integrin antagonists) have been developed 
by several pharmaceutical companies (5). Fluorescent antago-
nists for GPIIb/IIIa (RGD peptidomimetics) were described 
and used in a flow cytometer by Dr. Bednar et al. from Merck 
Research Labs (4). The binding of fluorescent LFA-1 antagonists 
has been described by Dr. Keating et al. from Genentech, Inc. (6). 
We took advantage of the published structure of LDV-based com-
petitive antagonists developed by Biogen Idec Inc. (BIO1211) 
(7, 8), and created a fluorescent probe that mimics binding of a 
natural VLA-4 (a4b1-integrin) ligand (9). This probe has been 
used for determination of rapid affinity changes of the integrin 
ligand-binding pocket in real time in our laboratory and others 
(9, 10). The assay is performed directly in a tube attached to a 
flow cytometer and cells are continuously sampled for periods up 
to several tens of minutes. For a short period of time the tube is 
removed from the cytometer and a signaling molecule of interest 
is added. Because the fluorescent probe is added at a concentra-
tion sufficient to occupy only high-affinity VLA-4 sites, addi-
tional binding of the probe is observed in response to an affinity 
change. The presence of the affinity change can be verified using 
dissociation rate analysis, where a large excess of the unlabelled 
competitor is added to prevent rebinding of the fluorescent 
probe. A strong correlation between dissociation rates for the 
probe and natural ligand, as well as cellular dissociation rates has 
been observed for the case of multiple affinity states (11, 12).

The same fluorescent probe can be used to assess integrin 
unbending (Fig. 1). The ability to independently measure the 
affinity state of the ligand-binding pocket and molecular unbend-
ing permitted us to study the regulation of these two processes 
through “inside-out” signaling. Surprisingly, this resulted in the 
observation that affinity and unbending are regulated by two 
independent signaling pathways (1). According to these types of 
measurements “inside-out” signaling through different G-protein-
coupled receptors results in a plethora of conformational states, at 
a minimum the four combinations of high and low affinity with 
independently regulated bent and unbent states (2). Thus, the 
idea that a single integrin molecule can adopt states suitable for 
rolling (extended and low affinity of the binding pocket), arrest 
(high affinity), and nonadhesive (low affinity bent with hidden 
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binding pocket) may be realistic for non I-domain-containing 
integrins (such as VLA-4) (13). For integrins with an inserted 
domain (such as LFA-1), the situation is more complicated.

The development of similar fluorescent ligand-mimicking 
probes for other integrins appears to be very beneficial. Small 
molecule probes with appropriate affinity (in the nM range) can 
be used for detecting affinity changes and unbending in real-time 
on live cells after activation and/or deactivation through signal-
ing receptors. However, only competitive antagonists, which 
mimic the binding of a natural ligand, can be used for the detec-
tion of the affinity change of the ligand-binding pocket. We have 
also used a fluorescent allosteric antagonist of LFA-1 (fluorescent 
derivative of BIRT-377) to probe vertical extension upon activa-
tion in a FRET-based assay analogous to Fig. 1 (14). Only the 
reducing agent DTT caused a large FRET signal change, in a 
manner analogous to DTT-induced extension of VLA-4 (15). 
The absence of a large conformational change was explained by 
the fact that BIRT was shown to stabilize the inactive (bent) con-
formation of LFA-1 (14). Nevertheless, the question remains 
open why b1-, and b3-integrin-specific small molecules are pre-
dominantly competitive antagonists, while the majority of 
b2-integrin antagonists are allosteric (at least for LFA-1) (5).

Fig. 1. Schematic depicting the FRET assay for assessing VLA-4 conformational unbending 
(modified from (1)). Energy transfer between VLA-4 head groups and lipid probes incor-
porated into the plasma membrane provides a way of studying integrin conformational 
unbending. The LDV-FITC probe that specifically binds to the head group of VLA-4 is used 
as a fluorescent donor at a high enough concentration to saturate all low-affinity resting 
binding sites. A change in VLA-4 affinity would not affect probe binding. Octadecyl rhod-
amine B (R18), a lipophilic probe, inserts into the membrane as an acceptor. Upon activa-
tion, VLA-4 assumes an unbent (upright) conformation. r

C1 and rC2 are the distances of 
closest approach before and after molecular unbending. Changes in the fluorescence of 
the donor were measured on live cells in real time at 37°C by flow cytometry.
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Rapid kinetic measurements of natural integrin ligands binding 
and other protein–protein interaction are possible with the use of 
a rapid-mix flow cytometer (16–18). In a conventional flow 
cytometer several seconds are required for the delivery of a sample 
from a test tube to the flow chamber. Modern automated rapid-
mix devices allow mixing and delivery under a second using 
microliter volume of samples (55–600 ms, 35–45 ml aliquots) 
(16, 18). We used a rapid-mix flow cytometer to determine the 
dissociation rate of soluble fluorescently labeled recombinant 
human VCAM from a rapidly dissociating intermediate affinity 
state of VLA-4 integrin. However, a direct measurement of the 
VCAM dissociation rate for resting VLA-4 (without activation 
and with physiological concentrations of divalent cations) using 
this technique is still elusive (12). Nonetheless, the single mole-
cule dissociation rates appear to provide insight into the duration 
of cell adhesion as described below.

Single bond life-times have also been evaluated with the bio-
force probe (19). When these measurements are extrapolated to 
0 force, the bioforce probe and flow cytometry measurements 
give comparable results (Evan Evans, unpublished data).

Another powerful method for studying real-time integrin activation 
and cell adhesion is the cell-suspension adhesion assay. Two types of 
cells, one population expressing the integrin of interest along with 
activating or inhibiting pathway receptors (G-protein-coupled 
receptor) and the other cell population expressing an integrin ligand, 
can be stained with two fluorescent dyes (e.g., green and red). For 
the case of homotypic aggregation, such as neutrophil aggregation, 
a single color stain is sufficient (20). After cells are mixed in a tube 
maintained at 37°C with constant stirring, they are continuously 
sampled over several tens of minutes. Aggregates, which are formed 
over a period of time, are detected as double-positive (green and red 
co-fluorescent) events. Because flow cytometers also detect single 
cells (only green or red events), it is possible to follow cell aggrega-
tion in real time by evaluating the aggregates or depletion of 
“singlets.” This allows eliminating the effect of multicellular 
aggregates that present in the double-positive gate (11).

Using this methodology it is possible to observe GPCR-
dependent activation of integrin-dependent cell adhesion 
(“inside-out” activation), as well as rapid deactivation and cell 
disaggregation (1, 2, 20) (Fig. 2). Moreover, it was possible to 

3. Single Bond 
Life-Times

4. Real-Time 
Aggregation and 
Disaggregation 
Kinetics
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establish a relationship between cellular disaggregation rates and 
ligand dissociation rates for different affinity states. Quantitative 
analysis of molecular and cellular dissociation rates revealed that 
only a small number of VLA-4-VCAM-1 bonds (~1.5 on aver-
age) was sufficient to hold together cellular aggregates (11).

This method can be also adopted to study cell aggregation 
and disaggregation under force. We and others have used 
devices which create defined shear in cone and plate as well as 
parallel-plate conditions (i.e., Ravenfield model EM Shear 
Generator (Ravenfield Designs Ltd., Heywood, UK) (12, 21). 
As expected, shear stress had a significant effect on cellular 
disaggregation rates (12). The work of Simon et al. showed 
how the contributions of L-selectin with PSGL and b2-integrin 
with ICAM-1 worked together under shear in neutrophil aggre-
gation (20, 22).

The method can be also used to determine cellular associa-
tion rates (analogous to the “forward kinetics” for the ligand 
binding). Based on our measurements of integrin molecule exten-
sion (using a FRET-based assay, see below), we postulated that 
molecular extension could facilitate integrin ligand recruitment 
because of the better exposure of the integrin ligand-binding 
pocket. We established experimental conditions to enhance inte-
grin extension (determined using a FRET-based assay) while 
maintaining the affinity state of the ligand-binding pocket (deter-
mined in a ligand dissociation assay). We found that the initial rate 
of cell aggregation was dramatically elevated for the case of 
“extended” integrins (see Fig. 9 in (1)).

Fig. 2. Changes in cell adhesion between formyl peptide transfected U937 cell and 
VCAM-1-transfected B78H1 cells at resting state and in response to receptor stimula-
tion (modified from (1)). Addition of fMLFF (formyl peptide) induces cell aggregation. This 
results in U937 singlets depletion. PLC inhibitor U-73122 has the opposite effect.
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The parallel-plate flow chamber with immobilized integrin ligands 
or cells bearing integrin ligands has been actively used by many 
groups to study adhesive interactions under shear (23, 24). Several 
important findings include the role of shear in the induction of 
transmigration, and the role of force exerted on the bond in the 
formation of shear resistant adhesion (22, 25–27). In the case of 
high ligand density, where multiple bonds between the cell and 
the ligand can be formed, it is difficult to determine the molecular 
mechanisms that are responsible for the changes in cell adhesion 
avidity. Rapid clustering of integrin molecules and formation of 
multivalent contacts could be indistinguishable from the changes 
in the properties of individual integrin–ligand contacts. Thus, the 
results of Alon et al. (28) are also consistent with our model in 
which extension regulates captures frequency while affinity regu-
lates tether duration (1).

Using ligand at low density creates conditions where pre-
dominantly only one integrin–ligand contact is formed. This type 
of experiment allows determination of individual bond kinetics 
based upon tether frequencies and bond life-times. The increase 
in the life-time of the bond can be interpreted as a decrease in 
bond dissociation rate and elevated affinity state of the ligand-
binding pocket. It is not surprising that values of bond life-times 
determined in these experiments are comparable to the life- 
time determined in a soluble system (compare dissociation rates 
for different activation states from (28) and (12)). This will be 
true only if a relatively small force applied is applied to the integrin 
bond. According to theory, bond life-time would exponentially 
decrease with the force. However, a recent report from Cheng 
Zhu group showed that force (in the 10–30 pN range) applied 
to the integrin actually prolonged bond life-times (29). This 
so-called catch bond behavior, could potentially be tested in a 
parallel-plate chamber as well. In unpublished experiments we 
observed  cell–cell adhesion with a very long life-times, where 
we did not distinguish catch bonds from altered avidity due to 
multiple bonds formation.

Another interesting phenomenon observed in parallel-plate 
experiments is the rapid change in tether frequency following 
“inside-out” activation (e.g., see (28)). Currently, two different 
interpretations are considered: (1) rapid clustering of integrins 
and (2) rapid conformational change of individual integrin mole-
cules. Clustering is usually determined using staining with mAbs on 
fixed cells. To our knowledge no widely used method for rapid 
real-time determination of integrin clustering exists. Fluorescence 
resonance energy transfer (FRET)-based methods are the most likely 
option right now (30). FRET has been used to study integrin 

5. Parallel-Plate 
Flow Chamber
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subunit separation upon activation, molecule unbending (extension), 
and microclustering (31). Rapid unbending (extension) of the 
integrin molecules upon activation, which leads to the rapid expo-
sure of previously hidden ligand-binding site, can also be consid-
ered as possible mechanism for a rapid change in the tether 
frequency. Combining a parallel-plate flow chamber with FRET-based 
measurements of integrin activation would be a logical next step 
for studying intimate mechanisms of integrin activation under shear.

Historically, monoclonal antibodies were the first critical tool for 
identifying cell adhesion molecules (32). Blocking antibodies that 
inhibit cell–cell, or cell-soluble or immobilized ligand interactions 
remain invaluable for determining the specificity of molecular con-
tributions to cell adhesion. For multiple anti-integrin antibodies, 
the binding epitopes are finely mapped and overlaid on 3D models 
of integrins (33). From a practical point of view it is important to 
note that certain blocking mAbs with epitopes mapped close to the 
ligand-binding site (but not exactly covering it) can be successfully 
used to block the binding of a large protein ligand, and yet can fail 
to block binding of a small ligand-mimicking probe.

A conformational change that enhances integrin–receptor 
interaction upon binding of “activating” antibodies can directly 
lead to the affinity change of the ligand-binding pocket. However, 
in our experience, the affinity state generated by this treatment 
can be several orders of magnitude higher than the “physiological” 
high-affinity state generated upon G-protein-coupled receptor 
signaling (“inside-out” activation) (9). Thus, the physiological 
role of this “artificially” generated state is not certain. Other 
“activating” antibodies can mimic “inside-out” activation by 
inducing a separation of integrin subunits, or by inducing an 
extended integrin conformation (34, 35). This type of mAb is 
particularly useful in the absence of a proper “physiological” acti-
vating pathway, such as G-protein-coupled or other receptors.

Antibodies that recognize the “activated” integrin conforma-
tion, also termed “activation reporter” mAbs, often report the 
ligand bound conformation of the integrin (13, 32). Therefore, 
they are also termed “ligand-induced binding sites” or LIBS 
mAbs. Fine mapping of LIBS epitopes, together with mutagene-
sis studies has provided valuable information about the nature of 
conformational changes resulting from integrin activation and 
ligand binding (13, 33, 36). Generation and screening of mAbs, 
(LIBS-type and others) is described in (32).

A major drawback for using mAbs to detect rapid conforma-
tional changes is the long incubation time, which is required to 

6. mAbs  
and Integrin 
Conformation
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reach binding equilibrium. This is caused by a slow mAb dissociation 
rate, as well as the size of the protein that largely determines its 
slow diffusion. One possible solution to this problem is to per-
form binding experiments under conditions that are far from 
equilibrium (Fig. 3). For these types of studies, real-time detec-
tion of mAb binding can be done in a homogeneous assay in a 
conventional flow cytometer. Since the exposure of the LIBS 
antibody epitope is proportional to the occupancy of the integrin-
binding pocket, the rate of LIBS mAb binding at a given concen-
tration of the ligand will be proportional to the concentration of 
the ligand–receptor complex. By plotting mAbs binding rate vs. 
ligand concentrations it is possible to determine ligand-binding 
affinities at rest and after “inside-out” activation through a GPCR 
(13). This approach has been verified for multiple VLA-4 ligands. 
The EC50s for b1-integrin LIBS mAbs (HUTS-21) binding 
determined in the mAb-binding experiments were identical to 
Kis, determined in the competition assay with fluorescent VLA-4 
ligand (37). This novel approach can be used for determination 
of ligand-binding affinities for unlabeled ligands, as well as for 
previously unknown integrin ligands. It was also adapted to a 
high-throughput screening format for identification of integrin 
antagonists (PubChem, AID: 2617, Summary of HTS for 
Identification of VLA-4 Allosteric Modulators). Moreover, it is 
worthwhile considering, that under conditions that resolves the 

Fig. 3. Kinetics of real-time binding of LIBS mAbs (HUTS-21) demonstrates a difference in VLA-4 ligand (LDV) binding 
affinity before (control) and after “inside-out” activation through formyl peptide receptor (modified from (13)). (a) U937 
cells expressing the formyl peptide receptor were treated with 100 nM fMLFF (activated) or vehicle before the start of the 
experiment. The addition of HUTS-21 antibodies (first arrow ) resulted in the rapid low-level nonspecific binding of the 
antibody. Next, increasing amounts of LDV ligand were added. This induced binding of mAbs resulted in different rates of 
antibody binding (compare slopes after LDV additions). (b) absolute rates of HUTS-21 binding (slopes of lines between 
sequential LDV additions calculated from panel a plotted vs. concentration of LDV in solution). The data were fitted using 
the sigmoidal dose–response equation with variable slope. Differences in EC50 values for resting and activated cells 
indicated the affinity change for LDV binding.
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four states of affinity and extension regulation, the presence of 
ligand under these conditions creates a unique LIBS state, allowing 
the potential of eight distinct physiological VLA-4 states (13).

The combination of several novel real-time approaches that 
include the use of a small fluorescent ligand-mimicking probe for 
the detection of integrin affinity change and unbending (exten-
sion), real-time analysis of LIBS mAb binding, together with the 
analysis of real-time aggregation and disaggregation kinetics 
resulted in a model of integrin activation with several novel fea-
tures (see Fig. 6 in (13)). Here without going into details we 
highlight specific methods that provided evidence for each spe-
cific conclusion (Table 1).

Taken together, a combination of real-time assays performed 
on live cells at 37°C under physiologically relevant “inside-out” 
signaling through multiple GPCRs have provided a unique oppor-
tunity to study integrin conformational regulation and its role in 
the modulation of integrin-dependent cell adhesion and deadhe-
sion. This approach can be extended to other integrins, and will 
provide valuable information about mechanisms of integrin con-
formational regulation.

7. Current Models 
of Integrin 
Activation

Table 1 
General approaches for studying integrin-dependent cell adhesion

Experimental methods Conclusions References

Ligand-mimetic binding and dissocia-
tion, FRET-based extension 
method, real-time cellular aggrega-
tion, binding of a soluble integrin 
ligand (VCAM-1), rapid-mix flow 
cytometry

Independent regulation of integrin 
affinity and unbending (extension). 
Affinity regulates the life-time 
of the interaction, unbending 
regulates initial rate of aggregate 
formation

(1, 2, 17) and 
unpublished data

Real-time binding of LIBS antibodies, 
ligand mimetic under activation 
through Galphai-coupled GPCRs

Affinity state of the ligand-binding 
pocket is independent of hybrid 
domain movement, which is solely 
determined by ligand occupancy

(13, 37)

Ligand mimetic binding and 
dissociation, FRET-based extension 
method under activation through 
Galphai-coupled and Galphas-
coupled GPCRs, real-time cellular 
aggregation/disaggregation, 
parallel-plate flow chamber

Galphai-coupled GPCRs provide 
“pro-adhesive signal,” Galphas-
coupled GPCRs provide “anti-
adhesive signal”

(2) and unpublished 
data
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Chapter 2

Cell Adhesion Assays

Gabriele Weitz-Schmidt and Stéphanie Chreng 

Abstract

Standard adhesion assays measure cell binding either to immobilized ligands or to cell monolayers in flat-well 
microtiter plates under static conditions. Typically, these test systems require several washing steps to 
separate adherent from nonadherent cells. Here, we describe an adhesion assay which avoids these wash-
ing steps by employing V-bottom 96-well plates. In this assay, fluorescently labeled leukocytes are allowed 
to adhere to V-well plates coated with soluble ligand for a fixed time. Thereafter, centrifugal force is 
applied to separate adherent cells from nonadherent cells. Nonadherent cells accumulate in the nadir of 
the V-shaped wells and are quantified using a fluorometer with a narrow aperture. This simple and repro-
ducible method has been validated with different classes of adhesion molecule families (selectins and 
integrins) and is adaptable to several other adhesive interactions. The assay format is suitable for screen-
ing applications and may also be used for diagnostic testing. The receptor/ligand interaction chosen as 
an example to describe the assay methodology is the interaction between the integrin lymphocyte func-
tion-associated molecule-1 (LFA-1, aLb2) and intercellular adhesion molecule-1 (ICAM-1).

Key words: Cell adhesion, V-bottom plates, Screening, Integrins, Selectins, LFA-1, ICAM-1

During an inflammatory response, a multistep process (also 
referred to as “adhesion cascade”) recruits leukocytes from the 
bloodstream to sites of inflammation. The major steps of the 
adhesion cascade are mediated by receptors of the selectin, integ-
rin, and immunoglobulin families. According to a widely accepted 
model, selectins attract circulating leukocytes and mediate their 
rolling along the vascular endothelium. Once captured, the leu-
kocytes are activated by chemokines presented on endothelial 
cells. This activation triggers intracellular signals that convert leu-
kocyte integrins from a low- to a high-affinity state. Subsequently, 

1. Introduction
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the activated integrins interact with endothelial counter receptors 
of the immunoglobulin superfamily to mediate firm cell adhesion 
and extravasation (1).

Various in vitro test systems have been established to investi-
gate the role of selectins and integrins in inflammation (2–4). 
These assays can be divided into two major classes: the static 
assays in which cells are allowed to settle on the adhesive substrate 
or the flow-based assays in which cells are perfused over the sub-
strates. The traditional static assays are easy to set up; however, 
they are time consuming and exhibit substantial well-to-well vari-
ability due to several washing steps required to separate adherent 
from nonadherent cells. Furthermore, the static assays lack the 
controlled shear force that leukocytes encounter during their 
adhesion in the bloodstream. In contrast, the flow-based test sys-
tems can simulate this shear force and thus are thought to gener-
ate more “physiological” data (2). Moreover, the flow-based test 
systems involve microscopic observation that allows to analyze 
the different steps of the adhesion process individually. However, 
the flow-based assays are difficult to set up and are not suitable for 
high-throughput applications.

In this chapter, we describe a semi-homogenous cell adhesion 
assay that measures the ability of cells to bind to ligand immobi-
lized on V-bottom 96-well plates (5). In brief, fluorescently 
labeled cells are added to ligand-coated plates and allowed to 
settle randomly on the V-bottom. Thereafter, centrifugal force is 
applied to separate adherent from nonadherent cells. The force 
produced by the centrifugation step results in the accumulation 
of free or loosely attached cells in the tip of the V-shaped wells. 
The nonadherent cells are quantified using a fluorescent reader 
(Fig. 1).

The V-well assay provides several advantages over the con-
ventional adhesion assays. The assay involves precisely controlled 
centrifugal force to separate adherent from nonadherent cells, 
instead of turbulent, uncontrolled shear (washing steps) as applied 
in the flat-well assay. In consequence, well-to-well and plate-to-
plate variations are reduced, making the V-assay more reliable and 
reproducible than the flat-well assay. In addition, elimination of 
the washing steps reduces the time necessary to perform the assay. 
Moreover, the V-well method can be readily utilized for high 
throughput applications. This property clearly distinguishes the 
V-well from the flat-well or flow-based test systems, which are less 
suitable for automation. The assay is adaptable to a number of 
integrin- and selectin-mediated interactions. Table 1 provides a 
list of adhesion molecules that can be analyzed using the test sys-
tem (5). In summary, the V-well format overcomes major limita-
tions of the flat-well format (e.g., high variability, time 
consumption, and operator-dependent results) and adopts major 
advantages of the flow-based assay (e.g., application of controlled 
force to study attachment and detachment of cells).
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The V-well assay is suitable for the identification and analysis 
of integrin and selectin inhibitors (5). It can also be used to assess 
the regulation of cell adhesiveness (6, 7). Moreover, it may be 
applied to diagnose disease associated with cell adhesion defects 
such as leukocyte adhesion deficiencies (LAD) (8).

Fig. 1. Schematic presentation of the V-well adhesion assay. Leukocytes labeled with a 
fluorescent dye are added to ligand-coated V-well microtiter plates in the presence or 
absence of an inhibitor (pre-coating of the V-wells with anti-mouse c-k antibody (catching 
Ab) is recommended for ligands that are expressed as mouse c-k fusion proteins). 
Centrifugal force is applied to separate bound from free cells. Nonadherent cells accu-
mulate in the tip of the well and are measured using a fluorescence reader. In the pres-
ence of an inhibitor, the cells pellet into the nadir of the V-well, resulting in an increased 
fluorescence signal. In the absence of an inhibitor, most of the cells adhere to the wall 
of the V-well and do not pellet, thus the signal is low.
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The LFA-1/ICAM-1 interaction is used here as an example to 
describe the principle of the assay. LFA-1 belongs to the integrin 
family of adhesion molecules and is expressed on all leukocytes in 
a low-affinity state. Intracellular signaling or divalent cations are 
required to convert LFA-1 from a low- to a high-affinity, ligand-
binding state. ICAM-1 is an inducible cell surface molecule 
expressed by activated endothelial cells and leukocytes (9). In this 
assay, V-well microtiter plates are coated with anti-mouse c-k anti-
body overnight. After adsorption of the catching antibody, the 
free sites of the plates are blocked with bovine serum albumin 
(BSA), followed by the addition of recombinant soluble human 
ICAM-1/mouse c-k fusion protein. After immobilization of the 
ICAM-1 fusion protein, fluorescently labeled, cation-activated 
Jurkat cells or purified human peripheral blood mononuclear cells 
(PBMCs) are transferred to the V-wells. The cells are allowed to 
adhere for 10 min before the plates are centrifuged, and nonad-
herent cells are quantified by fluorescence in the tip of the wells. 
Moreover, modifications to the basic protocol are described in 
order to analyze cell adhesion in the presence of low molecular 
weight LFA-1 inhibitors and blocking monoclonal antibodies.

 1. Cell line: Jurkat cells clone E6-1 from the American Type 
Culture Collection (ATCC).

 2. Culture flasks: T-75-cm2 flasks and T-175-cm2 flasks (tissue 
culture-treated polystyrene, with vented screw cap).

2. Materials

2.1. Jurkat Cell Culture

Table 1 
Examples of receptor/ligand interactions assessed in the V-well adhesion assay

Assay Cells Ligand

Integrins

LFA-1/ICAM-1 Jurkat, PBMCs, transfectants ICAM-1 m c-k fusion protein

VLA-4/VCAM-1 Ramos VCAM-1 m c-k fusion protein

a4b7/VCAM-1 RPMI 866 VCAM-1 m c-k fusion protein

VLA-4/FN Ramos Purified plasma FN

Mac-1/iC3b U937 Purified iC3b

Selectins

E-selectin/glycoprotein HL-60 E-selectin m c-k fusion protein

LFA lymphocyte function-associated antigen, ICAM intercellular adhesion molecule, VCAM vascular cell adhesion 
molecule, VLA very late antigen, FN fibronectin. For more detailed information, see ref. 5
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 3. Stericup™-GP filter unit, 0.22 mm, 500-ml bottle with cap.
 4. Culture medium: RPMI-1640 supplemented with 10% heat-

inactivated fetal bovine serum (FBS), 1% glutamax, 1% MEM 
nonessential amino acids, 10 mM HEPES, and 1% penicillin/
streptomycin. Sterile filter using Stericup™ filter unit 
(0.22 mm) and store at 4°C.

 1. Source of PBMCs: Human buffy coat or human blood sam-
ples from healthy donors taken into natrium-heparin tubes.

 2. Separation medium: Ficoll-Paque™ Plus, density 1.077 g/
ml, store at room temperature (RT).

 3. Buffer: Dulbecco’s divalent cation-free phosphate-buffered 
saline with or without 0.5% (w/v) BSA, store at 4°C.

 4. Freezing solution: Mix 10% dimethyl sulfoxide (DMSO) and 
90% heat-inactivated, sterile filtered fetal calf serum (FCS). 
The freezing medium is stable for up to 3 months when 
stored at 4°C.

 5. Polypropylene tubes Leucosep™, 30 ml, sterile, for 15–30 ml 
sample volume.

 6. Trypan blue 0.4% solution.
 7. Cryovials, sterile, 1.8 ml.
 8. BD 50-ml Falcon™ centrifuge tubes, sterile.
 9. BD Falcon™ cell strainer, 70-mm pores.
 10. NALGENE Cryo 1°C freezing container.
 11. Thawing medium: RPMI medium-1640, supplemented with 

2.5% FCS, 10 mM HEPES, and 1% penicillin/streptomycin. 
Filter using a Stericup™ filter unit and store at 4°C.

General remark: Filter all buffers below using a Stericup™ filter 
unit (0.22 mm) and store at 4°C.

 1. Tris-buffered saline (TBS)/BSA buffer: 50 mM Tris base and 
150 mM NaCl, pH 7, supplemented with 1.5% BSA (w/v).

 2. Carbonate buffer: 10 mM Na2CO3 and 35 mM NaHCO3, 
pH 8.5.

 3. Blocking buffer: TBS supplemented with 1.5% BSA (w/v) 
and 0.5% Tween 20 (v/v), pH 7.2–7.4.

 4. Binding buffer: TBS/BSA buffer containing 2 mM MgCl2, 
2 mM MnCl2, and 5 mM D-glucose monohydrate, pH 7.2–7.4.

 5. Catching antibody (Ab): Goat anti-mouse c-k Ab, 1 mg/ml, 
store at 4°C.

 6. Ligand: Human ICAM-1 mouse c-k fusion protein (ICAM-1 
m c-k) (Novartis). A stock solution of 0.3 mg/ml in TBS/
BSA buffer is prepared and aliquots are stored at −20°C (see 
Note 1).

2.2. Isolation  
and Cryopreservation 
of PBMCs

2.3. V-Well Adhesion 
Assay
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 7. Cell labeling agent: Prepare a stock solution of 2¢,7¢-bis-
(2-carboxyethyl)-5-(and-6)-carboxyfluorescein, acetoxymethyl 
ester (BCECF-AM, Invitrogen) in anhydrous DMSO at 
10 mg/ml and store in aliquots at −20°C. The DMSO used 
for the stock solution is stored at RT with desiccant beads 
(Molecular sieves, 4 Å, Roth) (see Note 2).

 8. Micronic U-tubes (1.4 ml), non-coded, in polypropylene.
 9. Tube sealing.
 10. 96-Well plates, V-bottom, transparent in polystyrene (V-well 

plates, Corning).
 11. Adhesive Clear Polyester Seal film Uniseal™, 0.05-mm 

thickness.
 12. Fluorescence plate reader: Victor 2™ (Perkin Elmer).

 1. Test compounds: Prepare stock solutions of test compounds 
(e.g., LFA878, Novartis) at 10 mM in DMSO and store at 
4°C (10).

 2. Blocking Ab: mouse antihuman ICAM-1 monoclonal anti-
body (mAb), clone LB-2, IgG2b k (Becton Dickinson), store 
at 4°C.

General remark: All solutions and equipment coming in contact 
with the cells must be sterile, and proper sterile techniques must 
be used accordingly. Culture conditions of Jurkat cells are critical 
for the quality of the assay (see Note 3).

 1. Maintain Jurkat cells in 75-cm2 tissue culture flasks in a 
humidified incubator at 37°C in an atmosphere of 5% 
CO2/95% air.

 2. Split the cells three times a week and ensure that the cell den-
sity is maintained below 1 × 106 cells/ml. Use either 75-cm2 
or 175-cm2 culture flasks depending on the number of cells 
needed for the experiment (see Note 3).

 3. One day prior to the experiment, split the cells in fresh 
medium such that the cell density at the day of the experi-
ment does not exceed 8 × 105 cells/ml.

 4. Every second or third month, replace the cell cultures by a 
new batch of cells with a low passage number.

General remarks: Biosafety practices (BL-2) must be followed when 
working with primary human material. The method below out-
lines the isolation of PBMCs from one buffy coat. The isolation 

2.4. Inhibitors

3. Methods

3.1. Jurkat Cell Culture

3.2. Isolation  
and Cryopreservation 
of PBMCs
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of PBMCs from fresh human blood samples is described in Note 4. 
Avoid mechanical stress (e.g., resuspend and pipette gently, 
minimize pellet time and avoid bubbles). Steps 1–6 are performed 
at RT followed by washing steps at 4°C.

 1. Fill a 50-ml Leucosep™ tube with 15 ml Ficoll separation 
medium. Six Leucosep™ tubes are needed for one buffy coat.

 2. Close the tubes containing the separation medium with the 
screw cap and centrifuge for 1 min at 1,000 × g (RT). The 
separation medium is now located below the porous barrier.

 3. Dilute the buffy coat 1:3 with DPBS and add 25 ml of sample 
material directly on the porous barrier of the Leucocep™ 
tube.

 4. Switch off the brake of the centrifuge and centrifuge tubes for 
10 min at 1,000 × g at RT in a swinging bucket rotor. After 
centrifugation, the sequence of layers occurs as follows (seen 
from top to bottom): plasma (yellow) – enriched cell fraction 
(opaque interphase consisting of lymphocytes/PBMCs) – 
Ficoll (colorless) – porous barrier – Ficoll – pellet (containing 
erythrocytes and granulocytes).

 5. Harvest the enriched cell fraction (PBMCs) including most 
of the plasma fraction using a pipette (results in ~15 ml sus-
pension per Leucosep™ tube) and distribute the total of 
~90 ml cell suspension in four sterile 50-ml centrifuge tubes.

 6. Add DPBS to each tube up to the 50-ml graduation, centri-
fuge for 10 min at 400 × g at RT (brake switched on), and 
remove supernatant (containing platelets) by a total flip of the 
tube.

 7. Resuspend the cells by tapping until no larger clumps can be 
seen and add 5 ml cold DPBS containing 0.5% BSA to each 
tube.

 8. Combine cell suspensions in one 50-ml tube, add cold DPBS/
BSA buffer (4°C) up to the 50-ml graduation, and centrifuge 
for 10 min at 300 × g at 4°C (with brake).

 9. Repeat washing step with another 50 ml cold DPBS/BSA 
(see Note 5).

 10. Use an inverted microscope to inspect the morphology of the 
cells and examine their viability by trypan blue exclusion. If 
the cells pass both inspections, proceed with the freezing step 
below or start the adhesion experiment (see Note 6).

 11. Resuspend the cells in cold freezing solution (3 × 107 cells/
ml) and transfer 0.8–1 ml of the cell suspension to cryovials. 
Cap the vials and immediately place them in the Nalgene 
Cryo 1°C freezing container. Store at −80°C freezer. One 
buffy coat results in approximately 30 cryovials filled with the 
PBMC preparation. For short-term storage (up to 2 months), 
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leave the cells at −80°C. For long-term storage, transfer the 
cells to a liquid nitrogen freezer. Separated PBMCs can be cry-
opreserved without significant loss of function (see Note 7).

 1. Dilute the goat anti-mouse c-kAb in carbonate buffer to a 
concentration of 1 mg/ml. Use a multichannel pipette to dis-
pense 100 ml of catching Ab to each well of a 96-well V-bottom 
microtiter plate. Cover the plate with adhesive seal film to 
control humidity and to reduce evaporation of samples dur-
ing the incubation step below (see Note 8).

 2. Incubate the plates for 2 h at 37°C.
 3. Remove the antibody solution and add 200 ml of blocking 

buffer (TBS/BSA/Tween) to each well using a multichannel 
pipette. Cover the plates with adhesive seal film.

 4. Incubate at 4°C overnight or at 37°C for 90 min to block 
nonspecific binding sites (see Note 9).

 5. Wash the wells once with 150 ml TBS/BSA buffer.
 6. Dilute ICAM-1 m c-k in TBS/BSA buffer to a concentration 

of 100 ng/ml and add 100 ml to the appropriate wells (10 ng/
well). Add to some wells 100 ml TBS/BSA buffer without 
ICAM-1 m c-k for use as negative controls. Cover the plates 
with seal film (see Note 10) (Fig. 2).

3.3. V-Well Adhesion 
Assay

3.3.1. Immobilization  
of ICAM-1 m c-k

Fig. 2. Optimization of the V-well adhesion assay. ICAM-1 m c-k was immobilized on 
V-well microtiter plates (via an anti-mouse c-k Ab) at indicated concentrations, followed 
by the addition of fluorescently labeled PBMCs at indicated numbers. Adhesion of the 
cells to ICAM-1 m c-k was quantified as described under Subheading 3. Each bar rep-
resents the mean value of triplicates. The best S/N ratios were obtained by using 100–
300 ng/ml ICAM-1 m c-k (10–30 ng/well) combined with 20,000 cells/well.
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 7. Incubate the plates for 90 min at 37°C.
 8. Remove unbound ligand by three washing steps using binding 

buffer (150 ml/well).

Jurkat cells (see Note 11)

 1. Centrifuge Jurkat cells at 300 × g for 5 min at RT, remove 
supernatant, and resuspend at 1 × 106 cells/ml in DPBS 
containing 5 mg/ml BCECF-AM (see Note 2).

 2. Incubate at 37°C for 30 min in the dark and gently rotate the 
tube every 10 min (cell labeling step).

 3. Add an equal volume of cold DPBS and centrifuge at 300 × g 
(1,200 rpm, Megafuge 2.0R) for 5 min at RT (see Note 12).

 4. Resuspend the cells in binding buffer (containing divalent 
cations) at a density of 2 × 105 cells/ml and incubate at RT 
(not 4°C or 37°C) in the dark for 30–45 min (activation step) 
(see Note 13).

 5. Immediately before addition to the plate, resuspend the cells 
by pipetting ~6 times up and down to reduce the number of 
cell aggregates and to make sure that the cells are uniformly 
distributed in the liquid.

PBMCs

 1. Retrieve cryovial containing the PBMCs from storage (−80°C 
or liquid nitrogen freezer) and place on dry ice to minimize 
thawing.

 2. Thaw the cells quickly by placing the vial in a 37°C water 
bath for 30 s to 1 min. Swirl the vial gently until cells are 
thawed.

 3. Wipe the vial with 70% (v/v) ethanol and take it to the tissue 
culture hood.

 4. Add 0.8–1.0 ml pre-warmed thawing medium and carefully 
pipette up and down, avoid foaming.

 5. Transfer the cell suspension quickly into a 50-ml Falcon 
tube containing 4 ml pre-warmed thawing medium. Rinse 
the vial with 1 ml medium to recover all cells. Dilute the 
cells further by adding another 4 ml of pre-warmed medium 
(see Note 7).

 6. Add another 20 ml of pre-warmed medium and centrifuge 
the Falcon tube at 300 × g, for 10 min at RT (with brake) and 
discard supernatant.

 7. Gently tap the tube to break up the pellet before resuspending 
the cells in 10 ml of medium (pre-warmed) and count the 
cells.

3.3.2. Labeling  
and Activation of Jurkat 
Cells or PBMCs
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 8. Centrifuge 0.6–1 × 107 cells at 300 × g for 10 min at RT and 
resuspend in 10 ml of TBS containing 1.5% BSA and 10 mg/
ml BCECF (see Note 2).

 9. Incubate the cells in a water bath, at 37°C, for 30 min in the 
dark.

 10. Centrifuge the cells at 300 × g for 10 min at RT, wash with 
10 ml TBS/1.5% BSA, and centrifuge at 300 × g, for 5 min at 
RT. Repeat the washing step twice.

 11. For activation, resuspend the cells in binding buffer (containing 
Mn2+ and Mg2+) at a density of 2 × 105 cells/ml and incubate 
in a water bath for 30 min at 37°C in the dark. After the incu-
bation step, the cells are ready to use.

 1. Add 100 ml of cell suspensions (Jurkat cells or PBMCs in 
binding buffer) to each well of the microtiter plates (20,000 
cells/well) (Fig. 2).

 2. Incubate the plates at 37°C for 10 min.
 3. Centrifuge the plate at 209 × g for 10 min at RT (see Note 14).
 4. Quantify nonadherent cells in the tip of the V-bottom well 

by using a fluorescence reader with filter sets allowing 
excitation at 485 nm and quantification of emission at 
535 nm. An example of device settings (Victor 2™) is as 
follows:

•  Name of the label: fluorescein (0.1 s)

•  Label technology: prompt fluorometry

•  CW-lamp filter name: F485 (fluorescein)

•  CW-lamp filter slot: A5

•  Emission filter name: F535 (fluorescein)

•  Emission filter slot: A5

•  Measurement time: 0.1 s

•  Measurement height: 8 mm

•  Emission aperture: small

•  CW-lamp energy: 25,288

•  Second measurement CW-lamp energy: .0

•  Emission side: below

•  CW-lamp control: stabilized energy

3.3.3. Measurement  
of Cell Adhesion
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 1. Low molecular weight compounds (e.g., LFA878): Prepare 
compound dilutions on the day of the experiment at 2× con-
centration. Serially pre-dilute the compounds in DMSO 
(100%) to avoid precipitation, before performing final dilu-
tion steps in assay buffer. Keep the final DMSO concentration 
in the assay constant in all samples (see Note 15).

 2. Dilute protein – test candidates directly in binding buffer.

Prepare ligand-coated plates as described in Subheading 3.3.1 
and label cells as described in Subheading 3.3.2. Then follow the 
steps below.

Compounds

 1. Dilute labeled PBMCs or Jurkat cells at 4 × 105 cells/ml in 
binding buffer (instead of 2 × 105 cells/ml), incubate the cells 
for 30 min at 37°C (activation step), and transfer the cell sus-
pension to micronic tubes.

 2. Dilute the cells 1:2 with binding buffer containing the sol-
vent control or test compound at 2× concentration.

 3. Preincubate the cells with the solvent control or the com-
pound for the appropriate time in the dark at 37°C (e.g., 
10 min in case of LFA878).

 4. After the pre-incubation step, add 100 ml of the cell suspension 
to each well of the ligand-coated plates (see Subheading 3.3.1).

 5. Incubate the plates at 37°C for 10 min.
 6. Centrifuge the plates at 209 × g for 10 min at RT.
 7. Quantify nonadherent cells as described above.
 8. Determine the half maximal inhibitory concentration (IC50) 

of the compound using an appropriate software such as the 
ORIGIN 7.5 software program (Fig. 3 and Table 2).

Antibody

 1. Transfer 50 ml of the anti-ICAM-1 mAb diluted in binding buf-
fer to the desired concentration to the ICAM-1 coated V-bottom 
microtiter plates and cover the plates with seal film.

 2. Incubate the plates for 30 min at 37°C (do not wash).
 3. Dilute labeled and activated PBMCs or Jurkat cells with bind-

ing buffer to a concentration of 4 × 105 cells/ml and transfer 
50 mL of the cell suspension to the microtiter plates contain-
ing the antibody.

 4. Incubate the plates at 37°C for 10 min.
 5. Centrifuge the plates at 209 × g for 10 min at RT.
 6. Quantify nonadherent cells as described above (Fig. 3).

The V-well adhesion assay described can be easily adapted to 
the flat-well format (see Note 16).

3.4. Analyzing Cell 
Adhesion in the 
Presence of Inhibitors

3.4.1. Dilution of Test 
Agents

3.4.2. Test Effect  
of Compounds and Abs  
on Cell Adhesion
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 1. Human ICAM-1 m c-k was cloned and expressed in the insect 
cell line Sf9 using a baculovirus expression system. The pro-
tein was purified using immobilized rat anti-mouse c-k Ab. 
The protein is composed of the extracellular domain of 
ICAM-1 and the c-k light chain of murine IgG. ICAM-1 m c-k 

4. Notes
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Fig. 3. Effect of inhibitors on PBMC binding to ICAM-1 in the V-well adhesion assay. The activity of the small molecule 
LFA-1 inhibitor LFA878 (a) and the anti-ICAM-1 mAb (b) was tested at indicated concentrations in the V-well assay, as 
described under Subheading 3. Each point or bar represents the mean value ±SD of triplicates. Blank, no ICAM-1; control: 
plus ICAM-1, no inhibitor. Both inhibitors blocked cell adhesion to immobilized ligand in a concentration-dependent 
manner.

Table 2 
Properties of the PBMC/ICAM-1 V-well adhesion 
assay

Donora S/N LFA878, IC50 (mM)

1 3.0; 3.6; 4.8; 4.6 1.7, 1.1

2 4.4; 3.5; 3.7; 4.1; 6.6 2.0, 0.8, 0.7

3 4.5 1.9

4 4 n.d.

Values from independent experiments are shown. The donor-to-donor 
variation of the S/N ratios or the IC50 values is low.
S/N signal-to-noise ratio of the assay calculated as described in Note 3, 
LFA878 low molecular weight LFA-1 inhibitor, n.d. not determined;
a1–3: PBMCs isolated from buffy coats of different donors, 4: PBMCs 
isolated from a fresh blood sample
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can be replaced by commercially available human ICAM-1 
(e.g., recombinant human sICAM-1 from R&D systems, 
ADP4-200) or purified tonsil ICAM-1 (6) (see Note 10).

 2. BCECF-AM is intrinsically nonfluorescent until it is cleaved 
by intracellular esterases to BCECF, the fluorescent-free acid 
form of BCECF-AM. Due to negative charges, BCECF 
retains in cells for several hours. At −20°C, the stock solution 
of BCECF-AM is stable for at least 6 months. If the solution 
shows strong fluorescence and coloration, it should be dis-
carded. BCECF-AM stock diluted in aqueous buffer or 
medium should be used immediately and not be stored. Avoid 
exposure of BCECF-AM to FCS, because endogenous 
esterases present in FCS may cleave BCECF-AM. Alternatively, 
similar dyes such as calcein-AM (Invitrogen), or membrane 
intercalating dyes such as carboxyfluorescein succinimidyl 
ester (CFSE, Sigma) can be used to label the cells.

 3. The quality of the assay is influenced by the density of the 
Jurkat cell culture. If Jurkat cells were grown at high density 
(>8 × 105 cells/ml) before use, a significant decrease in the 
signal-to-noise (S/N) ratio of the assay was observed. The 
S/N ratio of the assay was calculated according to the follow-
ing formula:

 
( )
( )

Fluorescence in the absence of ICAM - 1 highest reading
S/N = 

Fluorescence in the presence of ICAM - 1 lowest reading

Thus, it is very important to ensure careful and consistent 
cell passage procedures.

 4. PBMCs can also be isolated from fresh human blood samples. 
In brief, blood (10–50 ml) is obtained by simple venipunc-
ture and collected into Na-Heparin tubes (B. Braun, 46613, 
5,000 I.E./50 ml blood). The heparinized blood is diluted 
1:2 in DPBS. The samples (25 ml) are loaded on the porous 
barrier of the Leucosep™ tube. After centrifugation, PBMCs 
are isolated as described. Normal human blood contains 
~2.5 × 106 PBMCs/ml.

 5. The washing steps are required to remove most of the plate-
lets from the PBMC fraction.

 6. One buffy coat contains approximately 109 PBMCs. 
Approximately 60–70% of the mononuclear cells are lympho-
cytes. If the preparation contains an unusually high number 
of aggregated monocytes, it is filtered through a cell strainer 
to remove the aggregates.

 7. DMSO can cause osmotic damage. Therefore, uninterrupted 
working is important during freezing and thawing.



28 G. Weitz-Schmidt and S. Chreng

 8. The goat anti-mouse c-k Ab is used as a catching Ab to ensure 
proper orientation and presentation of the ICAM-1 m c-k. In 
the absence of the catching Ab (direct coating), the concen-
tration of ICAM-1 m c-k needs to be increased to 1–3 mg/ml 
(100–300 ng/well) to support optimal cell adhesion (see 
Note 10).

 9. Blocked plates covered with a lid can be stored at 4°C up to 
1 week.

 10. If ICAM-1 m c-k is replaced by other ICAM-1 preparations, 
it is recommended to optimize assay conditions experimen-
tally by varying the concentrations of ICAM-1 as shown in 
Fig. 2. For example, recombinant human sICAM-1 (R&D 
systems, ADP4-050) directly coated onto the plates has been 
successfully used in our laboratory at a concentration of 
10 mg/ml (1 mg/well). Commercially available human 
ICAM-1 Fc chimera preparations may be captured via anti-Fc 
antibody to reduce the amount of protein necessary to sup-
port adhesion.

 11. Several LFA-1-expressing cell lines were tested for binding to 
immobilized ICAM-1 m c-k in the V-well format (including 
HuT-78, HL-60, Molt-3). Jurkat cells bound to ICAM-1 m 
c-k with the best S/N ratio and were selected for the assay.

 12. Fluorescently labeled Jurkat cells can be cryopreserved until 
use: after the labeling step and addition of DPBS, the cells 
are centrifuged at 300 × g and resuspended at 1 × 107 cells/
ml in RPMI-1640 containing 10% DMSO and 20% FCS. 
The cells are frozen in aliquots of 0.5 ml at −80°C overnight 
and then stored in a liquid nitrogen freezer for not longer 
than 2 months. Prior use, the cells are rapidly thawed and 
then resuspended in 1 ml pre-warmed RPMI-1640 (37°C), 
followed by the addition of another 1 ml medium (see Note 7). 
This cell suspension is transferred to 8 ml RPMI-1640 
medium and centrifuged. The cells are resuspended in 
binding buffer and activated as described. This cryopreser-
vation step enables the rapid preparation of the cells on the 
day of the experiment.

 13. Mn2+/Mg2+ are used in the present protocol to induce LFA-
1-dependent cell adhesion. In the absence of divalent cations, 
leukocytes do not bind to ICAM-1. Note that Ca2+ can be a 
negative regulator of the cation-induced adhesion (11). 
Leukocyte adhesion via LFA-1 can also be induced by other 
stimuli, for example, PMA (6, 7). However, if using a differ-
ent stimulus, the assay needs to be optimized regarding the 
cell type, cell number, centrifugal force, temperature, and 
timing of the centrifugation step.
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 14. The centrifugal force applied in the assay is very critical for 
the S/N ratio. At 209 × g, the S/N ratio of the PBMC/
ICAM-1 m c-k assay is 4.25 (mean value of 11 independent 
experiments) (Table 2). At higher centrifugal force, the S/N 
ratio starts to decrease. Dependent on the adhesion molecule 
pair studied, the optimal centrifugal force varies from 75 × g 
to 1,820 × g (5).

 15. The assay as described (using divalent cations to stimulate 
adhesion) tolerates DMSO up to 1%, e.g., the addition of 
solvent up to 1% causes no detectable inhibition of Jurkat cell 
or PBMC binding to immobilized ICAM-1 m c-k. Ethanol 
and methanol are also tolerated up to 1%. Higher concentra-
tions of the solvents result in a declining fluorescence signal 
in the presence and absence of immobilized ICAM-1. The 
reduced signal is probably due to cell lysis leading to the 
release and dilution of BCECF (5).

 16. Alternate protocol using flat-well microtiter plates: Coat 
flat-well microtiter plates with goat anti-mouse c-k mAb, 
block with BSA, and add ICAM-1 m c-k as described. 
Wash the plates and add labeled and cation-activated 
Jurkat cells (100,000 cells/well). Incubate the cells for 
30 min at 37°C to allow the cells to adhere. Separate non-
adherent from adherent cells by four to eight washing 
steps (use binding buffer for these steps) and quantify flu-
orescence as described (12).
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Chapter 3

Real-Time Analysis of Integrin-Dependent  
Transendothelial Migration and Integrin-Independent 
Interstitial Motility of Leukocytes

Ziv Shulman and Ronen Alon 

Abstract

The role of integrins in leukocyte migration across endothelial barriers is widely accepted. In contrast, the 
contribution of integrins to interstitial motility of leukocytes is still elusive. Chemokine binding to 
G-protein-coupled receptors expressed on the surface of leukocytes plays key roles in both of these 
processes by directly activating integrin conformations favorable for ligand binding and integrin micro-
clustering. Chemokines can also serve as weak adhesive ligands and potent inducers of actin cytoskeleton 
remodeling. Real-time assays utilizing live imaging microscopy have been implemented to dissect these 
versatile roles of chemokines in different leukocyte migration processes. Here, we review several in vitro 
assays useful for exploring the contribution of chemokine signals and shear forces to integrin activation 
and function during various stages of leukocyte transendothelial migration. In addition, we describe a 
new assay that assesses the contribution of chemokines to integrin-independent interstitial leukocyte 
motility. These assays can also follow the outcome of specific genetic or biochemical manipulations of 
either the leukocyte or the endothelial barrier on distinct migratory steps. Following fixation, subcellular 
changes in the distribution of integrin subsets and of specific integrin-associated adaptors can be further 
dissected by immunofluorescence tools and by ultrastructural electron microscopic analysis.

Key words: Chemokines, G-protein-coupled receptors, Migration, Endothelium, Inflammation, 
Trafficking

The ability of specific leukocyte integrins to generate and maintain 
resistance to detachment by disruptive shear forces is instrumental 
for leukocyte crawling on and crossing through endothelial barriers 
(1–4). As these integrins are largely nonadhesive, leukocytes must 
respond to signals from endothelial chemotactic cytokines, termed 
chemokines, which transduce sequential and highly dynamic changes 

1. Introduction
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in integrin conformation and clustering critical for firm leukocyte 
adhesion and crawling on endothelial cells (5). These chemokines 
also activate a variety of actin remodeling Rho family GTPases in 
leukocytes (6–8), and thereby link actin remodeling events to 
dynamic integrin adhesion (8, 9). Recent findings also suggest 
that leukocytes navigating on stromal networks and collagen 
fibers use similar chemokine-driven actin remodeling programs to 
locomote rapidly along these tissue components, but do so in an 
integrin-independent manner (10, 11).

Despite the increasing evidence highlighting the role of inte-
grin adhesiveness in transendothelial leukocyte migration rather 
than in interstitial motility, this dichotomy in integrin usage has 
been difficult to dissect by conventional macroscopic assays (12). 
Over the last few years, real-time in vitro imaging assays were 
optimized for transendothelial migration (TEM) studies and for 
monitoring interstitial leukocyte motility (13–15). These assays 
have made use of both phase contrast and fluorescence microscopy 
to track, at a single cell level, the ability of leukocytes to migrate 
over and through activated endothelial monolayers under physio-
logical conditions of shear flow (Fig. 1).

Fig. 1. Adhesive and chemotactic model surfaces used for single cell analysis in the dif-
ferent experimental configurations described in Subheading 3. (a) A leukocyte spreading 
and crawling under shear flow over isolated endothelial integrin ligands (CAM: ICAM-1 
or VCAM-1) and chemokines. The ligands contain an Fc tag and are immobilized in a 
uniform configuration on the substrate via a protein A anchor (not shown). The integrin 
ligands are co-immobilized with integrin stimulatory chemokines of interest that acti-
vate the leukocyte integrins and facilitate actin remodeling in the adherent leukocyte, 
promoting leukocyte crawling and resistance to detachment by shear forces. (b) A leu-
kocyte spreading and crawling under shear flow over cytokine-activated endothelium 
(expressing endogenous ICAM-1 and VCAM-1) decorated with integrin stimulatory 
chemokines of interest. (c) A leukocyte locomoting over surface-presented chemokine. 
Note that in this configuration, unlike under shear flow, the chemokine functions both as 
a weak adhesive ligand and as a signaling molecule. The substrate can be co-coated 
with additional extracellular matrix components and chemokine-presenting glycosamin-
oglycan scaffolds.
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Shear forces were recognized as a major element in rapid 
integrin activation by endothelial chemokines (16). New 
methodologies to assess integrin activation and function in 
leukocytes interacting with specific isolated integrin ligands 
reconstituted with chemokines of interest were, therefore, 
introduced in order to monitor integrin function independently 
of the contribution of active endothelial machineries (Fig. 1) 
(1, 17, 18). These cell-free assays allow the researcher to dissect 
the role of surface-presented chemokines versus that of soluble 
chemokines in the dynamic triggering of integrin adhesiveness 
and microclustering during leukocyte adhesion and crawling 
under disruptive shear forces. These assays are also useful in 
addressing how surface immobilized chemokines on their own 
and together with extracellular matrix integrin ligands can promote 
different modalities of integrin-independent interstitial (i.e., 
extravascular) motility of specific subsets of leukocytes (Fig. 1c) 
(16, 17, 19, 20).

 1. Glass-bottom dishes: Polystyrene Petri dishes, 60 × 15 mm 
(Falcon, Franklin Lakes, NJ), are prepared with a 37-mm 
diameter hole (custom made). A microscope cover glass (#1), 
45-mm in diameter (Marienfeld GMBH & Co., Germany), is 
glued to the bottom of the dish with silicone glue. To improve 
protein adsorption to the plate surface, the glass dishes are 
treated with hexamethyldisilazane for approximately 10 min, 
until it is fully evaporated.

 2. Protein A: 1 mg/ml in PBS and stored at −20°C.
 3. Chemokines CXCL12 and CCL21 (R&D Systems Inc., 

Minneapolis, MN): 100 mg/ml in PBS containing 0.1% (w/v) 
human serum albumin (HSA, Sigma–Aldrich) and stored 
at −20°C.

 4. ICAM-1-Fc or VCAM-1-Fc fusion proteins (R&D systems): 
1 mg/ml in PBS containing 0.1% HSA and stored at −20°C.

 5. Binding medium: cation-free Hank’s balanced solution sup-
plemented with 10 mM HEPES, pH 7.4, 2% (w/v) bovine 
serum albumin (BSA), and 1 mM each of Ca2+ and Mg2+.

 6. An inverted microscope: An instrument (DeltaVision System, 
Delta Vision Spectris RT, Applied Precisions, Issaquah, WA) 
equipped with 20× PlanApo differential interference contrast 
(DIC) or phase contrast objectives, and a motorized stage 
that allows recordings of multiple microscopic fields of view 
with high spatial precision.

2. Materials

2.1. Integrin-
Dependent 
Lymphocyte Crawling 
on Purified Endothelial 
Ligands Under 
Shear Flow
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 7. A flow chamber: a parallel plate flow chamber kit (GlycoTech, 
Rockville, MD, gasket thickness 0.01 in., channel width 2.5 
mm with 1/16 in. intake and output tubes) connected to an 
automated syringe pump (Harvard Apparatus, Natick, MA) 
and a vacuum pump (MasterFlex, Cole-Palmer Instrument 
Co., Niles, IL). For details on this apparatus, please refer to 
Fig. 1 in ref. 21. Alternative flow settings can also be used 
(e.g., that of Ibidi, Munchen, Germany).

 1. Glass-bottom dishes: as described in Subheading 2.1.
 2. Human umbilical vein endothelial cells (HUVECs) or micro-

vascular dermal endothelial cells (HMVDEC) (Heidelberg, 
Germany).

 3. HUVEC culture medium: M-199 supplemented with 10% 
LPS-free fetal calf serum, penicillin (100 ng/ml), streptomycin 
(100 U/ml), endothelial mitogen (Biomedical Technologies 
Inc, Stoughton, MA), and porcine heparin (Sigma–Aldrich, 
5 U/ml).

 4. Fibronectin (FN, Sigma–Aldrich): 1 mg/ml in PBS and 
stored at −20°C.

 5. Trypsin-EDTA solution (Sigma–Aldrich): stored at −20°C.
 6. TNF-a and chemokines (CXCL12 and CCL19, R&D Systems): 

prepared as stock solutions of 1 mg/ml and 0.1 mg/ml, respec-
tively, in PBS containing 0.1% HSA, and kept at −20°C.

 1. m-Slides VI (Munchen, Germany).
 2. Chemokines CCL21 and CXCL12: prepared as described in 

Subheading 2.2. The working solution is prepared in PBS at 
a final concentration of 0.5–2 mg/ml.

 3. Cell staining solution: BCECF-AM (2¢,7¢-bis(carboxyethyl)-
4(or 5)-carboxyfluorescein diacetoxymethyl ester, Invitrogen, 
Carlsbad, CA (16)), in PBS at a concentration of 1 mM.

 1. Paraformaldehyde (PFA): 4% (w/v) in PBS, supplemented 
with 2% (w/v) sucrose.

 2. Blocking solution: serum (specific to the species the mAb was 
obtained from) in PBS to 20% (v/v).

 3. Saponin (Sigma–Aldrich): 0.1% (w/v) in PBS.
 4. Integrin antibodies: For staining of LFA-1, the non-blocking 

anti-aL mAb, clone TS2.4, should be used. For staining of 
VLA-4, the non-blocking anti-a4 mAb, clone G5B10, is optimal 
(1, 22).

 5. Mounting medium (Dako, Carpinteria, CA, USA).
 6. An inverted fluorescence microscope equipped with 60× DIC 

objective (e.g., DeltaVision system).

2.2. Integrin-
Dependent Lymphocyte 
Crawling on 
and Transendothelial 
Migration Through 
Activated 
Endothelial Cells

2.3. Integrin-
Independent 
Lymphocyte 
Motility on Surface 
Chemokines

2.4. Analysis 
of Integrin 
Redistribution in 
Actively Migrating 
Lymphocytes
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This methodology (Fig. 1a) allows assessing integrin function in 
leukocytes interacting with specific isolated integrin ligands and 
chemokines independently of active endothelial machineries. 
It also allows the introduction of reversible blockers of leukocyte 
machineries which cannot be used in the presence of endothelial 
monolayers due to their toxic effects on endothelial cell integrity. 
Some inhibitors exert dual effects on both the endothelial cell and 
the leukocyte studied, and this approach allows dissecting the net 
effects of a given inhibitor on integrin activation and distribution 
on the leukocyte side.

 1. Prepare 20 mg/ml Protein A in PBS containing 20 mM sodium 
bicarbonate (pH 8.5) and add a 5-ml drop in the middle of the 
glass dish. Incubate the dishes for 2 h at 37°C under humidi-
fied conditions to avoid evaporation. Mark the location of the 
drop on the outer side of the dish with a dot or a circle.

 2. Gently remove the drop of Protein A solution and wash by 
adding a 5-ml drop of PBS. Repeat this washing procedure 
three times. Avoid dehydration of the drop.

 3. Prepare chemokine solution in PBS (2 mg/ml). Remove the 
final PBS drop from the dish and add 7 ml of chemokine 
solution. Incubate the dishes at 4°C for at least 3 h.

 4. Prepare the desired integrin ligand in PBS containing 2% HSA. 
For resting T cells derived from peripheral blood, optimal 
ligand concentrations vary between 1 and 5 mg/ml (ICAM-1-Fc) 
and 0.05–2 mg/ml (VCAM-1-Fc).

 5. Remove the drop containing chemokine from the dishes, and 
immediately add 30 ml of integrin ligand-Fc solution. 
Incubate the dishes for 16–24 h at 4°C.

 6. Place the lower part of a test dish on the stage of an inverted 
microscope equipped with a 10× or 20× phase contrast or 
DIC objectives. The microscope should be equipped with a 
controlled temperature chamber or a heated stage set at 37°C. 
Place the flow chamber in the dish.

 7. To assemble the flow chamber apparatus, attach the inlet tube 
to the inlet hole of the chamber and immerse in a 50-ml reser-
voir tube filled with the binding medium. Attach the outlet 
tube to a 3-way Luer-lock that is connected to the automated 
syringe pump. Connect a 10-ml disposable syringe to the third 
outlet of the lock. The test dish (uncoated) must be assembled 
as the lower plate of the flow chamber. Connect the vacuum 
pump to the vacuum outlet of the chamber and pump medium 
throughout the system. Ensure that the vacuum tightly seals 
the chamber to the dish (for details on this setting, please refer 

3. Methods

3.1. Integrin-
Dependent 
Lymphocyte Crawling 
on Purified Endothelial 
Ligands Under Shear 
Flow
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to Fig. 1 in ref. 21). Use the disposable syringe to pump the 
binding medium manually through the system. Disconnect 
the vacuum and remove the test dish. The system is now ready 
for use.

 8. Add 3 ml binding medium to the ligand-coated dish and 
place it on the microscope stage. Locate the dot containing 
the coated integrin ligand and chemokine on the dish. Place 
the flow chamber directly over this dot and connect the chamber 
to the vacuum pump. Make sure that the chamber is tightly 
sealed to the dish.

 9. Choose three to five fields of view within the coated spot.
 10. Place 0.5 × 106 fresh or cultured lymphocytes in a 1.5-ml 

tube and mix with an equal volume of EDTA solution to 
remove cell-bound integrin ligands. Wash the cells by centrif-
ugation (200 × g, 4 min) and resuspend pellet in 50 ml binding 
medium.

 11. Perfuse the lymphocyte suspension until the entire volume 
enters the inlet tube. Return the inlet to the reservoir 
containing 50 ml binding medium. Ensure that no air bubbles 
enter the inlet tube during this manipulation. Set the auto-
mated pump to provide a constant shear force of 5 dyn/cm2 
until the cells enter the chamber.

 12. Once the cell flux enters the field of view, stop the pump 
and immediately start the flow program of the pump (see 
Note 1). Record lymphocyte spreading and crawling at 1 frame 
per 10 s.

 13. Analysis of lymphocyte crawling can be preformed either 
manually or by using a computerized tracking software (e.g., 
SoftWoRx (Applied Precisions) or Volocity (Improvision, 
Waltham, MA)). We define a crawling cell as a polarized cell 
that has moved at least 30 mm during the 8-min period of the 
assay. Round adherent cells which passively move with the 
flow direction are not counted as crawling cells.

 1. Wipe glass-bottom dishes with ethanol and air dry under sterile 
conditions.

 2. Add a 15-ml drop of FN to the center of the dish and incubate 
at 37°C for 1 h. Wash three times with 15 ml PBS (sterile). 
Avoid any dehydration of the FN drop.

 3. Harvest HUVECs from a long-term tissue culture plate by 
washing with 3 ml Ca2+- and Mg2+-free PBS. Remove the PBS 
and add warm trypsin-EDTA solution. Incubate for 2 min. 
Add 5 ml HUVEC medium and collect cells by gentle pipetting. 
Wash the cells in HUVEC medium (200 × g, 4 min).

 4. Resuspend the pellet in HUVEC medium, and adjust volume 
to reach a final concentration of 3 × 106 cells/ml. Add a 15-ml 

3.2. Integrin-
Dependent Lymphocyte 
Crawling on 
and Transendothelial 
Migration Through 
Activated Endothelial 
Cells
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drop of HUVECs to the FN-spotted glass dishes and incubate 
for 1 h in a humidified incubator. This procedure is designed 
to minimize the number of HUVECs required to form a 
monolayer. Furthermore, the flow chamber attaches more 
tightly to dish areas free of HUVECs and maintains a tighter 
vacuum seal.

 5. Add 3 ml of HUVEC medium containing 2 ng/ml TNF-a 
(alone or in combination with other inflammatory cytokines 
such as IFNg) and incubate at 37°C in a humidified 5% CO2 
atmosphere for 18–26 h.

 6. Use the same flow settings described in Subheading 3.1. 
Place the HUVEC-coated dish on the inverted microscope 
(see Note 2) and locate three to five fields of view on the 
monolayer. The fields should comprise a confluent layer of 
HUVECs and be positioned near the upstream edge of the 
monolayer to minimize leukocyte rolling or crawling into 
the field of view from non-recorded upstream fields. Place 
the flow chamber directly over the monolayer. Connect the 
chamber to the vacuum pump. Make sure that the chamber is 
tightly sealed to the dish and no air bubbles are introduced 
through the chamber, since any air perfused over the HUVEC 
monolayer will irreversibly damage its viability or functionality.

 7. Wash the monolayer with binding medium. If required, 
adsorb a chemokine of interest onto the HUVEC monolayer 
(see Note 3). Briefly, perfuse 100 ml of chemokine-containing 
binding medium using a disposable syringe. The entire volume 
of medium should enter the chamber, thereby keeping air 
out. Allow the chemokine to remain on the HUVEC mono-
layer for at least 5 min. Collect the unbound chemokine by 
back-pumping the chemokine-containing medium in the 
reverse direction with the disposable syringe. Tissue-expanded 
effector T cells and freshly isolated blood neutrophils do not 
require addition of exogenous chemokines to the TNF-a-
stimulated HUVECs (see Note 3). Return the inlet tube to the 
binding medium reservoir and wash the system extensively 
(with at least 1 ml) in order to remove any traces of unbound 
chemokine.

 8. Wash 1 × 106 cultured lymphocytes by mixing with an equal 
volume of EDTA solution to remove cell-bound integrin 
ligands. Centrifuge the cells (200 × g, 4 min) and resuspend 
pellet in 50 ml binding medium. Perfuse the lymphocyte 
suspension until the entire volume enters the inlet tube. 
Return the inlet to the reservoir containing 50 ml of binding 
medium. Ensure that no air bubbles enter the inlet tube during 
this manipulation.

 9. Once the lymphocyte flux enters the field of view, stop the 
pump and immediately activate the flow program (see Note 4). 
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Set the automated pump to provide a constant shear flow of 
2–5 dyn/cm2 for the required time period. Record at 1 frame 
per 15 s (migration phase).

 10. Analysis of lymphocyte crawling and TEM: motion analysis 
should be performed manually on all cells interacting with the 
endothelial monolayer in at least three fields of view. 
Lymphocytes are individually tracked from their site of inter-
action with the endothelial surface at the end of the accumula-
tion phase and throughout their migration phase. Only 
leukocytes that have accumulated in the field of view during 
the accumulation phase are analyzed. Lymphocytes rolling or 
crawling into the field of view from upstream fields or out of 
the field to downstream fields, as well as lymphocytes captured 
onto the endothelial cells (ECs) during the migration phase, 
should not be included in the analysis. Four distinct categories 
of accumulating lymphocytes are generally defined in this type 
of analysis: (1) Lymphocytes that roll away or detach from the 
EC monolayer during the migration phase are considered 
“detached.” (2) Lymphocytes that remain stationary through-
out the migration phase, or crawl a distance that is less than 
their diameter, are considered as “resisting detachment.” (3) 
Lymphocytes that spread and migrate over the EC surface 
throughout the assay period without crossing the EC barrier 
are considered “crawling.” (4) Lymphocytes that migrate for 
variable distances on the EC and eventually transmigrate 
(cross) through the monolayer are considered “crawling and 
transmigrating.” Since lymphocytes (and other leukocytes) 
may turn dark and can be falsely counted as transmigrating 
cells, only lymphocytes that undergo stepwise darkening of 
their leading edge and retain their dark appearance while 
crawling underneath the EC should be considered transmi-
grating cells. The different categories are either presented as a 
percentage of the originally accumulated lymphocytes or nor-
malized to the number of cells interacting with the endothelial 
cells during the first accumulation phase.

This method allows assessing how specific surface-presented 
chemokines can promote random (chemokinetic) leukocyte motility 
in the interstitium on their own and in the context of specific 
extracellular and/or stromal ligands.

 1. Inject into a m-slide slot 30 ml PBS solution containing 
0.5–2 mg/ml chemokine and incubate for 1 h at 37°C or 
overnight at 4°C (see Notes 5 and 6).

 2. Apply a clean absorbent paper to the edge of the m-slide and 
absorb the chemokine solution. To avoid dehydration, continue 
immediately to the next step.

 3. Wash the m-slide by injecting 150 ml PBS and absorb the fluid 
with an absorbent paper wipe.

3.3. Integrin-
Independent 
Lymphocyte Motility 
on Surface 
Chemokines
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 4. Extracellular matrix (ECM) components such as fibronectin 
(5 mg/ml) and collagen (5 mg/ml) can be sequentially co-
immobilized after the primary chemokine coating step by 
injecting 30 ml of ECM solution into the chemokine coated 
m-slide and incubating for 30 min in room temperature. 
Alternatively, these or other ECM components can be first 
coated and serve as scaffolds for specific chemokines (e.g., 
fibronectin for CXCL12; collagen IV for CCL21).

 5. Block the m-slide by injecting 30 ml of 2% HSA solution and 
incubating for 30 min at room temperature.

 6. Wash the m-slide by injecting 150 ml PBS. Do not remove the 
PBS fluid from the m-slide until use. The slides can be kept at 
4°C for up to 24 h.

 7. Wash the cells taken from culture with 1:1 volume of EDTA 
solution.

 8. Resuspend the cells in 100 ml of Ca2+- and Mg2+-free PBS 
containing 1 mM BCECF-AM. Incubate at room temperature 
in the dark for 2 min.

 9. Wash the cells with 200 ml binding medium and resuspend 
with binding medium at the desired volume (30 ml per run).

 10. Remove PBS from the m-slide with an absorbent paper. Inject 
30 ml cell solution in into the m-slide and immediately mount 
it on the stage of an inverted microscope equipped with 20× 
or 40× DIC objective and maintained at 37°C (see Note 7). 
Typically, 0.3 × 106 cells per slot are sufficient for imaging.

 11. Allow the cells to settle at the bottom of the slide by gravitation 
and to thereby come in contact with the substrate. Meanwhile, 
mark three to five fields of view using the motorized stage of 
the microscope. Track the cells by recording both DIC and 
fluorescence images at four frames per min for 10–30 min 
(see Note 8). The slide configuration minimizes any fluid 
convection or vortexing, and thereby maintains a shear-free 
environment.

 12. Analysis of lymphocyte motility over the substrate is performed 
in multiple fields of view similar to that in the analysis of lym-
phocyte crawling on integrin ligand-coated surfaces under 
shear flow (Subheading 3.1).

 1. Actively migrating cells must be fixed in situ in the flow chamber 
before staining. Remove the inlet tube of the flow chamber from 
the binding medium reservoir to a tube containing 4% PFA 
and 2% sucrose in PBS kept at 37°C. Once the perfused 
fixative enters the chamber, the fixative must be injected for 
an additional 5-min period. Disconnect the chamber from the 
vacuum source and carefully lift it from the glass dish attached at 
its bottom. If a m-slide setting is used for shear-free motility 

3.4. Analysis 
of Integrin 
Redistribution in 
Actively Migrating 
Leukocytes
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experiments, gently inject into it 30 ml PFA and incubate the 
slide for 5 min.

 2. Wash the dish three times with 3 ml PBS. The fixed sample 
on the glass slide is now ready for further processing.

 3. Wash the chamber extensively to remove all traces of fixative. 
The fixed dishes should be kept at 4°C until further use.

 4. Remove PBS from the dish and mark a circle around the 
coated dot with a liquid blocker Pap pen (a water-repellent 
marking pen, Daido Sangyo Co. (Tokyo, Japan)). This procedure 
greatly reduces the volumes of the solutions subsequently 
required to stain the fixed sample.

 5. Block the samples with 50 ml of PBS supplemented with 
appropriate serum (20%, see Note 9) for 20 min at 37°C.

 6. Remove the serum without washing and incubate the samples 
for 45 min at 37°C with 30–50 ml of PBS containing either 
unlabeled or directly labeled primary antibodies (see Note 10).

 7. Wash the cells with 3 ml PBS for 5 min. This must be repeated 
at least three times.

 8. If relevant, incubate the cells with a secondary antibody for 
an additional 30 min at room temperature.

 9. Wash the cells in PBS five times for 5 min.
 10. For co-staining of intracellular molecules together with cell 

surface integrins, permeabilize the fixed cells with 0.1% saponin 
for 5 min. All of the solutions subsequently used must 
contain 0.1% saponin (see Note 11). After permeabilization, 
block the cells with 10% serum in PBS/0.1% saponin and 
incubate the cells with primary and secondary antibodies, as 
described above.

 11. Wash the cells five times with 3 ml PBS/saponin for 5 min, 
followed by two washes with saponin-free PBS. Add 20% 
serum in PBS for 10 min in order to quench both saponin 
activity and the nonspecific binding of secondary antibodies.

 12. Image fixed cells with either confocal or wide-field fluores-
cence microscopy. In order to detect microclustering of inte-
grins, use an oil 60×/1.4 PlanApo (DIC) objective (see Notes 
12 and 13).

 1. In order to avoid a biased accumulation of highly adhesive 
superactivated leukocyte subsets on the chemokine–integrin 
ligand-coated substrate, the automated pump program is set 

4. Notes
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to provide a low shear stress of 0.5 dyn/cm2 for 1 min to 
allow efficient attachment of cells even in the absence of 
selectins or selectin ligands on the substrate followed by a 
mid-range physiological shear stress (typically 5 dyn/cm2) for 
an additional 8–10-min period. The inclusion of these primary 
adhesion molecules would allow the introduction of the studied 
leukocytes in higher flow rates due to their higher efficiencies 
of leukocyte capture under flow.

 2. We recommend using a 20× phase contrast objective for 
tracking leukocyte crawling and TEM in real time. This mag-
nification allows accurate monitoring of both the motion and 
morphological changes of transmigrating leukocytes (30–50 
cells in a typical field of view). DIC objectives can also be used, 
but TEM analysis is more difficult. It is, therefore, recom-
mended to pre-label the leukocytes with a fluorescent dye 
(such as in Subheading 3.3) when DIC microscopy is used.

 3. Lymphocyte TEM not only depends on the type of chemokine 
added, but also on the chemokine dose. We found out that 
low levels (less than 0.1 mg/ml) of CXCL12, sufficient to 
trigger rapid integrin-mediated adhesion strengthening and 
crawling, are insufficient to trigger invasive filopodia and 
subsequent TEM (1, 22). Different chemokines may induce 
different degrees of invasive filopodia and TEM due to differ-
ences in the efficacy of their presentation on the endothelial 
surface. Interestingly, effector T cells and neutrophils do not 
require exogenous chemokines, as their activated integrins 
and endogenous endothelial chemokines are sufficient to trigger 
transmigration through TNF-a and other cytokine-stimu-
lated HUVECs.

 4. The automated pump program used to study lymphocyte 
TEM should be set to provide a low shear stress of 0.75 dyn/
cm2 for 1 min (accumulation phase) and then a mid-range 
physiological shear stress of 2–5 dyn/cm2 for an additional 
15-min period. The geometry of the flow chamber does not 
support lymphocyte accumulation on adhesive endothelial 
surfaces at this high shear stress; however, once accumulated, 
lymphocytes remain adhesive and shear resistant for prolonged 
periods, at a very broad range of shear stresses (5–20 dyn/
cm2). The short accumulation phase is also required to synchro-
nize the leukocyte arrest, such that the majority of the postar-
rest events and the subsequent crawling and TEM take 
place within a narrow time window (typically within 4–7 min 
following initial accumulation of resting lymphocytes, and 
2–5 min following accumulation of effector lymphocytes and 
neutrophils). In addition, using low shear flow, one avoids 
selection of a small fraction of highly adhesive leukocyte subsets 
within heterogeneous populations.
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 5. Each slot in the m-slide coated with chemokine is used for a 
single run. Coat one slot in each m-slide and keep the unused 
m-slides at 4°C. It is not recommended to coat unused slots 
in the same m-slide ahead of experiments, since their exposure 
to 37°C before use may inactivate any coated chemokines or 
integrin ligands.

 6. The chemokine and the working concentration should be 
chosen according to the cell type investigated. Typically, human 
peripheral blood lymphocytes (PBL) are highly responsive 
to CXCL12 (up to 90% polarization and motility (19)). 
An example of the effect of surface-presented CXCL12 on 
lymphocyte polarization and motility is shown in Fig. 2. PBL 
are also highly responsive to CCL21 (up to 70% polarization 
and motility (16)). Murine T splenocytes are moderately 
responsive to CXCL12, but are highly responsive to CCL21 
(up to 90% 17). Neutrophils derived from peripheral blood 
are highly responsive to surface bound IL-8 (Feigelson and 
Alon, unpublished). Whenever the Mac-1 integrin of these 
isolated cells gets highly activated and spontaneously binds 
the albumin-coated substrate, a medium containing Ca2+ but 
no Mg2+ should be used in order to reduce the contribution of 
this activated Mac-1 to IL-8-promoted neutrophil motility.

 7. For imaging a large number of motile cells, it is recommended 
to use either phase contrast or 20× DIC objectives. For imaging 
of cell shape and small structures, a 40× DIC objective should 
be used.

 8. If BCECF-AM or another fluorescent marker is used, set the 
fluorescence signal to the minimal level that enables detection 
(i.e., 1.5-fold above background). Exposure to strong excita-
tion light is partially phototoxic and perturbs the degree and 
rate of motility.

Fig. 2. Surface-presented CXCL12 supports lymphocyte adhesion, spreading, and motility. Human PBL were injected into 
m-slide pre-coated with CXCL12 (2 mg/ml), and both their shape and position were monitored in real time. Lymphocytes 
that came into contact with the CXCL12-coated surface under these shear-free conditions immediately polarized 
and started to crawl on the isolated chemokine at an average velocity of 10 mm/min (right). Lymphocytes settled on 
an identically non-coated surface (left ) or coated with a non-signaling CXCL12 mutant remained round (not shown). 
Scale bar = 10 mm.
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 9. Cells fixed on glass coated with Protein A should be treated 
with human serum or with human IgG in order to block any 
potentially unoccupied Protein A sites, which might adsorb 
fluorescent primary and secondary antibodies.

 10. To visualize functional LFA-1 or VLA-4 subsets occupied by 
endothelial ICAM-1 or VCAM-1, standard integrin-blocking 
mAbs cannot be used for fluorescence imaging since their 
binding sites are already occupied by their ligand. The anti-aL, 
TS2.4, mAb (23) and the anti-a4, B5G10 (24), mAb are both 
non-blocking mAbs that efficiently stain both ligand-free and 
ligand-occupied integrins at high efficiency. Non-blocking 
mAbs that recognize activation of neoepitopes associated with 
high-affinity integrin conformational states, and which tolerate 
mild fixation procedures can also be used (1, 25).

 11. Permeabilization of cells with Triton X-100 severely damages 
the outer cell membrane. Saponin is a reversible cholesterol 
chelator that disrupts cellular membranes more gently and is 
preferred over Triton X-100. In order to minimize disruption 
of membrane proteins and to avoid nonspecific mAb staining 
of cytosolic components, cells should first be permeabilized, 
stained for the cytoplasmic molecules of interest, subsequently 
washed, and immediately incubated in serum to remove the 
saponin. Membrane integrity is largely restored after saponin 
removal. Under these conditions, integrins and their membrane 
or cortical cytoskeletal assemblies are generally retained in a 
native configuration.

 12. DIC microscopy allows high-quality imaging of morphological 
changes in the leukocyte shape (such as leading edge and trailing 
edge and the nucleus), and thus, is preferred over regular 
phase contrast microscopy. Combined with fluorescence 
microscopy, images can be acquired as Z-stack sections 
(4–6-mm thick and 0.2 mm apart). In order to reduce back-
ground noise and enhance the fluorescence signal, the Z-stack 
sections should be subjected to digital deconvolution. For 
example, we use the SoftWoRx software (Applied Precision) 
for deconvolution processing. An example of integrin distri-
bution detected by fluorescence microcopy using such decon-
volution processing is shown in Fig. 3.

 13. Fixed samples can be processed for transmission electron 
microscopy (EM) or scanning EM, as described (23, 26, 27). 
Whereas scanning EM is suitable for analysis of large fields, 
transmission EM is a more complex method designed for 
individual cell analysis. It requires sampling numerous thin 
sections cut through individual lymphocytes and/or endothelial 
cells. The major advantage offered by transmission EM is the 
ability to probe the direct interface between two adherent 
cells (e.g., the bottom of a lymphocyte crawling on an 
endothelial cell). Another advantage is the ability to combine 
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ultrastructural analysis of cellular membranes with immunola-
beling of specific molecules of interest (e.g., by immunogold 
labeling). Scanning EM imaging of large fields of view is highly 
recommended as a first step of any ultrastructural analysis.
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Chapter 4

Lentiviral Gene Transfer Method to Study Integrin 
Function in T Lymphocytes

Daliya Banerjee and Motomu Shimaoka 

Abstract

Integrins play critical roles in adhesion and migration of T cells during an immune response and inflam-
mation. It is of great importance to understand the molecular pathways that regulate integrin function in 
T cells. Lentiviral vector-based gene transfer method has emerged in the past decade as an efficient means 
of transferring genes into both resting and activated hard-to-transfect cells, including T cells to knock-
down gene expression. Therefore, this technology could be utilized effectively to study different aspects 
of integrin function or even to perform genome-wide RNAi screens to look globally for regulators of 
integrin function in T cells. In this chapter, we provide the simplest protocol to infect activated CD4+ 
human T cells with high efficiency.

Key words: Human T lymphocytes, Integrins, Cell adhesion, Migration, Lentiviral, RNA interference

Integrins constitute the major family of cell adhesion receptors whose 
functions are conserved from simple invertebrates (e.g., Drosophila 
or Caenorhabditis elegans) to highly complex vertebrates (e.g., 
humans), with respect to their role in development and organo-
genesis (1). Consequently, genetic screens have primarily been 
performed in more genetically tractable model organisms – Drosophila 
and C. elegans – to understand the cell–matrix interactions and 
cell migration during development, a more fundamental role 
mediated by integrins (2–4). However, integrin functions 
in higher vertebrates are more diverse and complex than those in 
invertebrate animals (5, 6). This necessitates the study of integrin 

1.  Introduction
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function in vertebrates such as mice and humans in the context of 
different cell and tissue types.

In the mammalian immune system, T lymphocytes are key 
initiators of an effective immune response that requires their efficient 
migration to the sites of inflammation and a successful interaction 
with the antigen-presenting cells. These functions are primarily 
mediated by the integrin adhesion receptors. Lymphocytes function-
associated antigen-1 (LFA-1) is a key integrin receptor that is highly 
expressed on lymphocytes and is critical for leukocyte migration, 
antigen presentation, and cellular cytotoxicity (7). LFA-1 is nonad-
hesive in the resting lymphocytes and acquires a dynamic reversible 
adhesive state upon activation with a variety of stimuli, by altering 
either its affinity or avidity toward its ligands (6, 8). Therefore, deci-
phering the signal-transduction pathway initiated by each stimulus 
that culminates into activation of LFA-1 is critical for our under-
standing of regulation of integrin-mediated adhesion.

Gene knockout technology in mice has been utilized to study 
cell adhesion in mammals, but in some cases, the animals die during 
late embryogenesis or shortly after birth (9, 10). Although this 
problem has been partially circumvented by the development of 
tissue-specific knockouts, the approach relies on the appropriate 
tissue-specific promoters. Also, the generation of such mice is 
time consuming and expensive. Available T cell-specific promoters 
that utilize the “lox-cre” system for conditional gene knockout in 
T cells include CD4-Cre and lck-Cre, both of which are turned 
on early during T-cell development in the thymus. However, 
some of the mediators of integrin signaling are also involved in 
thymocyte development, for example, RAC1 and RAC2 (11), 
and VAV1 (12). Thus, if the gene of interest to study integrin 
function is also essential for T-cell development, it may not be an 
appropriate system to study its function in adhesion and migration 
in the mature peripheral T cells. Studies in the humans are also 
limited to the naturally occurring genetic mutations that lead to 
defects in adhesion and migration and the identification of such 
conditions in patients. The known human genetic disorders, asso-
ciated with defective adhesion and migration of leukocytes, are 
LAD-I, LAD-II, LAD-III, and CDG II syndrome (13). Studies 
with T cells from LAD-III patients, which are generally defective 
in integrin activation due to mutation in Kindlin-3 (14), have 
further revealed Kindlin-3 to act in an inside-out signaling cascade 
that activates LFA-1 (15). On the contrary, LAD-I is associated 
with mutation in b2 integrin and LAD-II with defective selectin 
function as a result of mutation in the gene encoding the fucosyl 
transporter that affects selectin ligand (13). Although these 
patients could be used as model systems, they may not yield 
enough information to understand the mechanism of integrin 
activation in the humans fully. Therefore, other means of turning 
on or off of gene expression is needed to achieve this end.
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In the past decade, RNA interference (RNAi) has emerged as 
a novel technology to knockdown gene expression specifically 
and efficiently in mammalian cells, including hard to transfect T 
lymphocytes, either by electroporation/transfection of short inter-
fering RNAs (siRNAs) or by expression of short hairpin RNAs 
(shRNAs) from expression vectors and retroviruses (16, 17). RNAi 
is, therefore, a useful tool for the functional analyses of genes in 
humans, thereby developing a potential therapeutic strategy for 
various diseases.

A number of gene delivery viral vectors have been generated and 
utilized to date to infect and express shRNAs or other genes effi-
ciently in the T lymphocytes. The adenovirus- and lentivirus-based 
vectors are most frequently used. Their advantages and disavantages 
are shown in Table 1. Lentiviruses, which are derived from the 
HIV-1, are clearly advantageous over adenoviruses or other gene 
delivery systems because of two reasons – first, stable integration and 
expression of genes in both nondividing and differentiated cells (18), 
and second, they can be used to generate transgenic animals by 
infecting embryonic stem cells or embryos (19).

Lentivirus/retrovirus-based RNAi technology has been effec-
tively utilized recently to study the regulation of integrin function 
in adhesion and/or migration in both T cells and other cell types 
(20–25) (see Note 1). One interesting approach to utilize this 
powerful tool productively would be genome-wide lentiviral 
shRNA- or siRNA-based screens in T cells, aiming to identify all 
the players critically involved in regulating LFA-1 activation in 

Table 1 
Comparison of advantages and disadvantages of lentiviral and adenoviral vectors

Viruses Packaging capacity Advantages Disadvantages

Adenoviral High (upto ~40 kbs) •	 Infects	most	cell	types	with	 
very high efficiency including 
primary dividing and  
nondividing T cells

•	 High	packaging	capacity

•	 Does	not	integrate	 
with the host genome,  
so expression is 
transient

•	 Induces	high	inflam-
matory response inside 
the human body

Lentiviral Low (upto ~8 kbs) •	 Infects	both	dividing	and	
nondividing cells (including  
T cells) with moderate 
efficiency

•	 Integrates	with	host	genome,	 
so good for both transient 
and stable gene expression

•	 Does	not	induce	inflamma-
tory  
response in the host

•	 Low	packaging	
capacity



50 D. Banerjee and M. Shimaoka

response to both activating signals, as well as in maintaining basal 
low affinity status of LFA-1 in resting cells (see Note 2).

 1. Complete DMEM supplemented with 10% fetal bovine serum 
(FBS), 100 U/ml penicillin and streptomycin, and 5 mM 
glutamine.

 2. OPTI-MEM reduced serum medium.
 3. Genejuice transfection reagent (Novagen).
 4. Trypsin EDTA.

 1. Complete RPMI medium supplemented with 10% FBS, 
100 U/ml penicillin and streptomycin, and 5 mM glutamine.

 2. Sterile phosphate-buffered saline (PBS).
 3. Histopaque 1077 (Sigma-Aldrich).
 4. Phytahemagglutin (PHA) Remel.
 5. Interleukin-2 R and D System.
 6. Puromycin Sigma-Aldrich.
 7. Polybrene (Sigma-Aldrich): Prepare 8 mg/ml stock solution.
 8. CD4 T-cell isolation kit II (Miltenyi Biotec).
 9. MACs buffer: PBS with 0.5% BSA and 2 mM EDTA.
 10. MACs LS columns (Miltenyi Biotec).
 11. Lenti-X-Concentrator (Clontech).

 1. 293T packaging cell line.
 2. CD4+ T cells derived from PBMCs isolated from fresh adult 

human blood.

 1. Lentiviral packaging vector psPAX2 (addgene).
 2. Lentiviral VSV G envelope vector pMD2.G (addgene).
 3. Lentiviral vector-expressing hsa-mir-200c (System Biosciences).

 1. Day 0. Seed 293T packaging cells at a density of (4–5) × 105 
cells/ml.

 2. Day 1. Carry out transfection using the Genejuice transfec-
tion reagent according to the manufacturer’s protocol. Briefly, 

2.  Materials

2.1. Media and 
Reagents for 293T 
Transfection

2.2. Media and 
Reagents for T-Cell 
Lentiviral Infection

2.3.  Cells

2.4.  DNA

3.  Methods

3.1.  Lentivirus 
Production
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the packaging vector psPAX2 (1.8 mg), envelope vector 
pMD2.G (0.2 mg), and hsa-mir-200c lentiviral vector (2 mg) 
are mixed together in 300 ml of OPTI-MEM along with 15 ml 
of Genejuice. The mixture is pipetted up and down several 
times and incubated at room temperature (RT) for 15 min 
and added dropwise to the 293T cells (see Note 3).

 3. Day 3. Change the medium after 12 h of transfection.
 4. Day 4. Collect the supernatant at 48 h. The supernatant is 

spun down to remove dead cells, aliquoted into cryovials, and 
stored at −80°C. For CD4 T cell infection, freshly collected viral 
supernatants are concentrated using the lenti-X-concentrator 
(according to manufacturer’s protocol). Typically, 8 mls of 
concentrated viral sup is used for each infection condition.

 1. Divide 60 ml of whole blood into four 50-ml falcon tubes 
(15 ml per tube) and dilute twofold with PBS. Carefully layer 
30 ml of the diluted blood on top of 10 ml of Histopaque.

 2. Centrifuge the samples at 805 × g for 30 min at RT without 
brake.

 3. Discard the upper yellow phase. Carefully remove the under-
lying white “buffy coat,” which contains the peripheral blood 
mononuclear cells (PBMCs), into a fresh tube.

 4. Add ~30 ml of PBS to the extracted buffy coat and mix 
thoroughly.

 5. Centrifuge at 400 × g for 10 min at RT with brakes on low.
 6. Resuspend the white pellet in 1 ml of ice-cold MACs buffer. 

If the pellet is reddish, use ACK lysis buffer to remove any 
contaminating red blood cells.

 7. Add antibody cocktail (from CD4 T-cell isolation kit II) and 
negatively select CD4+ T cells according to the manufacturer’s 
protocol.

 8. After antibody cross-linking, add the cells to magnetic columns. 
Collect the flow-through fraction that contains CD4+ T cell 
population at ~90–95% purity.

 9. Resuspend the CD4+ T cells in complete RPMI medium at a 
density of ~1 × 106/ml. Activate the cells with 1 mg/ml PHA 
for 2–3 days.

 1. Seed PHA-activated CD4+ T cells (see Note 2) in a 24-well 
plate, 1 h prior to infection. Add to each well 0.25 × 106 cells in 
0.5 ml of fresh RPMI medium containing 10 ng/ml of IL-2.

 2. Either thaw out aliquots of viral supernatant on ice or use freshly 
concentrated viral sups (preferred). Add 0.5 ml of concentrated 
viral supernatant to each well. Add polybrene at a final concen-
tration of 8 mg/ml (see Note 4).

3.2.  CD4+ T Cell 
solation

3.3. Lentiviral Spin- 
Infection of Activated 
T Cells
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 3. Mix the cells with the viral supernatant gently.
 4. Spinoculation: Infect the cells while spinning them at 800 × g 

for 90 min at 30°C (see Note 5).
 5. After spinoculation is completed, remove 1.0 ml of the media and 

replace with 1 ml of fresh RPMI medium and 10 ng/ml of IL-2.
 6. Incubate the cells at least for 24 h before analyzing GFP 

expression using flow cytometry (Fig. 1). For trouble shoot-
ing, see Note 6.

 7. If the lentiviral vectors contain puromycin resistance gene, 
the cells can be selected in puromycin at a concentration of 
1 mg/ml, added 24–48 h postinfection.

 8. Puromycin selection takes 4–5 days to complete and is assessed 
by monitoring cell death in mock-infected controls.

 1. Lentiviral vectors are derived from HIV that is one of known 
human retroviruses. Compared to other retroviruses such as 
murine leukemia viruses (MLVs), their ability for stable inte-
gration in both dividing and nondividing cells and their long-
term expression of the transgene make lentiviral vectors ideal 
gene transfer vehicles.

4.  Notes

Fig. 1. Lentiviral transduction of PHA-activated human CD4+ T cells. PHA-activated CD4+ T 
cells were spinoculated with lentiviruses containing hsa-mir-200c microRNA. Percentage 
of GFP-expressing cells was determined by flow cytometry 48 h after infection.
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 2. For a protocol to infect resting T cells, see ref. 26. Other 
efficient means to transfect resting T cells efficiently includes 
electroporation using Amaxa technology (17). However, the 
transgene expression is short lived.

 3. Later generation lentiviral vector systems provide for a great 
margin of personal and public safety, as they use heterologous 
coat proteins in place of the native HIV-1 envelope protein; 
they separate vector and packaging functions onto four or 
more plasmids; and they include additional safety features 
(e.g., they do not encode Tat, which is essential for replication 
of wild-type HIV-1).

 4. Polybrene enhances hydrophobic interaction between virus 
and the host, thereby increasing infection efficiency.

 5. Spinoculation is an important step for greatly increasing the 
infection efficiency of suspension cells such as lymphocytes.

 6. Preparation of a good viral stock is highly critical to ensure 
good infection efficiency and the following points should be 
taken into consideration.
(a) The ratio of the viral DNA vector to envelope and pack-

aging vectors is important.
(b) The viral stock should always be on ice upon thawing 

before infection.
(c) The spinoculation should be carried out at 30°C.
(d) Viral stock should be carefully titrated to ensure a high 

multiplicity of infection (MOI) for infection of T lym-
phocytes. Typically, MOI = 50 is good to use.
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Chapter 5

Surface Plasmon Resonance Biosensing in Studies  
of the Binding Between b2 Integrin I Domains  
and Their Ligands

Thomas Vorup-Jensen 

Abstract

Measurements on the kinetic aspects of binding between macromolecular species such as proteins have 
been greatly advanced by the application of surface plasmon resonance (SPR) biosensors. In studies of 
ligand binding by integrin I domains, technologies such as the BIAcore instruments have provided 
important insights into the role of conformational regulation. This chapter describes a protocol for studying 
the binding between the I domain from integrin aXb2 and its ligand iC3b. Also included are topics on the 
interpretation of data. Integrin I domains appear to support heterogeneous interactions with ligands, 
which pose significant challenges in deriving valid information on the binding kinetics from the SPR 
measurements. Fortunately, new algorithms are available that may resolve even complex ligand-binding 
reactions; with the application to data on the binding between the aX I domain, a more consistent and 
unambiguous result is obtained compared to those obtained by classical approaches for analyzing SPR 
biosensor data.

Key words: Integrins, Surface plasmon resonance, I domain, Heterogeneous surface binding

The affinity of interactions between biological macromolecules is 
a parameter of major importance in their physiological role. Not 
long ago, accurate measurements on the affinity of even a simple 
binding reaction involving two proteins would be technically 
challenging and time consuming. Although, for instance, protocols 
for equilibrium dialysis with radiolabeled proteins historically has 
contributed enormously to our understanding of protein–protein 
interactions, the setup is not well suited for measuring the bind-
ing between large protein species and fails to provide detailed 

1. Introduction
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information on binding kinetics (1, 2). Furthermore, more modern 
approaches often call for a high-throughput capability that is not 
met by classic biochemical assays. The early 1990s saw the advance 
of so-called label-free detection of interaction between biological 
macromolecules. In particular, techniques based on excitation of 
surface plasmons have had a major impact on studies of affinity 
and binding kinetics with biological macromolecules. The name 
of the Swedish company BIAcore AB providing some of the 
first commercial equipment has become almost eponymous with 
surface plasmon resonance (SPR) biosensors in molecular biology, 
although several other companies now provide similar instru-
ments. BIAcore has developed several lines of instrumentation, 
including some suited for drug screening and highly automated 
operation. In the scientific laboratory, however, the focus is often 
on flexibility, where, in particular, the tried and tested BIAcore 
3000 still remains a very strong candidate for data acquisition by 
investigators requiring a platform for SPR biosensing.

The purpose of the application of SPR biosensors in molecular 
biology is to obtain quantitative data on the binding of a macro-
molecule in solution (the analyte) to immobilized ligands on a 
surface. The underlying physical principles of the measurements 
have been described in several publications (3–5). Following laser 
excitation, the surface plasmon wave propagates along a thin film 
typically made from gold or silver and its electromagnetic field 
probes the medium adjacent to the surface. Changes in the refractive 
index in the proximity of the surface plasmon result in a change 
in the wave propagation, and when the surface plasmon wave hits, 
a local irregularity part of the energy can be reemitted as light (3). 
In the BIAcore methodology, ligands for the analyte molecules 
are immobilized on a gold surface covered with a layer of dextran, 
which enhances the capacity for coupling of ligand and limits 
nonspecific binding to the gold surface (6). When a liquid sample 
of analyte is applied to the sensor surface, molecules of analyte are 
captured by the ligand-coupled surface. The sensor consists of a 
gold-coated glass surface, which is illuminated on the back with a 
laser while the flow stream passes over the front surface with the 
gold layer. Binding of analyte to the gold surface gives rise to a 
change in the refraction of the laser light, which is measured by 
the optical reader. The BIAcore instruments are equipped with a 
computer-controlled pump system which permits precise regula-
tion of the injection of analyte into the flow stream over the 
ligand-coupled surface. The change in the refractive index, or 
response (usually denoted R measured in arbitrary resonance 
units, RU), when analyte binds to the surface is a read-out lin-
early dependent on the amount of analyte bound. Provided that 
certain criteria are met, notably that the kinetics of binding are 
not faster than what can be measured by the instrument and that 
the interaction is sufficiently strong for detection using the 
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concentration of analyte, R together with analyte concentration 
can then be fitted into models of the binding reaction that will 
provide information of kinetics and affinity (often expressed by 
the dissociation constant, KD). Reliable determination of the 
kinetic constants usually requires that information on the amount 
of bound analyte is sampled over a time period of 100–200 s. The 
data are collected into a so-called sensorgram with R plotted as a 
function of time. The binding experiment is divided into an injec-
tion or association phase with the analyte at a fixed concentration 
in the flow stream, followed by a dissociation phase, where run-
ning buffer without analyte is passed over the ligand surface. 
While R increases during the injection phase, the signal drops 
during the dissociation phase; the rate of increase and decrease is 
related to the specific type of binding reaction. During the injec-
tion phase, a simple first-order reaction (Eq. 1) with the dissocia-
tion constant KD.

 Analyte Ligand Analyte · Ligand+ ↔  (1)

follows the kinetics of binding described by Eq. 2
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where R is the response at time point t following injection initiation, 
Rmax is the response at binding saturation, Canalyte the concentra-
tion of analyte in the flow stream, and kon and koff the binding 
kinetic constants (on and off rates, respectively). koff can be deter-
mined from the exponential decay of R during the dissociation 
phase; with Canalyte = 0, Eq. 2 simplifies to
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In case a steady-state equilibrium is reached during the injec-
tion phase, i.e., dR/dt = 0, Eq. 2 can be rearranged to

 Max analyte
Eq

D analyte

·
,

R C
R

K C
=

+
 (4)

where REq is the response at steady-state equilibrium. While 
estimation of KD is frequently the direct aim of SPR studies, RMax 
is surprisingly often ignored as a result of the analysis. However, 
RMax provides an interesting information on the stoichiometry 
(N) of interaction between the analyte and the immobilized 
ligand as shown by Eq. 5:

 r,Ligand Max

r,Analyte I

· ,
M R

N
M R

=  (5)

where Mr,Ligand is the relative molecular weight of the ligand, 
Mr,Analyte is the weight of the analyte, and RI is the amount of 
immobilized ligand (in RU). Surface immobilization will typically 
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destroy some binding sites within the ligand either through 
introduced chemical modifications or through simple steric 
aspects of binding the ligand to the surface; for ligand:analyte 
interaction with an expected 1:1 binding stoichiometry, the 
observed stoichiometry rarely exceeds 0.6. However, as discussed 
below, stoichiometric calculations are nevertheless capable of pro-
viding valuable information.

The application of SPR for studies of integrin ligand binding is 
tightly linked with the many recent advances made in understand-
ing the structural biology of these receptors. Integrins are heterodi-
meric receptors expressed on cell surfaces where they support a 
diverse range of functions in cellular adhesion, including cell–cell, 
cell–extra cellular matrix, and cell–pathogen adhesion (7, 8). Briefly, 
based on several lines of evidence, Springer concluded that all alpha 
chains of integrins contain a seven-bladed beta-propeller domain 
(9); in some integrin alpha chains, a separate domain, identified 
earlier (10) due to its similarity with the von Willebrand factor 
A domain, is inserted between blades of the beta-propeller domain 
(9, 11). The domain forms contact with ligands through a Mg2+ 
ion found in the metal ion-dependent adhesion site (MIDAS); in 
addition to hydroxyl or carboxyl groups in side chains from 
I domain residues, this Mg2+ ion coordinates a carboxyl group in 
the side chain of a glutamate residue in protein ligands (12, 13). 
The I domain was suitable for expression in prokaryotic expression 
systems, and characterization by X-ray crystallography of this 
domain from five integrin chains has been achieved within the past 
15 years (12, 14–17). The integrin I domains are the major ligand 
interaction site in the receptors, which carry them. Although con-
structs have been made for expression of soluble b2 integrin recep-
tors containing all of the ecto domain, quantitative binding studies 
on the interaction between integrin and ligand have mainly been 
made with the isolated I domains.

Considerable evidence now exists to suggest that ligand binding 
by the I domain is conformationally regulated (18), apparently as 
part of many larger conformational changes in the entire ecto 
domain of the integrin receptor that accompanies activation. 
Based on conformational difference between two crystallographic 
structures of the I domain from integrin aMb2 (also referred to as 
Mac-1, complement receptor 3, or CD11b/CD18), it was speculated 
that one of these conformations, named the “open conforma-
tion,” represented a ligand-binding active form, while, by contrast, 
the alternate conformation, named “closed,” would not support 
ligand binding (12, 13). The major structural differences between 
the conformations involve changes in the side chains coordinate, 
the Mg2+ ion in the MIDAS, and a 10-Å movement of the 
C-terminal helix down the side of the domain (12, 13).

Several strategies for controlling the conformation of the 
I domain by site-directed mutagenesis have been reported, and 
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many of these studies have used SPR biosensor technology for 
studying changes in the affinity induced by the conformational 
regulation. Based on the crystallographic structures (12, 13), Li 
et al. suggested that mutation of a single residue (Thr-209 to 
alanine) in the aM I domain generated an I domain stabilized in 
the ligand-binding conformation (19). This was investigated by 
SPR studies of the binding between the wild-type and mutated 
I domains to iC3b, a proteolytic fragment of complement factor 
C3 generated through processes of complement deposition on 
target surface that inactivates C3 proteolysis. However, while the 
I domain conformers differed somewhat with regard to their 
binding kinetics, the KDs for the interactions were almost identical. 
A direct demonstration of the influence of I domain conforma-
tion on ligand-binding properties through SPR measurements 
was provided by studies on the I domain from aLb2 (also referred 
to as LFA-1 or CD11a/CD18). By introducing disulfide bonds 
engineered to keep the I domain in fixed conformations, Shimaoka 
et al. showed that the open conformation of the aL I domain 
bound its ligand intercellular adhesion molecule (ICAM)-1 with 
almost 100-fold higher affinity and markedly changed kinetics 
toward a significantly reduced off-rate compared to a wild-type 
construct or a construct locked in the closed conformation (20, 21). 
Crystallographic studies later clearly confirmed that these con-
structs assumed the expected conformations (21). An important 
contribution to the design of high-affinity I domain constructs 
was made by Xiong et al.; in the C-terminal alpha helix of the aM 
I domain, the side chain of an isoleucine residue is kept in a socket 
that restricts the movement of the helix and hence the conforma-
tion of the domain. Mutagenesis of this residue to glycine made 
the construct crystalize in the open conformation and enhanced 
the affinity for ligand (iC3b) approximately 50-fold compared to 
a wild-type domain (22). Integrin aXb2 (also named p150, 95, 
complement receptor 4, or CD11c/CD18) also binds iC3b. The 
same principle was applied to the aX I domain with similar results 
concerning the binding to iC3b and a conformational change in 
the domain sufficiently stable for detection by gel permeation 
chromatography (14). In the case of the aL I domain, single point 
substitutions of residues was more recently reported to enhance 
the affinity as much as 100,000-fold (23).

In addition to the structural properties of the I domain, 
other biochemical factors have been reported to affect the appar-
ent affinity of the domain for ligands. The requirement for diva-
lent cations, i.e., Mg2+, is ubiquitous and addition of EDTA to 
buffers for the binding experiments usually abolishes ligand 
binding by I domains. Titration of the Mg2+ ion concentration in 
the range of the concentration in human body fluids (~1 mM) 
changes the apparent affinity of the aL I domain as described 
elsewhere (24). While this raises some interesting questions on 
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the role of Mg2+ ions in integrin biology, it points also to potential 
problems in setting up binding experiments where Mg2+ chelating 
substances are included. These substances include phosphates, 
sulfates, and free amino acids with negatively charged side chains. 
Furthermore, some I domains, including the aM and aX I domains, 
but not the aL I domain, bind acidic compounds such as the 
g-COOH group of the side chain of glutamate or even acetic 
acid with appreciable affinity (KD ~ 100–200 mM) (25, 26). This 
phenomenon has both interesting scientific implications and 
practical consequences for the design and interpretation of binding 
experiments, as discussed below.

In summary, several strategies now exist for making integrin 
I domains with a high affinity for ligand, and a range of experi-
ments have been reported in the literature with the application 
of SPR biosensors. It should be noted, however, that all wild-
type I domains so far tested show binding detectable with SPR 
and such studies are consequently not critically dependent on the 
availability of high-affinity constructs. In Subheadings 2 and 3, 
the experimental procedure for measuring the affinity of the 
binding between the high-affinity aX I domain and iC3b by SPR 
is presented. The procedure is based on the BIAcore 3000 instru-
ment from GE Health care, but analogous procedures would 
also be supported by the BIAcore 1000 and BIAcore 2000 
instruments. Throughout the text, several references are pro-
vided where additional detail on the experimental or analytical 
procedures can be found.

 1. Glass vials, Ø 16 mm/4.0 ml.
 2. Rounded polypropylene vials, Ø 7 mm/0.8 ml.
 3. Polyethylene caps, 7 mm.

 1. 10 mM acetate buffer, pH 4.5.
 2. CM-4 chip (GE Health care): Compared to CM-5 chips, the 

dextran layer of the CM-4 chip contains fewer carboxyl 
groups.

 3. Amine coupling kit with 1-ethyl-3-(3-dimethylaminopropyl) 
carbodiimide hydrochloride (EDC), N-hydroxysuccinimide 
(NHS), and 1.0 M ethanolamine–HCl, pH 8.5: Following 
reconstitution with water of the vials containing NHS 
and EDC, these solutions should be aliquoted into tubes in 
volumes appropriate for the planned use, e.g., 100 ml. The 
tubes should be stored at −20°C.

2. Materials

2.1. Utensils

2.2. Preparation of 
iC3b-Coupled Surfaces
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 4. iC3b (Calbiochem): iC3b is formed by the cleavage of C3b 
by Factor I in the presence of Factor H, CR1, or membrane 
cofactor protein; iC3b fragment is a glycoprotein composed 
of two C3a¢ polypeptides with Mrs of 43,000 and 63,000, 
respectively, that are disulfide bonded to the intact C3 b-chain 
(Mr ~ 75,000).

 1. His5-tagged aX I314G I domain prepared as described (14). 
Stock solutions of I domain, diluted in HBS/Mg, should 
be at a protein concentration of 6–10 mg/ml. The protein 
can be stored at −80°C following aliquoting of samples of 
~50 ml into tubes and snap freezing on ethanol-dry ice (see 
Note 1).

 2. Running buffer: HEPES-buffered saline with Mg2+ (HBS/
Mg) 1 mM MgCl2, 150 mM NaCl, and 10 mM HEPES, 
adjusted with NaOH to pH 7.4.

 3. Regeneration buffer: 50 mM EDTA, 1.5 M NaCl, and 
100 mM HEPES, pH 7.4.

 1. BIAevaluation (GE Healthcare): This is the only software 
currently available that can read the result files generated by 
BIAcore instruments.

 2. Matlab™ (The MathWorks, Inc. Natick, MA) (see Note 2).

 1. Running buffer is vacuum-filtered through a 0.2-mm filter 
and allowed to degas further under air suction for 5–10 min. 
The pump system is purged and filled with the running 
buffer.

 2. The frozen solutions (described in Subheading 2.3, item 3) 
of NHS and EDC are thawed and mixed at a 1:1 ratio; the 
mixture is filled into a 0.8-ml polypropylene vial in a volume 
in slight excess of the minimum required; e.g., the contact 
time for the injection of NHS/EDC should be at least 120 s 
corresponding to an injected volume of 20 ml with a flow rate 
of 10 ml/min (Fig. 1). In the present experiment, a contact 
time of 200 s was used corresponding to an injected volume 
of 60 ml. iC3b was diluted to 10 mg/ml in acetate buffer. All 
samples required for the coupling of iC3b onto the carboxym-
ethylated surface should be prepared immediately before use 
(see Note 3).

 3. Injection of the iC3b solution was carried out for approxi-
mately 400 s. As evident from Fig. 1, the change in R during 

2.3. Binding Between 
the I314G a X I Domain 
and iC3b

2.4. Software Required 
for Analysis  
of Sensorgram Data

3. Methods

3.1. Preparation  
of CM-4 Chip Surfaces 
with iC3b Ligand
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the injection phase was not proportional to the final level of 
immobilization (RI) due to the influence of the bulk change 
in the refractive index from differences in the buffer composi-
tion of the running buffer and the acetate buffer with iC3b. 
Following injection of protein ligand, the residual reactive 
sucinimide esters were inactivated by application of etha-
nolamine to the flow stream.

 4. A reference flow cell, i.e., without ligand protein, was pre-
pared by completing the injection of NHS/EDC immedi-
ately followed by injection of ethanolamine (see Note 4). The 
CM4 chips contain four flow cells, which are linked sequen-
tially in the flow stream; in the present setup, flow cell 2 was 
coupled with iC3b, while flow cell 1 was prepared as the 
reference flow cell.

The design of the binding experiment is critically dependent 
on the kinetics of interaction between ligand and analyte. A 
robust estimate of KD can be obtained from measurements of 
the response at steady-state equilibrium over a concentration 
range of analyte determined via Eq. 4. The time required, and 
hence the amount of analyte used per injection, to reach a steady-
state equilibrium can be demonstrated to be proportional to 1/koff. 
This implies that interactions with a slow release of bound analyte, 

3.2. Binding Between 
the I314G a X I Domain 
and iC3b
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Fig. 1. Immobilization of iC3b by covalent coupling onto carboxymethylated dextran. Activation by the surface was 
carried out by injection of a mixture of NHS and EDC for 400 s. The ligand (iC3b) diluted in acetate buffer to a concentra-
tion of 10 mg/ml was then injected over the surface, leading to the formation of a covalent bond between the activated 
carboxyl groups and primary amines in iC3b; a sharp rise in the SPR signal was observed, which, however, was consider-
ably reduced when injection ceased. Finally, uncoupled reactive groups on the surface were blocked with an injection of 
ethanolamine. The amount of immobilized ligand (R

I in units of RU) was determined by comparing the baseline level for 
the SPR signal with the level obtained after completion of the iC3b immobilization.
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Fig. 2. Measurement cyclin SPR analysis of the high-affinity aX I domain to iC3b. The domain was diluted in running buffer 
and applied to the surface with a total contact time of approximately 250 s. Following cessation of injection, the release 
of the I domain was recorded over a period of 150 s. The surface was regenerated by injection of EDTA-containing buffer 
with a high-salt concentration.

e.g., antibodies bound to antigen, would require a contact time 
usually in excess of 300 s. The kinetics of the interaction between 
b2 integrin I domains has, however, in general showed sufficiently 
fast kinetics, permitting determination of KD by steady-state equi-
librium. One example on a study of the interaction between the 
I314G aX I domain and iC3b is shown in Fig. 2.

 1. The I domain diluted to 10 mM in running buffer was injected 
over the iC3b-coated surface with a contact time of 250 s, 
followed by collection of data from postinjection phase, with 
release of the I domain from surface for another 150 s.

 2. Regeneration of the surface, i.e., complete removal of all bound 
material, was carried out by injection of regeneration buffer.

 3. Information on the KD and kinetics of the interaction is 
typically made from a set of injections of analyte; in the 
present experiment, ten injections were made at a concen-
tration range from 278 nM to 10 mM. Obviously, the con-
centrations of analyte applied to the ligand-coated surfaces 
should be kept within the titrable range of the response in 
order to obtain valuable information, usually corresponding 
to KD/10 < Canalyte < 10 × KD. However, in some cases, intrinsic 
characteristics of the analyte or aspects of its preparation may 
prevent the application of high concentrations of analyte. In 
order to automate the injections, the autosample with the 
BIAcore 3000 instrument is very useful. A program for the 
present setup is indicated below:
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MAIN 

FLOWCELL 2-1                              ! Data are collected from Flowcells 1 and 2 and a result !file with the signal from Flowcell 1

subtracted the signal !from flowcell 2 is generated

APROG inject r2a1           !specifies the position of the sample to injected, i.e. rack 2, !position a1

APROG inject r2a2

APROG inject r2a3

APROG inject r2a4

…………………….

APROG inject r2a10

END  

DEFINE APROG inject      !Defines the program for injection of samples

PARAM %position

MODE -d0.1                                                ! Sets the frequency of data collection

FLOW       10                                 ! Sets flow rate to 10µl/min

0:30 RPOINT     -b Baseline

*0:50  INJECT    %position 40              ! injects 40 µl of sample from the specified position

3:50 RPOINT     bound  

*6:00 INJECT r2f3 20                        ! injection of regeneration buffer

EXTRACLEAN

3:30 RPOINT     dissociated

END

Dilutions of the I domain are loaded into the rack in 
rounded polypropylene vials with polyethylene caps; the caps 
are necessary to prevent evaporation during the experiment 
and contains a septum that can be penetrated by the injection 
needle. The regeneration buffer is placed in a glass vial, which 
fits into the larger slots of the rack (here at position r2f3).

As mentioned above, the BIAcore 300 software generates sensor-
grams where the signal from the reference cell, i.e., the flow cell 
without coupled ligand, has been subtracted from the signal from 
the flow cell with coupled ligand. The resulting sensorgrams, 
shown for 10 injections of I domain in the concentration range 
from 278 nM to 10 mM in Fig. 3a, consequently reflect the spe-
cific binding to iC3b. The simplest analysis for estimation of the 
KD is based on the steady-state equilibrium-response, which was 
clearly reached after a contact time of about 200 s for all concen-
trations (Fig. 3a). By fitting Eq. 4 to the response levels plotted 
as a function of the I domain concentration (Fig. 3b), a KD of 
3.1 mM for the interaction between the I314G aX I domain was 

3.3. Analysis of Data
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found and a RMax for the surface of 3720 RU (Fig. 3b). All calcu-
lations were made with the BIAevaluation™ software according 
to the manufacturer’s instruction. Although the fitting of the data 
is clearly excellent, the numbers determined must nevertheless 
give rise to some concerns over the relevance of this procedure. 
The increment in REq with an I domain concentration at 10 mM 
compared to the REq at 8 mM was larger than the increment from 
6 mM to 8 mM; this would not be the case if this was a 1:1 interac-
tion with a KD of 3 mM, since all of these analyte concentrations 
are higher than KD. An even more disturbing finding came from 
calculation of the stoichiometry according to Eq. 5. With the Mr 
of the aX I domain at 23,400 and the Mr of iC3b at 180,000, N 
becomes 5.6, i.e., suggesting that approximately six binding sites 
for I domains may exist within the iC3b molecule. This observation 
clearly points that the interaction between the I domain and the 
iC3b ligand is not a simple 1:1 interaction.

While the BIAevaluation software actually contains a model for 
the binding between the analyte and a surface with heterogeneous, 
i.e., multiple types or classes of, binding sites, the number of types 
covered by this approach is limited to two. Since the stoichiometry 
of the binding of the I314G aX I domain to iC3b is of higher com-
plexity, a more general model is required to analyze this interaction 
fully. Based on earlier observations from the binding between this 
I domain and fibrinogen, one approach is the application of the 
algorithms developed by Peter Schuck and colleagues (27, 28). 
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Fig. 3. Measurement of the dissociation constant (KD) for the binding between the high-affinity aX I domain and iC3b. (a) 
The a

X I domain was applied to the iC3b-coupled surface and a control surface in ten concentrations ranging from 
278 nM to 10.6 mM. Following completion of the cycles as described in Fig. 2, the signals from the iC3b-coupled surface 
and the control surface were aligned, and the signal from the control surface was subtracted from the signal from the 
iC3b-coupled surface. The resulting ten sensorgrams are shown in (a) with an arrow head indicating the end of the injec-
tion. (b) The steady-state equilibrium responses (R

Eq) recorded toward the end of the contact time were plotted as a 
function of the I domain concentration (c) and fitted to Eq. 4 for the determination of K

D and RMax.
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This methodology is, in fact, a landmark in obtaining meaningful 
information from binding experiments involving ligand-coated 
surfaces with a heterogeneous composition of analyte-binding sites. 
Since both technical and biological parameters may contribute to 
creating such circumstances, the relevance of this approach extends 
well beyond experiments with integrin I domains (25, 29–31). 
With only a single type of analyte, i.e., aX I314G I domain, the 
binding kinetics to surfaces with a heterogeneous composition of 
binding sites is a simple linear superposition of the independent 
binding processes of different subpopulations. One important feature 
is that the algorithm does not require an ad hoc assumption about 
a specific number of discrete sites (e.g., two as in the case of the 
BIAevaluation software), and instead is based only on the weaker 
assumption that there could be heterogeneity of sites with rate and 
affinity constants in an operator-specified range (28). The exact 
methodology of this algorithm and the implementation of MatLab 
code for analysis of the binding data are beyond the scope of this 
chapter, but a brief outline is given below (more information can 
be found in excellent reviews on the topic (32, 33)). As shown by 
Svitel et al., REq plotted as a function of the analyte concentration 
contains in principle information on the composition of binding 
sites on a surface (28). However, a far more rigorous analysis of 
binding site heterogeneity can be accomplished by considering the 
kinetics of the interaction (28). The data in the recorded sensor-
grams can be exported through the BIAevaluation software through 
a tab-delimited file format, which is readable in Microsoft Excel or 
in Matlab.

By providing appropriate information on the concentrations 
of analyte applied to the surface, contact time, and the postinjec-
tion time interval required to be analyzed, the experimental data 
are characterized. For the analysis, the range for determination of 
the kinetic parameters, i.e., kon and koff  , must also be specified. For 
instance, if the lower and upper limits of likely values of koff are 
considered to be 10−3/s and 10−1/s, respectively, these values are 
supplied together with a value specifying how many koff values 
(grid points) within the specified interval must be included in the 
analysis. Although the number of points could be raised to a very 
high number creating a nearly continuous grid, in practice this 
value must be kept sufficiently low to meet the computational 
power of the system used for the calculation. The same informa-
tion is provided for kon; however, for convenience this informa-
tion is supplied by stipulating a range for KD with an associated 
number of grid points. As will be noted, the information on kon is 
contained in this information through the well-known relation-
ship KD = koff/kon. Together this information makes a two-dimen-
sional grid, with each grid point corresponding to a type of 
interaction specified by koff and KD. Following analysis of the sup-
plied data, the algorithm for each grid point associates a number 
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(in RU) indicating the abundance of interactions at binding saturation 
with kinetic parameters corresponding to the grid point. Through 
Eq. 5, the number of such binding sites within a ligand molecule 
can be calculated; a value similar to RMax, and hence the total 
number of binding sites with a single ligand molecule, can be 
calculated as the sum of the abundances of all grid points. The 
representation of the analysis is typically carried out by construct-
ing plots with koff on the ordinate and KD on the abscissa, with 
contours or color representing the abundance of interactions for 
each grid point.

The above strategy was applied to the data obtained on the 
binding of aX I314G I domain to iC3b (Fig. 3a). Information on 
the concentrations of injected I domain was given for each 
sensorgram. The grid consisted of points with 20 koff values regu-
larly spaced within the interval 10−3 to 10−1/s and 20 KD values 
regularly spaced within the interval 10−7 to 10−3 M. The calcu-
lated distribution is shown in Fig. 4b. It is clear that the most abun-
dant type of interaction is characterized by a KD of ~100 mM, i.e., 
with a low affinity. As reported earlier (25), this type of interac-
tion is likely to originate from the binding between I314G aX 
I domain and acidic side chains from residues in the ligand (in this 
case, iC3b). A smaller part of the interactions, roughly corre-
sponding to six grid points carrying 360 RU of the I domain 
binding, was characterized by a KD in the order of 1 mM, i.e., with 
almost a 100-fold higher affinity than the most abundant type of 
interaction. With the RI and the Mrs for iC3b and the I domain as 
stated above, application of Eq. 5 suggested approximately two 
such high-affinity binding sites per iC3b molecule. In the analysis 
of the I314G aX I domain binding to iC3b, the types of binding 
sites identified in this analysis do not appear as distinct with regard 
to their kinetic properties as have been reported for other similar 
studies (25, 34). Nevertheless, the finding of binding sites with a 
KD ~ 1 mM is consistent with the outcome of the determination of 
KD from Req, although with some important additional observa-
tions. Since the top concentration of I domain applied in this 
experiment was approximately 10 mM, the saturation of the low-
affinity sites would be only 10% (mol/mol) at this concentration, 
while, by contrast, the high-affinity sites would be approximately 
90% saturated according to Eq. 5; this condition is even more 
pronounced at lower concentration of I domain and the analysis 
in Fig. 3b was consequently dominated by the high-affinity 
interactions.

In conclusion, heterogeneity in the interaction between surface-
exposed binding sites can lead to masking of low-affinity inter-
actions. Although the biological implication of the heterogeneous 
interactions between the aX I domain and ligands is still poorly 
understood, recent evidence suggests that a similar phenomenon 
is the case for aM I domain (34), while the aL I domain binds 
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ICAM-1 in a relatively homogeneous way (25). These findings 
clearly suggest that care must be taken in the analysis of I 
domain:ligand interactions, with as few as possible assumptions 
limiting the outcome of the analysis.

 1. It is quite important that the analyte preparation is free of 
aggregates. Although I domain aggregation is unlikely to 
increase the ligand affinity compared to monomeric protein 
and thereby confound the analysis as reported for other adhe-
sion molecules (35), aggregates may still negatively affect the 
outcome of the experiment. Aggregates can be removed by 
gel permeation chromatography.

 2. The program should be supplemented by so-called tool boxes 
as specified by Svitel et al. (28).

 3. Care should be taken to avoid salts in the coupling buffer 
since this tends to reduce the contact between the active chip 
surface and the protein; usually, this implies that the stock of 
ligand proteins (often kept in buffers with a physiologic salt 
concentration) should be kept at a high protein concentra-
tion, e.g., 1 mg/ml or higher, to allow for sufficient dilution 
of the adventitious salt when diluting the protein to the 
appropriate concentration for coupling.

 4. The choice of reference or control flow cell can be made in 
several ways. One strategy would be to choose a nonbinding 
protein. However, for reasons made clear elsewhere (25), such 
protein substances are probably impossible to find in the case 
of aX I domain. A simpler way is carried out here by simply 
preparing a surface, which differs from the ligand-coupled sur-
face only with regard to the absence of any coupled protein.
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Chapter 6

Cell-Free Ligand-Binding Assays for Integrin LFA-1

Koichi Yuki 

Abstract

Integrin LFA-1 plays an important role in leukocyte trafficking to inflammatory sites as well as the interaction 
of T cells with antigen-presenting cells. Inhibition of the LFA-1:ICAM-1 interactions is a promising 
therapeutic approach for alleviating inflammation and autoimmune diseases. This chapter describes 
cell-free assays to study the LFA-1:ICAM-1 interactions. These assays may be used for screening novel 
LFA-1 antagonists.

Key words: LFA-1, ICAM-1, Cell-free assay, Inflammation, Autoimmune diseases

LFA-1 (lymphocyte function-associated antigen-1, integrin 
aLb2) is a member of b2 integrin family and expressed on all 
leukocyte subsets. LFA-1 binds to intercellular adhesion mole-
cules (ICAMs) including its major endothelial ligand ICAM-1. 
The interaction of LFA-1 with its ligands is important in recruiting 
leukocytes to sites of inflammation, as well as in stabilizing the 
immunological synapse formed between T cells and antigen-
presenting cells (APCs) (1, 2). Therefore, the inhibition of LFA-
1:ICAM-1 binding is a promising therapeutic target to treat 
inflammation and autoimmune diseases. A humanized antibody 
to LFA-1 efalizumab (Raptiva™) was approved for the therapy 
of moderate to severe forms of psoriasis by the FDA in 2003 (3). 
Although efalizumab is effective in alleviating inflammation in 
psoriasis, this antibody treatment was associated with a rare but 
fatal disease of the central nerve system called progressive multi-
focal leukoencephalopathy, which is caused by reactivaton of 
latent JC virus infection possibly due to unwanted global immune 
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suppression (4). Therefore, novel LFA-1 antagonists without 
global immune suppression are warranted.

The overall strength of integrin-mediated cell adhesion is 
enhanced by the combination of both affinity and valency upreg-
ulation. Affinity upregulation refers to an increase in individual 
integrin receptor affinity and is mediated by the conformational 
alterations. In contrast, valency upregulation refers to an increase 
in the number of adhesive bonds formed at cell-to-cell or cell-to-
matrix contact sites and is mediated by an increase in either cell 
surface receptor diffusivity or local density (5). Cell adhesion 
assays usually study the overall binding strength of integrin-
expressing cells to ligand substrates. Thus, cell adhesion assays fail 
to distinguish the impact of antagonists or chemicals on affinity 
regulation from that on valency upregulation. For example, a 
drug candidate that affects the plasma membrane diffusivity can 
modify integrin-mediated cell adhesion without directly acting on 
integrin protein. In addition, another drug candidate that affects 
intracellular signaling cascades leading to integrin activation could 
also modify integrin-mediated cell adhesion without directly 
acting on integrin protein. To study direct impact of drug candi-
dates on integrin and/or its affinity regulation, this chapter 
describes two (ELISA- and bead-based) cell-free LFA-1 ligand-
binding assays (see Note 1).

 1. Capturing antibody: Use function non-blocking antibodies 
such as CBR LFA1/2 (6) or TS2/4 (7).

 2. Recombinant human LFA-1 extracellular portion (R&D 
systems).

 3. ICAM-1-Fc fusion protein: Use ICAM-1-Fca (8) or -Fcg (R&D 
systems).

 4. Detection antibody: HRP-labeled goat anti-human IgA anti-
body (for ICAM-1-Fca) or HRP-labeled goat anti-human 
IgG antibody (for ICAM-1-Fcg).

 5. Color reagent A and B (R&D systems).
 6. Coating buffer: 15 mM Na2CO3, 35 mM NaHCO3, pH at 9.6.
 7. Tris-buffered saline with Tween (TBS-T): 25 mM Tris–HCl, 

pH 7.4, 150 mM NaCl, 2 mM KCl, 0.05% (v/v) Tween20.
 8. HEPES-buffered saline (HBS): 25 mM HEPES, 150 mM 

NaCl, pH 7.4.
 9. Blocking buffer: HBS with 2% (w/v) fraction V bovine serum 

albumin (BSA).

2. Materials

2.1. ELISA Plate-Based 
ICAM-1 Binding Assay
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 10. 2× nonstimulation buffer: HBS, 2 mM CaCl2 and 2 mM MgCl2 
(see Note 2).

 11. 2× stimulation buffer: HBS, 2 mM MnCl2 (see Note 2).
 12. 96-well flat bottom ELISA plate.

 1. Recombinant human LFA-1 extracellular portion (R&D 
systems).

 2. ICAM-1-Fc fusion protein: Use ICAM-1-Fca or -Fcg (R&D 
systems).

 3. FITC-labeled goat anti-human IgA or IgG antibody.
 4. Washing buffer: HBS.
 5. Coating buffer: HBS with 0.1% (w/v) BSA.
 6. Blocking buffer: HBS with 2% (w/v) BSA.
 7. 2× nonstimulation buffer: HBS, 2 mM CaCl2 and 2 mM 

MgCl2.
 8. 2× stimulation buffer: HBS, 2 mM MnCl2.
 9. Silica beads amine coated (5 mm, Bang Lab, Inc.) (see Note 3).

 1. Add 50-ml of capturing antibody (20 mg/ml in a coating buffer) 
to each well of ELISA plates. Incubate at 4°C overnight.

 2. Wash plates three times with 150 ml/well of TBS-T.
 3. Add 150 ml of blocking buffer to each well and incubate at 

room temperature for 1 h.
 4. Wash plates three times with 150 ml/well of TBS-T.
 5. Add 50 ml of LFA-1 protein (5 mg/ml in HBS/0.5% BSA) to 

each well. Incubate at room temperature for 2 h.
 6. Wash plates five times with 150 ml/well of TBS-T.
 7. Add to each well either 25 ml of 2× nonstimulation or stimu-

lation buffer. In the case of testing antagonists, include 2× 
concentrations of antagonists.

 8. Add to each well 25 ml of HBS containing 10 mg/ml ICAM-
1-Fc fusion protein. This makes final concentrations of 
5 mg/ml ICAM-1-Fc, 1 mM CaCl2 and MgCl2 (for nonstim-
ulation buffer) or 1 mM MnCl2 (for stimulation buffer); in 
the presence or absence of 1× concentrations of antagonists. 
During steps 9–11, maintain the same kind of cations (i.e., 
1 mM CaCl2/MgCl2 or 1 mM MnCl2) in TBS-T and detec-
tion antibody solution.

2.2. Bead-Based 
ICAM-1 Binding Assay

3. Methods

3.1. ELISA Type 
ICAM-1 Binding Assay
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 9. Wash plates five times with 150 ml/well of TBS-T containing 
1 mM CaCl2/MgCl2 or 1 mM MnCl2.

 10. Add to each well 50 ml of detection antibody solution (i.e., 
HRP-labeled goat anti-human IgA or IgG antibody diluted 
at 1:1,000–1:10,000 in HBS 1 mM CaCl2/MgCl2 or 1 mM 
MnCl2). Incubate at 4°C for 30 min.

 11. Wash plates ten times with 150 ml/well of TBS-T containing 
1 mM CaCl2/MgCl2 or 1 mM MnCl2.

 12. Mix equal amount of color reagent A and B to make a substrate 
solution. Add 150 ml of the substrate solution to each well. 
Let color develop for 15 min.

 13. Read absorbance at 405 nm using an ELISA reader (Fig. 1).

 1. Suspend silica beads in 1 ml of washing buffer in a 1.5-ml 
microtube and vortex. Spin down at 2,200 × g for 3 min. 
Discard supernatant.

 2. Repeat step 1.
 3. Suspend a silica bead pellet at a density of 5 × 106 beads/ml 

with 500 ml of coating buffer containing 20 mg/ml LFA-1 
protein. Incubate at 4°C overnight, while continuously rotating 
tubes with a laboratory rotator.

 4. Preparation of multimeric ICAM-1-Fc solution. Mix 20 ml/ml 
ICAM-1-Fc fusion protein and 50 mg/ml FITC-labeled anti-
human IgA or IgG antibody in 2× nonstimulation or 2× stim-
ulation buffer for 15 min at room temperature. This 
multimeric ICAM-1-Fc solution is used at step 10.

 5. Wash LFA-1-coated beads (from step 3) two times with wash-
ing buffer.

3.2. Bead-Based 
ICAM-1 Binding Assay
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Fig. 1. ELISA plate-based ICAM-1 binding assay testing the LFA-1 small molecule antag-
onist LFA703 (11). LFA703 (1 mM) inhibited ICAM-1:LFA-1 binding in the presence of 
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 6. Incubate beads with blocking buffer at room temperature 
for 3 h.

 7. Wash beads three time with washing buffer, and resuspend 
bead pellets in washing buffer.

 8. Aliquot 5 × 105 of LFA-1-coated beads to each new micro-
tube, spin down, and discard supernatant.

 9. Add to each bead pellet 25 ml of 2× nonstimulation or 2× 
stimulation buffer in the presence or absence of 2× concen-
trations of antagonists. Add another 25 ml of the multimeric 
ICAM-1-Fc solution (from step 4). Incubate at room tempera-
ture for 30 min.

 10. Wash three times with either nonstimulation or stimulation 
buffer.

 11. Resuspend beads with 300 ml of nonstimulation or stimulation 
buffer.

 12. Analyze with flow cytometry.

 1. LFA-1 is used as a model integrin. Similar protocols can be 
applied for cell-free assays of other integrins.

 2. LFA-1 is in a default low-affinity conformation in 1 mM 
CaCl2/MgCl2, whereas LFA-1 is converted to a high-affinity 
conformation in 1 mM MnCl2 (9).

 3. We used silica beads, as we sought to study the inhibitory effects 
of volatile anesthetics on LFA-1 (10) and polystyrene beads 
might not stand for volatile anesthetics. Silica microspheres tend 
to be hydrophilic, and absorb less proteins. Thus, polystyrene 
beads may be preferable for testing other antagonists.
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Chapter 7

Overview: Structural Biology of Integrins

Guanyuan Fu, Wei Wang, and Bing-Hao Luo 

Abstract

Integrins are cell adhesion molecules that play important roles in many biological processes including 
hemostasis, immune responses, development, and cancer. Their adhesiveness is dynamically regulated 
through a process termed inside-out signaling. In addition, ligand binding transduces outside-in signals 
from the extracellular domain to the cytoplasm. Advances in the past several years have shed light on struc-
tural basis for integrin regulation and signaling, especially how the large-scale reorientations of the ect-
odomain are related to the inter-domain and intra-domain shape shifting that changes ligand-binding 
affinity. Experiments have also shown how the conformational changes of the ectodomain are linked to 
changes in the a- and b-subunit transmembrane and cytoplasmic domains.

Key words: Cell adhesion, Conformational change, Allosteric regulation, Inserted domain, Hybrid 
domain swing-out, Bidirectional signaling

Integrin family of adhesion receptors are non-covalently associated 
a/b heterodimers. They are so named because they serve to inte-
grate the extracellular and intracellular environments by binding 
to ligands outside the cell and to cytoskeletal components and 
signaling molecules inside the cell, and to transmit signals bidirec-
tionally across the plasma membrane (1, 2). Integrins mediate 
cell–cell, cell–extracellular matrix, and cell–pathogen interactions. 
They, together with their ligands, play diverse and important 
roles in many biological processes including hemostasis, immune 
responses, development, and cancer.

Integrins are restricted to metazoans, with different subunit 
sets in different phyla (3). In vertebrates, 18 a-subunits and 8 
b-subunits have been identified, forming at least 24 distinct ab 
pairs (Fig. 1). Although all integrins connect to the actin-based 
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microfilaments of the cytoskeleton with the exception of a6b4, 
which makes connection to the intermediate filaments, different 
integrin families with distinct subunit combinations have diverse 
functions due to diversity in ligand-binding specificity and sub-
membrane linkers to cytoskeleton.

The uniqueness of integrins as adhesion molecules is that 
their adhesiveness can be dynamically regulated through a process 
termed inside-out signaling. Thus, stimuli received by cell surface 
receptors for chemokines, cytokines, and foreign antigens initiate 
intracellular signals that impinge on integrin cytoplasmic domains 
and alter adhesiveness for extracellular ligands. In addition, ligand 
binding transduces signals from the extracellular environment to 
the cytoplasm and activates many intracellular signaling pathways, 
a process known as outside-in signaling. In this chapter, our under-
standings of integrin structure and the conformational signaling 
pathway are summarized.

Both the a- and b-integrin subunits are type I transmembrane 
(TM) glycoproteins with large extracellular domains, single spanning 
TM domains, and, with the exception of b4, short cytoplasmic 
domains (Fig. 2). From electron microscopy (EM) studies, it 
has been known for years that the overall topology of integrins 
includes an extracellular globular N-terminal ligand-binding 
head domain, representing a critical a- and b-subunit interface, 
standing on two long and extended C-terminal legs or stalks, which 
connect to the TM and cytoplasmic domains of each subunit (4). 
However, X-ray crystal structures of the extracellular domain of 
the integrin aVb3 provided the surprising finding that the legs 
were severely bent at the “genu” or knee, generating a V-shaped 

2. An Overview 
of Integrin Domain 
Structure

2.1. Integrin Global 
Topology

Fig. 1. The mammalian integrin receptor family. 18 a- and 8 b-subunits form 24 heterodim-
ers. Half of the a-subunit-containing I domains are indicated by asterisks. The figure is 
adapted from the review (8).
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Fig. 2. Integrin architecture. (a) Organization of domains within the primary structures. Some a-subunits contain an I domain 
inserted in the position denoted by the dotted lines. Cysteines and disulfides are shown as lines below the stick figures. 
(b and c) Domain rearrangement of integrins lacking (b) or containing (c) an a I domain during activation. The b-subunit 
lower legs are flexible and are, therefore, shown in what may be the predominant (solid representation) and less predomi-
nant (dashed lines) orientations. The figures are adapted from the review (8 ).
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topology in which the head domain was closely juxtaposed to the 
membrane-proximal portions of the stalks (5, 6). This finding 
was consolidated in the more recent X-ray crystal structure of the 
complete ectodomain and the negatively stained EM of aIIbb3 in 
a physiologically resting state (Fig. 3) (7). An increasing number 
of studies have together established that the bent conformation 
represents the physiological low affinity state, whereas priming 
(inside-out signaling) and ligand binding are associated with a large-
scale global conformational rearrangement in which the integrin 
extends with a “switchblade”-like motion (Fig. 2) (7–13).

The first domain of integrins to be crystallized was the inserted 
(I) domain or von Willebrand factor A domain which is found in 
half of integrin a-subunits (14) (Fig. 1). The a I domain is a 
domain of about 200 amino acids and is the major ligand-binding 
site in integrins in which it is present. The a I domain adopts the 
dinucleotide-binding or Rossmann fold, with a-helices surrounding 
a central b-sheet (Fig. 4). There are seven major a-helices, and 
several short a-helices that differ between I domains in various 
a-subunits. The b-sheet contains five parallel b-strands and one 
antiparallel b-strand. b-strands and a-helices tend to alternate 
in the secondary structure, with the a-helices wrapping around 
the domain in counterclockwise order when viewed from the top. 

2.2. Extracellular 
Domains

2.2.1. The a-Subunit

Fig. 3. Crystal structure of integrin aIIbb3. (a) Structure of the aIIbb3 in the bent conformation. (b) An extended model of 
aIIbb3 by torsion at the a- and b-knees (From PDB ID code 3FCS).
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A divalent cation (Mg2+) sits on the top of the domain, ligated by 
five side chains located in three different loops. The first of these 
loops, b1-a1 (between b-strand 1 and a-helix 1), contains three 
coordinating residues in a sequence that is a signature of I domains, 
DXSXS. The second loop donates a coordinating Thr residue, 
and the third loop donates an Asp residue. Divalent cations are 
universally required for ligand binding by integrins. In a I domains, 
the metal-coordinating residues and the residues surrounding the 
metal-binding site are important for ligand binding. Therefore, 
this site has been designated the metal ion-dependent adhesion 
site (MIDAS).

The N-terminal region of the integrin a-subunit contains 
seven segments of about 60 amino acids, each with a weak sequence 
homology to one another. These residues were initially predicted 
(15) and later confirmed by crystal structures (6, 7, 10) to fold 
into a seven-bladed b-propeller domain. The b-propeller forms 
the major a-subunit contribution to the head domain and provides 
a critical interface with the b-subunit. When present, a I domain 
is inserted between b-sheets 2 and 3 of the b-propeller (Fig. 2). 
Interestingly, the crystal structure of aIIbb3 headpiece, which 
lacks an a I domain, reveals a cap sub-domain that comprises four 

Fig. 4. Conformational change and allosteric transmission by I domains. The moving segments of the backbone and the 
MIDAS metal ions are labeled. The direction of movement is indicated with arrows. (a) Superposition of closed and open 
structures of the a I domains (from PDB ID codes 1JLM and 1IDO). (b) Superposition of closed and open structures of the 
b I domains and their linkages to hybrid and PSI domains (from PDB ID codes 3FCS and 2VDL ).
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insertions in the b-propeller. Although probably not involved in 
allosteric regulation, as with the I domain, the cap contributes 
functionally to ligand binding as demonstrated by mutagenesis 
studies (16). The marked variation in the length and sequence of 
the inserts among a-subunits suggests a role of the cap in determining 
ligand-binding specificity (10).

The region C-terminal to the b-propeller comprises the leg 
of the a-subunit and contains three b-sandwich domains, desig-
nated the thigh domain in upper leg, and calf-1 and calf-2 domains 
in the lower leg (Fig. 3). A small Ca2+-binding loop located 
between the thigh and calf-1 domains represents the a-subunit 
genu, the key pivot point for “switchblade” global rearrangement 
in the a-subunit (Fig. 3).

The topology of the b-subunit is more complicated than that of 
the a-subunit. The head domain of the b-subunit is comprised of 
the plexin/semaphorin/integrin (PSI), hybrid, and b I domains 
(Fig. 2). The b I domain is inserted in the b-sandwich hybrid 
domain, which is in turn inserted in the PSI domain. The second 
segment of the PSI domain is very short, but can be assigned as 
part of the PSI domain because it contains b3-Cys435, which is 
involved in a long-range disulfide bond to b3-Cys11 in the first 
segment of the PSI domain and this disulfide is structurally 
conserved in other PSI domains.

The integrin b I domain is a highly conserved domain of 
about 240 residues and is analogous in structure to the a I domain 
(Fig. 4). There are two additional segments in the b I domain: 
one is known as the specificity-determining loop because of its 
role in ligand binding and the other helps form a critical interface 
with a-subunit b-propeller. Mutations in the b2 I domain that 
disrupt this interface has been known to cause leukocyte adhesion 
deficiency (17, 18). Like the a I domain, the b I domain contains 
a MIDAS for binding negatively charged residues, which physically 
binds Mg2+. In addition, two adjacent metal ion-binding sites, 
which physically bind Ca2+, share some coordinating residues 
with the MIDAS. The two sites are termed the synergistic metal 
ion-binding site (SyMBS) and the adjacent to metal ion-dependent 
adhesion site (ADMIDAS). In integrins lacking a I domains, the 
b I domain MIDAS appears to bind ligand directly, whereas in 
a I domain-containing integrins, it acts to regulate the ligand-bind-
ing activity of the a I domain. The inserted topology of the b I 
domain plays a critical role in its allosteric regulation and signal-
ing, as discussed below.

The region C-terminal to the hybrid domain comprises the 
cysteine-rich b-subunit leg/stalk region, which contains four 
integrin epidermal growth factor-like (I-EGF) domains, a b-ankle, 
and a b-tail domain. In the aVb3 crystal structure, the I-EGF 
domains 1 and 2 were not resolved (6). However, subsequent 

2.2.2. The b-Subunit
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NMR studies resolved the b2 I-EGF domains 2 and 3 (19). Later, 
a high-resolution crystal structure of the b2 PSI, hybrid, and 
I-EGF1 domains was solved (20). More recently, the entire extra-
cellular domain of aIIbb3 in a physiologically resting state has 
been resolved (7). In this 2.55 Å resolution crystal structure, the 
conformation of I-EGF domains 1 and 2 at the knee is revealed at 
the epicenter of the conformational change involved in integrin 
activation (Fig. 3a). In the bent conformation of integrin aIIbb3, 
there is a highly acute bend between the I-EGF domains 1 and 2. 
This structure confirms previous hypothesis and is consistent with 
results from other studies. I-EGF domains 2, 3, and 4 in the lower 
b3 leg extend in an almost straight orientation, with about a 90˚ 
left-handed twist between successive domains.

In the crystal structures of the full-length aVb3 and aIIbb3 
ectodomains, the integrins are in the bent conformation with the 
a- and b-subunit C-termini only a few angstroms apart (6, 7), 
consistent with association of the a- and b-subunit transmem-
brane domains. Recently, a newly developed method combining 
disulfide scanning with Rosetta computational modeling has been 
used to solve the structure of the integrin TM and cytoplasmic 
domains (9). Since the structure is obtained based on experimental 
data using intact integrins with the extracellular and cytoplasmic 
domains that regulate TM association on the mammalian cell surface, 
we believe that it most likely represents the physiological struc-
ture in the resting state. In this structure, the aIIb GXXXG motif 
and their b3 counterparts of the TM domains associate with a 
ridge-in-groove packing (Fig. 5a). The aIIb TM a-helix extends 
beyond the 23-residue TM hydrophobic segment and then Gly-991 
of GFFKR is a turn which changes the TM right-handed a-helix 
to left-handed one, making Phe-992 and Phe-993 sit in the 
interface of aIIb and b3 at the membrane/cytoplasm interface 
(Fig. 5b), and thus, this motif is critical for a/b association. A salt 
bridge between aIIb Arg-995 and b3 Asp-723 was proposed 
previously based on mutagenesis data (21). In the structure, 
Arg-995 is close to both Asp-723 and Glu-726, consistent with 
this electrostatic interaction. However, there are a variety of different 
conformations of the side chains of Arg-995 and Asp-723, indicating 
that this salt bridge is not absolutely necessary for the association.

Structural studies of a I domains in the presence and absence of a 
ligand, in varied cation conditions, and with mutations that stabilize 
distinct affinity states have provided a mechanistic understanding of 
conformational regulation during both priming and ligand binding. 

2.3. Transmembrane 
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Fig. 5. Structure of the integrin aIIbb3 transmembrane (TM) and cytoplasmic domains. (a) The interface between two 
associating TM domains on the cell surface. (b) Cytoplasmic fragment association of integrin aIIb-and b3-subunits in the 
Disulfide/Rosetta structure. (c) Predicted model of integrin TM activation. (I) The resting state represented as Disulfide/
Rosetta structure; (II) the “intermediate” or “transient” state represented as NMR structure of integrin aIIbb3 TM and 
cytoplasmic domain peptides (PDB ID 2K9J); (III) the activated state represented as monomeric a

IIb and b3 NMR structures 
(PDB ID codes 2K1A and 2RMZ). The outer bounds of the hydrophobic, interface, and polar region of the membrane 
are shown.
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The a I domains have been crystallized in three distinct forms, 
termed closed, intermediate, and open conformations (14, 22, 
23). These demonstrate distinct coordination of the metal in the 
MIDAS, arrangement of the b6-a7 loop, and axial disposition of 
the C-terminal a7 helix along the side of the a I domain (14, 22, 23) 
(Fig. 4a). At the a I domain MIDAS, five residues and several water 
molecules contribute oxygen atoms to the primary and secondary 
coordination spheres surrounding the metal. In the open confor-
mation of the MIDAS, two serines and one threonine are in the 
primary coordination sphere, whereas two aspartic acid residues are 
in the secondary coordinating sphere and fix the positions of coor-
dinating water molecules. Notably, the glutamic acid contributed 
by the ligand mimetic residue donates the only negatively charged 
oxygen to the primary coordination sphere in the open conforma-
tion. The lack of any charged group in the primary coordination 
sphere donated by the a I domain is hypothesized to enhance the 
strength of the metal–ligand bond. In the closed conformation, the 
threonine moves from the primary to the secondary coordination 
sphere, and one of the aspartic acid residues moves from the sec-
ondary to the primary coordination sphere. This movement is con-
sistent with the idea that an energetically favorable MIDAS requires 
at least one primary coordination to a negatively charged oxygen, 
and when this is not provided by a ligand, there is a structural rear-
rangement within the I domain to provide this from within the 
MIDAS. The backbone and side chain rearrangements in the I domain 
are accompanied by a 2.3-Å “sideways” movement of the metal ion 
away from the threonine and toward the aspartic acid on the oppo-
site side of the coordination shell.

The structural rearrangement of the MIDAS is coupled to back-
bone movements of the loops that bear the coordinating residues. 
Linked structural shifts occur in neighboring loops on the top of 
the a I domain, which are also coupled movements in a-helices on 
the “side” of the domain. In the largest movement in the transition 
from the closed to the open structure, the C-terminal a7-helix 
moves 10 Å down the side of the domain. The axial displacement of 
the a7-helix represents the critical linkage for transmission of 
conformational signals both within the a I domain and throughout 
the integrin, as discussed later (Fig. 4a). Introduction of pairs of 
cysteines that stabilize the a7-helix in intermediate and open 
conformations (shifted axially downward by ~5 or 10 Å relative to 
the closed conformation, respectively) induced rearrangements in 
the MIDAS and surrounding loops, which were coupled to 500- 
and 10,000-fold increases in affinity for ICAM-1, respectively (22). 
Thus, downward pull on the a7-helix is sufficient for priming the a 
I domain into higher affinity states. Conversely, the act of binding a 
ligand directly induces MIDAS rearrangements that lead to 
downward displacement of the a7-helix. Thus, the transmission of 
inside-out and outside-in signaling within the a I domain occurs 
along the same pathway, but flows in opposite directions.
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The b I domain directly binds ligands in integrins that lack a I 
domains, and indirectly regulates ligand binding by integrins that 
contain a I domains. The structure of the b I domain was first 
solved in the context of aVb3 extracellular domains in the absence 
of ligands (6). Subsequent mutagenesis studies (24–28) and the 
structure of the aIIbb3 headpiece co-crystallized with different 
ligand mimetic drugs (10) revealed conformational change in the 
open, high-affinity state of the b I domain. With the solution of 
the aIIbb3 complete ectodomain crystal structure (7), more 
detailed conformational change in the b3 I domain can be obtained 
by superposition of the headpieces from this physiologically 
resting, unliganded, closed structure with the high-affinity, 
liganded, open structure (Fig. 4b), revealing the structural simi-
larity of domain allostery between the a I and the b I domain 
activation. In the high-affinity, liganded b I domain compared 
with the low-affinity, unliganded b I domain, movements of 
b1-a1 and b6-a7 loops and of the a1 and a7 helices occur. 
Coordination of the Met335 backbone carbonyl in the b6-a7 
loop to the ADMIDAS metal ion (Ca2+ in physiologic condition) 
in the low-affinity, unliganded conformation is broken in the 
high-affinity, liganded conformation. The breaking of this coordi-
nation in turn enables the movements of b1-a1 loop and the 
ADMIDAS Ca2+ toward the MIDAS metal ion (Mg2+ in physiologic 
condition), which is the major difference between the high- and 
low-affinity conformations of the b I domain ligand-binding site, 
agreeing with earlier findings (5, 10). In contrast to that in the a 
I domains, no lateral movement of the MIDAS metal ion across 
the ligand-binding site of the b I domain appears to exist. 
Movements of the a1-helix, b6-a7 loop, and a7-helix are tightly 
coupled, so that reshaping to the high-affinity, ligand-binding site 
is allosterically linked to downward movement of the a7-helix. 
This linkage is critical for propagation of conformational signals 
from the ligand-binding pocket to the other integrin domains 
and vice versa.

In the aIIbb3 complete ectodomain crystal structure, the 
physiologically important divalent cations Mg2+ and Ca2+ were 
found to be loaded in the resting state, prior to ligand binding 
(7). It has been known for years that cations can regulate integrin 
ligand-binding affinity. For most integrins, Ca2+ has both positive 
and negative regulatory effects. High concentrations of Ca2+ 
inhibit adhesion, whereas low concentrations of Ca2+ augment 
adhesion at suboptimal Mg2+ concentrations, which is called the 
synergistic effect. Compared with results in the physiologic divalent 
cations, addition of Mn2+ strikingly increases ligand-binding affinity 
and adhesiveness of almost all integrins. Mutagenesis studies 
revealed that metal-binding sites in the a-subunit b-propeller 
domain, a I domain, and a-genu were not responsible for the 
regulatory effects of Ca2+ and Mn2+ (29–32). By contrast, the effect 
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of metal ions occurs mainly through the three metal ion sites that 
form the ligand-binding pocket in the b I domain, namely MIDAS, 
SyMBS, and ADMIDAS (33–35). The SyMBS functions as a 
positive regulatory site responsible for Ca2+ synergy with Mg2+ for 
ligand binding at MIDAS (35). When Ca2+ is absent, Mn2+ binding 
at SyMBS also synergizes with ligand binding at MIDAS, as 
revealed in the avb3 crystals. The basis for the synergy between 
SyMBS and MIDAS metal ions may lie in the coordination of the 
Glu-220 side chains to both cations. In the absence of either of 
these divalent cations, the Glu-220 would probably reorient and 
lose the proper coordination to the other site.

Compared to the integrins lacking an a I domain, conformational 
regulation of integrins containing an a I domain requires the 
additional step of transmission of allostery from the b I domain to 
the a I domain (Fig. 2). The a I domain a7-helix has been pro-
posed to transmit allostery between the a I MIDAS and the b I 
MIDAS; that is, in the active state, downward movement of the a 
I domain a7-helix enables an invariant Glu residue that is present a 
few residues after the a7-helix to act as an “intrinsic ligand” and 
engage the b I MIDAS (36, 37). Mutations of amino acids in the 
aL linker (e.g., Tyr-307 and Glu-310) to alanine have been 
shown to abolish ligand binding, suggesting that contacts between 
the linker and other domains modulate the conformation of the 
a I domain (38). Yang et al. showed that individual mutation of 
the aL linker residue Glu-310 or b2 MIDAS residues Ala-210 or 
Tyr-115 to cysteine abolishes I domain activation, whereas the 
double mutations of aL-E310C with either b2-A210C or b2-Y115C 
form disulfide bonds that constitutively activate ligand binding 
(36). The activation effect of the disulfide mutant is susceptible to 
small molecule antagonists that bind underneath the I domain 
a7-helix and certain allosteric antagonistic antibodies. This study 
provides direct evidence for an activating interaction between aL 
residue Glu-310 and the b2 MIDAS (36).

The orientation between the b I and hybrid domains appears to 
be the critical “translator”, converting global conformational 
change into local intra-domain conformational changes that regulate 
affinity (Fig. 4b). As a consequence of the inserted topology of 
the b I domain into the hybrid domain, the piston-like displace-
ment of the a7-helix in the high-affinity, liganded crystal structure 
results in complete remodeling of the interface between these 
domains, leading to the swing-out of the hybrid domain (10). 
As in the a7-helix, the C-terminal connection to the hybrid 
domain shifts its position, while the N-terminal linkage serves as 
a pivot point about which the inter-domain angle hinges. Relative 
to the closed headpiece conformation, the hybrid domain swings 
out about 60o in the open headpiece conformation, causing 
the knees of the a- and b-subunits to separate by 70 Å. The two 
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conformations of the integrin headpiece were supported by EM 
studies of integrins aVb3 (13) and a5b1 (11, 39). Electron 
tomography of negatively stained, active detergent-soluble aIIbb3 
purified on an Arg-Gly-Asp peptide affinity column reveals an 
extended conformation, with >90% of particles showing an open 
headpiece structure that matches perfectly (40) the open, liganded 
aIIbb3 headpiece crystal structure (10). In addition to the 
structural investigations (10, 11, 13, 40–42), integrin hybrid 
domain swing-out is supported by a range of other studies 
(28, 39, 43–45).

Structures of the b3 and b2 integrin PSI domains and b2 
I-EGF1 domain (10, 20, 46) demonstrate that during the rear-
rangement of the headpiece between the closed and open confor-
mations, no change occurs in the hybrid/PSI domain interface. 
Therefore, this rigid interface, which is reinforced by the two 
polypeptide chain connections, nearby disulfide bonds, and an Arg 
deeply buried in the interface, enables the PSI domain to amplify 
the leg separation triggered by the swing-out of the hybrid 
domain (10, 20). The PSI and I-EGF1 domains are also shown 
to be intimately associated so that the hybrid and PSI/I-EGF1 
domains move as a rigid unit (20). Some activating antibodies 
bind to the PSI domain and induce the high-affinity state (47, 48). 
A group of drug-dependent anti-b3 antibodies associated with 
quinine-induced immune thrombocytopenia was mapped to the 
PSI domain, indicating the importance of the PSI domain during 
integrin activation (49).

The swing-out of the hybrid domain necessitates the existence of 
the extended conformation because the hybrid domain is central 
in the interfaces that are buried in the bent conformation; these 
interfaces are completely disrupted by hybrid domain swing-out 
(10). The knee of the b-subunit occurs between the PSI/I-EGF1 
and I-EGF2 domains; the knee or genu of the a-subunit is a 
small Ca2+-binding loop between the thigh and calf-1 domains. 
The mapping of an aL antibody that reports extension to the 
inner face of the thigh domain and requires the genu and a Ca2+-
coordinating residue donated by the calf-1 domain provided 
evidence that integrin extension occurs by a rearrangement at the 
thigh–genu interface (29). Integrin extension on the cell surface 
was confirmed by studies using FRET between fluorescent ligand-
bound integrins and lipophilic probes (50).

Crystal (5–7) and EM (13) structures provide direct evidence 
that in the resting state, the membrane-proximal portions of 
the extracellular domains of the a- and b-subunits are in close 
juxtaposition. Enforced association of the two stalks with acid/
base coiled coils renders integrin low affinity, whereas release of 
these constraints promotes high-affinity ligand binding (51). 
Introducing a 10-residue flexible spacer between the extracel-
lular domain and the TM domain enhanced aMb2 ligand binding 
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on the cell surface (52). Crystal structure of the open aIIbb3 
headpiece (10) and EM structure of the entire aVb3 extracellular 
domains (13) confirmed that the two stalks separate during inte-
grin activation or ligand binding. The lower b-leg in the averaged 
EM images of the open conformation tended to disappear, sug-
gesting that the lower b-leg is highly flexible and varied in confor-
mations among individual particles (13). Therefore, even though 
the crystal structure of the open aIIbb3 headpiece indicated that 
the swing-out of the hybrid domain results in a 70-Å separation 
at the knees (10), the distance between the two C-terminal stalks 
in the open conformations may vary, and this variation will result 
in a spectrum of different conformations (Fig. 2). The stalk sepa-
ration is a key step for integrins to transmit signals bidirectionally 
across the plasma membrane.

Recently, the basis for integrin activation across the plasma membrane 
has also been studied. Many studies showed that deletions or 
mutations in the a- and b-subunit TM and cytoplasmic domains, 
which are expected to destabilize a/b association, activate integ-
rins (21, 53–56). FRET study shows that in the resting state, the 
integrin a- and b-subunit cytoplasmic domains are close to 
one another, but undergo significant spatial separation upon 
inside-out activation induced by phorbol ester or talin head 
domain, or outside-in signaling induced by ligand binding (12). 
NMR studies of the integrin cytoplasmic tails suggest that their 
association is weak, with significant differences observed between 
published structures (57–59), or that association is undetectable 
(60). These studies imply that the cytoplasmic interaction is 
modest and/or transient. Binding of intracellular proteins such as 
RAPL (61) and the talin head domain (62–64) to the integrin 
cytoplasmic tails induces tail separation and activates integrins for 
ligand binding (59). The structural basis for talin head domain 
and filamin binding to the integrin b cytoplasmic domain and the 
resulting integrins’ activation has been demonstrated by NMR 
studies (62, 63, 65, 66).

It has been shown that during integrin activation, the two 
TM domains separate rather than rearrange after activation of 
integrins from inside the cell (67). Introduction of disulfide 
bridges to prevent or reverse separation abolished the activating 
effect of cytoplasmic mutations (67), whereas mutations that 
disrupt the TM interface activate integrins (68–70).

The NMR structures of isolated aIIb and b3 TM/cytoplasmic 
domain fragments were resolved in phospholipid bicelle (71, 72). 
In contrast to the findings that similar aIIb and b3 constructs 
formed homomultimers in detergents, the investigators found 
that these subunits were monomeric in the more bilayer-like 
bicelle environment. These structures are believed to represent 
the physiologically active state in which the TM and cytoplasmic 
domains are in the dissociated monomeric conformation (Fig. 5c). 
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The isolated aIIb and b3 TM/cytoplasmic NMR structures are 
similar to the Disulfide/Rosetta structure. The dissociated b3 
TM domain solved by NMR appeared to be a 30-residue linear 
a-helix extended into the cytoplasm, and instead of the 23 TM 
residues in the Disulfide/Rosetta complex structure, 29 residues 
appeared to be embedded in the bicelle core. In the NMR struc-
ture, b3 Lys-716 is followed by a 5-residue hydrophobic segment 
(L717LITI721), and the continuous helix spanning the TM and 
justamembrane segments could undergo a substantial tilt in the 
membrane, with snorkeling of the Lys-716 side chains into the 
polar environment (71). By contrast, the b3-helix embedded in 
lipid membrane in the Disulfide/Rosetta complex structure is 
significantly shorter, suggesting that after dissociating from 
the aIIb-helix, the b3-helix is tilted at an angle of 20–30o due to 
the insertion of five to six additional hydrophobic residues to the 
hydrophobic lipid environment. This tilting of the b3-helix may 
be important for integrin activation and signaling.

Interestingly, the structure of integrin aIIbb3 TM and cyto-
plasmic domain complex was also solved by NMR in the presence 
of phospholipid bicelles, and it was found to have an inter-helical 
interface similar to that of the Disulfide/Rosetta structure 
(Fig. 5a) (73). However, the NMR structure was solved using an 
artificial hydrogen-bond constraint between the aIIb(R995) and 
b3(D723). The presence of the salt bridge was based on the fact 
that mutations of either residue affected the helix–helix interac-
tion as monitored by NMR. We propose that this electrostatic 
interaction is important for the priming of helix–helix interaction. 
After forming a more stable helix–helix interaction, the salt bridge 
is probably not critical for further stabilization. Therefore, the 
NMR structure might represent an “intermediate” or “transient” 
state between the physiological resting state (represented as the 
Disulfide/Rosetta structure) and the dissociated active state 
(represented as the NMR structure of the isolated monomers as 
discussed below) (Fig. 5c). It is interesting that the NMR struc-
tures of the complex have structures and angles with membrane 
almost identical to those of the isolated monomers, and there were 
substantial amounts of aIIb and b3 monomers present in the solution 
used for determining the NMR complex structures.These 
observations confirm our hypothesis that the NMR structure of 
the complex is an intermediate or “transient” state.

Numerous studies from different laboratories suggest that integrin 
bidirectional signaling across the plasma membrane is accom-
plished by coupling extracellular conformational change to an 
unclasping and separation of the a- and b-TM and cytoplasmic 
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domains. It is thus envisioned that binding of proteins, such as 
talin or possibly RAPL, initiates separation of the cytoplasmic and 
TM domains, which destabilizes the extracellular a/b tail inter-
face, concomitantly perturbing the tail–head interface and facili-
tating the switchblade-like opening (13). As a consequence, the 
hybrid domain swings out, which is coupled directly to the down-
ward movement of the b I domain a7-helix and thus the MIDAS 
rearrangement (13, 19). For integrins that lack I domains, this 
action represents the final step of priming, whereas for I domain-
containing integrins, the b I domain next binds to the internal 
ligand in the linker between the C-terminal helix of the I domain 
and the b-propeller, thereby exerting a downward pull on the 
I domain a7 leading to affinity modulation of its MIDAS. Evidence 
exists for similarity in the conformational rearrangements that 
result from modulation of the cytoplasmic/TM domain associa-
tion (inside-out signaling) to those from binding of ligand (outside-
in signaling) (12, 13, 22, 51). Thus, ligand binding stabilizes 
integrin in the extended conformation with open headpiece and 
two separate legs, resulting in the separation of the two cytoplasmic 
tails. Then, multivalent ligand binding brings several integrins 
close to each other, leading to integrin clustering, and kinases are 
recruited and activate each other, leading to intracellular signaling. 
Due to the space limit, readers interested in details of the many 
signaling pathways emanating from integrins are referred to several 
extensive reviews (74–77).
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Chapter 8

Protein Expression and Purification of Integrin  
I Domains and IgSF Ligands for Crystallography

Hongmin Zhang and Jia-huai Wang 

Abstract

Cell adhesion depends on combinational expression and interactions of a large number of adhesion 
molecules at cell-to-cell or cell-to-matrix contact sites. Integrins and their immunoglobulin superfamily 
(IgSF) ligands represent foremost classes of cell adhesion molecules in immune system. Structural study 
is critical for a better understanding of the interactions between integrins and their IgSF ligands. Here we 
describe protocols for protein expression of integrin aL I domain and its IgSF ligand ICAM-5 D1D2 
fragment for crystallography.

Key words: Mammalian cell expression, Integrins, ICAMs, Crystallization, Molecular replacement

Integrins are major cell adhesion molecules that mediate cell–cell 
and cell–extracellular matrix interactions, thereby playing a key 
role in development, immune responses, leukocyte trafficking, 
homeostasis, and cancer metastasis. Integrins transduce signals 
across the plasma membrane bi-directionally in an allosteric fashion. 
Ligand binding to integrins transmits signals to the cytoplasm 
(“outside-in” signaling). Conversely, integrins are activated in 
response to intracellular signaling cascades elicited by other receptors 
(“inside-out” signaling) (1, 2). The structural basis of integrin 
allostery has been extensively reviewed (3). Structural studies of 
the binding domain of leukocyte integrins (aI domain) and their 
ligands have been extensively performed to understand the allosteric 
regulation of integrins. For example, the complex structures 
between integrin aL I domain and its ligands ICAM-1, ICAM-3 

1.  Introduction
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and ICAM-5 (4–6) have revealed a basic binding model between 
integrins and their ligands. An acidic residue from the ligand 
coordinates to the metal ion-dependent adhesion site (MIDAS) 
of the I domain (7), thereby triggering the conformational 
changes of the MIDAS, which is allosterically linked to an axial 
movement of the a7-helix at the other end of the I domain. This 
eventually leads to a large-scale reorientation of the ecto-domains 
up to 200 Å, and the separation of the integrin a and b subunits 
by as much as 70 Å (8, 9). In this chapter, we will use the a I 
domain of aLb2 integrin and its natural ligand, ICAM-5 as examples 
to describe the expression and structure determination of inte-
grin I domain in complex with its ligand.

 1. Expression vector: pET22b with an inserted fragment encoding 
the aL I domain (residue N129 to Y307 with a stop codon 
following Y307) (10, 11).

 2. BL21 (DE3) competent cells.
 3. LB-amp medium: Dissolve 10 g tryptone, 5 g yeast extract, 

and 10 g sodium chloride in 1 L of water (see Note 1). 
Autoclave at 121°C for 20 min, and add 1 ml of 100 mg/ml 
ampicillin when it is cooled to room temperature.

 4. Rich medium: 20 g/L tryptone, 10 g/L yeast extract, 5 g/L 
NaCl, 20 ml/L glycerol, 50 mM K2HPO4, 10 mM MgCl2, 
10 g/L glucose, and 100 mg/L ampicillin.

 5. 0.1 M Isopropyl b-d-1-thiogalactopyranoside (IPTG).
 6. Lysis buffer: 50 mM Tris–HCl pH 8.0, 1 mM MgCl2, 

0.4 mg/ml DNase I, 0.4 mg/ml RNase A, 1 mg/ml lysozyme.
 7. Sonicator with a large sonication tip.
 8. Wash buffer 1: 20 mM Tris–HCl pH 8.0, 23% (w/v) sucrose, 

0.5 %(v/v) Triton X-100, 1 mM EDTA.
 9. Wash buffer 2: 20 mM Tris–HCl pH 8.0, 1 mM EDTA.
 10. Solubilization buffer: 6 M Guanidine HCl, 50 mM Tris–HCl 

pH 8.0, 1 mM DTT.
 11. A serine protease inhibitor phenylmethanesulfonylfluoride or 

phenylmethylsulfonyl fluoride (PMSF): 100 mM stock in 
isopropanol.

 12. Phenathroline: 1 M stock in DMSO.
 13. Refolding buffer: 50 mM Tris–HCl pH 8.0, 1 mM MgCl2, 

5% (v/v) glycerol, 50 mg/L CuSO4, 1 mM phenathroline, 
0.1 mM PMSF (see Note 2).

2.  Materials

2.1. Expression 
and Purification  
of aL I Domain in 
Escherichia coli
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 14. Ion-exchange buffer A: 20 mM Tris–HCl pH 8.0.
 15. Ion-exchange buffer B: 20 mM Tris–HCl pH 8.0, 1 M 

sodium chloride.
 16. Size-exclusion buffer: 20 mM HEPES pH 7.5, 0.2 M sodium 

chloride.
 17. FPLC equipment.
 18. Q-sepharose ion-exchange column.
 19. Superdex75prep size-exclusion column.

 1. CHO lec 3.2.8.1 cells stably transfected to express ICAM-5 
D1D2 (6).

 2. GMEM-MSX medium: To make 500 ml or 2 L of GMEM-
MSX medium, add the following stock solutions as listed 
below using aseptic technique in a cell culture hood.

Sterile water (ml) 350 1,400

(a) 10XGMEM (ml) 50 200

(b) Sodium bicarbonate (ml) 18.1 72.4

(c) NEAA (ml) 5 20

(d) G + A (ml) 5 20

(e) Sodium pyruvate (ml) 5 20

(f) Nucleosides (ml) 10 40

(g) Pen-Step (ml) 5 20

(h) Dialyzed FCS (ml) 50 200

(i) L-MSX (ml) 0.125 0.5

Total (ml) 500 2,000

 3. Stock solutions:
(a) 10× Glasgow MEM without glutamine and without 

tryptose-phosphate broth (custom order to GIBCO or 
Sigma).

(b) 7.5% sodium bicarbonate.
(c) 100× Non-essential amino acids (NEAA).
(d) 100× glutamic acid + asparigine (G + A): Dissolve 1,500 mg 

l-glutamic acid and 1,500 mg l-asparigine to 250 ml 
of distilled water and sterilize by filtration.

(e) 100 mM sodium pyruvate.
(f) 50× Nucleosides: Dissolve 175 mg adenosine, 175 mg 

guanosine, 175 mg cytidine, 175 mg uridine, 40 mg thymidine 
to 500 ml of autoclaved water, and sterilize by filtration.

2.2.  Expression and 
purification of Ligands 
in CHO Cells
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(g) 100× Penicillin–Streptomycin at 5,000 units/ml.
(h) Dialyzed FCS: Heat inactivated at 56°C for 30–35 min 

(see Note 3).
(i) 100 mM L-MSX: Prepare 18 mg/ml solution in PBS. 

Sterilize by filtration and store at −20°C in 1-ml aliquots. 
Final concentration in medium is 25 mM.

 4. FPLC equipment.
 5. Cation exchange column SP.
 6. Anion exchange column Mono Q.
 7. Cation exchange column Mono S.
 8. Size-exclusion column Superdex75 prep.

The aL I domain is expressed in E. coli as inclusion bodies, refolded, 
and purified to homogeneity. By contrast, the integrin ligand domain 
of ICAM-5 (ICAM-5D1D2) is expressed in CHO cells, as the 
protein is highly glycosylated and involves several disulfide bonds. 
A mutant cell line CHO lec 3.2.8.1 has four independent mutations 
in the N- and O-glycosylation pathways (12). N-linked carbohy-
drates produced by CHO lec 3.2.8.1 cells are all of the high mannose 
type, but different in the number of mannoses, ranging from Man5 
to Man9. O-glycosylation is homogenous, with only a single GalNAc 
residue attached per site. When cultured in the presence of the 
alpha-glucosidase I inhibitor N-butyl-deoxynojirimycin (NB-DNJ), 
glycoproteins produced in CHO lec 3.2.8.1 cells are almost 
completely susceptible to Endo H digestion (13, 14). Endo H 
cleaves chitobiose, leaving a single N-linked N-acetylglucosamine 
per site, which is ideal for maintenance of protein solubility and 
special carbohydrate–protein interactions, such as between the first 
N-acetyl glucosamine residue and tryptophan. The property of 
CHO lec 3.2.8.1 makes it quite suitable for expression of proteins for 
structural studies. Therefore, CHO lec 3.2.8.1 will be our expression 
host for integrin IgSF ligands including ICAM-5 D1D2.

 1. Inoculate a single colony of BL21(DE3) transformed with 
the expression vector into 30 ml of LB-ampicillin medium 
and shake at 37°C for 6–8 h.

 2. The next day, transfer 30 ml of bacteria culture to 600 ml of 
rich medium, shake at 37°C for 3–4 h. When OD600 reaches 
to 1–1.2, add 1 mM IPTG to induce expression.

 3. Three to four hours later harvest bacteria by centrifugation. 
Resuspend the pellet with 50 mM Tris–HCl pH 8.0 and centri-
fuge to harvest the pellet. Freeze pellet at −20°C for later use.

3.  Methods

3.1. Expression 
and Purification of aL 
I Domain in E. coli



1058 Protein Expression and Purification of Integrin…

 4. Suspend the pellet in 30 ml of lysis buffer, incubate it at 37°C 
for 10–15 min, and sonicate it with a large sonicator tip.

 5. Harvest inclusion bodies by centrifuge (25,000 × g for 
30 min).

 6. Wash inclusion bodies with wash buffer 1 by sonication, cen-
trifuge at 25,000 × g for 15 min and discard the supernatant. 
Repeat this step for five times.

 7. Wash inclusion bodies with wash buffer 2 by sonication, 
centrifuge and discard the supernatant.

 8. Resuspend inclusion bodies in solubilization buffer, stir at 
room temperature for 1–2 h.

 9. Centrifuge at 25,000 × g for 30 min, filter and keep the super-
natant. Measure the protein concentration at OD280 and adjust 
protein concentration to 0.5–1 mg/ml with solubilization 
buffer.

 10. Refolding at 4°C overnight or longer by quick dilution into 
19-fold of refolding buffer.

 11. Centrifuge and filter with a 0.22 mm membrane to remove 
precipitant.

 12. Concentrate the supernatant to small volume and filter it.
 13. Purify the sample on a Q-sepharose ion-exchange column using 

a FPLC equipment. The supernatant is loaded to the column, 
washed with 2 column volumes (CV) of buffer A and eluted 
with a NaCl gradient from 0 to 30% of buffer B in 20 CV.

 14. Collect and pool the peak fractions.
 15. Concentrate the pooled fractions and further purify it on 

Superdex75 prep size-exclusion column using a FPLC 
equipment.

 16. Collect and pool the peak fractions.
 17. Desalt and change buffer to 20 mM HEPES pH 7.5, 50 mM 

sodium chloride and 5 mM magnesium chloride.
 18. Concentrate the sample to >20 mg/ml. Flash freeze into liquid 

nitrogen and store at −80°C for later use of crystallization 
(see Note 5).

Our ICAM-5D1D2 construct does not contain any purification 
tags and we have no suitable antibodies against ICAM-5D1D2 to 
be used in affinity purification. However, the unique situation 
here is that the isoelectric point (pI) of ICAM-5 D1D2 is about 
11, far above the pI value of most proteins (4–6). This property 
was exploited to purify this protein fragment using a series of ion-
exchange columns.

3.2. Expression 
and Purification of 
Ligands in CHO Cells
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 1. Collect supernatant from CHO lec 3.2.8.1 cells stably trans-
fected to express ICAM-5 D1D2. The cells were cultured in 
dishes, flasks or in roller bottles with GMEM-MSX medium. 
Roller bottles generally give higher expression due to larger 
surface area. We typically harvest the supernatant every week 
and add fresh medium into roller bottles (100–200 ml for a 
2-L roller bottle) for long-term culture (see Note 4).

 2. Concentrate the supernatant up to 10–20-folds and dialyze it 
against 50 mM Tris–HCl, pH 8.8.

 3. Centrifuge to remove precipitants.
 4. Load the concentrated supernatant to a SP cation exchange 

column pre-equilibrated with 50 mM Tris–HCl pH 8.8. Wash 
the column with 10 CV of 50 mM Tris–HCl pH 8.8. Elute 
ICAM-5D1D2 with 50 mM Tris–HCl pH 8.8, 1 M NaCl.

 5. Collect and pool peak fractions containing ICAM-5D1D2. 
Dialyze it against 50 mM Tris–HCl pH 8.8.

 6. Load the dialyzed sample to Mono Q anion exchange column 
pre-equilibrated with 50 mM Tris–HCl pH 8.8. ICAM-5D1D2 
does not bind to the column at this pH. Collect the flow 
through fraction. Although ICAM-5D1D2 does not bind to 
Mono Q at this pH, contaminant proteins do and this step 
improves the purity.

 7. Load the flow through fraction from Mono Q to Mono S pre-
equilibrated with 50 mM Tris–HCl pH 8.8. Wash the column 
with 2 CV of 50 mM Tris–HCl pH 8.8 and elute with a NaCl 
gradient from 0 to 0.4 M in 20 CV. Collect and pool the peak 
fractions.

 8. Concentrate the ICAM-5D1D2 fractions from Mono S and 
load to Superdex 75 prep column pre-equilibrated with 
20 mM HEPES pH 7.5, 0.2 M NaCl. Collect and pool the 
peak fractions.

 9. Concentrate the pooled fractions and change buffer by dialysis 
to 20 mM HEPES, pH 7.5, 50 mM NaCl. Aliquote, flash 
freeze into liquid nitrogen and store at −80°C for later use 
(see Notes 5 and 6).

 1. Unless stated otherwise, all solutions should be prepared in 
water that has a resistivity of 18.2 MW cm and total organic 
content of less than five parts per billion. This standard is 
referred to as “water” in this text.

 2. For wild-type I domain, CuSO4 and phenathroline should 
not be included. CuSO4 is used to facilitate oxidization of the 

4.  Notes
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engineered disulfide-bond in the mutant locked high-affinity 
I domains, whereas phenathroline is used to inhibit metallo-
protease activity. GSH and GSSH may be used instead of 
CuSO4 to provide oxidization-reduction potential. CuSO4 
and phenathroline are less expensive.

 3. Dialyzed FCS should be used especially when culturing CHO 
cells in the presence of L-MSX.

 4. CO2 is not needed for CHO lec cells cultured in roller bottles. 
The bottles can be placed on a rotating rack at a speed of 
2–3 rpm in a 37°C warm room. Harvest the supernatant and 
add in fresh medium with an aseptic technique in a tissue 
culture hood. Parafilm can be used to wrap around the bottle 
cap to further reduce contaminant.

 5. In the crystallization of ICAM-5 D1D2 with the integrin aL 
I domain, ICAM-5 D1D2 was mixed with the I domain in 
equal molar ratio at a total concentration of 11 mg/ml. The 
mixture was used in crystallization screening and we obtained 
crystals from precipitant in a reservoir solution containing 
0.1 M HEPES pH 7.5, 10% PEG8000, 8% ethylene glycol at 
room temperature. Crystals were optimized with a pH gradient 
from 7.0 to 8.0 and PEG8000 gradient from 5 to 15%. Later, 
ethylene glycol was replaced by glycerol with a gradient from 
5 to 12%. Better crystals were obtained with 2 ml of protein 
mixed with 1 ml of reservoir solution (0.1 M HEPES pH 7.5, 
7.5% PEG8000, 10% glycerol) at 4°C in 3 days.

The crystals were harvested and soaked in 0.1 M HEPES 
pH 7.5, 15% PEG8000, 20% glycerol and 5 mM magnesium 
chloride. It is important to increase the concentration of 
PEG8000 from 7.5 to 15%; otherwise, the crystals dissolve 
slowly and this impairs the diffraction quality. After soaking in 
cryo-protectant, the crystals were flash frozen into liquid 
nitrogen for later data collection.

 6. The diffraction data for crystals of ICAM-5D1D2 in complex 
with the integrin aL I domain were collected at ID19 at 
Argonne National Laboratory and processed with HKL2000 
(15). The scaled diffraction data (sca file) were fed into pro-
gram dtrek2mtz in CCP4 (16) and converted into mtz file 
with 5% of the data added to FreeR column. The result of 
Mathew’s coefficient calculation (17) showed that there was 
likely only one copy of the complex in the asymmetric unit 
with about 67% solution content. Self-rotation function did 
not show any pseudo-symmetry, and there was no pseudo-
translation either. Thus, we figured that there should be only 
one copy of the complex in the asymmetric unit to look for.

Two homologous structures, ICAM-3 D1 in complex with 
high-affinity I domain (HA) (PDB code 1T0P) and ICAM-1 
D1D2 with intermediate affinity I domain (IA) (PDB code 
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1MQ8), were used as search models to solve the structure of 
ICAM-5D1D2 with I domain by molecular replacement. The 
structure of ICAM-1 D1D2 alone was also used (PDB code 
1IC1). Phaser (18) from CCP4 package was used to accomplish 
molecular replacement with HA, ICAM-3D1, and ICAM1-D2 as 
search models.

Fig. 1. Swung-out of the a7 helix of the I domain in complex with ICAM-5 D1D2. (a) Fo-Fc map showing the traces of 
b6–a7 loop and a7 helix. The positive map of Fo-Fc was shown as grey mesh. The I domain and ICAM-5 were shown as 
Ca traces. The density connecting to Leu289 showed an upward tracing for b6–a7 loop and a7 helix. And there was a 
break between Leu289 and the density at the lower part of I domain. (b) A typical a helix composed of alanines. All 
Ca–Cb bonds of the helix pointed to the N terminus of the helix. (c) Polarity of the density for a7 helix showing a direction 
from down to up. The a7 helix was modeled into the density and was shown as Ca traces. Some of the residues were 
labeled showing a clear polarity from down to up.

Fig. 2. Ribbon diagram of ICAM-5/I domain complex. Two symmetry-related ICAM-5/I domain complexes were shown 
with the C-terminal a7-helix of one I domain (at the lower position) inserted into a groove of the other I domain (at the 
upper position) and the a7-helix of upper I domain swung-out to insert into the third I domain, which was not shown in 
the figure.
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The solution was refined in Refmac (19) in CCP4 suit by rigid 
body refinement followed by constrained refinement. By alternate 
model building with Coot (20) to fit density into ICAM-5 
sequence and refinement with Refmac, there was not much diffi-
culty in the tracing of ICAM-5. However, we did encounter some 
trouble in correctly tracing the I domain. In all previous integrin 
a I domain structures, a7 helix is located between b6 strand and 
a1 helix with a direction from top to down. At the beginning we 
tried to model the a7 helix of I domain in this direction and the 
density did not fit well with the residues of a7 helix. Furthermore, 
the b6–a7 loop did not have any reasonable density (Fig. 1a). 
When the symmetry-related molecules were checked, we noticed 
that a7 helix of one molecule might swing out and insert into a 
symmetry-related molecule in an upside-down fashion (Fig. 1a). 
Figure 1b shows a typical a helix, for which all the Ca–Cb bond 
point to the N terminus of the helix. Upon carefully checking the 
density we noticed that most of the residues in a7 helix showed a 
polarity with a7 helix from down to up (Fig. 1c). The final model 
did have a swing-out of the a7 helix (Fig. 2).
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Chapter 9

Electron Microscopic Imaging of Integrin

Kenji Iwasaki 

Abstract

Rotary-shadowed samples often used for electron microscopy do not preserve native integrin conforma-
tions. Negatively stained integrins – or, more desirably, unstained integrins in a cryo-condition – are now 
being used with sophisticated imaging techniques. Additionally, a single-particle analysis (SPA) of inte-
grins is advanced by the recent determination of several crystal structures of integrins. Nevertheless the 
conformational flexibility of integrins limits the ability of SPA to image physiologic conformations. To 
solve this problem, we apply electron tomography to purified integrin, thereby obtaining high-
quality three-dimensional (3-D) images that fit well to the atomic structures. We have also taken typical 
SPA approaches to obtain a 3-D reconstruction of integrin, using conditions that favor the bent 
conformation.

Key words: Integrin, Electron microscopy, Single-particle analysis, Tomography

X-ray crystallography reveals the atomic structure of a protein in 
a conformation that stabilizes the protein’s structure in the crys-
talline state. Although this provides abundant information that 
links the three-dimensional (3-D) structure of a protein to its 
primary structure as well as its functions, a single crystal structure 
cannot provide the information necessary for this task if the 
protein is intrinsically flexible. Comparison of multiple crystal 
structures of a protein obtained under different conditions is one 
way to reveal the pathways used by a protein to change conforma-
tion. More generally, however, electron microscopic (EM) analysis 
of the protein can serve as a very powerful approach for ascertaining 
the mechanism underlying structural dynamics. The most common 
method for visualizing relatively large molecules (~>100 kDa) 

1. Introduction
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using EM is single-particle analysis (SPA) (1). However, since this 
method assumes that, under the same conditions, the majority of 
particles in the same solution bear the same conformation, it is 
not a suitable technology for visualizing the structure of flexible 
proteins. The best way to determine 3-D structures of proteins or 
protein complexes with conformational diversity using EM is the 
random conical tilt (RCT) method (2). Dube et al. (3) clearly 
showed that RCT is much more reliable than normal SPA in ana-
lyzing the structure of proteins with flexible domains. A third 
approach for visualizing purified proteins by molecular EM is 
electron tomography (ET). Unlike normal SPA and RCT that 
rely on image averaging of numerous particles, ET derives indi-
vidual 3-D shapes of all particles present in a field, resulting in a 
gallery of true “single-particle” images. This technique has seldom 
been applied to purified proteins because the final structures are 
noisy, but its independence from image averaging, followed by 
classification into a limited number of classes, makes it an ideal 
method for analyzing proteins with high conformational flexibil-
ity, such as integrins. In this chapter, I describe practical aspects of 
ET observation of integrins, focusing on specimen preparation and 
image analysis. Normal SPA of negatively stained integrins using 
the atomic resolution structure as a template is also described. 
For the experimental as well as theoretical details of the RCT 
method, readers are referred to the recent original papers (4, 5).

 1. RPMI medium: Supplemented with 20 mM HEPES, 10% fetal 
calf serum, 100 mg/l kanamycin sulfate (GIBCO/Invitrogen), 
and 2 g/l sodium hydrogen carbonate (special grade).

 2. Lysis buffer: 20 mM Tris–HCl pH 7.4, 150 mM NaCl, 1 mM 
MgCl2, 1 mM CaCl2, 1 mM PMSF, and 1% Triton X-100. 
Store at 4°C.

 3. Minimum Essential Medium Eagle a modification (a-MEM): 
Supplemented with 5% fetal calf serum and containing 1% 
(v/v) sodium pyruvate, 1% (v/v) GIBCO MEM non-essential 
amino acids 10 mM solution, and antibiotics (0.5 mg/ml 
neomycin, 5 mg/ml puromycin, 0.5% (v/v) of 1,000 units/
ml penicillin, and 5 mg/ml streptomycin solution).

 4. Human erythroleukemia (HEL) cells (ATCC).
 5. Amicon YM30 membrane (Millipore, Billerica, MA).
 6. Roller bottles with a 4,200 cm2 expanded surface area 

(CORNING).

2. Materials

2.1. Cell Culture  
and Lysis
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 1. Buffer A: 20 mM Tris–HCl pH 7.4, 150 mM NaCl, 1 mM 
MgCl2, 1 mM CaCl2, and 0.1% Triton X-100. Store at 4°C.

 2. GRGDSPK-Sepharose column: Heptapeptide GRGDSPK 
coupled to CNB-activated Sepharose 4B (GE Healthcare, 
WI). Store at 4°C.

 3. Heparin-affinity column: The pre-packed Hi-Trap Heparin 
5 ml (GE Healthcare) is easy to handle.

 4. Concanavalin A-Sepharose: Pack 30 ml of Con A Sepharose 
(GE Health) resin into the Econo Column (Bio-Rad, 
Hercules, CA). Store at 4°C.

 5. Buffer B: 20 mM Tris–HCl, pH 7.5, 1 mM MgCl2, and 1 mM 
CaCl2. Store at 4°C.

 6. Elution buffer: 50 mM triethylamine, pH 11.5, 150 mM 
NaCl, and 1 mM CaCl2. Store at 4°C.

 7. Superdex S200 10/300GL (GE Healthcare UK Ltd., 
England).

 8. AKTA-FPLC system (GE Healthcare).

 1. 2.0% (w/v) Uranyl acetate solution: Dissolve 100 mg of 
UO2(CH3COO)2ּ2H2O in 5 ml distilled water in an 15-ml 
tube. The tube is foil wrapped to protect the solution from 
light and is rotated overnight at 25°C. The solution is dispensed 
into Eppendolf tube (1.5 ml) and stored in light-resistant 
container at 4°C. To remove the insoluble crystals, filter the 
solution using a 0.22-mm filter.

 2. A holey grid (QUANTIFOIL Micro Tools GmbH, Jena, 
Germany; Protochips Inc., Raleigh, NC; and JEOL, Tokyo, 
Japan): 200-mesh C-flatTM carbon copper grids (CF-2/2-2C; 
Protochips Inc.) are used to prepare carbon-coated grids for 
tomography.

 3. Buffer C: 50 mM Tris–HCl, pH 7.5, 150 mM NaCl, 1 mM 
MgCl2, and 5 mM CaCl2.

Full-length integrin aIIbb3 is purified from HEL cells. The HEL 
cell line was established from the peripheral blood of a patient 
with Hodgkin’s lymphoma who later developed erythroleukemia 
(6). The platelet fibrinogen receptor, glycoprotein IIB (aIIb)/
IIIa (b3) complex, is expressed on these cells and was identified 
(7, 8) and characterized (9). The following purification protocol 
for aIIbb3 from HEL cells is very similar to the one described by 
Yamada et al. (10), but contains a few modifications.

2.2. Column 
Chromatography 
for Purification

2.3. EM

3. Methods

3.1. Preparation 
of Integrin Samples

3.1.1. Purification  
of Full-Length Integrin 
aIIbb3 for ET



114 K. Iwasaki

 1. Prepare a culture flask containing 250 ml of culture medium. 
Seed with HEL cells and culture for several days in a 5% CO2 
atmosphere.

 2. Harvest the HEL cells by centrifugation, resuspend in 12.5 ml 
of lysis buffer per liter of culture solution, and lyse cells by 
stirring for 0.5–1 h at 4°C.

 3. Collect the supernatant after pelleting the insoluble debris by 
centrifugation at 30,000 × g for 50 min.

 4. Load the supernatant onto a tandemly arranged heparin-
affinity column and concanavalin A-Sepharose, pre-equilibrated 
with a buffer A.

 5. Disconnect the two columns and elute the glycoprotein from 
the conA-column with buffer A containing 0.5 M a-methyl-
d-mannopyranoside.

 6. Analyze the elution fractions on a 10% Tris-glycine SDS poly-
acrylamide gel, and by immunoblotting using both anti-gpIIb 
and anti-gpIIIa monoclonal antibodies after transfer to nitro-
cellulose membranes.

 7. Concentrate the collected elution fractions by ultrafiltration 
using an Amicon YM30 membrane. This step also removes 
most solubilized sugars.

 8. Load the samples onto a 30-ml GRGDSPK-Sepharose col-
umn pre-equilibrated with buffer A. Elute specifically bound 
integrin with buffer A containing 1 mg/ml GRGDSP peptide 
(11, 12).

The construct design of soluble recombinant aVb3 is the same as 
that reported by Takagi et al. (13). Extracellular portions of the 
aV (residues 1–990) and b3 (residues 1–718) subunits were fused 
to 30-residue ACID and BASE peptides (14), respectively; each 
peptide contained one cysteine mutation (15). The constrained 
C-terminal interaction through the coiled coil clasp linked by a 
covalent bond between cysteine residues represents close apposi-
tion between the membrane proximal regions of both subunits.

 1. Establish stable transfectant of soluble integrin aVb3 in CHO 
lec 3.2.8.1 cells (16).

 2. Add 300 ml fresh culture medium and antibiotics to a roller 
bottle. Seed ~1 × 108 cells into each bottle. Place the bottles 
in a Bellco roller bottle incubator at 37°C and rotate at 1 rpm. 
Culture supernatants are harvested every 7 days.

 3. Add ammonium sulfate to the harvested cells up to 50% satu-
ration. Stir the solution for 1 h at 4°C. Resuspend the pellet 
obtained by centrifugation with buffer B. Concentrated 
supernatants can be stored at −80°C until use.

 4. Prepare a 2.5-ml antibody affinity column using anti-leucine 
zipper monoclonal antibody 2H11 (Chang et al. (14)). The 

3.1.2. Preparation  
of Recombinant avb3 
Integrin Ectodomain 
Fragment for Normal SPA
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concentrated supernatants are loaded onto the column 
pre-equilibrated with buffer B, followed by 10 column volume 
washes and elution with elution buffer. Eluted fractions are 
immediately neutralized by addition of 1/10 volume of 1 M 
Tris–HCl, pH 7.2. Fractions containing integrin (>90% pure) 
are combined and concentrated to ~1 mg/ml and dialyzed 
extensively against buffer B.

The molecular weight of integrin is approximately 250 kDa. 
Although integrin is considered a large cell surface receptor, it is 
too small to be analyzed reliably by cryo-EM. The low contrast of 
the protein (which is composed of C, N, O, H, and S) within 
the vitreous ice phase tends to result in incorrect image analysis. 
In particular, low contrast images would increase the chance of 
misalignment and misclassification of conformationally flexible 
integrins during conventional SPA. Therefore, negative staining 
of specimens to increase image contrast is essential for successful 
3-D structural analysis. In negative staining, a heavy metal solu-
tion, usually uranium, is used to cover the surface of the protein, 
allowing the metal compound to penetrate into the accessible 
regions around the protein particles. Heavy metal atoms are resis-
tant to the electron beam and produce strong contrast, with a 
high ratio of amplitude contrast, which is mainly produced by 
electrons scattered outside of the aperture (17, 18). However, 
there are problems associated with this staining procedure. One is 
the deformation of the protein caused by air-drying, which usually 
results in a flattened shape. Another problem is partial staining. 
If regions of a protein particle are not covered by the stain solution, 
these regions do not contribute to the image. As a consequence, 
structural information of this uncovered “summit” region will 
not be reflected in the final calculations. The protocol for negative 
staining routinely used in our laboratory to minimize these artifacts 
is given below.

Commercially available carbon-coated grids are widely used for 
negative staining. However, our laboratory prepares custom-made 
carbon grids by putting a thin carbon film on a holey grid (Fig. 1). 
Because the carbon membrane itself scatters electrons and thus 
decreases the contrast of proteins, the thinner the carbon layer the 
better, particularly for small proteins. On the other hand, the thinner 
the carbon membrane is, the more easily it is torn. When a mesh 
containing a large number of holes (e.g., a 1,000-mesh grid) is 
used, even a very thin carbon membrane can be positioned without 
being torn. It is not practical to use such fine mesh grids for 
tomography, however, because the effective area becomes very 
small due to blockade of the electrons by the grid bars when the 
specimen is tilted at large angles. Therefore, a layered carbon 
membrane on a holey carbon-coated grid is preferred.

3.2. Negative Staining 
of Integrin

3.2.1. Preparation  
of Carbon-Coated Grids



116 K. Iwasaki

 1. Evaporate carbon onto a freshly cleaved, unstepped mica 
surface. A carbon rod is used as the carbon source for the 
evaporation. The thickness of the carbon film is ~10 nm, 
which is measured very roughly by comparing its gray density 
with the known gray density of evaporated carbon on a tile 
purchased from JEOL.

 2. Fill a small water bath equipped with a drain valve at the bottom 
with distilled water and submerge a U-shaped mesh strainer. 
Submerge the grids (typically 20–30 pieces at a time) in the mesh 
strainer. We use 200-mesh C-flatTM carbon copper grids (19).

 3. Slide the carbon film off the mica surface into the water and 
let it float on the surface of the water. Drain the water slowly 
by carefully opening the valve. The floating carbon film is 
gradually deposited onto the grids as the water level decreases. 
Finally, dry the grids well.

Fig. 1. The process of making carbon-coated holey carbon grids.
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 1. Hydrophilize the grids by glow discharge.
 2. Hold the edge of the grid using forceps that have no capillary 

action, and lock the forceps using an O-ring or slide-lock 
(DUMONT #5 INOX microdissection forceps with slide).

 3. Place an aliquot (3 ml) of sample on the carbon-coated side of 
the grid and leave for 1 min.

 4. Tear off a piece of Advantec No. 2 filter paper and touch the 
frayed edge of the paper to the edge of the grid. As soon as 
the excess sample solution is blotted onto the filter paper, place 
3 ml uranyl acetate on the grid and leave for 30 s.

 5. Remove excess stain solution using a piece of filter paper. 
Take care not to remove the liquid completely. There should 
be a liquid residue on the grid, as judged by the shiny appear-
ance of the surface. This is a very important point with respect 
to preventing partial staining and flattening, which are noto-
rious artifacts associated with negative staining (see Note 1).

 6. Dry the grid overnight or longer in a desiccator.

ET is normally used for visualizing fine structural elements within 
cells or tissues, such as organelles. Molecular resolution in situ is 
a challenge for those working in the cryo-ET field. However, few 
use ET for the 3-D reconstruction of purified molecules. Because 
the acquisition of a tilt series (i.e., multiple images of the same 
area) results in an accumulation of electron-induced damage in a 
specimen, it reduces the resolution of the image. Therefore, the 
RCT method is generally superior to ET for the visualization of 
purified molecules. The RCT technique is good for discerning 
conformational changes because it takes into account both the 
conformational and orientational variations as the source of different 
particle images, while SPA assumes all particles have an identical 
3-D shape, and only takes into account orientational heterogeneity. 
The one big disadvantage of RCT, however, is the laborious task 
of data collection. In contrast, ET requires less time to collect 
data, which increases total throughput of analyses. ET also enables 
us to check the 3-D structure of one molecule without image 
averaging of different particles, which is essential for RCT or SPA. 
Although ET is not an ideal technique for small and globular 
particles, we took advantage of the unique shape of integrin and 
succeeded in analyzing integrin aIIbb3 in a variety of conformations 
by ET. To accomplish this, reconstructing the whole area and 
extracting the particles is not a recommended strategy. During 
the acquisition of a tilt series, the carbon membrane may not 
retain its flatness due to damage by the electron beam. This makes 
it difficult to align the images if the specimen is considered as a 
rigid body. As a result, the tomogram of the whole area is calculated 
with a certain degree of error. Ideally, a local alignment of each 
particle should be performed. Most of these difficulties are over-
come by using the following procedure (Fig. 2).

3.2.2. Staining

3.3. Electron 
Tomography of 
Full-Length aIIbb3
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Observation using a low acceleration voltage is not suitable 
for high resolution data collection, but it can produce the high 
contrast images required to carry out accurate image processing. 
As negative stain EM cannot reach very high resolution, it is 
wise to use a low acceleration voltage in the range 80–100 kV to 
generate high contrast. Another hardware specification that 
requires serious consideration is the choice of detector type: 
either a charge coupled device (CCD) camera or photographic 
films. For tomography, sensitivity and detection quantum defi-
ciency (DQE) is important because acquiring each image using 
a low dose of radiation via a tilt series is required to reduce 

3.3.1. Data Collection  
and Image Analysis

Fig. 2. Scheme for tomography of single particles (20). Sub-tilt series extracted from the original tilt series are realigned, which 
results in very accurate alignment of its particle image (Reproduced from Ref. (20) with permission from Elsevier Science).
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radiation damage, even in the case of negative stained samples. 
A CCD camera, which has scintillators to transform electrons to 
photons, meets this requirement and is therefore the detector of 
choice. In addition, a CCD camera enables us to check the 
acquired image in near-real time. This is necessary for increasing 
the chances of success in acquiring an intact tilt series. Our first 
attempt at single-particle tomography of integrin used film to 
capture the images (20), which was very delicate operation 
because there was no way to know if all images were stored 
correctly until the films were developed.

Modulation transfer function (MTF), which represents how 
much contrast at a particular frequency is transferred from the 
object to the image (i.e., how much of the blurriness of the original 
signals is caused by the camera) is more important for high reso-
lution techniques, such as 2-D crystallography and SPA (21). 
For instance, the choice of CCD camera type is not so important 
for tomography of tissue sections. For tomography of protein 
particles, however, we have to pay a great deal of attention to the 
MTF of the CCD camera. If you use CCD cameras with poor 
MTF, the obtained images become obscure, leading to blurred 
3-D images. MTF is related to how much magnification 
should be selected (22). For example, when the CCD element 
size is 24 mm, nominal magnification is ×80,000 and postmagni-
fication is 1.25, so the pixel size becomes 0.24 nm/pixel. Based on 
the sampling theorem proposed and proved by Hurry Nyquist and 
Claude E. Shannon (see Chapter 3 subheading 2.2 of Ref. (1)), 
the recoverable limit of the reconstructed object is 0.48 nm 
(Nyquist limit). Since the image is deteriorated by the camera and 
image manipulations during analysis, however, the resolution of 
the reconstructed image cannot reach this value. Thus, sampling 
size should be much smaller than half size of desired resolution. 
For example, in our laboratory, if the goal is 1.2 nm resolution, we 
choose a magnification that generates a pixel size of 0.24–0.3 nm 
(2/5–1/2 Nyquist frequency) on the CCD.

 1. Set the acceleration voltage of an electron microscope to 
between 80 and 100 kV.

 2. Take a tilt series from −60° to +60°. The step size for tilting 
should not be too small if an autotomography system incor-
porating a minimum dose system is not available. We select 
steps 2°–5° when recording a tilt series without a low dose 
system at room temperature. The step 5° work well, but it is 
possible to use smaller steps even if images are taken without 
using a low dose system. Magnification should be decided as 
described above.

 3. Coarse alignment of a tilt series. We align the images by 
considering the protein molecules as a fiducial marker using 
SPIDER.
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 4. Extract the particles from each image. Make a sub-tilt series.
 5. Precisely align the sub-tilt series. Coarse alignment of IMOD 

works well for this purpose (23).
 6. Reconstruct each 3-D model from the sub-tilt series. Back-

projection or the Simultaneous Iterative Reconstruction 
Technique (SIRT) (24) should be used.

 7. Align the 3-D models. This step is the most difficult part. 
Whatever programs are used, it is very difficult to align these 
unsatisfactory models with each other without a visual 
check. The most convenient tool to implement this step is 
the visualization software Avizo (VSG, Inc., Burlington, MA). 
In Avizo, the command AffineRegistration enables us to fit 
one 3-D map onto another by defining the threshold of 
density used for calculation. It is also possible to define the 
initial position to fit the map. The fitting process can be visu-
alized in real time. If the results of fitting are clearly wrong, 
it is possible to specify the starting position manually. 
Alternatively, one of the options of AffineRegistration (Align 
principal axes) can be used to align 3-D models more objec-
tively. However, including a visual check in the alignment 
process is more effective in this case. After the execution of 
AffineRegistration, shift and rotate the coordinates of the 
3-D maps. This process can also be performed easily using 
ApplyTransform.

 8. Classify 3-D models. If the alignment of the 3-D models 
works, it is possible to classify the 3-D models. SPIDER software 
includes the commands for various multivariate data analyses. 
k-means clustering using factors produced by principal com-
ponent analysis (see Ref. (1)) is useful for classifying 3-D 
models. Principal component analysis, which is the represen-
tative method in multivariate data analysis (for the difference 
between the terms “multivariate statistical analysis” and 
“multivariate data analysis,” see Ref. (1)) is defined simply as 
follows: If there is data set {v1, v2, v3…, vi…, vn}, find the coef-
ficients {a1, a2…, ai…, an} that maximize the variance of u, 
where u = Saivi, and Sai

2 = 1. Then, analyze the data using u, 
which is called the “principal component.” The coefficients 
are often called factors, and are the same as eigenvalues. The 
advantage of using principal component analysis is reduction 
of the dimension of data space. Since comparing images 
involves vast calculations, dimension-reduction is more 
important as the number of images increases. Indeed, multi-
variate data analysis (not principal component analysis but 
correspondence analysis) was introduced by van Heel and 
Frank to classify electron microscopic images (25). The classi-
fication of 3-D models obtained from tomography has been 
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undertaken by Walz et al. (26) using their own program. It is 
now possible to perform multivariate data analysis using the 
“CA S” and “CL KM” commands of SPIDER for correspon-
dence analysis or principal component analysis and k-means 
clustering, respectively.

 9. Average the 3-D models in each class. Ideally, the alignment 
parameters, that is, the rotation and the shift to align the 3-D 
models with each other, are applied to the sub-tilt series. 
Then, as an average model, one 3-D model is calculated from 
one data set merged from these aligned sub-tilt series. 
However, to simplify this, we average the aligned 3-D models 
in each class. The command AS in SPIDER or Arithmetic 
module in Avizo works well.

 10. Fit the atomic coordinates obtained from crystal structures. 
Figure 3 shows the averaged 3-D map from tomograms of 
each particle. A fragment of the atomic coordinates of aIIbb3 
in the active state can be fitted. The coordinates were 
obtained by extracting head piece portions from the PDB 
code, 3FCS, in a bent form as reported by Zhu et al. (27) 
and replacing the b-subunit with 2VDL (28, 29), the hybrid 
domain which swings out. Movement of the hybrid domain 

Fig. 3. 3-D averaged map obtained from tomograms of sub-tilt series of purified integrin 
images. The head piece regions of atomic coordinates of aIIbb3 in active form are fitted 
onto the map. The hybrid domain of the swung-outward b-subunit is fitted well. All the 
processing was done using CHIMERA (40 ).
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related to the integrin-affinity state was reported by Springer’s 
group (13, 30, 31).

As mentioned in the previous section, simple single-particle analysis 
of highly flexible integrin samples can easily lead to miscalculation 
and to incorrect structures. However, when integrins are imaged 
in a condition that favors a certain conformation, normal SPA 
would work. It is generally accepted that integrins in a low-affinity 
state assume a so-called “bent conformation,” which is stable. 
Indeed, the crystal structure of aVb3 was solved as a bent form 
(32). The following is the protocol for obtaining a low resolution 
3-D structure of integrin in a low-affinity form.

 1. Superdex S200 10/300GL is an appropriate size-exclusion 
chromatography matrix for integrins. Use the column with an 
AKTA-FPLC system pre-equilibrated with a buffer containing 
buffer C at a flow rate of 0.5 ml/min.

 2. Dilute the stock solution of aVb3 to 0.12 mg/ml. Inject 
60 ml (7.3 mg protein) into the sample loop and start the run 
at a flow rate of 0.5 ml/min. This concentration results in a peak 
absorbance height of 0.9 mAU (absorbance unit) at 280 nm 
on our AKATA-FPLC system.

 3. As soon as the peak appears at the elution volume for the 
expected protein size, take the peak fraction and place on the 
grid for staining with 2% (w/v) uranyl acetate. Use a thin 
carbon film from 10 to 15 nm. Such a thin carbon film is 
prepared as described in Subheading 3.2.1 (see Note 2).

 4. Vacuum dry the grids in a desiccator overnight.

The conditions for acquiring images are almost the same as 
described in Subheading 3.3.1. The primary difference is that in 
SPA many particle images with various orientations are collected 
without tilting a specimen. For proteins like integrin that have no 
symmetry (called C1 in point group symmetry), more images are 
required than for particles that have higher symmetry. Although 
the relationship between the theoretically required number of 
images and the distribution of orientations is described elsewhere 
(33, 34), a rough figure would be that 1,000 particle images are 
required for 2-D SPA and more than several thousand particle 
images should be prepared for 3-D SPA in the case of integrin. 
We use a “spot scan system” to collect images (35).

Software packages for SPA, SPIDER, and EMAN, are available 
for free, and IMAGIC-5 is commercially available. There are many 
other software packages (please refer to (36)). In our laboratory, 
depending on the advantage of each software, these three 
software packages are used in individual case.

3.4. Single-Particle 
Reconstruction  
of avb3

3.4.1. Prepare Grids for EM

3.4.2. Data Collection

3.4.3. Image Processing
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2-D SPA. A complete description of the 2-D SPA process 
using IMAGIC-5 is described in the IMAGIC-5 manual that can 
be downloaded, and is briefly explained as follows:

 1. Pick up particle images on the computer boxer, which is one 
the EMAN commands, enables us to do this interactively. 
One thousand particle images are enough to examine integ-
rin structures.

 2. Band-pass filter the particle image set using the PRET-BOXED 
command. In general, the highest and lowest frequency is set 
depending on the desired resolution and the size of particle, 
respectively.

 3. Use the CENTER-IMAGE command to align images to the 
sum of total images.

 4. Calculate principal components using the MSA-RUN 
command.

 5. Classify particle images using principal components and calcu-
late average images in each class. This process is implemented 
by MSA-CLASSIFY and MSA-SUM.

 6. Use the averaged images as reference images to multiple ref-
erence alignments. This is executed by M-R-A. Go to 4.

 7. Repeat from 4 to 6 until there is no change in the average 
image before and after. Figure 4 shows that aVb3 is in the 
bent form even in the raw image. Collect particle images from 

Fig. 4. CCD image of negative stained aVb3. The contrast of the protein is white, which 
is surrounded by uranyl acetate with black contrast.
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many of these CCD images or digitized images from micro-
graphs. Figure 5a shows the result of 2-D SPA. Improvement 
of the signal-to-noise ratio more clearly shows the outline of 
the structure.

3-D SPA. The following process is explained for the case of 
EMAN. We now often use SPIDER for 3-D SPA. The important 
point is that SPA needs an initial model. In most cases, we start 
from one model that assumes that there is a majority group with 
the homogenous structure close to the initial model. To resolve 
the bent conformation of integrin, this process is appropriate. 
Like extended integrin, when the structures are diverse, this strategy 
will generate wrong results.

In any observing system, the incoming signal is modulated 
by the instrument’s function. The electron microscope is no 
exception. The distortion of the original mass distribution of 
the object caused by electron microscopes is described by con-
trast transfer theory. Since explanation of this theory goes beyond 
the purpose of this book, please refer to (1). However, one signifi-
cant modulation, which is expressed by the phase contrast 
function (CTF), is related to the phenomenon expressed as 
the oscillation in the amplitude of the Fourier transform of the 
image contrast. The oscillation is dependent on the defocus value. 
Therefore, this process should be conducted for each micrograph 
or CCD image.

Typically, the 3-D SPA is composed of three main processes: 
projection matching, 2-D image averaging, and calculation of 
the 3-D map. The refine command automatically implements 
these processes sequentially. Once the 3-D map is obtained, refine 
calculates projections from the 3-D map and goes back to projection 
matching using these new references.

Fig. 5. (a) 2-D class average image of aVb3 in a bent conformation; 1504 particle images were used. (b) 3-D map calculated 
from 19255 particle images by EMAN. refine was implemented for 20 cycles. (c) Crystal structure of aVb3 in the same 
orientation as (b) (PDB CODE:1JV2).
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 1. Box more than several thousand particle images from CCD 
images or micrographs using boxer.

 2. Correct the phase of the images using ctfit.
 3. Create an initial model at 2 nm resolution from the crystal 

structure of aVb3 (PDB:1JV2) (32). This is done by pdb2mrc.
 4. refine command defines the number of cycles of sequential 

image processing: (1) calculate projection images from the 
3-D map; (2) classify 2-D images using projection matching; 
(3) align and average particle images in each class; (4) calcu-
late the 3-D map. Repeat this cycle until the structure of the 
3-D map does not change. See Fig. 5b for an example of a 
result following refine.

 1. However carefully step 6 in Subheading 3.2.2. is performed, 
it is difficult to completely eliminate partial staining and 
flattening when the subjects are protein molecules. In such 
cases, adding tobacco mosaic virus (TMV) to the sample solution 
can dramatically improve the quality of the staining. TMV is 
relatively resistant to the flattening caused by air-drying due 
to its very rigid structure. Also, it is possible to check for the 
presence of deformation effects by examining the layer lines 
in the power spectrum computed from the images, caused by 
disturbance of the helical structure of the TMV envelope (37). 
Having TMV particles in the specimen has two benefits. First, 
the regions close to the TMV develop a deep stain, where 
flattening and partial staining of the target molecules is less 
likely to occur compared to areas far from the TMV. Therefore, 
inclusion of TMV particles in a sample at an appropriate den-
sity can result in a large area with desirable staining character-
istics for the target particles. Second, the degree of 
magnification can be accurately calculated. In the transmission 
electron microscope, magnification is slightly changed from 
the set value when the focus is adjusted by the current of 
mainly objective lens. Ideally, the magnification should be 
measured at each image acquisition, which is not realistic. 
When TMV is contained in the image, accurate magnification 
can be calculated from the layer line at 2.3 nm obtained from 
the image by Fourier-transformation (38, 39). TMV particles 
are stable under most buffer conditions, enabling its universal 
use in widely different applications. Prior to addition to the 
sample solution, it is important to dialyze the TMV solution 
against the same buffer as used for the sample solution.

4. Notes
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 2. The most important point is that the negative staining must 
be performed immediately following sample separation by 
size-exclusion chromatography to obtain mono-dispersed 
particles on the carbon. This procedure worked for most 
protein samples (including non-integrin samples) we tested for 
obtaining mono-dispersed particles on the carbon grid, even 
though the mechanism behind this protocol is not known.
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Chapter 10

An NMR Method to Study Protein–Protein Interactions

Noritaka Nishida and Ichio Shimada 

Abstract

Specific interactions between proteins are a fundamental process underlying the various biological events, 
such as cell–cell contacts, signal transduction, and gene expression. Therefore, the structural investigations 
of protein–protein interactions provide useful information for understanding these events. We describe 
an NMR method, termed the cross-saturation (CS) method, to determine the binding sites of protein 
complexes more precisely than conventional NMR methods. The CS method can determine the binding 
sites of a protein complex that undergoes fast exchange between the free and the bound states, regardless of 
the molecular size of the complex.

Key words: NMR, Interaction, Deuterium, Cross-saturation, Macromolecular complex

Structure determination of protein complexes, using the X-ray 
crystallography or NMR methods, provides valuable information 
for understanding various biological events and for developing 
the pharmaceutical compounds for clinical use. However, attempts 
to crystallize protein complexes may not always be successful. 
Conventional NMR methods, using chemical shift perturbation, 
or HD exchange experiments, cannot determine the binding 
interface accurately, because the information obtained from 
these methods is ambiguous. We recently developed an NMR 
method to identify the binding interface, which utilizes the 
cross-saturation phenomena that occur at the interface of the 
complex (1). The CS method can determine the binding inter-
face with high accuracy, compared with the conventional NMR 
methods, because the cross-saturation mainly depends on the 
distance between the protons in the complex. In addition, if 

1. Introduction



130 N. Nishida and I. Shimada

the CS method is applied to a complex that undergoes a fast 
exchange between the free and the bound states, then the binding 
sites can be determined regardless of the molecular size of the 
complex (2). This modified CS experiment, termed the trans-
ferred CS (TCS) method, is very useful to investigate interactions 
with extremely large and heterogeneous molecules, such as 
detergent-solubilized membrane proteins, or components of the 
extracellular matrix.

The goal of the CS experiment is to identify the binding interface 
of protein I, which forms a stable complex with protein II. As shown 
in Fig. 1, protein I is uniformly 2H and 15N labeled, while protein 
II is not isotopically labeled (see Note 1). Therefore, when an 
radio frequency (RF) pulse is applied at the frequency corre-
sponding to the aliphatic resonances (0–4 ppm), only the protons 
belonging to protein II will be saturated. Although protein I, 
with its uniform 2H and 15N labeling, is not directly affected by 
the RF field, the saturation can be transferred from protein II to 
protein I through the interface of the complex, by a phenomenon 
called cross-saturation (Fig. 1). If the proton density of the protein 
I is sufficiently low, then the saturation transferred to protein I is 
limited to the interface. The effect of the cross-saturation can be 
detected by the reduction of the signal intensity of the 1H-15N 
HSQC (heteronuclear single quantum coherence) spectrum. 
Since the saturation is transferred from protein II to protein I, we 
will refer to protein I as the donor protein and protein II as the 
acceptor protein in the following sections.

1.1. Principle of the 
Cross-Saturation 
Method

R.F.

cross-saturation

protein I
protein II

- NH

- CH

- 15NH
- C2H

(donor)
(acceptor)

Fig. 1. Principle of the cross-saturation (CS) experiment. The band selective RF irradia-
tion causes saturation of all of the protons of protein II, as shown in gray. On the con-
trary, protein I, which has no aliphatic protons, is not affected by the RF irradiation 
directly, but the saturation is transferred only at the binding sites for protein II, due to the 
cross-saturation phenomena.
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 1. LB medium: dissolve tryptone (10 g), yeast extract (5 g), and 
NaCl (5 g) in 1 L of Milli-Q water and adjust pH to 7.4.

 2. M9 medium (D2O) (see Note 2): dissolve Na2HPO4 (12.9 g), 
KH2PO4 (3.0 g), 15NH4Cl (1.0 g), NaCl (0.5 g), and 2H glucose 
(2.0 g) in 1 L of D2O (99.9%), and add the following stock 
solutions: 2 mL of 1 M MgSO4, 100 mL of 10 mM FeCl3, 
1 mL of 1 mg/mL biotin, 100 mL of 50 mg/mL thiamine, 
1 mL of 0.1 M CaCl2, 100 mL of 0.5 M ZnSO4, and 1 mL of 
30 mg/mL antibiotics. Sterilize with a 0.22-mm filter. Use 
100 mL for pre-culture and the remaining 900 mL for protein 
expression (see Note 3).

 3. NMR buffer: 20 mM Na-phosphate (pH 6.0), 50 mM NaCl, 
80%(v/v) D2O, and 0.05% NaN3.

 4. Isopropyl b-d-1-thiogalactopyranoside (IPTG): dissolved in 
D2O at 0.4 M.

 1. Inoculate 10 mL of LB medium (containing 50 mg/mL of 
antibiotics) with a single colony from a freshly plated trans-
formation. Grow overnight in a 37°C shaker incubator.

 2. Centrifuge the culture at 3,000 × g for 5 min. Remove the 
supernatant thoroughly, resuspend, and transfer to 100 mL 
of M9(D2O) medium. Grow overnight in a 37°C shaker 
incubator.

 3. Centrifuge at 3,000 × g for 5 min. Remove the medium thor-
oughly, resuspend, and transfer to 900 mL of M9(D2O) 
medium. Grow in a 37°C shaker incubator.

 4. Induce protein expression by adding 1 mL of 0.4 M IPTG 
when the OD at 600 nm reaches 0.6. The duration and the 
temperature of the protein expression may need to be optimized 
for each target protein (see Note 4).

 5. Harvest the cells by centrifugation. Purify the proteins according 
to the established protocol.

 6. Check the deuteration efficacy by mass spectrometry or 1H 
NMR spectroscopy. More than 95% of deuteration for non-
exchangeable protons is desirable.

2. Materials

3. Methods

3.1. Preparation of the 
Deuterated Acceptor 
Proteins
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 1. Mix the purified acceptor protein with the donor protein at a 
1:1 ratio and exchange the solvent to NMR buffer containing 
a higher (>80%) concentration of D2O. Transfer to a 5-mm 
NMR tube.

 2. The pulse scheme for the cross-saturation experiment is shown 
in Fig. 2. Pulse program is divided into two segments: the RF 
irradiation period, followed by the water-flip back HSQC 
spectroscopy or transverse relaxation optimized spectroscopy 
(TROSY) experiment (3) (see Note 5). During the irradiation 
period, the carrier frequency is set to 0–1 ppm, and the band 
selective RF field at the aliphatic proton frequency is applied 
using an adiabatic WURST-2 decoupling scheme (4) (see 
Note 6). Following the RF saturation, the carrier frequency is 
switched to water resonance, and the pulse train of a 1H-15N 
HSQC or TROSY experiment is implemented. After recording 
the free induction decay, the RF irradiation is repeated following 
an appropriate length of the delay (Tadj) for the recovery of the 
magnetization (see Note 7). In the CS experiment, a reference 
HSQC spectrum needs to be recorded without applying the 
RF irradiation. Therefore, two HSQC spectra with and without 
irradiation will be acquired alternately for each F1 increment.

 3. The recorded NMR data are divided into the two HSQC (or 
TROSY) spectra with and without irradiation (see Note 8).

3.2. CS Experiment 
and Data Analysis

WURST-2

Tsat

Sat.Freq. Water Freq.

∆ ∆

∆ ∆

∆ ∆

t1

Acq.

-y

φ1

3-9-19

φ6

φ2

φ5

y

G1 G1 G2 G3 G3 G4 G4

-x φ3 φ4

1H

15N

Gz

Tadj

Fig. 2. Pulse scheme for the cross-saturation experiment. Unless otherwise specified, pulse phases are applied along the 
x-axis. Narrow and wide bars depict 90º pulses and 180º pulses, respectively. Short solid bars are water-selective 90º 
pulses. The line marked Gz indicates the duration and the amplitude of the sine-shaped pulsed magnetic field gradient 
applied along the z-axis: G1 = (600 ms, 7.5 G/cm); G2 = (1,000 ms, 10 G/cm); G3 = (600 ms, 14.5 G/cm); G4 = (600 ms, 
20 G/cm). The delay, D, is 2.25 ms. The following phase cycling scheme was used: j1 = {y, −y, x, −x}; j2 = {−y}; j3 = {−y}; 
j4 = {−x}; j5 = {−y}; j6(receiver) = {y, −y}. In the 15N (t1) dimension, a phase-sensitive spectrum is obtained by recording 
a second free induction decay (FID) for each increment of t1, with j1 = {y, −y, −x, x}; j2 = {y}; j3 = {y}; j4 = {−x}; 
j5 = {y}; j6 (receiver) = {−x, x}. In order to measure a spectrum with RF irradiation of an aliphatic region, a band-selec-
tive WURST-2 saturation scheme is applied during the T

sat period prior to the TROSY–HSQC scheme. In this case, the 
carrier frequency is switched to that for the irradiation before the WURST-2 saturation period (T

sat) and back to the water 
frequency just before the TROSY–HSQC scheme. The additional relaxation delay (T

adj) can be set to an appropriate value 
for obtaining a sufficient signal-to-noise ratio.
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 4. Perform a Fourier transformation of the time domain NMR 
data to obtain the frequency domain spectrum.

 5. Measure the peak intensity of the spectra with or without RF 
irradiation (see Note 9).

 6. Plot the peak intensity ratio according to the residue number, 
and map the residues showing a significant intensity reduc-
tion on the known structure of the acceptor protein.

The CS method was applied to the B domain of the protein A 
(FB) complexed with the Fc portion of human immunoglobulin 
G (IgG) (1). FB and Fc form a stable 1:1 complex with a total 
molecular mass of 64 kDa. The CS experiment was carried out 
using a sample containing 1.0 mM of uniformly 2H- and 15N-labeled 
FB as an acceptor protein, and 1.0 mM of the unlabeled Fc 
from the human IgG as a donor protein, dissolved in the NMR 
buffer with 10% H2O/90% D2O. The TROSY spectrum with RF 
irradiation exhibited the selective intensity reduction for some 
cross-peaks, compared with that without RF irradiation (Fig. 3a). 
This indicates that the saturation in the Fc fragment was transferred 
to the bound FB through the interface. A plot of the intensity ratio 
according to the residue number shows strong intensity reduc-
tion of the residues on helix I and helix II of FB, but not for those 
on helix III (Fig. 3b) (see Note 10). In addition, the residues 
with the strong signal reduction were localized on the side of the 
helix that is exposed to the solvent. When a solvent with a 
higher concentration of H2O (90% H2O/10% D2O) was used, the 
residues on both sides of the helix exhibited similar levels of 
signal reduction, indicating that the saturation was diffused to 
the proximal protons (Fig. 3c) (see Note 11). A map of the residues 
with significant intensity reduction on the 3D structure of FB is 
shown in Fig. 3e. This result showed great accordance with the 
binding site defined by the X-ray crystal structure of the FB–Fc 
complex (Fig. 3d). It is clear that the CS method can determine 
the binding interface more rigorously, compared to the binding 
interface inferred from conventional NMR methods, such as 
chemical shift perturbation (Fig. 3f) or hydrogen–deuterium 
exchange (Fig. 3g) experiments (5). Our theoretical simulation 
suggested that the FB residues within about 7 Å from the interface 
would exhibit an intensity ratio of less than 0.5.

Due to the size limitation of the NMR spectroscopy, the CS 
method is difficult to apply to a protein complex with a molecular 
mass larger than 150 kDa. To overcome this limitation, we have 
developed a modified version of the CS experiment, termed the 
transferred cross-saturation (TCS) method (2). As shown in Fig. 4a, 
if the deuterated protein I, which is added in excess relative to 
protein II, undergoes a fast exchange process between the free 

3.3. Application  
of the CS Method:  
The FB and Fc 
Complex

3.4. Transferred 
Cross-Saturation 
Method and its 
Application  
to the VWF-A3 Domain 
and Collagen
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Fig. 3. Identification of the biding site of the FB–Fc complex using the CS experiment. (a) 1H-15N TROSY spectra observed 
for 2H, 15N-labeled FB complexed with the Fc fragment in 10% H2O/90% D2O without and with RF irradiation. (b–c) Plots 
of the intensity ratios of the cross-peaks of each amide signal in the CS experiment performed in the (b) higher (10% 
H2O/90% D2O) and (c) lower (90% H2O/10% D2O) concentration of D2O in the solvent. (d–g) Comparison of the 
binding sites of the FB with the Fc fragment, defined by (d) X-ray crystallography, (e) the CS method, (f) the chemical 
shift perturbation experiment, and (g) the HD exchange experiment. For mapping of the CS experiment, the residues 
showing signal intensity ratios of less than 0.5 are colored gray.
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and bound states, then it is expected that the effect of the 
cross-saturation that occurred in the bound state will be “trans-
ferred” to the NMR resonances in the free state. It should be 
emphasized that the NMR signal of protein I in the unbound 
state, not the bound state, will be observed in the TCS method. 
Therefore, the TCS method can be applied regardless of the total 
molecular mass of the complex.

We used the TCS method to investigate the interaction 
between collagen fibrils and their binding protein: the A3 domain 
of von Willebrand factor, which supports initial plate adhesion at 
the injured subendothelium (6). From the SPR experiment, the 
binding constant (Kd) between the A3 domain and the immobi-
lized collagen type III was estimated to be 15 mM, with a disso-
ciation rate (koff) of >1/s, suggesting that the cross-saturation in 
the collagen-bound state can be transferred to the NMR signals 
of the A3 domain in the free state (see Note 12).

R.F.

cross-saturation

protein I

protein II
a

b

- NH

- CH

- 15NH
- C2H

(bound)
protein I

(unbound)

- 15NH
- C2H

Fast
exchange

Observable

Q999

L994

R1016

H1023
Y1017

F1013T977
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D979

V997

>0.4 0.3-0.4
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o

Signal reduction ratio

Fig. 4. Identification of the binding site of the VWF A3 domain for the collagen fibril using 
the TCS experiment.(a) Schematic representation of the transferred cross-saturation 
(TCS) experiments. (b) The surface representation of the VWF-A3. The residues with the 
signal reduction ratios of more than 0.3 are colored. On the left panel, the collagen triple 
helix is shown with a stick model, based on the docking model structure of the A3 
domain and a collagen peptide.
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We carried out the TCS experiment using a sample containing 
0.4 mM of uniformly 2H- and 15N-labeled A3 domain (Mr 20 kDa), 
and 0.04 mM of type III collagen from human placenta, dissolved 
in NMR buffer (20% H2O/80% D2O) (see Note 13). As a result 
of the TCS experiment, we were able to detect the signal reduction 
for the residues that form a continuous surface at the “front” face of 
the A3 domain (Fig. 4b). The TCS method has been successfully 
utilized for identifying the interfaces of various macromolecular 
complexes that were difficult to investigate by other methods in 
structural biology (reviewed in (7)).

 1. In protein I, all protons are replaced with deuterium, except 
for the solvent-exchangeable amide protons.

 2. The amount of glucose must be optimized. The expression 
level in the D2O medium can be improved by adding 2H,15N-
labeled Celtone powder.

 3. It is critically important to use thoroughly dried flasks and 
beakers when preparing the M9(D2O) media. Any contami-
nation with H2O will increase the amount of residual protons 
that cause the higher background signal reduction, due to the 
direct saturation of the acceptor protein.

 4. In general, the growth speed of bacteria becomes slower in 
D2O media. Thus, a longer induction period and a higher 
incubation temperature than those used for H2O media may 
increase the yield.

 5. For larger protein complexes (Mr >20 kDa), the TROSY 
spectrum gives rise to signals with a narrower line width than 
the HSQC spectrum.

 6. The power of the RF pulse and the offset frequency need to 
be adjusted, so as not to irradiate the solvent signals directly.

 7. The optimal length of the saturation and the recovery delay 
differ from one sample to another.

 8. The “split” command executes this procedure in Bruker’s 
Topspin software.

 9. The resonance assignment of the amide signals on the HSQC 
spectrum needs to be established before the CS experiment.

 10. A small signal reduction is observed for residues on helix III. 
This reduction is not due to the spin diffusion from helix I 
and II, but occurs because the residual protons in FB are satu-
rated directly by the RF irradiation.

4. Notes
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 11. In the alpha helix structure, each amide proton is located 
within 4 Å, which is close enough to spread the saturation by 
spin diffusion.

 12. In our theoretical simulations, the koff value should be faster 
than 0.1/s to observe the effect of the transferred cross-satu-
ration (8).

 13. The molecular mass of one molecule of triple helical type III 
collagen is 300 K. Collagen type III was dissolved in 0.1 M 
acetic buffer (pH 4.0) and was dialyzed against the insoluble 
fibrillar collagen in phosphate buffer.
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Chapter 11

Single-Molecule Methods to Study Cell Adhesion Molecules

Joonil Seog 

Abstract

Single molecule techniques are used to characterize the biophysical properties of individual molecules in 
a mechanically well-controlled environment. The information obtained from direct force measurements 
can provide the dynamic adhesion forces of cell adhesion molecules, which may shed insights on molecular 
mechanisms of cellular adhesion. In addition, single-molecule techniques enable us to observe the 
detailed distributions of individual molecular behaviors that cannot be readily obtained from ensemble 
measurements. In this chapter, the protocols of using atomic force microscopy and optical tweezers to 
study cell adhesion molecules are presented.

Key words: Cell adhesion molecules, Atomic force microscopy, Optical tweezers, Single-molecule 
mechanics, Dynamic force spectroscopy, Nanomechanics

Although classic biological methods successfully elucidated molec-
ular mechanisms of biological machineries, the information that 
we obtained from conventional approaches are ensemble-averaged 
information. Single-molecule techniques are capable of probing 
individual molecule’s behaviors by direct observation, providing 
new insights into the biological nanomachines (1–3). Atomic force 
microscopy (AFM), optical tweezers, biomembrane probe, and 
magnetic tweezer have been used to probe the effect of mechanical 
force on regulation of cellular adhesions, enzymatic activities, 
protein–DNA interactions, RNA polymerase–DNA interactions, 
and the mechanisms of motor proteins (4–10). In this chapter, we 
will present protocols to create functional surfaces and single-
molecule constructs that can be applied to the various single-molecule 
techniques to study cellular adhesion mechanisms and their 
dynamic behavior in physiological condition.

1. Introduction
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When the adhesive interactions between biological molecules 
have been measured (11–13), the single bond rupture force was 
measured directly by separating interacting molecules which are 
usually fixed on the substrates. The bond rupture force measured 
at different loading rates produces information about kinetic 
barriers, a binding constant, binding mechanisms, and free energy 
(14, 15). In this chapter, we will briefly review the techniques of 
AFM and optical tweezers and focus on detailed protocols for 
single-molecule experiments using these techniques. Most of the 
protocols may be applicable to other single-molecule experimental 
methods.

AFM is capable of measuring single molecular interaction with 
sub-nanometer distance resolution. It has been widely used to 
probe DNA and polysaccharide single molecular mechanics, unfold-
ing and refolding of proteins, and receptor–ligand interactions 
(5, 11, 16, 17). AFM employs a micro-machined soft, flexible can-
tilever with a sharp tip as a force transducer that deflects in 
response to the small forces between the cantilever tip and a 
sample surface (Fig. 1a). A laser beam is focused on the backside of 
the cantilever and reflected into a position-sensitive photodiode 
detector (Fig. 1a). The sample is placed on the top of the piezo 
actuator and by applying voltage to the piezo, the sample is 
approached and retracted to the cantilever tip. Depending on the 
interaction between the tip and the sample, the cantilever bends 
upward (repulsion) or downward (attraction). The deflection of the 
cantilever causes the changes in the laser spot, which in turn 
are recorded by photodiode and later converted to force vs. tip–
sample separation distance (Fig. 1b).

1.1. Atomic Force 
Microscopy

Laser
Photodiode

Piezo
actuator

Cantilever

Approach

Retract

Piezo displacement

Adhesion force due to specific
intermolecular interactions
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Fig. 1. An overview of AFM measurements. (a) A schematic of AFM setup. (b) A typical force profile of intermolecular force 
measurement using AFM. The AFM tip and the substrate are coated with two different molecules which are interacting 
with each other. As the tip approaches the surface (blue line), some repulsive force between the tip and the substrate is 
observed near the surface. Once the force reaches a certain setpoint, the piezo starts to retract. As the piezo is retracted 
(red line), the intermolecular bonding between two interacting molecules is ruptured, causing sudden drop in force.



14111 Single-Molecule Methods to Study Cell Adhesion Molecules

The molecular level force measurement using AFM can shed 
a new light on the underlying design principles of biological 
systems. The force measurement between chondroitin 4-sulfate 
glycosaminoglycan molecules using molecular force probe showed 
that the highly charged nature of these molecules can account for 
up to half of the compressive modulus of the cartilage tissue (18). 
The single-molecule measurement of cardiac muscle titin demon-
strated that N2B and PEVK regions in I band are mostly respon-
sible for passive elasticity of titin in physiological strain range (19). 
In cell adhesion molecule experiments, the interaction force 
between P-selectin and P-selectin glycoprotein ligand-1 was 
directly measured, revealing a mechanism for regulating cell adhe-
sion under mechanical stress (10). Single-molecule experiments 
on integrin were carried out using T-cell hybridoma, 3A9, and 
endothelial cell layers (20). More recently, the interaction force 
between LFA-1 and ICAMs was measured using cell-attached 
AFM tip and protein-coated substrates (21). In these experi-
ments, cells or adhesion molecule functionalized substrates were 
used. The protocols for preparing functionalized substrates, 
single-molecule constructs, and experimental protocols for AFM 
will be provided in this chapter.

Optical tweezers that has force resolution of less than pN were 
utilized to investigate single-molecule mechanics of DNA (22, 23). 
It has also been applied to the unfolding of RNA (24) and the titin 
protein (25) and to the mechanical unfolding and refolding of 
single globular protein of RNase H in a dynamic equilibrium (26), 
revealing an intermediate state between folded and unfolded state 
in a mechanically well-controlled environment. Recently, energy 
landscape of DNA and RNA (27, 28), mechanoswitching mecha-
nism of von Willebrand factor (29), and dynamics of the RNA 
polymerase (30) were directly studied using optical tweezers.

The optical tweezer technique uses a tightly focused laser 
beam to trap a dielectric bead near the focal point (31). This opti-
cal trap is treated as a Hookean spring with constant spring stiff-
ness, so if the trapped bead is moved out of its equilibrium position 
by an external force, the force can be calculated by multiplying a 
spring constant by the displacement. The optical tweezer has a 
higher force resolution than AFM due to its lower spring con-
stant. The spatial resolution and thermal drift were improved sig-
nificantly with the advent of dual laser beam trapping systems or 
back-focal-plane detection (32–34). The spatial resolution of the 
optical tweezer is now at the single base-pair level, making it ideal 
for probing biological mechanisms (8). The detailed information 
of the system setup is published elsewhere (35, 36).

In a typical experimental setup (Fig. 2a), the molecule of interest 
(yellow) is tethered between an optically trapped bead and a bead 
attached to a pipette tip on the piezoelectrically controlled stage, 

1.2. Optical Tweezers
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using two DNA handles. This setup dramatically reduces nonspecific 
interactions between the surfaces of the beads and enables us to 
study the behavior of single molecule reliably. As the bead B is 
moved away, the tension increases, and at a critical force level, the 
protein unfolds, showing an abrupt transition in the pulling curve 
(Fig. 2b). When the force is relaxed, the molecule recoils back at 
around 6 pN. This measurement can be done repeatedly, allowing 
rapid accumulation of high-quality data from one single molecule. 
Here, we present the protocol for single-molecule construct 
preparation for optical tweezer experiments.

 1. ~10 × 10 mm mica substrate (Ted Pella, Inc., Redding, CA).
 2. 100 mM 3-aminopropyl-dimethylethoxysilane (APDES) 

(Fluorochem Ltd, Derbyshire, UK) in toluene (Fisher 
Scientific, Fair Lawn, NJ) (see Note 1).

 3. 2 mM maleimide-poly(ethylene) glycol-N-hydroxysuccinimide 
(NHS) (MAL-PEG-NHS, molecular weight 5,000 Da, 
Creative PEGWorks, Winston Salem, NC) in a borate buffer 
at pH 8.6 (see Note 2).

 4. Phosphate-buffered saline (PBS) solution.

2. Materials

2.1. Functionalized 
Surface for AFM 
Measurements

Fig. 2. Optical tweezer setup. (a) A laser with a Gaussian intensity distribution is focused by an objective lens, creating a 
tightly focused spot that traps a dielectric bead A near the laser focal point. Another bead B is attached to a pipette tip 
which is coupled to a mechanical piezo stage. The molecule of interest in this figure is a single protein domain connected 
to two ~560-bp double stranded DNA handles (dsDNA). The ends of the DNA handles are connected to beads A and B by 
specific binding interactions. (b) An example of a force vs. extension curve obtained by pulling a

L domain of integrin LFA-1. 
As the I domain is stretched, the force increases. At about 8 pN, it unfolds, showing a single transition during stretching. 
During relaxation, the unfolded I domain collapses at around 6 pN, forming a compact structure (unpublished data).
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 5. Thiol-functionalized molecule of interest. For example, 
protein with engineered cysteine or DNA with thiol group. 
DNA with thiol group is prepared using a 5¢ modified base 
(Integrated DNA Technologies, San Diego, CA) (see Note 3).

 6. Silicon nitride (Si3N4) V-shaped cantilever (MLCT, Veeco, 
Santa Barbara, CA).

 7. UV ozone cleaning system (UVOX, Germany).
 8. Dithiothreitol (DTT) or tris (2-carboxyethyl) phosphine 

hydrochloride (TCEP) as a reducing agent (Sigma–Aldrich, 
Inc., St. Louis, MO).

 9. Zeba spin columns (Pierce Biotechnology, Rockford, IL).

 1. Human titin cDNA (GeneCopoeia, Rockville, MD).
 2. DTT.
 3. 10 mM of 2,2¢-dithiodipyridine (DTDP) in dimethyl sulfoxide 

(DMSO).
 4. 0.1 M sodium phosphate buffer, pH 5.5.
 5. Thermal cycler.
 6. QuickChange site-directed mutagenesis kit (Agilent 

Technologies, La Jolla, CA).
 7. Gold-coated silicon wafer (SPI supplies/Structure Probe, 

Inc., West Chester, PA).
 8. Zeba spin columns (Pierce Biotechnology, Rockford, IL).

 1. HiSpeed Plasmid Maxi kit (Qiagen, Valencia, CA).
 2. 10 mM of DTDP in DMSO.
 3. 5¢ modified primers (Integrated DNA Technologies, San 

Diego, CA) for DNA handles: DNA handle A needs one thiol 
at one end and a biotin at the other end. DNA handle B 
needs a thiol group at one end and digoxigenin at 
the other end.

 4. Isopropanol.
 5. Equilibration buffer: 750 mM NaCl, 50 mM MOPS-NaOH, 

pH 7, 15% isopropanol (v/v), and 0.15% Triton X-100 
(v/v).

 6. Wash buffer: 1.0 M NaCl, 50 mM MOPS at pH 7, and 15% 
isopropanol (v/v).

 7. Elution buffer: 1.25 M NaCl, 50 mM Tris–HCl at pH 8.5, 
and 15% isopropanol (v/v).

 8. Microcon (YM-10, Millipore, Billerica, MA).
 9. Micro Bio-Spin 6 Columns (Bio-Rad, Hercules, CA).
 10. Ethylenediaminetetraacetic acid (EDTA).

2.2. Construct with 
Mechanical Signatures

2.3. Construct 
with DNA Handles
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 11. Streptavidin-coated polystyrene bead and anti-digoxigenin 
antibody-coated polystyrene bead (Spherotech, Lake 
Forest, IL).

To study the interactions between two biological molecules, the 
AFM tip and the substrate are functionalized with each biological 
molecule, respectively. The interaction forces between them are 
directly measured by brief contacting and then separating the sur-
faces. When the AFM tip is close to the substrate to probe inter-
molecular interactions, nonspecific interactions can also occur, 
and it is very important to distinguish specific interactions from 
nonspecific interactions. Using poly(ethylene oxide) (PEO) as a 
linker molecule between the surface and the molecule reduces 
nonspecific interactions. It also makes bond rupture occur far 
away from the surface, providing a characteristic rupture length 
defined by the length of the PEO (12) (see Note 4).

 1. A ~10 × 10 mm mica substrate is freshly cleaved using a tape 
right before a functionalization.

 2. The mica substrate is washed with toluene and then treated 
with 100 mM 3-aminopropyl-dimethylethoxysilane (APDES) 
in toluene for 1 h. After 1 h incubation, the mica is washed with 
toluene and then with distilled water for further modifications.

 3. An amine-functionalized mica was incubated with 2 mM 
maleimide-poly(ethylene) glycol-N-hydroxysuccinimide 
(NHS) (MAL-PEG-NHS) in a borate buffer at pH 8.6 for 
1 h. Amine group on the surface of mica reacts with the NHS 
group to form a covalent bond with PEG (see Note 5).

 4. The PEG-functionalized mica is washed with distilled water 
briefly and then incubated with a biological molecule of inter-
est with engineered or native cysteines. For example, protein 
with engineered cysteine or DNA with thiol group is ready to 
be reacted with maleimide end group of PEO to form a cova-
lent bond. DNA with thiol group can be prepared using a 5¢ 
modified base. For thiol-functionalized DNA, 10 mM of DNA 
in PBS was incubated on PEO-functionalized mica for 1 h at 
room temperature.

 5. After incubation, the biomolecules-functionalized mica sur-
face is gently washed three times with PBS and kept in wet 
state until it is used. The functionalized surface is recom-
mended to be used when it is prepared, but it can be kept for 
a longer time period depending on the stability of the 
biomolecules.

3. Methods

3.1. Functionalized 
Surface for AFM 
Measurements

3.1.1. Substrate 
Functionalization
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 1. The silicon nitride (Si3N4) V-shaped cantilever is irradiated 
with UV under oxygen for 30 min using UV ozone cleaning 
system.

 2. A cantilever is washed with toluene and then 50 ml of 100 mM 
APDES in toluene is dropped onto the cantilever so that it is 
completely immersed in the solution. The cantilever is incu-
bated for 1 h at the room temperature and then washed with 
toluene and distilled water.

 3. 50 ml of 2 mM MAL-PEG-NHS in a borate buffer (pH 8.6) 
is dropped onto an amine-functionalized cantilever and incu-
bated for 1 h. Amine group on the surface of the tip reacts 
with NHS group to form the PEG-modified AFM tip.

 4. The PEG-modified tip is washed with distilled water briefly 
and then incubated with thiol-functionalized biomolecules. 
For example, 50 ml of 200 mM peptide with engineered 
cysteine in PBS is dropped onto PEG-modified tip and incu-
bated for 1 h. Thiol group forms a covalent bonding with 
maleimide group, forming a biomolecule-functionalized 
AFM tip through a PEG linker.

 5. The biomolecule-functionalized tip is rinsed using PBS to 
remove nonspecifically bound molecules and used immediately 
for force measurements (see Notes 6–8).

The mechanical properties of individual protein molecule were 
studied using AFM. In this method, the molecule of interest is 
first physisorbed on the substrate. Then AFM tip picks up a part 
of the molecule and pulls it at a specific pulling rate. Titin, muscle 
protein, was investigated in a great detail, revealing the role of the 
mechanical components at the single-molecule level (19). The 
mechanical anisotropy of protein, protein folding, and the effect 
of force on chemical reaction have been studied using the same 
method (37–41). Immunoglobulin 27th domain (I27) of the 
titin shows a very well-defined force profile when it is pulled by 
AFM (5). It extends about 28 nm and unfolds around 200 pN, 
which can serve as an excellent signature in the single-molecule 
experiment. Hence, to study the mechanical properties of a spe-
cific domain such as N2B or PEVK in the muscle protein, the 
domain of interest was flanked by two or more I27 domains 
(19, 42). When the whole construct was pulled, the mechanical 
behavior of the specific domain was easily identified by using I27 
signature as an internal control in the force profile. The construct 
with I27 domains can be prepared as a fusion protein. Here, a 
protocol for preparing a single-molecule construct by connecting 
I27 domains to biomolecules through engineered cysteine resi-
dues is presented. Two I27 domains will be attached to the C- 
and N-terminal of the protein through disulfide bond formation 
in this example.

3.1.2. AFM Tip 
Functionalization

3.2. Construct with 
Mechanical Signatures
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 1. The I27 domain is subcloned from human titin cDNA by 
polymerase chain reaction (PCR) amplification. The two I27 
domains will be cloned in a tandem manner using different 
restriction sites in the vector. One cysteine residue is intro-
duced at the C-terminal of the two I27 domains to use thiol 
group in the cysteine for coupling two I27 domains to your 
molecule of interest.

 2. Once two I27 domains with a cysteine residue are purified by 
a following standard protocol (e.g., using affinity column), 
purified product is reduced in 5 mM DTT by incubating for 
1 h at room temperature. After reduction, Zeba spin column 
will be used to remove excess DTT.

 3. The two reduced I27 domains (1 mg/ml in 0.1 M sodium 
phosphate at pH 5.5) with an engineered cysteine are reacted 
with DTDP. 10 mM of DTDP in DMSO stock solution is 
added in a small volume to achieve a few times excess of free 
SH groups (see Note 9).

 4. After incubating the reaction mixture for an hour at the room 
temperature (Fig. 3a), excess DTDP is removed by a Zeba 
spin column. The DTDP-reacted I27 domains are ready to be 
coupled to biomolecules through a disulfide bond formation.

 5. Two engineered cysteine residues are introduced in a molecule 
of interest using a single residue insertion. (e.g., two cysteine 
residues are added to N- and C-terminal of a protein using 
QuickChange site-directed mutagenesis kit).

+

DTDP

N S
S N

N SH

+

2-thiopyridone

I27 I27 SH-

NSI27 I27 -S-

SHSH

I27 I27

2 +

I27 I27 -S-S-

- -

-S-S-Protein

NSI27 I27 -S- Protein

a

b

Fig. 3. Coupling of I27 domains. (a) The activation of thiol group in cysteine using 2,2¢-dithiodipyridine. (b) Coupling of I27 
domains with protein with two engineered cysteines at the C- and N-terminal. The activated thiol group in two I27 
domains reacts with the thiol group in engineered cysteines of the protein. The multiple I27 domains will serve as a 
mechanical signature in a single-molecule experiment.
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 6. A molecule with two cysteines is mixed with the 
DTDP-activated group in titin I27 domains at a molar ratio 
of 4:1 (Fig. 3b). This reaction forms a disulfide bond between 
a molecule of interest and the titin I27 domains. Titin I27 
domain will provide a signature of the single-molecule experi-
ment when the whole molecule is pulled by AFM (43).

 7. ~1 mg/ml single-molecule construct is diluted in 1:5 in PBS 
solution and then 6 ml of the diluted sample will be dropped 
onto a gold-coated silicon wafer that is pre-coated with 50 ml 
PBS buffer. Pipette up and down to mix the solution. The 
final concentration of the protein will be ~20 mg/ml.

 8. After 5 min, the protein is adsorbed on the substrate. Si3N4 
V-shaped cantilever tips with spring constant, kc, 20 pN/nm 
is used. The pulling rate of the AFM tip is 400 nm/s and the 
maximum force exerted on the substrate is set to be 2–4 nN.

 9. If the AFM tip picks up a construct during repeated pulling 
cycles, the characteristic I27 unfolding behavior is expected 
with a unique mechanical profile of the molecule of interest. 
Usually, only a few percent of the total force curves would 
show I27 unfolding pattern since picking up a molecule is a 
random process. The pick-up process can be automated so 
that AFM does the force pulling at the same spot for ten 
times and moves to a different spot.

 10. The force vs. extension curves with more than three I27 
unfolding behaviors will be analyzed using a worm-like 
chain model (22). Using this model, each peak of the force 
profile will be fitted to obtain the stretched distance between 
the transitions at fixed persistence length, 0.4 nm (see Notes 
10–13).

In optical tweezers experiment, DNA handle is used to position a 
molecule of interest far away from the surface (Fig. 2). This con-
figuration significantly reduces chances for nonspecific interactions 
due to the presence of the surfaces. In addition, the overstretching 
region of DNA can serve as a good internal control of single-
molecule experiment (22). Optical tweezers have less than one pN 
resolution which is much higher than that of AFM (~10 pN). 
This technique can be used to characterize reversible behaviors 
from the same molecule repeatedly. The lengths of the DNA han-
dle that has been used are between ~500 and ~800 bp depending 
on the instrument setup (26, 33) (see Note 14).

 1. Two DNA handles are prepared by PCR. One handle has 
one thiol at one end and a biotin at the other end (DNA 
handle A). The other handle has a thiol group at one end and 
digoxigenin at the other end (DNA handle B). These end 
functional groups are incorporated using 5¢ modified primers. 

3.3. Construct 
with DNA Handles

3.3.1. DNA Handle 
Derivatization
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The total volume of PCR is around 10 ml per DNA handle, 
but smaller volume can be used. 20 mM DTT is added in the 
PCR mixture to keep the thiol group reduced.

 2. Equilibrate four HiSpeed Maxi Tip columns (HiSpeed 
Plasmid Maxi kit) by adding 10 ml of equilibration buffer and 
allow the column to drain by gravity flow.

 3. Mix 10 ml of PCR product of each DNA handle with 100 ml 
of equilibration buffer. Allow the mixture of PCR product 
and the equilibration buffer to go through an equilibrated 
HiSpeed Tip column by gravity flow.

 4. Wash the HiSpeed Maxi Tip column with 60 ml of wash 
buffer.

 5. In the meantime, prepare 10 mM DTDP in DMSO.
 6. Elute DNA handle with 10 ml of elution buffer. After elution, 

add 200 ml of 50 mM DTDP in DMSO to 10 ml of eluted 
sample. The final concentration of DTDP is 1 mM. Let the 
derivatization reaction go for an hour at room temperature 
(see Note 15).

 7. Precipitate DNA handle by adding 7 ml of isopropanol. Mix 
and incubate at room temperature for 5 min.

 8. Attach the QIAprecipitator module (HiSpeed Plasmid Maxi 
kit) to a syringe. Place the QIAprecipitator over a waste bot-
tle, transfer the elute/isopropanol mixture into the syringe, 
and filter the eluate/isopropanol mixture through the 
QIAprecipitator using constant pressure.

 9. Wash the QIAprecipitator with 2 ml of 70% ethanol three 
times.

 10. Dry the membrane by blowing air and elute the DNA handle 
using 1 ml of distilled water (see Note 16).

 11. Measure the concentration of each DNA handle by measur-
ing the absorbance at 260 nm using UV spectrophotometer. 
Mix DNA handles A and B so that they are of equal molar 
concentration and then concentrate it to ~2,000 mg/ml 
(~5 mM) using Microcon centrifugal filter device.

 12. Run the concentrated DNA handles through three Micro 
Bio-Spin 6 columns which are equilibrated using 0.1 M 
sodium phosphate buffer at pH 8.0 with 1 mM EDTA.

 13. Measure a concentration of DNA handles at 260 nm again 
and then mix derivatized DNA handles with biomolecules 
with free cysteines at a molar ratio of 4:1. Typically, mix 
16 ml of 5 mM DNA handles with 2 ml of 10 mM biomole-
cules. Let the DNA handle coupling reaction through 
disulfide bond formation go overnight at room temperature 
(see Note 17).
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 14. To connect the construct to the bead, a single-molecule 
 construct with DNA handles is incubated with 2 mm anti-
digoxigenin-coated polystyrene bead for 15 min at 4°C. Now 
the construct is bound to the bead through digoxigenin/
anti-digoxigenin–antibody interaction. A few fold excess of 
DNA in a molar ratio is used (e.g., 5 ml of 1 pM bead is mixed 
with 5 ml of 3 pM single-molecule construct). The volume of 
the single molecule needs to be adjusted depending on cou-
pling efficiency based upon SDS gel (see Note 18).

 15. The other end of the construct is connected to the 3-mm 
streptavidin-coated polystyrene bead through biotin/strepta-
vidin interaction. Now the construct is attached to both beads 
and is ready to be tested using the optical tweezers setup (see 
Note 19).

 1. When APDES was used for amine functionalization of the 
mica surface, vaporization of APDES can also be used instead 
of immersing the substrate in the solution (44).

 2. PEG was used as a linker since it reduces nonspecific bindings 
between AFM tip and a substrate (45). It also minimizes the 
nonspecifically adsorbed molecules. In addition, the linker 
provides characteristic rupture length defined by the length 
of the PEG (46).

 3. It is recommended to reduce thiol-functionalized biomole-
cules since they may have protecting groups or have formed a 
disulfide bond. The disulfide bond can be reduced using DTT 
or TCEP in PBS to generate free thiol groups. Excess DTT or 
TCEP can be removed by using Zeba spin columns.

 4. Molecular spring effect of PEO needs to be considered when 
dynamic force behaviors are studied using PEO as a linker (47). 
In this case, the actual loading rate is directly obtained from the 
slope in the force vs. distance curve rather than calculated using 
pulling rate and spring constant of the AFM tip.

 5. The density of the available biomolecules attached on the tip 
can be controlled by mixing MAL-PEG-NHS with methoxy-
PEG-NHS.

 6. The adhesion force can be measured by contacting the func-
tionalized substrate using the functionalized tip and retracting 
from the substrate. The contact force needs to be minimized 
to reduce the possibility of damaging the tip during the mea-
surements. A contact force of 50–100 pN would be a good 
starting point.

4. Notes
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 7. Dwell time, the time that the tip spends while contacting the 
surface, can be varied to increase the chances of binding 
between the molecules.

 8. For dynamic behavior of adhesions, pulling rate can be varied 
in a wide range (typically from 50 to 10,000 nm/s). The 
dependency of adhesion force on pulling rate variation can 
provide information on kinetic constants, transition state, and 
free energy (14, 15).

 9. Notice that during the activation reaction, the release of the 
DTDP leaving group (pyridine-2-thione) can be monitored 
at 343 nm wavelength using UV spectrophotometer. In fact, 
the DTDP leaving group, unlike DTDP itself, absorbs light 
at 343 nm, with e343 = 7,651 M−1 cm−1. It is suggested to 
follow the reaction in this way at least the first time to have an 
idea of the time course of the reaction.

 10. The minimum number of I27 to be added per cysteine resi-
due is two, and three signature peaks from titin I27 domain 
will guarantee that a molecule of interest is unfolded during 
the pulling. The mechanical behavior may show up before, in 
between, or after I27 peaks. For example, the single-molecule 
construct which is composed of domain 1 (D1) and domain 
2 (D2) of intracellular adhesion molecule-1 (ICAM-1) 
flanked by two I27 titin domains is pulled by AFM (Fig. 4). 
The characteristic forces at which ICAM-1 D1 and D2 would 
unfold are unknown, but the characteristics of I27 domain 
unfolding behavior serve as a signature in single-molecule 
force profile due to its well-known unfolding force (~200 pN) 
and extension distance (~28 nm). With high extension reso-
lution of the AFM, the characteristic extension length of D1 
and D2 was readily identified from force vs. extension profile 
in Fig. 4.

Fig. 4. The force profile that shows the unfolding of single-molecule construct of domains 1 and 2 of ICAM-1 flanked by 
two titin I27 domains. Each unfolding peaks were fitted with a worm-like chain model to obtain the extension distance 
between peaks. The delayed appearance of the first I27 unfolding peak is due to a long linker molecule that is not shown 
in the single molecule construct.
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In Fig. 4, the well-known saw-tooth pattern from unfold-
ing of titin I27 is clearly observed with additional new pat-
terns from ICAM-1 domains with much shorter extension 
distances in the force profile. I27 unfolding was readily con-
firmed by fitting a worm-like chain model (22) with 27 nm 
stretched distance, which was very close to the reported value 
of 28.4 nm. The unfolding behavior of D1 and D2 was also 
noticed between the second and third I27 unfolding event. 
The two stretched distances from each domain were well fit-
ted using 10 and 14 nm extension distance, which corre-
sponds very well with the calculated distance of D1 and D2 
based upon its limited stretching distance due to disulfide 
bond. Since there were four titin peaks observed in the 
profile, we can tell that the whole molecule was stretched by 
AFM. The magnitude of the unfolding force of I27 titin 
domain was about 197 pN, which was well correlated with 
the reported value (5).

The difference in folded and unfolded lengths of D1 and 
D2 was calculated from ICAM-1 structures and number of 
amino acids. Compared to I27 extension which is about 
28 nm, the extension lengths for ICAM-1 D1 and D2 were 
shorter because one disulfide bond in each domain limits 
extension. For D1 of ICAM-1, the known N to C distance in 
the folded state is ~4.0 nm, and the calculated distance in the 
extended state is 14 nm, allowing 10 Å for disulfide-bonded 
cysteine-25 to cysteine-69 and 0.365 Å/residues 1–24 and 
70–83. A net extension upon unfolding 10 nm (14 nm− 
4 nm) is thus calculated. For D2 of ICAM-1, a disulfide 
connects cysteine-108 to cysteine-159, and residues 84–107 and 
159–185 are outside the disulfide, resulting in a calculated 
extended distance of 18 nm and a net extension of 14 nm.

To probe single-molecule mechanical behaviors, a similar 
model construct can be prepared. Instead of D1 and D2 of 
ICAM-1, any molecules can be inserted between two flank-
ing titin I27 domains to probe the mechanical properties of a 
single biomolecule.

 11. The nature of the intramolecular interactions can be studied 
by measuring forces by systematically varying pH values, salt 
concentrations, solvent conditions, and temperatures. For 
example, different contents of ethanol in aqueous solution 
were used to study the effect of the solvent quality on the 
strength of hydrophobic interactions (48).

 12. Transition state and kinetic information of a structure can be 
obtained by direct measurement of mechanical strength using 
a single-molecule construct. In AFM experiments, force is 
linearly increased by moving AFM tip at a constant pulling 
speed. Under linearly increasing force, Evans et al. established 
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the following relationship between pulling rate, r, and the 
most probable unfolding or rupture force, F* (15).
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Equation 1 shows that the most probable force is a linear func-
tion of natural logarithm of pulling rate. The most probable 
unfolding or rupture force is obtained from the unbinding 
force histogram experimentally. When you plot F* vs. ln(r), 
you will get a molecular level parameter, x, and a rate constant 
in the absence of force, ko. The comparison of ko between bulk 
measurement and single measurement was in good agreement, 
validating the model and the single-molecule experiment 
method (49, 50).

 13. Some models of AFM are equipped with the “force clamp” 
capability (51). In this mode, an analog feedback control 
system is used to compare the deflection of the cantilever 
with a set point. If the feedback system senses the difference, 
it generates the error signal that is amplified using a propor-
tional, integrative, and differential amplifier. The error signal 
then is fed back to the piezoelectric tube scanner, adjusting 
the deflection of the cantilever at the set point so that the 
applied force is “clamped” and maintained at a constant level. 
When the force is clamped at a specific force level, the unfolding 
will eventually occur and we can determine how long it takes 
before unfolding occurs as measured by a sudden increase in 
extension during unfolding. By analyzing the dwell time, the 
kinetic parameters can be obtained in a force-clamping 
experiment (52).

 14. If the amount of the biomolecules such as proteins is enough, 
you may want to derivatize protein instead of DNA handles. 
Please refer to refs. (26, 53) for protein derivatization for 
DNA handle coupling.

 15. The derivatization of DNA handles by DTDP can be moni-
tored by measuring the absorbance by 2-thiopyridone at 
343 nm using UV spectrophotometer.

 16. After step 11, the derivatized DNA handle can be kept at 
−20°C for a few months for later uses.

 17. The pH of the buffer used during coupling DNA handles 
may be adjusted to provide positive charges in the molecule 
of interest. The positively charged biomolecule may enhance 
coupling efficiency.

 18. The result of the coupling chemistry can be checked by 
running the reaction solution on a 4% sodium dodecyl sulfate 
(SDS) polyacrylamide gel. Four bands may be observed: protein 
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with two DNA handles, two DNA handles coupled together, 
a protein with one DNA handle, and one DNA handle. The 
intensities of the bands can be correlated with the coupling 
efficiency of the reaction.

 19. In certain optical tweezers system, the force-clamping mode 
may be available. This mode showed that lifetimes of unfolded 
and folded states of DNA and proteins can be directly measured 
(26–28).
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Chapter 12

Overview: Imaging in the Study of Integrins

Christopher V. Carman 

Abstract

Integrins play critical adhesion and signaling roles during development, wound healing, immunity, and 
cancer. Central to their function is a unique ability to dynamically modulate their adhesiveness and signal-
ing properties through changes in conformation, both homo- and heterotypic protein–protein interactions 
and cellular distribution. Genetic, biochemical and structural studies have been instrumental in uncover-
ing overall functions, describing ligand and regulatory protein interactions and elucidating the molecular 
architecture of integrins. However, such approaches alone are inadequate to describe how dynamic integrin 
behaviors are orchestrated in intact cells. To fill this void, a wide array of distinct light microscopy (largely 
fluorescence-based) imaging approaches have been developed and employed. Various microscopy tech-
nologies, including wide-field, optical sectioning (laser-scanning confocal, spinning-disk confocal, and 
multiphoton), TIRF and range of novel “Super-Resolution” techniques have been used in combination 
with diverse imaging modalities (such as IRM, FRET, FRAP, CALI, and fluorescence speckle imaging) 
to address distinct aspects of integrin function and regulation. This chapter provides an overview of these 
imaging approaches and how they have advanced our understanding of integrins.

Key words: Integrin, Fluorescence, Microscopy, FRET, GFP, Conformation, Clustering, migration, 
Adhesion

Integrins represent a large family of heterodimeric adhesion/
signaling receptors composed of a and b subunits. In vertebrates, 
18 a-subunits, and 8 b-subunits form 24 known ab pairs. These 
exhibit diverse cell expression patterns, ligand-binding proper-
ties, and coupling to cytoskeleton and signaling pathways (1). In 
this way, integrins mediate dynamic cell–cell, cell–extracellular 
matrix and cell–pathogen interactions and are critical for develop-
ment, cell migration, phagocytosis, platelet adhesion, and immu-
nological synapse formation.

1.  Introduction

1.1. The Integrin 
Family of Adhesion 
Receptors
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Both integrin a and b subunits are type I transmembrane (TM) 
glycoproteins with large extracellular domains, single spanning TM 
domains and (with the exception of b4) short cytoplasmic domains 
(Fig. 1a). The overall topology of integrins, initially elucidated by 
electron microscopy studies, revealed a globular N-terminal ligand 
binding “head” domain (a critical a and b subunit interface) stand-
ing on two long C-terminal “legs” or “stalks,” which connect 
to the transmembrane and cytoplasmic domains of each subunit 
(2) (Fig. 1a, right). X-ray crystallographic studies have revealed 
complex domain structure in the extracellular region of both sub-
units (3, 4). Moreover, such studies demonstrated a surprisingly 
compact three-dimensional overall topology consisting of legs that 
were severely bent at the so-called genu or knee generating a 
V-shaped conformation; In this structure, the head domain was 
closely juxtaposed to the membrane-proximal portions of the legs, 
which themselves were in close contact with each other (Fig. 1a, 
left) (3, 4). As discussed below, the significant differences between 
early EM and crystallographic studies suggested that integrins posses 
a propensity for dramatic conformational rearrangements.

Among adhesion molecules, integrins are unique in their ability to 
dynamically regulate their adhesiveness through a process termed 
inside-out signaling or “priming,” which in turn leads to ligand 
binding and signal transduction in the classical outside-in 
direction (5). As illustrated in Fig. 1, integrins display a wide array 
of interdependent dynamics (including changes in conformation, 
diverse protein–protein interactions, and cellular distribution) that 
collectively determine their adhesion and signaling properties. In 
terms of adhesion, the overall strength of cellular adhesiveness (i.e., 
“avidity”) is governed by (1) the intrinsic affinity of the individual 
receptor–ligand bonds and (2) the number of receptor–ligand bonds 
formed (valency) (5). Whereas, affinity is dynamically modulated 
by conformational changes in integrins, valency is governed by the 

1.2.  Integrin Structure

1.3.  Integrin Dynamics 
and Regulation

Fig. 1. (continued) mediate diverse protein– protein interaction that include a wide 
variety of ligands (left), cytoplasmic cytosketelal/signaling molecules (center) and mem-
brane proteins (e.g., IAP, uPAR, or tetraspanins) (right) proteins. (d) Cellular Redistribution. 
At a cellular level, integrins dramatically alter their distribution during adhesion and 
migration over ligand-bearing substrates. On the left, a cell is shown with even cell 
surface distribution. In the center is shown a cell spreading on a substrate bearing 
integrin ligands. Integrins accumulate at an increased density at the substrate interface. 
On the right is shown a polarized migrating cell in which integrins are particularly enriched 
behind the lead edge of migration. Additionally, intracellular vesicular trafficking of integ-
rins is shown transporting integrins from the trailing to the leading edge. Integrin redistri-
bution, can occur proactively, through the cytoskeleton or vesicular trafficking and/or via 
mass-action/diffusion. In turn, these properties are strongly influenced by affinity for 
ligand, microclustering, and cytoskeletal associations.
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Fig. 1. Integrin Dynamics. Integrin regulation involves interdependent dynamic behav-
iors that are relevant at a range of spatial scales. (a) Conformational Change. At the 
molecular level, integrins undergo dramatic large-scale conformational changes, which 
are coupled to altered affinity for ligand, cytoskeletal proteins, and signaling mole-
cules. The compact “V”-shaped low affinity/inactive conformer (“closed”) is shown on 
the left. Note the extreme bend in the legs at the “genu,” that the head domain is jux-
taposed to the plasma membrane and that the a and b subunit membrane and cyto-
plasmic domains are closely associated. On the right is the extended (“open”), high-affinity 
conformer. Note that the head domain sits ~15–20 nm above the plasma membrane and 
that the membrane and cytoplasmic domains of the a and b subunit have separated. 
(b) Homotypic Interactions (Microclustering). Integrins undergo lateral associations 
with each other, which may be driven by direct interaction between individual integrin 
heterodimers, but also influenced by other protein interactions (see c, below) or asso-
ciation with membrane domains (e.g., lipid rafts). Such micron-scale clustering critically 
influences adhesiveness and signaling properties. (c) Heterotypic Interactions. Integrins 
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density of receptor and ligand within the zone of cell adhesion, 
which in turn is a function of microclustering, diffusion and active 
transport of integrins, as well as cell spreading (5). Outside-in 
signaling by integrins is governed by all of the above activities, 
which also feeds back to modulate these activities (6–10). Thus, a 
central challenge to understanding integrin function is elucidating 
how their diverse regulatory processes are integrated.

Studies with soluble monomeric ligands demonstrate that ligand-
binding affinity is dynamically modulated in integrins. In resting 
conditions integrins reside in an inactive state, which exhibits rela-
tively low affinity for ligand. Upon cellular stimulation (e.g., by 
chemokine) inside-out signaling drives transition to activated 
states (i.e., with intermediate or high affinity for ligand). It is now 
known that the “V”-shaped bent (“closed”) integrin conforma-
tion (Fig. 1a, left) represents the inactive state, whereas priming 
and ligand binding are associated with large-scale conformational 
rearrangements in which the integrin extends (with “switch-blade” 
like motion) into an “open” conformation (Fig. 1a, right) (11–14). 
Progressively detailed studies have elucidated mechanisms for link-
ing these global rearrangements to the specific intradomain 
conformational changes that are directly responsible for affinity 
modulation (1). In addition to crystallographic, EM and bio-
chemical studies, imaging approaches have been critical for eluci-
dating these mechanisms, as discussed below.

Among the mechanisms for regulating avidity (as well as outside-in 
signaling) formation of laterally associated, micron-scale integrin 
aggregates (a process termed “microclustering”) is thought to play 
central roles (Fig. 1b). Several studies suggest that, upon transition 
to the open conformation, direct homotypic associations between 
the transmembrane domains of neighboring integrins may be 
important for driving microclustering (15–18). These interactions 
may be modulated by association with the cytoskeleton (5, 7, 19–23) 
and/or association with lipid raft domains (24–27).

Integrins undergo dynamic heterotypic interactions with diverse 
proteins including extracellular ligand, membrane proteins (e.g., 
tetraspanins, IAP (CD47), uPAR (CD87), and Fcg receptors 
(28, 29)), cytoskeletal adaptor proteins and signaling molecules (see 
Fig. 1c). These dynamics participate in both inside-out signaling/
priming (to facilitate adhesion) and outside-in signals (that result 
from ligand binding) in interdependent ways. For example, binding 
of multivalent ligands can both be facilitated by integrin microclus-
tering and help drive/stabilize microclusters. Lateral association 
with tetraspanin membrane proteins may further facilitate integrin 
microclustering (28). Furthermore, binding and unbinding of 
cytoskeletal adaptor proteins (e.g., talin, vinculin, paxillin, tensin) 
also functions both in promoting adhesion and in cellular responses 

1.3.1.  Conformational 
change and Affinity 
Modulation

1.3.2. Homotypic Protein 
Interactions 
(Microclustering)

1.3.3. Heterotypic Protein 
Interactions
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to ligand binding (5, 7, 19–23). Finally, outside-in signaling 
responses in integrins are initiated by binding of cytoplasmic 
signaling molecules, such as FAK, ADAP, ILK, and RapL, as a 
consequence of both microclustering and ligand-stabilized con-
formational changes (30–34).

In addition to microclustering (discussed above), integrins dramati-
cally modulate their cell surface distribution on a broader scale, par-
ticularly during processes of spreading, polarization, and migration 
on adhesive substrates and during phagocytosis and immunological 
synapse formation (32, 35–37) (Fig. 1d). Studies have shown 
dynamic changes in tethering to the cytoskeleton during activation 
and ligand binding alter integrin diffusivity and, thus, the propensity 
to redistribute to or from zones of contact with ligand (5, 7, 19–23, 
38). In addition, active processes, such as vesicular trafficking of inte-
grins (39, 40) and Rap1- and RapL-driven polarization of integrins 
to the lamellipodia (41, 42), represent important active modes of 
integrin redistribution (Fig. 1d).

The previous section illustrates that integrin function/regulation 
involves a variety of discrete, yet interdependent, dynamics, each 
with distinct spatial and temporal scales. Thus, understanding integ-
rin function/regulation requires a range of approaches suitable to 
the investigation of each of these dynamics. Though imaging through 
electron and scanning probe (e.g., atomic force) microscopy have 
utility in studying integrins, optical/light microscopy-based imaging 
(especially using fluorescence) has proven to be exceptionally power-
ful in this regard and is the focus of this chapter.

“Light microscopy” comprises an increasingly complex collec-
tion of approaches that can provide diverse types of information 
when applied to biological samples. Fundamentally, these approaches 
derive from the combination of specific microscope system designs 
(referred to here as “microscope technologies”) and methods of 
using these systems (i.e., “imaging modalities”). In the following 
sections we will describe fundamental aspects of the major light 
microscope technologies and imaging modalities along with discus-
sion how each have been applied to the study of integrins.

In its simplest form, light microscopy involves shining white light 
on a sample and using lenses to variously assess the light transmis-
sion, reflection, and diffraction as it interacts with the sample. 
Commonly used optical configurations include bright field, phase 
contrast and differential interference contrast (DIC), which are 
all broadly applicable to visualizing cells (43). In the context of 
integrin substrates, these techniques provide important, albeit 

1.3.4. Cellular 
Redistribution

2. Light 
Microscopy  
in the Study  
of Integrins

2.1. Nonfluorescence 
Light Microscopy
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indirect, measures of integrin function by allowing visualization 
of cell adhesion, spreading, polarization, and migration.

Interference reflection contrast microscopy (IRM) is a some-
what more specialized imaging technique, which is particularly well-
suited for characterizing aspects integrin function. The basic principal 
of IRM is the imaging of interference patterns in reflected light cre-
ated by thin (on the order of a fraction of the wavelength of light) 
spaces between materials, such as those between a coverslip and an 
opposing cell membrane (44). Several relatively simple optical con-
figurations can be used to achieve IRM imaging on basic light, as 
well as laser-scanning confocal (see below), microscopes (44–46). 
IRM is particularly useful for imaging the distribution and dynamics 
of areas of cell–substrate adhesion where the close apposition gives 
rise to dark areas against a bright background of reflected light. Such 
dark spots are often correlated with clusters of integrins and integrin-
associated proteins (e.g., vinculin and talin) marking specific adhe-
sion structures, such as focal contacts, focal adhesions, podosomes, 
invadopodia and immunological synapses (37, 44–47).

Finally, single particle tracking (SPT) is a nonfluorescent method 
for direct visualization of diffusive dynamics of individual integrin 
molecules on the membrane surface (48). SPT uses optically 
dense (~1 mm) polystyrene beads coated with low density of anti-
body or ligand, which serve as probes for membrane proteins 
(48). When coupled to DIC imaging at high temporal resolution, 
SPT can extract information on the trajectory of integrin movement 
and diffusion coefficients (48). In this way, SPT has shown that 
the diffusion of the integrin LFA-1 is determined by both integrin 
conformation and cell activation status and that confinement of 
LFA-1 by cytoskeletal attachment regulates cell adhesion both 
negatively and positively (20, 21, 38).

By far the most broadly used imaging approaches to characterize 
the distribution dynamics and activity of integrins in intact cells 
and tissues are those based on fluorescence microscopy. Through 
use of appropriate tags/probes (see below) that label integrins (or 
related molecules of interest) fluorescence microscopy allows 
dynamic and noninvasive molecular imaging. As discussed in this 
section, these fundamental techniques offer flexible building 
blocks for diversely informative imaging modalities.

Fluorescent molecules (i.e., “fluorophores” or “fluorochromes”) 
exhibit the property of being able to “borrow” photons of light 
for short periods of time before releasing them at a lower energy 
level (i.e., of a longer wavelength) (Table 1 and Fig. 2a–c). Ideal 
fluorophores exhibit a sharply defined wavelength range that they 
can absorb (i.e., excitation/absorption maxima). Upon photon 
absorption fluorophore electrons are raised to an excited state. 
After resonating for a period of time (“fluorescence lifetime”; 

2.2. Fluorescence 
Light Microscopy

2.2.1. Fluorescence 
Defined
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Table 1 
Fluorescence terminology

Term Definition/comments

Absorption The uptake of an incident photon by a fluorophore, which drives its 
electrons into an excited state

Auto-fluorescence Endogenous fluorescence within a sample that may provide significant 
background “noise,” particularly when using higher energy excitation 
(i.e., shorter wavelengths). In cells auto-fluorescence mostly comes from 
pyridinic (NADPH) and flavin coenzymes, as well as aromatic amino acids 
and lipo-pigments. Unhealthy/dyeing cells exhibit elevated 
auto-fluorescence. In tissues, extracellular matrix proteins (e.g., collagen 
and elastin) provide a significant source of auto-fluorescence

Brightness The overall intensity of a fluorophore defined by its extinction coefficient, 
quantum yield, and photo-stability

Contrast The degree to which specific fluorescence can be distinguished from 
reflected light and auto-fluorescence. Contrast is determined by fluoro-
phore brightness and concentration, as well as, imaging parameters, such 
as intensity of excitation light source and exposure time

Emission Photon release from an excited fluorophore during relaxation to the ground 
state

Emission maxima The center point in a distribution curve of light wavelengths that are most 
intensely emitted by a specific fluorophore after excitation

Excitation The elevation of a fluorophore to an excited electronic state as a result of 
absorbing a photon

Excitation Maxima The center point in a distribution curve of wavelengths that are most 
efficiently absorbed by a fluorophore

Extinction coefficient A measurement of how strongly a chemical species absorbs light at a given 
wavelength

Fluorochrome See fluorophore

Fluorophore A component of a molecule, which causes a molecule to be fluorescent. The 
amount and wavelength of the absorbed and emitted energy depend on 
both the fluorophore and the chemical environment of the fluorophore

Fluorescence The process of by which certain molecules (i.e., fluorophores) absorb 
photons of a specific wavelength, become electronically “excited” and 
then “relax” to the ground state by emitting a photon of reduced energy 
(and longer wavelength)

Fluorescence lifetime The average time the molecule stays in its excited state before emitting a 
photon

Photo-activation The property of certain fluorophores to require absorption of specific 
wavelengths of light in order to produce photo-chemical conversion from 
a nonfluorescent to a fluorescent state

Photo-bleach The photo-chemical destruction of a fluorophore as a result of photon 
absorption

(continued)
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Table 1 
(continued)

Term Definition/comments

Photo-switching The property of certain fluorophores to undergo photo-chemical conver-
sions that alter their fluorescent properties (specifically absorption and 
emission maxima) as a consequence of photon absorption

Photo-stability The relative resistance of a fluorophore to photo-bleaching

Photo-toxicity A phenomenon known in live-cell imaging in which illumination of a 
fluorophore causes the cell damage and death. The main cause for 
photo-toxicity is the formation of oxygen radicals due to nonradiative 
energy transfer

Stokes shift The difference between absorption and emission maxima for a given 
fluorophore

Quantum yield The efficiency of the fluorescence process, defined as the ratio of the 
number of photons emitted to the number of photons absorbed

Quenching Any process which decreases the fluorescence intensity of a given substance. 
A variety of processes can result in quenching, such as excited state 
reactions, energy transfer, complex-formation, and collisional quenching

typically on the scale of nanoseconds), the fluorophore electrons 
“relax” back to the ground state, releasing a photon in the process 
(“emission”). Emitted photons are of lower energy and, therefore, 
of longer wavelength than the absorbed photons. The difference 
in excitation and emission wavelengths is known as the Stokes 
Shift. The commonly used green fluorophores FITC, Alexa488, 
and GFP absorb blue photons (~490 nm wavelength) optimally 
and in turn releases lower energy green light (~520 nm) and, 
thus, have Stokes Shift of ~30 nm (Fig. 2b). The red fluorophores 
rhodamine, Cy3, and DsRed absorb yellow light (~530 nm) and 
emit red light (~570 nm; Stokes Shift is ~40 nm) (Fig. 2c). The 
principal of fluorescence microscopy is to take advantage of the 
Stokes Shift, using carefully designed wavelength-specific filters (or 
alternate techniques) to separate reflected excitation light from 
the emitted light. When fluorophores are used in conjunction with 
appropriate “probes” (see below) they enable noninvasive and 
dynamic imaging of molecules of interest in intact cells.

In practice, there are several fundamental features of fluores-
cence that need to be carefully considered/managed to produce 
effective imaging (Table 1). Extinction coefficient, quantum yield, 
photo-stability/photo-bleaching and photo-toxicity are among the 
most critical. Extinction coefficient describes the efficiency of photon 
absorption by a fluorophore, whereas quantum yield is the efficiency 
with which excited fluorophores ultimately emit photons. Together 
these parameters determine brightness. The process of fluorescence 
is usually coupled to oxidative destruction of the fluorophore 



16712 Overview: Imaging in the Study of Integrins

(photo-bleaching). Fluorophores exhibit vastly differing resistance 
to such destruction (i.e., photo-stability). Oxidative processes (e.g., 
reactive oxygen species (ROS) generation) that are coupled to 
absorption of photons both by fluorophores and endogenous “auto-
fluorescent” molecules (see Table 1) can produce damage to pro-
teins and other biomolecules that may substantially compromise cell 

Fig. 2. Basics of Fluorescence and FRET. (a) Visible light spectrum displaying from left to right high to low energy (i.e., 
short to long wavelength). (b, c) The principle of fluorescence illustrated for two distinct fluorophores, which have proper-
ties roughly similar to common green (e.g., FITC, Alexa488, GFP; b) and red (e.g., Rhodamine, Cy3, DsRed; c) fluoro-
phores. In each case, the emitted photons are shifted toward lower energy/longer wavelengths than those absorbed (i.e., 
exhibit a Stoke’s Shift) due to energy dissipation during excited state “vibrations.” (d) Fluorescence Resonance Energy 
Transfer (FRET). FRET is the nonradiative (that is without intermediate emission of a photon) transfer of excited state 
energy from on “donor” fluorophore to an “acceptor” fluorophore. FRET is a highly distance-dependent phenomenon and 
can be used as a “spectral ruler” to measure conformational changes or molecular interaction on the spatial scale of 
~3–6 nm. Thus, when appropriately matched donor and acceptor come into close proximity and are exposed to light 
close the donor absorption maxima the donor emission becomes quenched and in turn the acceptor fluorophore under-
goes “sensitized emission.” In practice, FRET assays often monitor donor quenching, sensitized emission or donor fluo-
rescence lifetime as a readout for FRET.
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health (i.e., cause cytotoxicity, a process specifically referred to as 
“photo-toxicity”). Central challenges in fluorescence microscopy are 
to manage signal strength, contrast and resolution, while minimizing 
bleaching and toxicity, which are particularly important for thick 
samples or those requiring repeated imaging over long durations.

Meaningful fluorescence microscopy requires specific labeling of 
biomolecules of interest with appropriate fluorescent molecules 
(i.e., via “fluorescent probes”). Fluorophores and tagging techniques 
widely used in the study of integrins are discussed below.
Fluorophores: Commonly used fluorophores can be classified as small 
(molecular weights ~300–500 kDa) organic dyes, fluorescent 
proteins (FPs), and quantum dots (QDs). Traditional fluorescein- 
and rhodamine-based dyes have been broadly used, but recently 
replaced by a wide spectral variety of new generation Alexa and 
Cy dyes, which exhibit superior brightness, photo-stability and 
hydrophilicity. These are available in broad formats for chemical 
conjugation to molecules of interest. Fluorescent proteins (FP) 
are ~30 kDa b-barrel domains surrounding a cyclized peptide 
fluorochrome. Since the discovery of green fluorescent protein 
(GFP) from the Aequorea jellyfish, a full pallet of FP colors have 
been discovered/engineered (49, 50). In addition, a variety of 
photo-activatable, photo-switchable, pH-sensitive, and reactive 
oxygen species (ROS) photo-synthesizing FPs have been devel-
oped that support advanced imaging approaches (49, 50). QDs 
are inorganic nano-crystals of ~10–30 nm in size that exhibit 
brightness that is ~10–100-fold greater than organic dyes or FPs 
and are virtually non-photo-bleachable (50).
Techniques to Tag Proteins: Basic approaches for tagging biomol-
ecules of interest include immunolabeling and genetic tagging. 
Immunolabeling uses antibodies that have been covalently conju-
gated with either small organic dyes or QDs. Immunolabeling 
can be accomplished using primary antibodies directly conjugated 
to fluorophore or by combination of nonfluorescent primary 
antibody followed by fluorescent secondary antibodies. This indi-
rect approach is widely used for its relative convenience (based on 
the broad commercial availability of conjugated secondary, but 
not most primary antibodies), but has limited flexibility for 
concomitant labeling of multiple proteins (based on the need 
for primary antibodies derived from distinct species). Whether, 
using a direct or indirect approach, a further concern relevant to 
live-cell imaging is the fact that antibodies are relatively large 
(~150 kDa) and bivalent molecules, which can induce protein 
cross-linking or otherwise alter target function through steric 
effects. This can be partially overcome by use of enzymatically 
generated monovalent antibody fragments (fAbs; ~50 kDa). The 
large extracellular epitope surfaces of integrins have made them 
easy targets for immunolabeling. Moreover, their profound 

2.2.2. Fluorescent Probes
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conformational changes associated with activation have been 
exploited to generate antibodies specific for active conformations. 
In this way, researchers have been able to concomitantly monitor 
distribution and activation state.

Genetic tagging involves modifying the sequence of the pro-
tein of interest to directly incorporate a fluorescent tag (i.e., FP) 
or to incorporate a sequence that can facilitate the subsequent 
labeling with an exogenous fluorescent tag. FPs have become 
widely used in the study of integrins though fusing them (usually 
with use of several amino acid flexible linkers) to the C terminus 
of integrin a- and b-subunits (see Fig. 3). Additionally, many 

Fig. 3. FRET Approaches to Studying Integrins. FRET has been profoundly important for characterizing integrin regulation 
and employed in diverse ways to address distinct question. (a) Heterodimerization and Cytoplasmic Domain Separation. 
Integrin a and b subunits are differentially fused to FPs that can serve as FRET donors (“D”) and acceptors (“A”). Strong 
FRET under basal conditions demonstrated that the when heterodimers form, a and b cytoplasmic domains are in close 
apposition. Strong loss of FRET upon integrin activation, ligand binding in the extracellular domain or talin binding in the 
cytoplasmic domain demonstrated the separation of the cytoplasmic domains in such settings. (b) Head Domain Extension 
from the Plasma Membrane. Fluorescent fAb fragments or peptide ligands that bind the head domain are used as FRET 
donors. Fluorescent lipids that intercalate into the plasma membrane are used as acceptors. Strong quenching of donor 
signal in the basal state that was relieved by activation or ligand binding demonstrated in intact cells that the head 
domain extends away from the plasma membrane during activation. (c) Microclustering. Similar to A, above, FP donors 
and acceptors are fused to the cytoplasmic domains. However, here donor and acceptor are both on either the a or the 
b subunit. In this experimental design significant FRET can only occur if individual heterdimers come into close apposi-
tion. (d) Binding of Cytoskeletal and Signaling Molecules. Donor and acceptor FPs are differentially fused to the cytoplas-
mic domain of one of the integrin subunits and a signaling/cytoskeletal protein of interest in order to monitor integrin 
binding to cytoplasmic proteins.
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integrin-binding proteins such as talin, vinculin, paxillin, and 
focal-adhesion kinase (FAK) have similarly been labeled with FPs 
at their N- or C-termini. Thus, distribution dynamics of integrins 
and integrin interacting proteins can be monitored concomitantly 
in intact live cells (see Fig. 3).

The concept of indirect genetic tagging was first introduced 
by the addition of small peptide epitopes (e.g., “Myc,” “Flag,” 
and “HA” epitopes), to provide reactivity to well-characterized 
antibodies. This, “engineered” immunolabeling approach sug-
gested potential for more diverse and flexible protein tagging 
strategies. The first such strategy to be realized involved addition 
of a 12 residue peptide sequence to intracellular proteins that 
allows for specific and high-affinity binding of the membrane per-
meable biarsenical green and red fluorophores “FlAsH” and 
“ReAsh,” respectively (49). However, several critical technical 
issues, including the cytotoxicity of the dyes, have severely limited 
the utility of this approach. Recently, another novel strategy was 
developed using the integrin LFA-1 and the fungal enzyme cuti-
nase in combination with its suicide substrate p-nitrophenyl phos-
phonate (51). Thus, cutinase was genetically inserted into the 
extracellular domain of LFA-1 in a manner that did not appreciably 
influence integrin function or conformational regulation. In this 
way, it became possible to efficiently, specifically, and covalently 
label cell surface LFA-1 integrins with p-nitrophenyl phosphonate-
conjugated small molecules and QD fluorophores (51).
Integrin ligands as fluorescent probes: Integrin ligands themselves, 
as well as integrin small molecules inhibitors, have been employed 
as integrin imaging probes with unique properties. In the sim-
plest form, small molecule and peptide ligands conjugated to 
fluorophore have been used in a manner similar to antibodies to 
label integrins. For example, fluorescein-conjugate derivatives of 
the LDV tri-peptide VLA-4 ligand or synthetic LFA-1 inhibitor 
BIRT-377 have both been used as integrin probes to monitor 
integrin conformation in the context of specific FRET assays (see 
below) (52, 53). Fluorescent ligands presented in the context of 
membrane can provide a readout for integrin behavior that is 
somewhat less direct, but in some ways more physiologic. An 
excellent example of this is the use of fluorescently conjugated 
ICAM-1 (a ligand for LFA-1) linked to a membrane tether (GPI) 
presented on the surface of a glass supported lipid planar bilayer 
as a readout for integrin rearrangements during formation of 
immunological synapse (37). With this approach, the initial integrin 
clustering and ligand binding by lymphocytes at the center of 
adhesive contacts and the progressive rearrangement into “peripheral 
supramolecular adhesion clusters” (pSMACs) during antigen 
recognition were defined (37). Moreover, VCAM-1(a ligand for 
the integrin VLA-4)- and ICAM-1-FP fusion proteins transfected 
into adherent cells (e.g., endothelial, epithelial, or CHO K1) 
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provides a readout for integrin-driven ligand clustering, membrane 
reorganization, and topological alterations (including formation 
of “transmigratory cups,” “docking structures,” podosomes’, and 
“adhesion rings”) during migration of blood leukocytes (54–58).

Wide-field fluorescence or “epifluorescence” microscopy is 
perhaps the most versatile, accessible, and affordable approach for 
conducting fluorescence imaging (see Table 2). Typical epifluo-
rescence systems use a broad-spectrum excitation light source 
(e.g., mercury or xenon arc lamp) that is directed through an 
excitation filter to select desired excitation wavelengths (i.e., 
appropriate for a specific fluorophore in the sample). This light 
then passes through an objective lens and floods the entire sample 
imaging field with photons (hence the term wide-field). Reflected 
incident light and emitted fluorescent light pass back through the 
objective and then are then filtered by a combination of a dichroic 
mirror and emission filter (matched to the emission maxima of 
the fluorophore) before traveling to the detector (typically a 
charge-coupled device (CCD) camera).

Inherent advantages of wide-field imaging include sensitivity 
(and therefore the ability to use relatively low intensity excitation) 
along with relatively rapid image acquisition. Thus, for many (at least 
in vitro) systems wide-field microscopy is an excellent choice for 
dynamic imaging. As stated above, such systems are flexible and 
easily combined with most basic and advanced (e.g., FRET, FRAP, 
FLIP, etc.) fluorescence imaging modalities. Moreover, it is relatively 
straightforward to acquire multiple fluorescence and nonfluores-
cence channels in parallel over time. As a result, this basic technology 
has been used in an enormous number of studies to concomitantly 
image the localization dynamics of integrins and integrin-associated 
proteins during processes such as adhesion, migration, and phago-
cytosis. As discussed below, the most significant deficiency in 
wide-field imaging comes in the resolution of submicron range infor-
mation (particularly when handling relatively thick samples) and in 
3D reconstruction from serial images acquired along the z-axis.

An inherent limitation of traditional wide-field fluorescence imag-
ing is the simultaneous excitation of fluorophores throughout the 
sample, both within and outside of the focal plane. As a result, 
out of focus light enters the detector and creates background 
“noise,” which convolutes the signal coming from fluorophores 
within the focal plane, thereby limiting resolution. Optical 
sectioning microscopy aims to eliminate this effect in order to 
improve resolution in the x–y plane and facilitate 3D reconstruc-
tion of samples via serial sectioning along the z-axis. Several dis-
tinct technologies have been developed to achieve optical 
sectioning, each offering distinct advantages and limitations, as 
discussed below (Table 2).

2.2.3. Basic Wide-Field 
Fluorescence Microscopy

2.2.4. Optical Sectioning 
Fluorescence Microscopy
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Laser-scanning fluorescence confocal microscopy (LSCM): Cont-
rasting wide-field fluorescence, LSCM confocal microscope uses 
laser-mediated point illumination and a pinhole in an optically con-
jugate plane (i.e., “confocal”) in front of the detector to eliminate 
out-of-focus light (59). Since only a single point in the sample is 
excited at a time, 2D or 3D imaging requires raster scanning over 
the sample. No doubt, LSCM remains the most robust and versa-
tile optical sectioning technology and has excelled in resolving 
static 3D structures and conduct analytical co-localization studies. 
However, LSCM also suffers from a range of limitations including 
relatively long scan times, high-energy excitation, and limited sen-
sitivity (owing to the “wasted” photons rejected by the pinhole). 
In practice, the resulting photo-bleaching, photo-toxicity, and low 
temporal resolution make LSCM a relatively poor choice for time-
lapse imaging of rapid events or of those requiring extended 
durations.
Spinning-disk fluorescence confocal microscopy (SDCM): Spinning 
(or Nipkow) disk confocal microscopy relies on the same basic 
principals as LSCM. However, SDCM replaces a rastering laser/
pinhole system with a pair of disks arrayed with a series of pin-
holes spinning in unison (60, 61). The advantage to SDCM is 
that of offers much fast, indeed video rate, sectioning, and lower 
excitation energy than LSCM, thereby enabling time-lapse 3D 
imaging of samples (i.e., 4D imaging). However, the quality of 
imaging is inferior to LSCM and sensitivity is low compared to 
wide-field microscopy.
Multiphoton fluorescence microscopy (MPFM): Though often 
referred to as a “confocal” technology, MPFM, in fact, achieves 
optical sectioning in a manner fundamentally distinct from truly 
confocal microscopes (see above). The principal, instead, is to 
only excite fluorophores within the focal plane. This is achieved 
using mode-locked pulsed lasers that deliver low energy, long 
wavelength (specifically ~twice that of the fluorophore absorption 
maxima) photons that get driven into high density within ~1 mm 
of the focal plane (62). At such density, individual fluorophores 
have the opportunity to concomitantly absorb two or more pho-
tons providing sufficient energy for excitation (That is, a fluoro-
phore that can be excited by a single photon of ~490 nm can 
alternatively be excited by concomitantly absorbing two photons 
of ~980 nm (each of which have twice the wavelength and half of 
the energy of a 490 nm photon)). Outside the focal plane little 
light absorption or excitation takes place because the density of 
photons is too low. This allows for much deeper penetration and 
greatly reduced photo-bleaching and photo-toxicity in thick sam-
ples. Moreover, since only fluorophores within the focal plane 
emit photons, MPFM can be used with direct detection systems 
(lacking pinholes), which significantly improves sensitivity. Taken 
together, the features of MPFM are ideally suited for intravital 
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imaging, where it has been exploited to characterize a variety of 
integrin-dependent processes such as leukocyte trafficking (63). 
It is important to note that for relatively thin samples, such as 
cultured cell monolayers, MPFM is largely similar to LSCM in 
terms of scan times, photo-toxicity, and photo-bleaching.

Total internal reflection fluorescence (TIRF) microscopy is a 
unique technology that offers exceptionally high axial resolu-
tion (64). TIRF takes advantage of the fact that under condi-
tions of total internal reflection (i.e., light striking an interface 
between materials of distinct refractive indices at sufficiently 
high incident angle) an evanescent energy wave is propagated 
perpendicular to the plane of the interface. The rapid exponen-
tial decay in energy intensity of this wave means that only fluo-
rophores located very close to the cell–substrate interface can be 
excited, which effectively yields an axial resolution of ~100 nm 
(surpassing confocal or multiphoton optical sectioning by 
approximately five- to tenfold). That TIRF is inherently imag-
ing only of the ventral cell–substrate interface makes it an ideal 
system for studying integrin substrate adhesion. Indeed, many 
studies (often coupled to other technologies) have exploited 
TIRF to characterized focal adhesion and podosome composition/
dynamics, as well as integrin conformational states during 
adhesions (65–69).

Nanometer-scale resolution imaging has traditionally been the 
realm of electron, and more recently scanning probe (e.g., atomic 
force) microscopy (70). Resolution of optical microscopy has 
been characterized as being limited by diffraction (the process by 
which waves of light become distorted to create interference pat-
terns as they pass through optical lenses). Thus, a single point 
source of light becomes blurred into a broader distribution of 
light intensities (that can be described by a point spread function; 
PSF), with maximal achievable resolution of ~200 nm in the x − y 
plain and ~600 nm along the z-axis (values that are inherently 
dictated by the wavelength of light). A range of technologies, 
broadly characterized as “near-field” and “far-field,” have over-
come the diffraction limit and ushered in an emerging era of 
super/nano-resolution optical fluorescence microscopy (or “optical 
nanoscopy” (71)), which is already adding to our understanding of 
integrin-mediated functions.
Near-field scanning optical microscopy (NSOM/SNOM): NSOM 
was one of the first techniques to overcome the diffraction limit, 
and did so by exploiting the properties of evanescent waves. In 
NSOM, a nanometer-scale detector is placed at a very short dis-
tance (also on the scale of nanometers) to the specimen surface. 
With this technique, the resolution of the image is limited by the 
size of the detector aperture rather than the excitation wavelength, 

2.2.5. Total Internal 
Reflection Fluorescence 
Microscopy

2.2.6. Super-Resolution 
Optical Microscopy
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yielding lateral resolution of 20 nm and vertical resolution of 
2–5 nm (72, 73). Furthermore, because of the extremely small 
near-field excitation volume (and therefore reduced background 
fluorescence from the cytoplasm), NSOM sensitivity extends to 
the level of single molecule detection. The downside, however, to 
this feature is that this technique is limited to imaging of the 
sample surface. NSOM is also generally quite requires highly spe-
cialized equipment/expertise and has, therefore, been applied 
only to a limited degree. Nonetheless, NSOM has provided 
insights to integrin behavior (73). Specifically, NSOM has been 
exploited to analyze the spatio-functional relationship between 
the integrin LFA-1 and lipid raft components (GPI-APs) on 
immune cells. Such studies revealed previously unappreciated 
nanoscale building blocks and hierarchical aggregation pathways 
driving activation/ligand-dependent integrin clustering (72, 73).
Far-field optical nanoscopy (FFON): Contrasting NSOM, FFON 
(as the name implies) allows nanoscale resolution at working dis-
tances similar to those for most other types of optical microscopy. 
FFON is not a single technique but rather a term that captures a 
collection of diverse approaches (such as, 4pi, STED, SPEM, 
PALM, and STORM) being developed for nanoscale optical 
imaging (71, 74). Among these, PALM (photo-activated local-
ization microscopy (66, 67, 75)) and STORM (Sub-diffraction-
limit imaging by stochastic optical reconstruction microscopy 
(76)) seem to show the most promise. These both take advantage 
of recent advances such as the development of photo-switchable 
fluorophores, high-sensitivity microscopes, and single particle 
localization algorithms to achieve resolution of several nanome-
ters. At the moment, these approaches remain rather sophisti-
cated requiring highly specialized equipment and expertise and 
additionally require substantial off-line computational time/
power (Table 2) (71, 74). There are also a number of limitations 
in the experimental setup, such as need for photo-switchable fluo-
rophores, that are nontrivial.

Despite the limitations, FFOM represents an exciting frontier 
in bio-imaging that has already shown utility in the study of inte-
grins and adhesion biology. Among the first applications of FFOM 
was the use of PALM to visualize vinculin in focal adhesions and 
actin within a lamellipodium of fixed cells with 2–25 nm resolu-
tion (75). Shortly thereafter, PALM was used to investigate nano-
scale dynamics within individual adhesion complexes (ACs) in 
living cells under physiological conditions (66, 67). In this study, 
AC dynamics were visualized (with 25 s temporal resolution and 
60 nm spatial resolution) allowing measurement of the fractional 
gain and loss of individual paxillin and vinculin molecules as each 
AC evolved (66, 67).
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As discussed above diversity in imaging comes from the intersection 
of technologies and the means by which these are applied (i.e., 
“modalities”). Whereas the former emphasizes the role of hard-
ware and fundamental capabilities of equipment (Table 2), the 
later emphasizes image acquisition/processing protocols and 
experimental design features such as choice of fluorescent probe 
and how these are introduced into the system and subsequently 
manipulated. The most rudimentary imaging modalities involve 
determining subcellular distribution of molecules and/or organ-
elles of interest with respect to each other, often during dynamic 
processes such as adhesion and migration. A wide range of 
advanced imaging modalities have been developed that allow for 
discrete aspects of molecular behavior to be probed. Below, we 
focus on those most extensively exploited (or show important 
potential) for understanding integrins.

FRET microscopy encompasses multiple techniques that allow 
for nanometer-scale conformational changes or intermolecular 
interactions to be probed with high spatial and (often) temporal 
resolution in intact cells (77, 78) (Fig. 2d). As described above 
(Subheading 2.2.1), fluorophores “borrow” photons of particu-
lar wavelengths for a short period of time before releasing pho-
tons of longer wavelengths (i.e., of lower energy). FRET takes 
advantage of the process described by Theodor Forster in which 
appropriately matched “donor” and “acceptor” fluorophores can 
directly pass energy on through “resonance” without intermedi-
ate release of photons when they are in close physical juxtaposi-
tion (i.e., ~2–10 nm apart) (Fig. 2d) (77, 78). As a result, the 
emitted donor wavelength is “quenched” by the acceptor result-
ing in “sensitized” fluorescence emission at the acceptor emission 
wavelength. In practice FRET can be measured by monitoring 
the ratio of donor and acceptor emission (ratiometric FRET), the 
quenching of the donor emission or the fluorescence lifetime of 
the donor.

Fluorescence lifetimes can be monitored by FLIM (fluores-
cence lifetime imaging microscopy), which makes use of pulsed 
lasers (such as those used in MPFM, above) to induce temporally 
discrete excitation events and then measures fluorescence lifetimes 
through so-called time domain or frequency domain methods (77, 
78). FLIM-FRET takes advantage of the fact that fluorescence 
lifetime deceases proportionally to the efficiency of FRET. FLIM-
FRET is generally regarded as the gold standard for FRET analysis 
(due to its relative freedom from artifacts, such as those associated 
with spectral cross-talk and donor/acceptor concentration), as 
well as its high temporal and spatial resolution. However, this 
method also requires the most sophisticated (and expensive) 
equipment, along with the highest degree of expertise.

2.3. Advanced 
Fluorescence Imaging 
Modalities

2.3.1. Fluorescence  
(or “Forster”) Resonance 
Energy Transfer
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Next to FLIM-FRET, the “donor de-quenching” (or “acceptor 
photo-bleach”) method provides the best accuracy/freedom 
from artifacts and is compatible with most imaging technologies 
and experimental designs (i.e., with respect to types of biomole-
cules and probes that can be used as donor and acceptor) (77, 78). 
This method basically measures donor fluorescence before and 
after photo-bleaching of the acceptor (which effectively destroys 
the acceptor, thereby removing its quenching effect). The relative 
increase in the fluorescence in the “de-quenched” donor is pro-
portional to FRET efficiency. The obvious downside to this meth-
odology is that it is an endpoint measurement and, thus, is 
incompatible with dynamic monitoring within the same sample.

When used with appropriate spectral cross-talk correction, 
ratiometric FRET offers an easy option for dynamic measure-
ments. However, this method is only appropriate in settings of 
specific “biosensors” engineered to contain donor and acceptor 
(typically Cyan FP (CFP) and Yellow FP (YFP)) in the same mol-
ecule. This ensures that the molar ratio of donor and acceptor in 
cells and any local volume is constant.

Finally, a variation of FRET termed BRET (Bioluminescence 
Resonance Energy Transfer) has been developed (79). This tech-
nique uses a bioluminescent luciferase to produce initial photon 
emission, serving effectively as a donor, compatible with green 
and yellow acceptors. The advantage of BRET is that no excita-
tion light is required, thereby avoiding photo-bleaching and 
photo-toxicity. However, BRET is also constrained by kinetics of 
the luciferase enzymatic activity.
FRET studies of integrin conformation: cytoplamic domain sepa-
ration: As discussed in Subheading 1.2, early EM and crystal 
structures suggested the hypothesis that integrin regulation 
involved large-scale (on the order of ~3–10 nm) conformational 
rearrangement that would specifically involve separation of the a 
and b subunits legs and extension of the head domain away from 
the plasma membrane (Fig. 1a). One of the first studies to test the 
validity of this hypothesis in intact cells used a FRET-based 
approach in which the C-termini of the a and b subunits were 
differentially fused to CFP and YFP to serve as FRET donor and 
acceptor, respectively (Fig. 3a). Using a photo-bleach FRET 
approach, it was demonstrated in live cells that, in fact, in the rest-
ing state the cytoplasmic domains of LFA-1 were close to each 
other and that they underwent significant spatial separation upon 
either activation or ligand binding (13). A similar FRET approach 
was subsequently employed in conjunction with mutagenesis in 
to demonstrate that the LFA-1 transmembrane domains play an 
important role in this conformational regulation (80). Additional 
studies using the cytoplasmic FRET approach with the integrin 
Mac1 demonstrate that constitutive heterodimerization of aM 
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and b2 subunits is detectable in plasma membrane, peri-nuclear 
area, and Golgi in living cells (81) and that interaction of Mac1 in 
the extracellular domain with uPAR (glycosylphosphatidylinositol-
linked urokinase-type plasminogen activator receptor) promotes 
conversion into the open conformation (82). Finally, the cyto-
plasmic FRET approach was applied to demonstrate specific zones 
in the leading edge where activation of the integrin VLA-4 is 
concentrated during lateral migration (65).
FRET studies of integrin conformation: head extension: As discussed 
above, in addition to leg separation, integrins were hypothesized 
to have a strongly bent extracellular domain on the cell surface in 
the resting state that undergoes large-scale extension during acti-
vation (Fig. 1a). To test this aspect of the conformational model, 
again FRET was applied (52). Here a fluorescein-conjugated 
peptide ligand that specifically binds to the VLA-4 (in the ligand-
binding head domain) served as the FRET donor and a lipophilic 
dye, octadecyl rhodamine B, was incorporated into the plasma 
membrane to serve as a FRET acceptor (Fig. 3b) (52). These 
studies confirmed in intact cells that the head domain in resting cells 
lies close to the plasma membrane but is rapidly extended away 
from it upon activation (52) (83). A similar assay was developed 
for LFA-1 using a fluorescent derivative of the small molecule 
head domain-binding agonist BIRT-377 (53). Recent studies have 
applied Alexa488- and Cy3-conjugated fAb fragments (specific 
for the b subunit “I-like” domain and a subunit “calf” domain) 
to create more refined characterization of the conformational 
changes within the extracellular domain during activation of the 
platelet integrin aIIbb3 (84).
FRET studies of integrin microclustering: To assess integrin micro-
clustering variations on the cytoplasmic domain assays discussed 
above have been developed (17, 18, 79, 85). In such systems, 
rather than attaching donor and acceptor differentially to a and b 
subunits, donor and acceptor are placed either both on the a or 
both on the b subunit (Fig. 3c). Thus, individual integrin het-
erodimers will possess a single donor or acceptor and FRET will 
only occur when two of these come into close proximity. Such 
systems have been instrumental in determining mechanisms that 
microclustering. For example, the role of ligand in driving micro-
clustering was demonstrated by the finding that PMA, cytochala-
sin-D and latrunculin, at concentrations that activate adhesion 
and diffusivity (20) do not promote BRET-detectable microclus-
tering of aIIbb3 (79) or FRET-detectable microclustering of 
LFA-1 (85), whereas addition of soluble multivalent ligands read-
ily induces microclustering of these integrins. Additional studies 
suggest that the b2 transmembrane domains (and particularly 
residue Thr-686) play important roles in driving homomeric 
associations for integrins Mac1 (17) and LFA-1 (18).
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In addition, a unique FRET-based assay to monitor integrin 
microclustering was developed in which extracellular YFP and 
dsRed (FRET donor and acceptor, respectively) each fused to b 
integrin transmembrane/cytopasmic domains were co-expressed 
with full-length integrin heterodimers (86). In this system, FRET 
increased during adhesion to ligand. Since the FRET reporters 
lack ligand-binding capability, these results support the idea that 
ligand-driven microclustering may be propagated, at least in part, 
through indirect mechanisms that are downstream of the actual 
ligand-binding event (e.g., conformational changes in heterodi-
mers or outside-in signaling) (86).
FRET studies of integrin heterotypic protein binding: It is clear that 
interactions between integrin cytoplasmic domains and both the 
cytoskeleton and various signaling molecules are altered dynami-
cally as part of both inside-out and outside-in signaling. Integrins 
also mediated lateral associations with other membrane proteins 
that may modulate function. In order to study the temporal and 
spatial dynamics of these interactions, FRET-based assays have 
been designed in which FP FRET donors and acceptors are dif-
ferentially incorporated into the cytoplasmic domain of one of the 
integrin subunits and a target molecule (Fig. 3d). In this way, 
through use of a FLIM-FRET assay, it was shown that formation 
of an integrin-a4/14-3-3z/paxillin protein ternary complex 
mediates localized Cdc42 activity and accelerates cell migration 
(87). Similarly, FRET studies have been developed to measure 
b1-integrin lateral association with ErbB2 kinase (88) and cyto-
plasmic association with PKCa (89). Moreover, FLIM-FRET has 
been developed to quantify integrin receptor agonism using b1 
integrin-GFP and effector-mRFP interactions as a readout (90). 
Thus, association of talin with b1 integrin and paxillin with a4 
integrin was demonstrated to be dependent on both the ligand 
and receptor activation state, and sensitive to inhibition with small 
molecule RGD and LDV mimetics, respectively (90).
FRET studies of integrin signaling: FRET assays have also proven 
useful in understanding protein complexes and signaling events 
downstream of integrins using diverse experimental designs and 
biosensors (77). For example, biosensors that report activity of 
Rho family GTPases involved in integrin signaling (e.g., Rho, 
Rac, Cdc42, and Rap) have been used to understand localized 
signaling during integrin-dependent adhesion and migration 
(77). Additionally, FRET has been used to characterize signaling 
through integrin cytoplasmic domain-associated protein-1 
(ICAP-1). ICAP-1 binds to both b1 integrin and the ROCK 
kinase (an effector of the RhoA GTPase) through separate 
domains (91). FRET between CFP-ICAP-1 and YFP-ROCK 
demonstrated that ICAP-1 could serve as a scaffold to drive indi-
rect ROCK- b1 integrin interactions (within specific leading and 
trailing edge regions) that are important for properly orchestrated 
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cell migration (91). Finally, the importance of temporal and spatial 
negative regulation of aIIbb3 signaling for proper cell spreading 
was elucidated in part through FRET assays that report interac-
tions between Src-YFP and CFP-Csk (positive and negative regu-
lators, respectively, of signaling) (92).

FRAP, and the related method FLIP (Fluorescence Loss in Photo-
bleaching), are modes of measuring en mass diffusiveness of pro-
teins within cells of within membranes of cells (Fig. 4). In FRAP, 
the movement of fluorescent species into a region acutely sub-
jected to photo-bleaching (Fig. 4a) is monitored. In FLIP, a region 
is continuously subjected to photo-bleaching, while the depletion 
of fluorescence in a region outside the bleaching zone is moni-
tored. A recent variation on these approaches involves the use of 
photo-activatable or photo-switchable FPs, which can be locally 
activated/switched within a limited zone in order to asses subse-
quent movement out of that zone. The two most important 
parameters that can be extracted from these methods are diffusion 
coefficients (rate at which fluorescent species move into or out of 
the monitored zone) and the mobile fraction (the percentage of 
fluorescent species that undergoes detectable movement) (Fig. 4b). 

2.3.2. Fluorescence 
Recovery After  
Photo-Bleaching

Fig. 4. Fluorescence Recovery After Photo-Bleaching (FRAP). FRAP is one of the most broadly used techniques to monitor 
molecular mobility of biomolecules, including integrin, in intact live-cell settings. (a) Basic FRAP approach. Green panels 
represent a cellular region containing fluorescent molecules (e.g., plasma membrane-bound integrin-GFP). The first 
panel on the left depicts baseline intensity. The next panel depicts the discrete photo-bleaching of a sub-region (most 
typically by an intense burst of laser excitation light). Subsequent panels show time-dependent recovery of fluorescence 
intensity within the bleached region. (b) FRAP analysis. The plot depicts a typical intensity profile during a FRAP experiment. 
The recovery curve provides a basis for calculating overall diffusion coefficients. The saturation point of the recovery curve 
provides an estimate for the overall fraction of the fluorescent molecules that exhibit detectable diffusion. When applied 
to integrins, inverse population, the immobile fraction, often represents to the proportion tethered to the cytoskeleton.
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For integrins, diffusion rates/immobilization are critical determinant 
of their adhesive functions (5, 7, 19–23, 32, 35–38, 68). FRAP-
based approaches have been widely employed to integrins in order 
to demonstrate the roles of inside-out signals, cytoskeletal tether-
ing and integrin conformation in altering diffusivity and how this 
is related to adhesive dynamics (38, 85, 93).

Among the methods to study molecular dynamics in cells FRAP-
based studies (which measures whole population of molecules en 
mass) and single molecule fluorescence/SPT could be viewed as 
representing extremes. A novel methodology termed fluorescence 
speckle microscopy (FSM) might be viewed as representing an 
intermediate approach that offers unique advantages that are par-
ticularly useful in cytoskeletal and adhesion biology (60, 94). At 
high concentration, fluorescent tags illuminate cytoskeletal poly-
mers uniformly. However, at low concentration (when percentage 
of tagged to endogenous molecules is £1%), random incorpora-
tion of tags produces a discontinuous pattern, which can then be 
used to determine whether the polymer is translocating or station-
ary. In practice, FSM conditions are achieved either by injecting 
very low concentrations of fluorescently tagged proteins or, for 
GFP-coupled proteins, adjusting conditions so that only small 
amounts of the labeled protein are expressed. Detection of speckles 
requires a sensitive microscopy system (which under optimal con-
ditions can detect single fluorophores) and sophisticated correla-
tion algorithms.

Some of the first studies to use FSM focused on the coupling 
of focal-adhesion proteins to actin filaments (95). These studies 
revealed classes of focal-adhesion structural and regulatory mol-
ecules that correlated with motions actin filaments to varying 
degrees (95). From these studies it was inferred that interactions 
between vinculin, talin, and actin filaments constitute a sort of 
“molecular clutch” between the cytoskeleton and integrins, which 
is regulated during cell migration (95).

CALI is a relatively novel fluorescence method that takes advantage 
of the oxidative processes associated with fluorescence, i.e., photo-
toxicity (96). Irradiation of fluorescent molecules, such as GFP, 
effectively causes photo-synthesis of ROS, which can damage 
nearby proteins, and especially the target molecule to which the FP 
may be fused. Thus, by fusion a target molecule of interest with an 
FP and then irradiating it with intense laser excitation one can 
selectively destroy the target in intact cells. Though initial studies 
have been conducted with GFP (see below), several newly identified/
engineered FPs, such as Killer Red, show strongly enhanced (up to 
1,000-fold over GFP) photo-synthesis of ROS suggesting even 
greater potential for future CALI applications (96).

2.3.3. Fluorescence 
Speckle Imaging

2.3.4. Chromophore-
Assisted Light Inactivation
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Some of the first CALI studies were centered on understanding 
of focal adhesions (97). Here Swiss 3T3 cells expressing EGFP-
alpha-actinin (but not those expressing EGFP-FAK) exhibited 
detachment of stress fibers from focal adhesions upon focused 
laser irradiation. CALI experiments also demonstrated a reduction 
of EGFP-a-actinin binding to the cytoplasmic domain of the b1 
integrin subunit, but not to actin. Thus, CALI was able to provide 
unique demonstration that a-actinin is essential for the binding 
of microfilaments to integrins in focal adhesions (97).

An inherent aspect of integrin function is the ability to resist and 
transduce forces, as well as its ability to serve as “mechano-sensors” 
that transduce mechanical force information into biochemical 
signals (“mechano-transduction”). These features are increasing 
appreciated as central aspects of integrin regulation (98–101). 
Methods to assess responses to integrin-mediated mechano-
transduction have largely been through whole sample biochemical 
(e.g., kinase and Rho-family GTPase activation assays) or gene 
expression analysis (98–101). However, since the very essence of 
mechano-transduction is the sensing of spatially and temporally 
discrete force application events, such whole sample methods are 
clearly missing critical information. Imaging modalities to better 
understand the spatial/temporal orchestration integrin mechano-
transduction responses are only beginning to be developed and 
involves varied approaches (94, 98–101).

One intuitive approach to imaging integrin mechano-
transduction is to simply monitor morphologic, protein distribu-
tion and signaling responses to application of a mechanical 
stimulus. In addition to various integrin/intergin-associated 
localization probes (discussed above), a wide range of FRET-
based probes have been generated (that involve integrins (see 
above), vinculin, Myosinn II, N-WASP, many Rho-family GTPases 
and kinases) that have utility in the study of mechano-transduction 
(102). For example, a FRET biosensor for Src kinase activity was 
used in conjunction with locally applied pulling forces on integrins, 
via laser-tweezer traction or “magnetic twisting” of fibronectin-
coated beads adhering to cell surfaces (103–105). These studies 
revealed the transmission of mechanically induced Src activation 
in a dynamic and directed process that relies on the cytoskeleton 
(103–105). In another study, cellular reorganization of focal 
adhesions and cytoskeleton was monitored in parallel with FRET-
based RhoA, Rac1, and Cdc42 activity biosensors. These studies 
showed that application of cyclic stretching forces drives dra-
matic reorganization of focal adhesions and the actin cytoskeleton 
that correlated with strong increase in RhoA, but not Rac1 or 
Cdc42 (106).

Other approaches seek to visualize the genesis of traction 
forces. For example, Spatio-temporal image correlation spectroscopy 

2.3.5. Toward Imaging 
Force and Mechano-
Transduction
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(STICS), uses correlation algorithms asses directed movement of 
fluorescently tagged proteins and generate high-resolution veloc-
ity maps of adhesion components during force generation. Maps 
for actin, a-actinin, a5-integrin, talin, paxillin, vinculin, and focal 
adhesion kinase revealed significant differences in the efficiency of 
the linkage between integrin and actin among different cell types 
and on the same cell type grown on different substrate densities 
during formation of adhesions and traction forces (107). 
Additionally, studies have developed correlative motion-sensing 
approaches to directly visualized force generation. High resolu-
tion traction force microscopy is one such method that uses fluo-
rescent nano-beads introduced into deformable polyacrylamide 
gels (used as a cell adhesion substrate) which serve as markers for 
substrate deformation, the motion of which can be computation-
ally transformed into force vector maps (108). Studies using com-
bined traction force and fluorescent speckle microscopy, 
demonstrated that F-actin speed is a fundamental and biphasic 
regulator of traction force at focal adhesions during cell migra-
tion. That is, F-actin speed was inversely related to traction stress 
near the cell edge, where focal adhesions are formed and F-actin 
motion is rapid. In contrast, larger focal adhesion (where the 
F-actin speed is low) were marked by a direct relationship between 
F-actin speed and traction stress (109).

Integrins are extremely dynamic adhesion/signaling receptors 
with diverse modes of regulation. Because integrin behavior is 
inherently coupled to temporally and spatially discrete organiza-
tion patterns, imaging approaches capable of providing dynamic 
subcellular spatial resolution are absolutely essential to elucidat-
ing integrin function. Traditional and emerging imaging tech-
nologies/modalities have been employed diversely in an effort to 
address the many distinct aspects of integrin function. In this way, 
major components of integrin conformational regulation, micro-
clustering, protein–protein interactions and cellular distribution 
dynamics have been elucidated in intact cell systems. Moving for-
ward, continued development of multidimensional approaches 
(e.g., that coordinately report cell migration behavior, integrin 
localization, integrin conformation, and signaling processes) rep-
resents a feasible (and perhaps the only) way to understand how 
integrin functions are orchestrated in cells. In addition, contin-
ued application of existing, and development of novel, modalities 
to image mechano-transduction is now recognized as a particu-
larly important goal in integrin adhesion biology. The rapid 
advances in imaging technologies and computational power/

3. Summary  
and Perspective
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approaches, along with the growing collection of fluorescent 
probes and biosensors, suggest, at least over the short term, that 
available imaging modalities for studying integrins will only be 
limited by the creativity of the investigator.
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Chapter 13

Live Imaging of LFA-1-Dependent T-Cell Motility  
and Stop Signals

Andrew J. Wiemer, Sarah Wernimont, and Anna Huttenlocher 

Abstract

T-cell motility is critical for leukocyte trafficking both in normal host defense and in pathologic condi-
tions including chronic inflammatory disease. Despite progress in understanding the mechanisms of 
T-cell polarity and motility, we have limited understanding of the mechanisms that contribute to antigen-
induced T cell arrest. Here, we describe methods to analyze leukocyte function antigen-1-mediated 
T-cell motility and T-cell receptor-induced stop signals using in vitro assays on two-dimensional surfaces. 
Specifically, methods for live time-lapse imaging of T cell random migration and arrest on ICAM-1-
coated surfaces are described. Additionally, we detail methods for live imaging of T-cell motility within 
3D substrates to analyze T cell–antigen-presenting cell (APC) interactions and APC-mediated stop 
signals.

Key words: Integrin, Leukocyte function-associated antigen-1 (LFA-1), Leukocyte, lymphocyte, 
T cell, Stop signal, Immune synapse, D10 T cell, Conjugation, Arrest, Microscopy

T cells migrate between vascular and lymphatic systems surveying 
protein fragments presented by major histocompatibility com-
plexes (MHCs) on antigen-presenting cells (APCs). Within lymph 
nodes, T cell receptor (TCR) recognition of an antigen–MHC 
complex induces the rapid arrest of T cells and the formation of a 
stable, long-lasting interaction between the T cell and APC (1). 
This interaction has been described as an immune synapse (2) 
and has been characterized by its prototypical “bulls eye” mor-
phology consisting of a central region (cSMAC) where the T cell 
receptor, co-stimulatory molecules, and signaling molecules such 

1. Introduction
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as protein kinase C theta (PKC-q) cluster, and a peripheral region 
(pSMAC) that includes molecules such as the integrin leukocyte 
function-associated antigen-1 (LFA-1, alphaLbeta2) (3). 
Engagement of T cell LFA-1 with its ligand intercellular adhesion 
molecule-1 (ICAM-1) on the APC stabilizes this cell–cell interac-
tion. Ultimately, stable immune synapse formation allows for 
TCR signaling and consequently proliferation, differentiation, 
and immune response generation (4).

While immune synapse formation has been extensively studied 
and many molecules that localize to it identified (5), less is known 
about the regulation and dynamics of a T cell’s transition from a 
polarized migratory cell to a rounded cell that maintains long-
lasting interactions with APCs. Engagement of TCR by antigen-
bearing APCs induces proximal signaling and calcium flux, both 
of which are known to be sufficient for T cell arrest (6). Further 
downstream, elements including inside-out LFA-1 activation (7) 
and vav-mediated cytoskeletal reorganization (8) are also associ-
ated with this transition. However, other factors involved remain 
unclear despite recent progress in understanding TCR signaling 
and integrin activation. Few studies of TCR engagement and T 
cell–APC conjugation have investigated the cellular dynamics of 
these processes.

Both LFA-1-mediated T cell migration and TCR-induced 
arrest are relevant to several human disease states. For instance, 
leukocyte adhesion deficiency (LAD) is characterized by the 
absence of surface expression or defective function of integ-
rins including LFA-1 in T cells (9–11). Additionally, several 
T cell subsets have been found to have abnormal association 
between T cells and APCs. For example, CTLA-4 expression 
on T cells has been shown to prevent T cell arrest in response 
to antibody-induced TCR signals and APCs (12, 13). Studies 
using two-photon imaging within lymph nodes have found 
that regulatory T cells (CD4+ CD25+) impair contact between 
effector CD4+ T cells and antigen-bearing dendritic cells (14). 
Increased understanding of the mechanisms underlying T 
cell–APC interactions may help to identify new immunomod-
ulatory drugs for pathologic conditions including chronic 
inflammatory disease (15).

Here, we describe two methods using time-lapse micros-
copy to study T cell arrest in response to TCR stimuli (Fig. 1). 
The first method describes antibody stimulation of the TCR in 
human peripheral blood T (HPBT) cells to induce migration 
arrest on substrate-coated surfaces. The second method uses 
T cells from TCR transgenic mice and a three-dimensional 
medium to observe T cells migrating to and arresting on antigen-
loaded APCs.
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 1. Tissue culture incubator at 37°C and 5% CO2.
 2. Automated or multichannel pipettes.
 3. Aspirator: Preferably equipped for multiple-well aspiration.
 4. Swinging bucket centrifuge.
 5. Hemocytometer.
 6. 15- and 50-mL conical centrifuge tubes.
 7. 1.5-mL centrifuge tubes.

 1. Microscope (Nikon).
 2. Climate-controlled chamber (The Box).
 3. Camera with time-lapse capability (Nikon).
 4. Image acquisition software (Metamorph).
 5. Image analysis software (Metamorph/Microsoft Excel).

 1. 21-g needles and 23 g × 12″ vacutainer needles.
 2. 1- and 30-mL syringes.
 3. Culture media: For HPBT cells, use RPMI-1640 supple-

mented with 10% heat-inactivated FBS, 10 mM HEPES, 
1 mM pyruvate, 1× nonessential amino acids, and 1 mM 
b-mercaptoethanol; store at 4°C.

 4. 1× PBS (without calcium and magnesium).

2. Materials

2.1. General 
Equipment  
and Supplies

2.2. Live Imaging of 
Migrating Cells (DIC/
Fluorescence)

2.3.  HPBT Stop Signal

Fig. 1. Schematic representation of T cell arrest methods described. (a) T cell arrest 
following TCR stimulation on two-dimensional ICAM-1-coated surface, characterized 
by decrease in speed and shift from polarized to rounded morphology. (b) Three-
dimensional migration of a polarized T cell prior to its arrest on surface of antigen- 
presenting cell.
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 5. 2% BSA in 1× PBS (blocking buffer).
 6. 1 M Tris–HCl, pH 9.5 (coating buffer).
 7. Lymphoprep (Axis-Shield PoC AS).
 8. 1,000 U/mL heparin (Abraxis).
 9. Dimethyl sulfoxide (DMSO).
 10. Phytohemagglutinin.
 11. Interleukin-2 (Chiron).
 12. Biotinylated CD3 antibody (UHCT1) (eBioscience).
 13. Streptavidin (VWR).
 14. (Optional) Calcein AM (Invitrogen): Suspend in DMSO at 

100 mM. Store at −20°C. Light sensitive.
 15. Optically clear, 384-well plates (BD Optilux) (see Note 1 on 

plate selection).
 16. ICAM-1 (1 mg/mL): We use self-purified ICAM-1-Fc from 

CHO cells; however, ICAM-1 from a commercial source (e.g., 
R&D Systems) will work. Store at −80°C for long term, or store 
working aliquots at 4°C. Avoid multiple freeze-thaw cycles.

 1. Poly-l-lysine (0.01% solution).
 2. Heat-inactivated fetal bovine serum (HI-FBS).
 3. Culture media: For D10 T cell culture, use Clicks media 

(Irvine Scientific) supplemented with 10% HI-FBS, 10 mM 
HEPES, 1× penicillin–streptomycin, and 1× l-glutamine; 
store at 4°C.

 4. PBS (without calcium and magnesium).
 5. Hanks’ buffered salt solution supplemented with 10% FBS 

and 10 mM HEPES.
 6. Low-melt agarose.
 7. IL-2 (Chiron).
 8. Conalbumin (10 mg/mL stock prepared in D10 culture 

media).
 9. PHK-26 (1 mM) plus diluent C or 5% dextrose (w/v in water).
 10. 6-cm non-tissue culture-treated plate with an 18-mm hole in 

the center.
 11. Norland optical adhesive.
 12. 22-mm acid-washed glass coverslip.

Within lymph nodes, TCR recognition of an antigen–MHC 
complex induces rapid T cell arrest and formation of a stable 

2.4. Supplies for T Cell 
Antigen Recognition  
in Real Time

3. Methods

3.1. Studying HPBT 
Stop Signal
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immune synapse (1). There are several methodologies to monitor 
T cell arrest in vitro; the most widely used are transwell migration 
chambers and live-cell imaging (12, 16). Use of live imaging 
offers the advantage of reduced assay time, ability to perform 
more complicated kinetic analyses rather than endpoint studies, 
and resolution at the single cell or subcellular levels, all of which 
are not easily attainable with transwell migration assays. Advances 
in automated tracking software has greatly reduced time required 
for these analyses and will only increase the prevalence of live-cell 
imaging for studying cell migration and arrest.

Here, we describe a live-cell imaging method for assessing 
T cell random migration and the TCR-induced stop signal. Cells 
are plated onto an optically clear multi-well plate coated with 
ICAM-1 on which they adhere and migrate, and a stop signal is 
induced by cross-linking CD3 with a biotinylated antibody. This 
allows for observation and quantification of integrin-dependent 
T cell migration and arrest. Using T cells fluorescently stained with 
calcein allows for enhanced automated tracking. This methodo-
logy is straightforward and readily adaptable for studying specific 
protein functions via siRNA-induced knockdowns or small molecule 
inhibitors.

 1. Obtain 30 mL of blood using heparinized syringe from donor 
with informed consent.

 2. Dilute whole blood to 60 mL with 1× PBS.
 3. Overlay 30 mL of blood/PBS mixture onto 15 mL of 

Lymphoprep in a 50-mL conical tube.
 4. Centrifuge for 30 min at 500 × g.
 5. Resuspend mononuclear cells in 30 mL of PBS.
 6. Wash by centrifugation at 400 × g for 10 min.
 7. Resuspend the cells in 30 mL pre-equilibrated media and 

wash by centrifugation at 350 × g. Repeat once.
 8. Stimulate the cells with phytohemagglutinin (2 mg/mL).
 9. Add fresh media containing IL-2 (50 U/mL) at 48 and 96 h 

post-draw.
 10. Expand for 7–14 days, replacing with fresh media every 2–3 

days.

 1. Dilute ICAM-1 to 2.5 mg/mL in coating buffer.
 2. Add 20 mL to each well of the 384-well plate (see Note 3 on 

controls).
 3. Incubate the plates at 37°C for 1 h (see Note 4 on coating 

methods).
 4. Aspirate off the remaining liquid.
 5. Add 30 mL blocking buffer to each well of the 384-well plate.

3.1.1. T Cell Purification 
(See Note 2 on T Cell 
Methodology)

3.1.2. Plate Coating
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 6. Incubate the plates at 37°C for 1 h.
 7. Immediately prior to cell addition, aspirate off the remaining 

liquid. Do not allow the plates to dry completely.

 1. Count the cells using a hemocytometer.
 2. Pre-equilibrate media at 37°C and 5% CO2.
 3. Calculate cell volume needed to yield 50,000 cells per well of 

384-well plate.
 4. Collect the cells by centrifugation for 5 min at 350 × g.
 5. Wash the cells with an equivalent volume of pre-equilibrated 

media followed by centrifugation for 5 min at 350 × g.
 6. Suspend at a final concentration of 1 × 106 cells/mL.

 1. Use calcein AM for subsequent fluorescence-based tracking 
(see Note 5) (Fig. 2) and incubate the cells from above with 
1 mM calcein AM for 15 min.

 2. Collect the cells by centrifugation for 5 min at 350 × g.
 3. Wash the cells with equivalent volume of pre-equilibrated 

media, followed by centrifugation for 5 min at 350 × g.

 1. Remove blocking buffer from wells.
 2. Wash wells using 20 mL of 1× PBS.
 3. Add 50 mL of cells to each well of 384-well plate to be used.

3.1.3. Cell Preparation

3.1.4. (Optional) Calcein 
AM Labeling

3.1.5. Adhesion of Cells  
to ICAM-Coated Plates

Fig. 2. HPBT cells migrating on ICAM-coated surface. DIC (a) and fluorescent (b) images 
of HBPT cells plated on a 384-well plate coated with 20 mL of ICAM (2.5 mg/mL). The 
uropod (white arrow) and overall cell morphology can be visualized clearly with either 
imaging method. Attached and migrating cells exhibit polarized morphology and diffuse 
staining, while floating non-adherent cells exhibit round morphology with intense 
staining.
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 4. Incubate for 30 min at 37°C and 5% CO2 (see Note 6 on 
alternate adhesion protocols).

 5. Wash 2× with 30 mL of pre-equilibrated culture media (see 
Note 7 on washing).

 6. Optional. Marking bottom of each well with a razor or perma-
nent marker will allow image alignment if stage drift occurs.

 1. Immediately prior to plating, incubate HPBT cells on ice for 
5 min.

 2. Add biotinylated CD3 antibody (UHCT1) or nonspecific con-
trol antibody (IgG) to cells at 500 ng/mL for 10 min on ice.

 3. Plate 50 mL of HPBT cells as described above 
(Subheading 3.2.1).

 4. Immediately following plating, cross-link by adding streptavidin 
at 1 mg/mL.

 5. Incubate for 10 min at 37°C prior to imaging.

 1. Place the plate on microscope stage with 10× lens in closed 
system that has been preheated to 37°C. For longer experi-
ments, use CO2-controlled chamber or non-bicarbonate 
buffering system to avoid pH fluctuations.

 2. Examine the live image and select a stage position that con-
tains between 50 and 200 cells. A smaller cell number may 
not provide statistical power, while too many cells will increase 
tracking difficulty.

 3. Focus cells and record stage position for each well (see 
Note 8 on focus).

 4. Capture every 30 s for 15-min time frame (see Note 9 on 
imaging times and Note 10 on intervals).

3.1.6. HPBT Cell Migration 
Stop Signal Following CD3 
Cross-linking (Fig. 3)

3.1.7. Live Imaging  
of Migrating Cells (DIC/
Fluorescence)

Fig. 3. CD3 cross-linking induces a HPBT cell migration stop signal. HPBT cells were expanded in culture. Cells were 
coated on ice for 10 min with 500 ng/mL of biotin-labeled anti-CD3 (UCHT1) (b) or control antibody (a). Cells were plated 
and TCR signaling induced by cross-linking with 500 ng/mL streptavidin. Cells were imaged for 15 min at 45-s intervals. 
Cells were tracked and directionality and speed of migration were assessed (c).
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 1. Load images into software.
 2. Select box around the cells to be tracked. Cell selection is 

important; we usually highlight and track any cell that appears 
in the first frame, or randomly select 30–40 cells from the 
image center. Cells are tracked until they move out of the image 
or, less frequently, detach. Floating, touching, or dividing 
cells may be excluded.

 3. Data logged to a spreadsheet. Most software will allow for 
exportation of average speeds and X, Y position which can be 
sorted by frame or object.

Since its molecular characterization (3), studies of the immune 
synapse have been traditionally conducted under static, fixed condi-
tions and have successfully identified many molecular players 
involved in its formation. More recently, studies using lipid bilayers, 
total internal reflection fluorescence (TIRF) microscopy, and 
recombinant ICAM-1 and MHC-I molecules have demonstrated 
how dynamic the process of immune synapse formation can be 
(17). Rather than being a static structure, the immune synapse is 
constantly breaking and reforming as the T cell continues it inter-
actions with the APC. These dynamics of T cell–APC interactions 
are not accounted for in static, fixed systems.

Here, we describe a method for observing T cell antigen recog-
nition in real time. After loading with antigen, APCs are fixed onto 
a glass-bottomed plate and overlaid with T cells migrating in a solu-
tion containing low-melt agarose and FBS. This permits observa-
tion of integrin-independent T cell migration and arrest with 
antigen-loaded APCs in real time. Using T cells expressing fluores-
cently tagged proteins, polarization of immune synapse components 
may be observed in real time (Fig. 4). This method has previously 
been used concurrently with calcium-sensitive dyes to study 
chemokine modulation of T cell attachment to APCs (18).

 1. Using an optical adhesive, secure a 22-mm glass coverslip to 
the bottom of a 6-cm plate.

 2. Cure with UV light according to the manufacturer’s 
directions.

 3. Wash once with 70% ethanol and rinse with PBS. Aspirate to 
dryness.

 4. Coat with 500 mL of poly-l-lysine for 15 min at 25°C.
 5. Rinse once with PBS and aspirate to dryness.

 1. CH12 cells (ATCC) are maintained at 5 × 105 cells/mL in 
Clicks media (see Note 11).

 2. At 18 h prior to experimentation, CH12 cells are resuspended 
in fresh Clicks media supplemented with 250 mg/mL conalbu-
min. As a control, CH12 may be left untreated with antigen.

3.1.8. Tracking Cell 
Migration

3.2. Antigen 
Recognition  
in Real Time

3.2.1. Preparation  
of Glass-Bottomed Plates 
for Imaging

3.2.2. Preparation  
of Antigen-Presenting  
Cells (CH12 Cells)
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 3. Optional. Dye CH12 cells with fluorescent membrane label 
PKH26. Pellet the cells and aspirate media completely. 
Resuspend in 250 mL 5% dextrose (or Diluent C) supple-
mented with 2 mM PKH26. Incubate at 25°C for 2 min. 
Quench by adding 250 mL FBS. Wash 1× with PBS and 1× 
with media and resuspend at 5 × 105 cells/mL in Clicks 
media.

 4. Plate 2.5 × 105 cells onto a poly-l-lysine-coated cover slip and 
incubate at 37°C and 5% CO2 for 15 min.

 5. Wash once with pre-equilibrated HBSS with 10% FBS and 
HEPES and resuspend in 500 mL for imaging.

 1. To prepare low-melt agarose migration media, combine 
HBSS supplemented with 10% FBS and 1 mM HEPES with 

3.2.3. Preparation  
of T Cells

Fig. 4. Polarization of PKC-q during T cell recognition of antigen in real time. (a) DIC and GFP images showing T cell arrest 
on CH12 cell (antigen-presenting cell) loaded with antigen. PKC-q polarizes to the synapse rapidly following initial contact. 
(b) DIC and GFP images showing T cell contacting and not arresting upon contact with CH12 cells not bearing antigen. 
In the absence of conjugation, PKC-q does not polarize. Scale bar represents 10 mm.
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0.25% low-melt agarose. Heat gently in a microwave with 
frequent inversion until agarose is melted and allow to cool to 
37°C (see Notes 12 and 13).

 2. Resuspend 3 × 105 T cells in 2.5 mL low-melt agarose migra-
tion media and incubate at 37°C for at least 15 min until 
ready to image.

 1. In a climate-controlled chamber, focus objective on APC.
 2. Overlay APCs with T cells in low-melt agarose migration 

media using a transfer pipette.
 3. Optional: To prevent evaporation during longer movies, 

overlay 1 mL of mineral oil on top of T cells (see Note 14).
 4. Acquire images as dictated by needs. See Note 15 for caveat 

regarding fluorescent imaging.

 1. Following acquisition, still images may be processed using 
image acquisition software such as Metamorph to show local-
ization of fluorescently labeled proteins during conjugation 
(Fig. 4).

 2. T cells may be tracked (Fig. 5) during their time of contact 
with APC using Metamorph or ImageJ tracking software to 

3.2.4. Imaging

3.2.5. Analysis

Fig. 5. Analysis of T cell–APC conjugates. (a) DIC images of T cell–APC conjugates over time. (b) Tracks of T cell and APC 
movement over time. (c) Morphometric analysis of T cell–APC interactions over time. Scale bar represents 10 mm.
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show change in position of T cell relative to APC over time 
(Fig. 5b). Additionally, positions of T cell relative to APC 
over time may be assessed by morphometric analysis (Fig. 5c).

 1. Plate selection is an important step for studying migration. 
Plates vary significantly between manufacturers and lots, so it 
is best to use one plate type consistently. Any size between 6 
wells and 384 wells will work in this assay. We prefer to use 
BD Optilux 96- or 384-well plates. Optical clarity of the 
plates should be determined prior to start of the assay by visual-
ization of test cells. High-protein binding plates traditionally 
used in ELISA applications give enhanced results in integrin 
adhesion assays, but are frequently not optimized for micros-
copy and may not provide a truly clear surface.

 2. HPBT cell purification methods can vary significantly; there-
fore, we recommend using one method consistently and do 
not recommend changing your established laboratory pro-
tocol. Some factors that may affect this assay include HPBT 
cell age, subset of interest, amount of IL-2 stimulation, and cell 
concentration. One should also keep in mind species specificity 
of integrin/substrate interactions (e.g., mouse ICAM-1 is 
required for studying migration of mouse cells).

 3. It is best to use several controls when optimizing assay condi-
tions. In particular, the tissue culture treatment process is 
optimized to enhance cell adhesion. Therefore, it is impor-
tant to include empty wells and blocked-only wells. Where 
available, integrin-blocking or integrin-activating antibodies 
should be used as positive controls.

 4. Coating for 1 h at 37°C is preferred due to speed, although 
overnight coating at 4°C has been reported and may allow 
lower adhesion molecule concentrations. We recommend 
using one coating method for consistent results. Integrin-
binding site numbers can be determined by ELSIA if required. 
Cell adhesion molecule coating concentrations are typically 
between 1 and 25 mg/mL, and maximal speeds are obtained 
at intermediate adhesion molecule levels (19).

 5. Longer staining with higher calcein AM concentrations will 
increase signal-to-noise ratio; however, this may cause toxicity. 
Fluorescently tagged proteins have also been used as a way to 
standardize fluorescence and avoid potential toxicity from 
fluorescent dyes such as calcein AM. When performing 
fluorescent image acquisition in live cells, it is important to 
add a control well for optimizing exposure time and focus 

4. Notes
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parameters, as migration can be sensitive to overexposure. 
If auto-fluorescence is apparent, one may use a phenol red-free 
imaging media.

 6. A wide variety of adhesion protocols for HPBT cells have 
been reported (20, 21), and the optimal protocol depends on 
cell type and stimulus. We find for HPBT cells that centrifu-
gation on a plate centrifuge at forces <500 × g allows for 
simultaneous adhesion without altering migration rates.

 7. Even gentle washing of adherent cells results in shear forces 
that can increase assay variability (22). This effect can be 
visualized by microscopy following washing steps by appear-
ance of empty spaces on the surface and can be quantified by 
fluorescence measurement after each wash step. The variability 
is most pronounced on smaller well sizes. Therefore, in 384-
well plates, it is important to aspirate and wash in one corner 
to avoid reducing the available imaging area.

 8. It is desirable to use a microscope and software with auto-
matic focus. This allows stage positions to be programmed 
prior to start of assay and avoids spending a significant amount 
of time obtaining focus.

 9. We have observed HPBT cell migration up to 24 h following 
plating, although longer time frames would probably work. 
For longer incubations, it would be recommended to overlay 
with mineral oil, or to use a climate control box with the 
ability to maintain proper CO2 concentration and humidity. 
Media that contains HEPES buffer is more resistant to 
changes in pH during the course of the experiment than those 
relying on bicarbonate buffering.

 10. Imaging intervals larger than 30 s will work; however, as the 
interval gets larger, automatic tracking programs become less 
useful. For other cell types that migrate slower, larger intervals 
can be more readily used. If, upon data analysis, frames appear 
too frequently, alternating frames can be readily removed 
from the stack.

 11. Do not allow CH12 cells to exceed a density of 1 × 106 cells/
mL. Doing so causes them to lose antigen presentation 
capability.

 12. For preparation of low-melt agarose migration media, use a 
polypropylene tube that has sufficient space (generally 3× the 
volume of product) in case of overheating. Generally, when 
heating in the microwave, we heat in 10-s increments with 
frequent inversion to mix reagents and check for dissolution 
of low-melt agarose. Be careful not to overheat since pro-
teins will aggregate and T cells will not migrate. Additionally, 
allow to return to 37°C so that T cells are not damaged by 
heat. We always make fresh migration media on the day of 
experimentation.
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 13. One caveat to using low-melt agarose migration media is that 
FBS is providing adhesive proteins. Variability in FBS lots 
may contribute to variability in the assay, so we recommend 
using single lots of FBS for experiments.

 14. We have successfully imaged T cell–APC interactions for 
greater than 5 h. For longer acquisition periods, we always 
overlay with mineral oil to prevent evaporation. Additionally, 
to reduce phototoxicity from fluorescence exposure, we 
decrease the frequency of fluorescent acquisition to less than 
one image every 4 min.

 15. For fluorescent imaging, be careful to not overexpose cells. 
Doing so can damage cells and inhibit migration and 
conjugation.
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Chapter 14

Monitoring Integrin Activation by Fluorescence Resonance 
Energy Transfer

Craig T. Lefort, Young-Min Hyun, and Minsoo Kim 

Abstract

Aberrant integrin activation is associated with several immune pathologies. In leukocyte adhesion defi-
ciency (LAD), the absence or inability of b2 integrins to undergo affinity upregulation contributes to 
recurrent infectious episodes and impaired wound healing, while excessive integrin activity leads to an 
exaggerated inflammatory response with associated tissue damage. Therefore, integrin activation is an 
attractive target for immunotherapies, and monitoring the effect of agents on integrin activation is necessary 
during preclinical drug development. The activation of integrins involves the structural rearrangement of 
both the extracellular and cytoplasmic domains. Here, we describe methods for monitoring integrin 
conformational activation using fluorescence resonance energy transfer (FRET).

Key words: FRET, Integrin, Cell adhesion, LFA-1, Mac-1, VLA-4, Fluorescence microscopy, Flow 
cytometry

Integrins are heterodimeric transmembrane receptors that mediate 
cell–cell and cell–extracellular matrix interactions (1). Integrins play 
critical roles in a wide range of processes, including embryonic devel-
opment and the coordinated immune response (1, 2). The activation 
state of an integrin is regulated by its conformation, similar to many 
other membrane proteins and proteins involved in signaling (3). 
Integrin receptors are not fixed in a particular conformation; rather, 
they equilibrate between a compact, bent structure with low affinity 
for ligand, and an extended, high-affinity conformation, with several 
apparent intermediate conformational states (3). In contrast to the 
low-affinity integrin, the activated integrin exhibits spatially separated 
cytoplasmic tails and an extracellular headpiece that is extended away 
from the plasma membrane (Fig. 1).

1. Introduction



206 C.T. Lefort et al.

The structural changes that occur in the integrin molecule 
during conversion from the inactive to the active form can be 
observed and quantified using fluorescence resonance energy 
transfer (FRET). FRET is a spectroscopic phenomenon in which 
energy emitted from a fluorophore (donor) is transferred to a 
second fluorophore (acceptor) in close proximity (<10 nm) and 
with overlapping spectra, resulting in the emission of energy from 
the acceptor. While initial studies using electron microscopy 
demonstrated the changes in conformation between the resting 
and activated integrin (4), fluorescence microscopy and FRET 
provide a means to study the structure, and therefore function, of 
integrins on the living cell surface. In addition, FRET is a powerful 
method because it has the sensitivity for measuring dynamic inte-
grin activation with nanometer resolution. There are several 
modalities for measuring FRET signals, including acceptor 
photobleaching FRET, sensitized emission FRET, and ratiomet-
ric FRET. Here, we describe three different FRET methods for 
studying integrin activation (Fig. 1).

 1. K562 human leukemia cell line (ATCC).
 2. RPMI 1640 media supplemented with 10% fetal bovine serum 

(FBS), 100 mg/ml streptomycin, and 100 U/ml penicillin.

2. Materials

2.1. Acceptor 
Photobleaching FRET

Fig. 1. Experimental systems used for FRET analysis of integrin activation. (a) Loss of 
FRET between CFP- and YFP-tagged integrin cytosolic tails indicates spatial separation 
during integrin activation. (b) Loss of FRET between FITC-conjugated anti-integrin 
I domain antibodies and the membrane dye ORB indicates extracellular domain extension 
during integrin activation.
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 3. aM-mCFP and b2-mYFP cDNA: Generated using the mam-
malian expression vectors pECFP-N1 and pEYFP-N1 
(ClonTech), respectively (see Note 1).

 4. G418 sulfate.

 1. L-15 media (Gibco) containing 2 mg/ml d-glucose.
 2. Nikon Eclipse TE2000-E microscope coupled to a 

QuantEM:512SC CCD camera (Photometrics).
 3. Imaging filters (Chroma): YFP (HQ500/20×, Q515LP, 

HQ535/30M), CFP (D436/20×, 455DCLP, D480/40M), 
and YFP photobleach (D535/50×, Dichroic Full Mirror, 
Metal Slug).

 1. NIS-Elements software (Nikon).

 1. GD25 cells (5).
 2. DMEM supplemented with 10% FBS, 100 mg/ml strepto-

mycin, and 100 U/ml penicillin.
 3. a4-mCFP and b1-mYFP, generated using the mammalian 

expression vectors pECFP-N1 and pEYFP-N1 (ClonTech), 
respectively (see Note 1).

 4. Amaxa transfection system, including nucleofector kit V 
(Lonza).

 1. Trypsin-EDTA.
 2. L-15 media containing 2 mg/ml d-glucose.
 3. Delta T dish, 0.17 mm.
 4. Human VCAM-1-Ig recombinant fusion protein (R&D 

Systems).
 5. Nikon Eclipse TE2000-E microscope coupled to a 

QuantEM:512SC CCD camera (Photometrics) with a dual-
view image splitter (Photometrics).

 6. CFP/YFP dual-band filter set (Chroma).
 7. Filter wheel with excitation filters (431–441 nm/490–510 nm).
 8. White-light TIRF illuminator (Nikon).
 9. Perfect focus unit (Nikon) and vibration isolation system 

(Technical Manufacturing Corp.).

 1. AutoQuant and AutoDeblur software (Media Cybernetics).

 1. 1-Step Polymorphs cell separation media (Accurate Chemical).
 2. Neutrophil isolation buffer (NIB): Hanks’ balanced salt 

solution (HBSS) without calcium chloride or magnesium 
chloride buffered with 10 mM HEPES, pH 7.4, and 0.1% 
bovine serum albumin (BSA).

2.1.2. K562 Cell Treatment 
and FRET Measurement

2.1.3.  Data Analysis

2.2. Sensitized 
Emission FRET

2.2.1. GD25 Cell Culture 
and Transfection

2.2.2. GD25 Cell Treatment 
and FRET Measurement

2.2.3.  Data Analysis

2.3.  Ratiometric FRET

2.3.1.  Neutrophil Isolation

2.1.1. K562 Cell Culture 
and Transfection



208 C.T. Lefort et al.

 3. Hypotonic erythrocyte lysis buffer (HELB): 10× phosphate-
buffered saline (PBS) without calcium chloride or magnesium 
chloride, pH 7.4, diluted 1:100 in water to make a final 
concentration of 0.1× PBS.

 4. Normalization buffer: 10× PBS without calcium chloride or 
magnesium chloride, pH 7.4, diluted 1:3 in water to make a 
final concentration of 4× PBS, and containing 0.4% BSA.

 1. Neutrophil labeling buffer (NLB): HBSS containing calcium 
chloride, magnesium chloride, and 0.1% BSA (Sigma).

 2. Fluorescein isothiocyanate (FITC)-conjugated monoclonal 
antibody (mAb) directed against the Mac-1 integrin head 
domain (see Note 4).

 1. Octadecyl rhodamine B (ORB; Sigma): Prepared as a 200 mM 
stock solution in DMSO.

Acceptor photobleaching FRET represents a simple end-point 
technique for analyzing the spatial relationship of donor and 
acceptor fluorophores. In this method, FRET is measured by 
determining the fluorescence intensity of the donor before and 
after photodestruction of the acceptor. In the protocol below, we 
describe a technique we have used to measure the separation of 
the a- and b-subunit cytoplasmic tails of the integrin Mac-1 
(aMb2) in response to activation (Fig. 1). Monomeric forms of 
CFP and YFP are genetically fused to the carboxy-terminus of the 
aM- and b2-subunits, respectively. Cells expressing aM-mCFP and 
b2-mYFP are analyzed by fluorescence microscopy. The proximity 
of the Mac-1 cytoplasmic domains is reported as FRET efficiency, 
or the extent to which the acceptor fluorophore quenches donor 
fluorescence. Using this technique, it has been shown that activa-
tion of both LFA-1 (6) and Mac-1 (7) leads to the separation of 
the integrin a and b cytoplasmic tails.

 1. K562 cells are maintained in RPMI media containing FBS 
and penicillin/streptomycin.

 2. K562 cells are transfected with aM-mCFP and b2-mYFP by 
electroporation and maintained under selection with 1 mg/
ml G418 sulfate.

 3. Stable K562 transfectants are sorted twice by immunofluores-
cence with anti-aM clone ICRF44 and then seeded at a single 
cell per well in 96-well plates to obtain homogeneous and 
stable clones.

2.3.2. Neutrophil Treatment 
and Labeling

2.3.3. Flow Cytometry Data 
Acquisition

3. Methods

3.1. Acceptor 
Photobleaching FRET

3.1.1. K562 Cell Culture 
and Transfection
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 1. K562 cells stably expressing aM-mCFP and b2-mYFP are 
maintained in RPMI media containing FBS, penicillin/strep-
tomycin, and G418 sulfate.

 2. Wash K562 cells and then resuspend in L-15 media supple-
mented with 2 mg/ml d-glucose.

 3. Allow K562 cells to settle for 5–10 min on coverslips mounted 
on the microscope stage.

 4. Treat K562 cells with integrin activation agonists/antagonists.
 5. Acquire initial CFP and YFP images using a 60× oil immer-

sion, 1.40 NA objective lens (see Note 2).
 6. Expose K562 cells to YFP photobleach excitation wavelength 

for 3 min, without using any neutral density filters.
 7. Acquire post-photobleach CFP and YFP images, using set-

tings identical to those used for the initial image capture 
(exposure time, neutral density filter, etc.).

 1. For each image, analyze only the membrane region on each 
cell of interest.

 2. Measure the mean CFP fluorescence intensity of the region 
of interest on each individual cell before and after acceptor 
photobleaching using Nikon NIS-Elements (or similar) 
software.

 3. Repeat the analysis above for YFP to verify >90% destruction 
of the initial YFP signal after photobleaching.

 4. Calculate FRET efficiency (E) with the following formula:

 CFP Pre CFP Post1 ( ( ) / ( ) )= -E F d F d  

  where FCFP(d)Pre and FCFP(d)Post are the mean CFP emission 
intensity of pre- and post-photobleach images (8).

In the previous FRET method, acceptor photobleaching FRET, 
the donor fluorescence was monitored to determine the extent of 
energy transfer and, thus, distance between donor and acceptor. 
In sensitized emission FRET, the fluorescence of the acceptor is 
monitored during excitation of the donor. Unlike acceptor pho-
tobleaching FRET, the sensitized emission FRET method allows 
for measurement of energy transfer over a time course. Sensitized 
emission FRET is also called the three-cube method, as the neces-
sary measurements for data acquisition and signal correction are 
performed with three different filter sets on a fluorescence micro-
scope. In the protocol below, we outline a method for monitoring 
the activation state of the integrin VLA-4 (a4b1) over time in an 
adherent cell. We have coupled this FRET method with TIRF 

3.1.2. K562 Cell Treatment 
and FRET Measurement

3.1.3. Data Analysis

3.2. Sensitized 
Emission FRET
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microscopy to analyze specifically integrins in close contact with 
an adhesive substrate. Similar to the acceptor photobleaching 
method above, we describe an experimental setup in which the 
donor (CFP) and acceptor (YFP) are genetically fused to the 
cytoplasmic tail of the integrin a- and b-subunits. Using this 
method, we have shown that VLA-4 activation is sustained at the 
leading edge of GD25 cells and migrating T lymphocytes (9).

About 5 × 105 GD25 cells are transfected with 2 mg a4-mCFP and 
b1-mYFP using Amaxa nucleofector kit V (protocol T-24), and 
the cells are then cultured overnight in DMEM containing FBS 
and penicillin/streptomycin.

 1. Detach adhered GD25 cells from the plate with 0.25% trypsin-
EDTA and resuspend the cells in L-15 medium supplemented 
with 2 mg/ml d-glucose.

 2. Transfer the cells to a Delta T dish coated with 100 mg/ml 
VCAM-1 and allow to settle for 10 min at 37°C.

 3. Acquire CFP and YFP dual-emission images with CFP and 
YFP excitations using a 0.5-s exposure time. Acquire images 
every 10 s for 30 min through a 100× oil immersion, 1.49 
NA objective lens.

Subtract the background for each fluorescence image and per-
form FRET efficiency calculations with the AutoQuant imaging 
algorithm of AutoDeblur (see Note 3).

The ratiometric FRET method for measuring energy transfer from 
donor to acceptor fluorophore utilizes the dependence of FRET 
on the donor–acceptor ratio. As the concentration of the acceptor 
fluorophore increases relative to the donor concentration, so does 
the probability that an acceptor is available for energy transfer. In 
the protocol below, we describe a method for measuring the spatial 
proximity of the Mac-1 integrin extracellular domain headpiece to 
the plasma membrane. The donor fluorophore is a FITC-conjugated 
mAb directed against the integrin, and the acceptor fluorophore is 
a rhodamine dye (ORB) that incorporates into the plasma 
membrane. FRET is measured by holding the donor concentration 
constant and varying the concentration of ORB. The fluores-
cence intensity of the donor and acceptor is measured using flow 
cytometry. By plotting the FITC mean fluorescence versus rhod-
amine mean fluorescence, we obtain a curve whose slope indicates 
the extent of FRET and, thus, the relative distance between donor 
and acceptor for a large population of integrin molecules. Using 
this method, we have shown that certain agonists, such as formyl 
peptides, and activating mAbs induce the extension of the Mac-1 
headpiece away from the plasma membrane (7).

3.2.1. GD25 Cell Culture 
and Transfection

3.2.2. GD25 Cell Treatment 
and FRET Measurement

3.2.3. Data Analysis

3.3. Ratiometric FRET
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 1. After allowing the reagents to reach room temperature, gently 
layer 3 ml of heparinized whole blood obtained from healthy 
human donors on top of 3 ml 1-Step Polymorphs in an 8-ml 
round-bottom polystyrene tube.

 2. Centrifuge the tubes for 45 min at 500 × g.
 3. After centrifugation, the blood components will be separated 

into distinct layers. The top cell layer contains mononu-
cleated cells, including monocytes and lymphocytes. The 
second cell layer, separated from the top cell layer by a small 
amount of clear solution, contains the neutrophils, or poly-
morphonuclear leukocytes. Erythrocytes are centrifuged to 
the bottom of the tube, though there is typically a small 
amount of erythrocyte contamination in the neutrophil layer. 
Discard the lymphocyte layer and collect the neutrophil layer, 
adding 1 ml of cells to 1 ml of NIB in each new 8-ml round-
bottom polystyrene tube. Each tube of layered blood should 
provide 0.5–1 ml volume for the neutrophil layer.

 4. Add 4 ml of NIB to each tube, bringing the volume to 6 ml, 
and then centrifuge the tubes at 300 × g for 7 min.

 5. Discard the supernatant. At this point, cells from multiple 
tubes can be combined into a single tube. Gently resuspend 
the cell pellet and wash once with 6 ml of NIB. At this point, 
cells from multiple tubes can be combined into a single tube. 
Centrifuge the tubes at 300 × g for 7 min.

 6. Discard the supernatant. Gently resuspend the cell pellet. 
Lyse contaminating erythrocytes by adding 4.5 ml of HELB 
and gently inverting the tubes several times over 30 s. 
Immediately add 1.35 ml of normalization buffer and gently 
invert the tubes several times. Centrifuge the tubes at 300 × g 
for 7 min.

 7. Discard the supernatant. Gently resuspend the cell pellet and 
wash once with 6 ml of NIB. Count cells using a hemocy-
tometer. You should be able to purify approximately 1–2 × 106 
cells/ml whole blood. Centrifuge the tubes at 300 × g for 
7 min.

 1. Discard the supernatant. Gently resuspend the cell pellet in 
NLB at a concentration of 10 × 106 cells/ml.

 2. In 1.5-ml microfuge tubes, treat 2 × 106 neutrophils per 
experimental group with integrin activation agonists/antago-
nists. Place the tubes on ice.

 3. Label the cells with a FITC-conjugated mAb directed against 
the extracellular Mac-1 integrin head domain for 1 h. Retain 
a control group of cells that are unlabeled for use in determining 

3.3.1.  Neutrophil Isolation

3.3.2. Neutrophil Treatment 
and Labeling
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base level signal and signal compensation during flow cytometry 
acquisition.

 4. Wash the cells three times with NLB containing the appropriate 
experimental agonists/antagonists used during the treatment 
step. During the washes, centrifuge the tubes at 300 × g for 
5 min at 4°C.

 1. For each experimental group, resuspend cells (2 × 106) in 2 ml 
of NLB and aliquot into four flow cytometry tubes in 0.5-ml 
volume, keeping the tubes on ice.

 2. For each set of four tubes in an experimental group, add 0, 
0.25, 0.5, or 1.0 ml of the 200 mM ORB stock. This gives 
final ORB concentrations of 0, 100, 200, and 400 nM. Mix 
well and incubate the tubes for 20 min on ice before acquisi-
tion on flow cytometer (see Notes 5 and 6). Acquire data for 
at least 10,000 cells.

 1. The relationship between the donor FITC fluorescence and 
the concentration of ORB in the membrane depends on the 
distance between the donor and the membrane surface, L, to 
the inverse fourth power (10):

 DA D / (1 [ORB]),= +F F S  

 6 4
0 / 2 ,= pS R L  

  where FDA is the donor (FITC) fluorescence in the presence 
of acceptor (rhodamine), FD is the donor fluorescence in 
the absence of acceptor, (ORB) is the concentration of 
acceptor in the cell membrane (assumed to be proportional 
to the ORB fluorescence), and S is the slope factor, which 
depends on the Forster radius (R0) and distance between 
donor and acceptor (L). The relative change in spatial sep-
aration of the donor and acceptor between two experimen-
tal conditions, called the distance ratio, can be calculated 
as follows:

 1/4
2 1 1 2/ ( / ) .=L L S S  

 2. Using flow cytometry data analysis software, such as FlowJo 
(Tree Star), gate on the neutrophil population. Obtain mean 
fluorescence intensity (MFI) values for both the donor (FITC) 
and the acceptor (rhodamine) for all samples.

 3. For each experimental group, plot the data: acceptor MFI 
(x-axis) and donor MFI (y-axis). Use the curve-fitting tool in 
your graphing software to obtain a curve fit of data points in 
each experimental group according to the equation: y = b/
(1 + ax). In the derived equation for the curve, b should have 

3.3.3. Flow Cytometry  
Data Acquisition

3.3.4. Data Analysis
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a value similar to your initial donor MFI (FD), and a represents 
your slope factor, S, and should be on the order of 
0.001–0.01.

 1. Leu-221 in pECFP-N1 and pEYFP-N1 was replaced with 
Lys to produce the monomeric mutant (11).

 2. For all CFP/YFP fluorescence image acquisitions, a 1/8 neu-
tral density filter and 0.5-s exposure time is used.

 3. For the sensitized emission FRET measurement, cross talk 
between CFP and YFP that occurs with the CFP/YFP dual-
band filter set (CFPEx/YFPEm) needs to be calculated and 
accounted for. This is done using GD25 cells transfected with 
a4-mCFP/wt b1 or a4-mYFP/wt b1.

 4. We have used FITC-conjugated anti-CD11b clone ICRF44 
mAb (Ancell) to observe Mac-1 extension on neutrophils. 
This is a mAb directed against the ligand-binding I domain in 
the headpiece of the a-subunit of Mac-1.

 5. To complete the experiment in a reasonable amount of time 
and thus avoid variance in the signal from degradation of 
the FITC-conjugated mAbs, we found it is best to stagger 
the addition of ORB to each tube by 3 min. This allows 
3 min for data acquisition to be performed for each tube on 
the flow cytometer at the 20-min time point of incubation 
with ORB.

 6. In our experience, we have found that a negligible amount of 
compensation is needed for FL-2, the acceptor channel, 
whereas a significant amount of compensation is required 
for FL-1, the donor channel. The user should determine the 
appropriate compensation values using single-labeled cells.
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Chapter 15

High-Resolution Fluorescence Microscopy to Study 
Transendothelial Migration

Christopher V. Carman 

Abstract

Immune system functions rely heavily on the ability of immune cells (i.e., blood leukocyte) to traffic 
throughout the body as they conduct immune surveillance and respond to pathogens. A monolayer of 
vascular endothelial cells (i.e., the “endothelium”) provides a critical, selectively permeable barrier 
between two principal compartments of the body: the blood circulation and the tissue. Thus, knowledge 
of the basic mechanisms by which leukocytes migrate across the endothelium (i.e., undergo “transend-
othelial migration”; TEM) is critical for understanding immune system function. Cultured endothelial 
cell monolayers, used in combination with isolated blood leukocytes, provide a basis for highly useful 
in vitro models for study of TEM. When used in conjunction with high spatial and temporal resolution 
imaging approaches, such models have begun to reveal complex and dynamic cell behaviors in leukocytes 
and endothelial cells that ultimately determine TEM efficiency. In this chapter, we provide protocols for 
setting up a basic in vitro TEM system and for conducting high-resolution dynamic live-cell and three-
dimensional fixed-cell imaging of TEM.

Key words: Fluorescence, Microscopy, Leukocyte, Endothelium, Diapedesis, Transmigration, GFP, 
Imaging, Antibody, Lymphocyte

In order to satisfy their roles in immune surveillance and pathogen 
elimination, blood leukocytes (e.g., lymphocytes, monocytes, 
dendritic cells, and neutrophils) must continuously traffic 
throughout the body (1). Such trafficking can be broken into two 
major phases: (1) movement within the vascular and lymphatic 
circulation and (2) migration within tissues. The vascular and 
lymphatic circulatory systems are lined by an endothelial cell 
monolayer (the “endothelium”) that grows on an abluminal layer 

1. Introduction
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of extracellular matrix (the basement membrane) and forms 
organized intercellular adherens, tight and gap junctions (2–4). In 
this way, the endothelium functions as a (selectively permeable) 
barrier between the circulation and the tissues. Thus, the move-
ment of leukocytes into (intravasation) or out of (extravasation) 
the circulation requires the explicit crossing of the endothelial 
barrier (i.e., “diapedesis” or “transendothelial migration”; TEM). 
Thus, TEM is a critical and rate-limiting component of leukocyte 
trafficking and, in turn, of both normal immune system function 
and immune-mediated/inflammatory pathology. Understanding 
the regulatory mechanism of this process is, therefore, of great 
biomedical significance (1, 5).

TEM is important in diverse settings in vivo with a wide range 
of immediate purposes (1). For example, all leukocytes begin 
their life cycle by intravasation from the bone marrow, T and B 
lymphocytes constitutively enter and exit various lymphoid organs 
(including the thymus, lymph nodes, Peyer’s patches, spleen, and 
tonsils) during maturation and immune surveillance processes, 
and diverse leukocytes (e.g., granulocytes, monocytes, memory/
effector lymphocyte subsets, and NK cells) traffic into inflamed 
peripheral tissues in response to infection or injury.

Whereas TEM during intravasation has just begun to be 
studied (6), TEM during extravasation has been extensively 
characterized, revealing a discrete “five-step” cascade (Fig. 1). 
Extravasation begins with the accumulation of circulating leukocytes 

Fig. 1. The “Five-Step” Extravasation Cascade. Extravasation of leukocytes (green) across vascular structures (exempli-
fied here as a postcapillary venule; pink) is a multistep process. In Step 1, leukocytes undergo transient rolling-type 
interactions with the endothelium that are mediated predominantly by selectins. This facilitates chemokine-dependent 
activation (Step 2) and firm adhesion or “arrest” (Step 3), which is mediated by the binding of leukocyte integrins 
(e.g., LFA-1, Mac1, and VLA4) to endothelial cell-adhesion molecules (e.g., ICAM-1, ICAM-2, and VCAM-1). Subsequently, 
leukocytes spread, polarize, and migrate laterally over the surface of the endothelium, probing for a site to penetrate the 
endothelium (Step 4). Finally, leukocytes cross the endothelial barrier (i.e., undergo transendothelial migration (TEM) or 
“diapedesis”; Step 5), either para- or trans-cellularly, and enter the interstitium.
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on the luminal surface of the endothelium through a “classic” 
three-step adhesion and activation cascade (7–9). Initially, leuko-
cytes undergo transient rolling interactions mediated by the 
selectin family of adhesion molecules (Step 1), which facilitates 
sensing of, and signaling responses to, chemokines presented on 
the surface of the endothelium (Step 2). This in turn triggers 
high-affinity interaction of lymphocyte integrin receptors (e.g., 
LFA-1, Mac1, and VLA-4) with their endothelial ligands (e.g., 
ICAM-1, ICAM-2, and VCAM-1), resulting in firm adhesion of 
leukocytes (Step 3) (10, 11). Subsequently, leukocytes undergo 
cytoskeleton-mediated spreading, polarization, and integrin-
mediated lateral migration on the luminal surface of the endothe-
lium (Step 4). This process confers leukocytes with the ability to 
search out sites permissive for endothelial barrier penetration 
(12, 13). Finally, leukocytes formally breach and transmigrate 
across the endothelium (Step 5), a process referred to specifically 
as “transendothelial migration” or “diapedesis” (though these terms 
are also often employed more loosely to refer to the entire five-
step cascade).

Until recently, only one basic pathway, the “para-cellular” 
route, for diapedesis was widely recognized. Para-cellular diaped-
esis involves cooperative efforts on the part of both the leukocyte 
and the endothelium to disassemble the inter-endothelial 
junctions locally in order to form a para-cellular gap that will 
allow leukocyte transmigration (5, 14–17). In fact, however, their 
is a large body of literature (including some of the very first studies 
to investigate the route of diapedesis directly (18–20) and nearly 
50 subsequent studies recently reviewed in detail (21)) that dem-
onstrates the coexistence in vivo of the para-cellular route along 
with a second pathway termed that trans-cellular route, whereby 
leukocytes pass directly through individual endothelial cells via 
the formation of a trans-cellular pore. As a consequence of recent 
studies characterizing trans-cellular diapedesis in vitro for the first 
time, the mechanisms for this pathway have begun to be eluci-
dated and its physiologic relevance more broadly appreciated 
(22). The relative roles, in distinct in vivo settings, of the para- 
and trans-cellular pathways remain important open questions.

Classic adhesion and TEM (e.g., transwell/Boyden chamber) 
assays coupled to various function perturbation approaches have 
been instrumental in identifying adhesion, chemoattractant, and 
signaling molecules that are important for TEM. However, a 
complete understanding of the cell biological mechanisms and 
orchestrated dynamics of TEM requires imaging approaches.

Dynamic live-cell imaging has been particularly instrumental 
in elucidating the dynamics of leukocyte lateral migration and 
initiation of diapedesis events. For example, recent studies of 
using fluorescent membrane markers in endothelial cells have 
uncovered a novel form for invadosome-like protrusive structures 
(23–25) formed dynamically by leukocytes that serve a role in 
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migratory pathfinding by effectively probing the endothelial 
surface mechanically (26–29).

High-resolution three-dimensional (3D) confocal imaging of 
fixed samples has been critical for defining adhesion receptor 
distribution within, and detailed topology of, leukocyte–endothelial 
interactions. For example, this approach was essential for the 
discovery and characterization of novel ICAM-1-, VCAM-1-, 
and actin-enriched endothelial structures termed “transmigratory 
cups” or “docking structures” (30–33). Studies in diverse in vitro 
settings that have included a range of leukocyte types, endothelial 
models (including HUVECs, as well as human dermal, lung, and 
brain microvascular endothelium and lymphatic endothelium), 
and activation stimuli have demonstrated that transmigratory cups 
play critical roles in adhesion and directional guidance during 
diapedesis (34–43). A key feature of these structures is their 3D 
architecture formed by vertical microvilli-like projections that 
surround adherent and transmigrating leukocytes (31–33).

It remains clear that many additional mechanistically impor-
tant features of leukocyte–endothelial interactions remain to be 
elucidated in order to refine our understanding of TEM. The 
following protocols describe the details for setting up one specific 
in vitro model system (designed to recapitulate effector lympho-
cyte homing to sites of inflammation in the microvasculature) and 
using this system to conduct both dynamic wide-field and fixed-
sample confocal imaging of TEM. As pointed out in the extensive 
notes provided under Subheading 4, these basic approaches can 
be readily modified to incorporate diverse endothelium, leuko-
cytes, and migratory stimuli, effectively allowing modeling of 
wide-ranging leukocyte–endothelial interactions.

 1. Phosphate-buffered saline (PBS).
 2. Hanks balanced salt solution (HBSS).
 3. EGM-2 MV, endothelial cell culture medium: Prepare com-

plete EGM-2 MV media (Invitrogen) by thawing and adding 
all components of the “Bullet kit” (see Note 1).

 4. Fibronectin (FN) stock solution (50×): Prepare a 1 mg/ml 
stock solution by dissolving 5 mg of sterile lyophilized FN 
(Invitrogen) in 5 ml sterile PBS (adjusted to pH 6.5 with 
~50 ml 1 M sodium citrate, pH 3.0). Aliquot 100 ml to 15-ml 
conical tubes and store at −80°C.

 5. Trypsin solution.

2. Materials

2.1. Preparation  
of Endothelium
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 6. Trypsin inhibitor.
 7. Falcon (Fisher, Hampton, NH) T25, T75, 6-well and 24-well 

cell culture plates (see Note 2).
 8. 12-mm No. 1 thickness circular coverslips.
 9. Bioptechs Delta-T cell-culture dishes (Bioptechs, Butler, PA).
 10. Amaxa HMVEC-L Nucleofector kit and electroporator 

(Invitrogen).

 1. Citrate solution: Dissolve 25 g sodium citrate and 8 g citric 
acid in 500 ml PBS. Sterile filter (0.2 mm) and store at room 
temperature for not more than 6 months.

 2. Dextran solution: Dissolve 20 g dextran-500 into 500 ml 
MilliQ-H2O (6% w/v). Sterile filter (0.2 mm) and store at 
room temperature for not more than 6 months.

 3. Histopaque 1077.
 4. Gelatin solution: Prepare fresh by dissolving 1 g gelatin into 

50 ml PBS. Incubate at 37°C for ~30 min with occasional 
vortexing. Sterile filter (0.2 mm).

 5. PBS with Ca/Mg: To 50 ml of PBS, add 50 ml of 1 M CaCl2 
and 50 ml of 1 M MgCl2. Use a 60-ml syringe with 0.2-mm 
filter to sterilize.

 6. RPMI base media: RPMI, 10% FCS, 1% glutamine, and 1% 
penicillin/streptomycin (see Note 1).

 7. RPMI-phytohemagglutin (PHA) media: RPMI base media 
with 1 mg/ml PHA (see Note 1).

 8. RPMI-interleukin-2 (IL-2) media: RPMI base media with 
10 ng/ml IL-2 (R & D Systems, Minneapolis, MN) (see 
Note 1).

 1. Live-cell imaging buffer (Buffer-A): Prepare fresh phenol 
red-free HBSS (see Note 3), supplemented with 20 mM 
HEPES, pH 7.4, and 0.5% (v/v) human serum albumin 
(HSA). Pre-warm to 37°C.

 2. Fixative solution (3.7% formaldehyde): Combine 2.5 ml of 
37% formaldehyde solution with 22.5 ml PBS (see Notes 4 
and 5).

 3. Tumor necrosis factor-a (TNF-a) (Invitrogen): Prepare a 
100 mg/ml stock solution by dissolving 10 mg of TNF-a in 
100 ml sterile filtered 5 mM Tris–HCl, pH 8.0. Aliquot 
single use volumes (~2–4 ml) in sterile PCR tubes and store 
at −80°C.

 4. Disposable 5-ml transfer pipettes.
 5. Delta-T live-cell imaging culture dishes (Bioptechs).

2.2. Preparation 
of Effector 
Lymphocytes

2.3. Live-Sample 
Dynamic Imaging  
of TEM



220 C.V. Carman

 1. Fixative solution (3.7% formaldehyde): Combine 2.5 ml of 
37% formaldehyde solution with 22.5 ml PBS (see Notes 4 
and 5).

 2. Block solution (5% w/v NFDM): Dissolve 2.5 g NFDM in 
50 ml PBS (see Notes 4 and 5).

 3. Permeabilization solution: Prepare a 10% v/v stock solution 
of Triton X-100 in water to be stored at 4°C (this can be kept 
for ~1 year). Dilute 50 ml of 10% Tx-100 into 10 ml of Block 
solution (0.05% Tx-100 final) (see Note 6).

 4. Primary and secondary antibodies (see Notes 7–9): See 
Subheading 3.4.2 for details on preparing Antibody Stain 
Solutions.

The methods outlined below describe (1) the preparation of primary 
human microvascular endothelial cell monolayers; (2) isolation 
and culture of primary human effector lymphocytes; (3) dynamic 
live-cell imaging of lymphocyte TEM; and (4) immunofluores-
cence staining and high-resolution, fixed-cell confocal imaging of 
lymphocyte TEM. The experimental system used throughout this 
protocol is designed to model the process of effector lymphocyte 
homing to microvascular sites of peripheral tissue inflammation 
(see Note 10).

The following protocols are designed as a guideline for prepara-
tion of confluent primary endothelial monolayers to serve as basic 
in vitro models of the vasculature. The procedures described 
herein focus on primary human lung (HLMVECs) and dermal 
(HDMVECs) microvascular endothelial cells (see Note 11), with 
emphasis on generating optimal endothelial cell health and reca-
pitulation of physiologic vascular phenotype and function.

For some of the protocols described below, endothelial cells will 
be grown on glass-coated coverslips placed in cell culture dishes. 
In a cell culture hood, use forceps to place a single 12-mm circular 
coverslip into each of the desired number of wells of a 24-well cell 
culture plate. With the cover off, place each plate in the back of 
the hood and sterilize by leaving the UV light on for 1–2 h (see 
Notes 12 and 13).

 1. Thaw a fresh 100 ml aliquot of fibronectin (FN) stock and 
dilute to 1× (20 mg/ml) with 5 ml PBS (see Note 14).

 2. Add enough 1× FN to culture flasks or dishes to cover surfaces 
completely (see Note 15). Use the following recommendations:

2.4. Immunofluo- 
rescence Staining  
and Confocal  
Imaging of TEM

3. Methods

3.1. Preparation  
of Endothelium

3.1.1. Sterilizing Coverslips

3.1.2. Fibronectin Coating 
of Plates



22115 High-Resolution Fluorescence Microscopy to Study Transendothelial Migration

Culture vessel Minimum volume (ml)

T75 flask 4

100-mm dish 3

T25 flask 2

6-well plate 1

60-mm dish 1

Bioptechs Delta-T4 dish 0

24-well plate w/coverglass 0.3–0.5

 3. Store the dish in culture hood (without UV lamp on) for 
1–2 h at room temperature or overnight at 4°C.

 4. Aspirate FN immediately before adding medium. It is not 
necessary to wash plates to remove residual FN.

 1. Coat a T25 flask with FN, as described in Subheading 3.1.2.
 2. Remove FN and add 5 ml complete medium.
 3. Pre-incubate in 37°C cell culture incubator.
 4. Thaw a vial of frozen HLMVECs or HDMVECs in a 37°C 

water bath with occasional gentle agitation for ~2–3 min. 
Proceed until a barely visible piece of ice remains. Immediately 
transfer cells to T25 flask containing pre-warmed media. 
Gently swirl and place in incubator at 37°C.

 5. Change the media after ~4–6 h. Continue to change media 
approximately every 48 h (or when media becomes slightly 
yellow) until the cells reach ~90–95% confluency.

 1. Grow cells to ~90–95% confluency. This may take 2–5 days. 
If media becomes yellow, it should be replaced with fresh, 
pre-warmed complete media as often as necessary until con-
fluency is reached.

 2. For splitting, remove media and rinse with HBSS.
 3. Remove HBSS and replace with minimum volume of fresh 1× 

trypsin (0.5 ml for T25 or 1.5 ml for T75). Gently swirl to 
cover all surfaces with trypsin. Incubate at room temperature 
for ~3–6 min.

 4. Monitor the detachment of the cells from the plate using a 
low-power light microscope. An occasional gentle tap of the 
side of the flask can be applied to help determine the extent 
of detachment (see Note 16).

 5. When majority of cells appear rounded or detached, add 1 
volume (i.e., equal to the trypsin volume added) of 1× trypsin 
inhibitor and gently triturate trypsin/trypsin inhibitor solu-
tion over the surfaces of the flask to detach all cells.

3.1.3. Starting HLMVECs/
HDMVECs

3.1.4. General Splitting  
and Expansion of 
Endothelial Cells
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 6. Count endothelial cells with a hemocytometer: At ~90% 
confluency, T25 flask will yield ~1–1.5 and a T75 flask ~3–4.5 
million cells, respectively.

 7. Adjust concentration to 0.5 million cells/ml by adding pre-
warmed complete EGM-2 MV media.

 8. Transfer aliquots of cells to the appropriate FN-coated dishes. 
For general maintenance/expansion of endothelial cultures, 
cells should be seeded at ~0.5 million cells (1 ml) for T25 and 
~1.5 (3 ml) million cells for T75, and grown in 5 or 10 ml 
total EGM-2 MV media, respectively (see Note 17).

 9. Gently swirl and place the plates in the incubator.
 10. Change the media within 6–12 h of plating. Media should be 

changed approximately every 48 h or as needed, according to 
media color. Repeat this process approximately every 2–4 
days until the cells reach 90–95% confluency (see Note 18).

 1. FN coat the requisite number of Delta-T dishes (for live-cell 
imaging as described in Subheading 3.3) or 24 wells contain-
ing coverglass (for fixed-cell confocal imaging, as described in 
Subheading 3.4) as described above (Subheading 3.1.2).

 2. Starting with endothelial maintenance flasks that are ~90–95% 
confluent (and have been passaged less than 6 times) 
trypsinize, count, and adjust the endothelial cell density to 
0.5 million/ml, as in Subheading 3.1.4.

 3. To 24 wells, add ~50–100 ml of 0.5 million cells/ml (i.e., 
25,000–50,000) to 0.5 ml media. To Bioptechs Delta-T 
dishes, add ~200–300 ml of 0.5 million cell/ml to 1 ml 
media.

 4. Place in cell culture incubator (see Note 19).
 5. Change media within 4–6 h and again at 12–16 h.

For many experiments (especially live-cell fluorescence imaging), 
expression of fluorescent protein-tagged probes is extremely use-
ful, if not required. Endothelial cells are highly resistant to tran-
sient transfection by cationic lipid-based approaches. Amaxa 
Nucleofection, using an Amaxa Electroporator and HMVEC-L 
Nucleofector kit, however, allows for highly efficient (typically, 
30–60%) transfection of HLMVECs and HDMVECs with many 
fluorescent probes (see Note 20). The following is protocol mod-
ified from those provided by the manufacturer (Invitrogen/
Lonza).

 1. Prepare T25 or T75 flasks (as needed) of HLMVECs or 
HDMVECs to a final density of 90–95% confluency (see 
Notes 21–23).

 2. Prepare Delta-T plates and/or 24-well dishes containing cover-
glass by FN coating as described above (Subheading 3.1.2).

3.1.5. Preparative Plating 
of Endothelial Cells 
for Imaging Experiments

3.1.6. Endothelial Cell 
Transfection



22315 High-Resolution Fluorescence Microscopy to Study Transendothelial Migration

 3. Add 1 or 0.5 ml of complete EGM-2 MV culture media to 
Delta-T or 24 wells, respectively, and pre-incubate/equili-
brate plates in a humidified 37°C/5% CO2 incubator.

 4. Harvest and count endothelial cells, as described in 
Subheading 3.1.4.

 5. Centrifuge the required number of cells (0.5 millions cells per 
sample) at 200 × g for 5 min at room temperature.

 6. Resuspend the cell pellet carefully in 100 ml room tempera-
ture Nucleofector solution per sample.

 7. Combine 100 ml of cell suspension with 1–5 mg of DNA. 
Transfer the cell/DNA suspension into certified cuvette; the 
sample must cover the bottom of the cuvette without air 
bubbles.

 8. Close the cuvette with the cap. Insert the cuvette with cell/
DNA suspension into the Nucleofector cuvette holder of the 
Amaxa electroporator and apply electroporation program 
S-005.

 9. Take the cuvette out of the holder once the program is 
finished.

 10. Add ~500 ml of the pre-equilibrated culture media to the cuvette 
and gently remove the cell suspension from the cuvette using 
the plastic transfer pipettes provided in the Nucleofection kit.

 11. For experiments using Delta-T dishes, partition the cell 
suspension from one reaction equally between two dishes 
containing pre-warmed media. For experiments using 24 
wells, partition one reaction equally into four separate wells 
(see Note 24).

 12. Incubate the cells in a humidified 37°C/5% CO2 incubator 
and change media 4–6 h, and again at 12–16 h post-
transfection.

The following protocols are designed as a guideline for isolation 
and culture of primary human Th1 effector-like lymphocytes (see 
Notes 25 and 26) for investigation of the cell biological mecha-
nisms of TEM, and are optimized for maximal retention of viabil-
ity and physiologic characteristics.

 1. Place a fresh sheet of bench paper on the benchtop. Gather an 
elastic tourniquet, 21-gauge butterfly needle/tubing, Band-
Aids, and ethanol wipes on bench paper.

 2. Prepare blood donor form and complete informed consent 
process (see Note 27).

 3. Sterilely transfer 10 ml of dextran and 7 ml of citrate solution 
to a sterile 10-cm tissue culture dish in the hood. Use the dish 
lid to prop the dish at a slight angle.

3.2. Preparation of 
Effector Lymphocytes

3.2.1. Acquiring Blood 
Sample
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 4. Uncap a fresh sterile 60-ml syringe and draw up the dextran/
citrate mixture. Invert the syringe, expel excess air, and recap 
the syringe until blood drawing.

 5. A trained phlebotomist should attach a butterfly needle/tub-
ing to the dextran/citrate-containing syringe and commence 
blood draw via venipuncture (see Note 28). Continue draw-
ing until the syringe is filled.

 6. Remove the needle from the subject and using extreme cau-
tion, replace cap on the needle. Then gently invert the syringe 
3–4 times to mix the blood with the dextran/citrate.

 7. Affix the inverted syringe to the surface of the hood with tape 
and let stand for 30 min (Fig. 2). The red blood cells (RBCs) 
will sediment into a dark red lower phase, and the serum, 

Fig. 2. Extracting the PBMC Phase of Whole Blood. (a) Schematic of a syringe containing whole blood mixed with dextran 
and citrate affixed to a surface inverted. Following a 30–60-min incubation at room temperature, the sample will spon-
taneously separate into an upper PBMC-rich phase and a lower RBC-rich phase. Collection of the upper phase is accom-
plished by cutting the tubing connecting the syringe to the butterfly needle and placing the free end of the tube into a 
50-ml collection tube, followed by slow depression of the syringe. (b) After the “upper phase” is diluted with PBS, 
Histopaque is underlaid by slowly pipetting into the bottom of the tube (see center panel). After addition, a sharp interface 
between the “upper phase” and the Histopaque should be evident (see right panel). (c) Following centrifugation, the 
sample will have separated into four phases: (1) a large (25–30 ml) milky upper phase, composed largely of blood plate-
lets; (2) a dense white cloud of PBMCs termed the “buffy coat” concentrated at the original blood sample–Histopaque 
interface; (3) an underlying ~7-ml phase of relatively clear Histopaque; and (4) a pellet containing neutrophils and 
residual RBCs. Collection of PBMC is accomplished by careful aspiration of phase 1 with a pipette, followed by collection 
of phase 2 without perturbation of phase 4.
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white blood cells (lymphocytes, monocytes, and neutrophils), 
and platelets will form a pale yellow upper phase.

 1. Sterilely transfer 20 ml of Histopaque-1077 to a 50-ml test 
tube, let stand at room temperature, and set aside.

 2. In the hood, drench the tubing connecting the butterfly 
needle and syringe, as well as a pair of scissors (open and close 
scissors during this process to ensure all cutting surfaces are 
sterilized).

 3. Carefully cut the tubing about 3 in. from the tip of the syringe 
and place the newly cut end of the tubing in a sterile 50-ml 
conical test tube (Fig. 2a). Transfer the free needle to an 
appropriate “sharps disposal” waste container immediately.

 4. Collect the yellow upper phase of the blood sample by slowly 
depressing the syringe causing this phase to be expelled into 
the 50-ml conical test tube (Fig. 2a). Proceed at a modest 
pace; it should take ~1–2 min to collect the majority of the 
upper phase (30–35 ml). Stop collection when ~1–2 ml of 
this phase remains.

 5. Briefly set aside the collected upper phase.
 6. Detach the syringe from the surface of the hood and expel 

the RBCs into a 200-ml beaker containing 50–100 ml bleach. 
Let stand for 5 min. Dispose in sink. Rinse excessively with 
running water.

 7. Split the volume of the upper blood phase equally into two 
sterile 50-ml conical tubes (usually ~15–17 ml each).

 8. Add sterile PBS to each tube to bring the volume to ~38–40 ml. 
Cap each and invert several times.

 9. Using a 10-ml pipette gently underlay 10 ml of room tem-
perature Histopaque-1077 in each of the two test tubes 
(Fig. 2b). A sharp interface should form between the clear 
Histopaque on the bottom and the yellow upper phase of the 
blood on top.

 10. Transfer to a benchtop swinging bucket centrifuge. Spin at 
600 × g for 30 min at room temperature with no brake applied 
during deceleration.

 11. Collect the tubes and place in a cell culture hood. The samples 
should now contain four phases: (1) a large (25–30 ml) milky 
upper phase, composed largely of blood platelets; (2) a dense 
white cloud of peripheral blood mononuclear cells (PBMCs) 
termed the “buffy coat” concentrated at the original blood 
sample–Histopaque interface; (3) an underlying ~7-ml phase 
of relatively clear Histopaque; and (4) a pellet containing 
neutrophils and residual RBCs (Fig. 2c).

3.2.2. Isolation  
of Peripheral Blood 
Mononuclear Cells



226 C.V. Carman

 12. Sterilely remove and discard the upper phase into a waste beaker 
containing bleach.

 13. Next, without touching the underlying pellet, remove the 
PBMCs/buffy coats (in ~10 ml volume each for each tube) 
and transfer each one to a separate sterile 50-ml tube.

 14. Add bleach to the remaining material and discard.
 15. To the extracted buffy coat, add ~40 ml of sterile PBS. Cap 

and invert several times.
 16. Centrifuge at 280 × g in a swinging bucket table-top centri-

fuge for 10 min at room temperature with brake on low.
 17. Discard the platelet-rich supernatants and resuspend the 

PBMCs-rich pellets in 5 ml sterile PBS via trituration.
 18. Add 45 ml PBS to each tube and centrifuge at 180 × g for 

10 min with brake on low.
 19. Discard the supernatant and resuspend PBMC pellets from 

both tubes in a total of 12 ml of PBS containing 1 mM 
calcium and 1 mM magnesium.

 1. To each of three T75 flasks, aliquot ~10–15 ml of sterile gelatin 
(Subheading 2.2, step 5), swirl to coat bottom surface, and 
incubate at 37°C for 30 min.

 2. Remove gelatin and rinse each flask once with 10 ml sterile 
PBS.

 3. Aliquot 4 ml of PBMCs (Subheading 3.2.2) to each of the 
three flasks. Incubate at 37°C for 30–60 min to allow adhe-
sion of monocytes to the gelatin-coated surface.

 4. Pre-warm 15 ml of RPMI-PHA media in a separate T75 
flask.

 5. Upright the gelatin-coated, PBMC-containing T75 flasks and 
gently remove the monocyte-depleted lymphocytes contained 
in the liquid at the bottom.

 6. Pool the lymphocyte from all three flasks in a 15-ml conical 
test tube and centrifuge at 230 × g for 3 min.

 7. Resuspend pellet in 15 ml of pre-warmed RPMI-PHA media, 
transfer to a T75 flask, and incubate at 37°C overnight.

 8. After 24 h of growth in RPMI-PHA, add 15 ml of additional 
pre-warmed RPMI-PHA media and transfer lymphocytes to 
T150 flask.

 9. After 72 h of growth in PHA, centrifuge lymphocytes (230 × g, 
3 min) in two 15-ml test tubes.

 10. Remove as much supernatant as possible without perturbing 
the cell pellet.

3.2.3. Preparation  
of Effector Lymphocytes
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 11. Resuspend each pellet in 15 ml of pre-warmed RPMI-IL-2 
media (see Note 29), transfer to T75 flasks, and place in cell 
culture incubator.

 12. Expand cells by adding 15 ml of fresh RPMI-IL-2 media 
within ~48 h.

 13. Continue to expand/split cells in RPMI-IL-2 every 24–48 h 
as needed (based on media color) thereafter (see Note 30). 
The resulting effector lymphocytes can be used for TEM 
experiments after 3 days in IL-2 and can be continuously 
cultured and used for further experiments for an additional 
~5 days thereafter.

The following protocols are designed as a guideline for setting up 
and performing live-cell imaging studies of leukocyte diapedesis 
that will provide a high degree of topological detail. Specifically, 
these methods are designed for high-resolution, live-cell dynamic 
imaging using an inverted wide-field light microscope. In this 
case, the protocol is written for an AxiovertS200 microscope out-
fitted with a 63×, 1.4 NA PlanApo objective coupled to a CCD 
camera, automated fluorescence filter cube turret, and Axiovision 
time-lapse image acquisition software (see Note 31). Selected 
fluorescent probes (to be introduced into endothelium) will 
include actin-GFP and membrane-RFP (mRFP), which will be 
used in concert with differential interference contrast (DIC) 
bright-field imaging (see Notes 32–34).

 1. Co-transfect primary HLMVECs with actin-GFP and 
 membrane-RFP via Amaxa Nucleofection and plate onto 
Delta-T live-cell imaging culture plates, as described in 
Subheading 3.1.6 (see Notes 32–34).

 2. Change media within 4 h and again between 12 and 16 h 
post-transfection (see Note 35). Imaging experiments should 
be performed 48–72 h post-transfection.

 3. At 4–12 h prior to the imaging, replace media with fresh 
media containing 50 ng/ml TNF-a-transfected endothelium 
(see Notes 36 and 37). Once TNF-a is added, endothelial 
cell proliferation largely ceases and, as endothelial cells become 
activated, stress fibers and contractility develop that appose 
endothelial monolayer integrity. One must be sure that at the 
time of initiating imaging experiments that the monolayers 
are intact with well-formed intercellular junctions free of gaps 
(see Note 38).

 1. To initiate an imaging experiment, prepare Buffer A and fixa-
tive solution (Subheading 2.3) and turn on/set up the imag-
ing system.

3.3. Live-Sample 
Dynamic Imaging  
of TEM

3.3.1. Preparing 
Endothelium

3.3.2. Basic Setup
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 2. Thoroughly clean the imaging objective with ethanol and 
objective lens paper.

 3. Only after all buffers are prepared and imaging equipment/
acquisition software setup are confirmed, take a sample of 
cultured lymphocytes and determine the density by counting 
with a hemocytometer (see Note 39).

 4. Remove a Delta-T plate containing transfected and activated 
HLMVECs from cell culture incubator. Using a disposable 
transfer pipette, rapidly remove media and rinse once by add-
ing ~1 ml of pre-warmed Buffer A. Aspirate Buffer A and 
then add 0.5 ml of Buffer A.

 5. Prepare the underside of the Delta-T dish by successive cleaning 
with water and then with ethanol-soaked Kimwipes (Fisher).

 6. Add fresh objective oil and mount Delta-T dish on the heating 
stage adaptor and immediately turn on to equilibrate to 37°C 
(will take ~2–3 min) (Fig. 3a).

 1. Bring the objective into contact and use bright-field imaging 
to find the focal plane.

 2. Switch to fluorescence imaging and identify a field of interest 
using the ocular lenses (see Note 40).

 3. Identify fields in which brightly fluorescent-positive trans-
fected endothelial cells are present that appear healthy with 
well-formed intercellular junctions.

 4. Switch imaging to CCD camera and adjust acquisition para-
meters (e.g., exposure time, detector gain, and binning). Be 
sure that mean fluorescence signal intensity in each channel 
falls between 25 and 75% of the dynamic range of the detector 
(see Note 41).

 5. Remove a volume of lymphocytes from culture equivalent to 
0.5–1 million cells. Transfer to a 15-ml conical tube and cen-
trifuge at 200 × g for 3 min. Aspirate media and gently but 
thoroughly resuspend lymphocytes in 20–40 ml of Buffer A.

 6. Begin live-cell imaging of endothelial cells by successive cap-
ture of sets of DIC, green fluorescence, and red fluorescence 
images with an acquisition interval of ~5–30 s per set (see 
Note 42).

 7. Acquire 30–60 s of baseline imaging of endothelium.
 8. During acquisition, apply ~5 ml of concentrated lymphocytes 

to the center of Delta-T imaging field by inserting the tip of 
a small volume (P-5 or P-20) pipette into the media close to 
the center of the objective and ejecting slowly.

 9. Image for ~30 s to allow for cells to settle into the imaging field. 
For an average imaging system using a 63× objective, ~10–20 

3.3.3. Live-Cell Imaging
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cells per field is optimal (see Note 43). If the lymphocyte 
number is too low, repeat steps of lymphocyte addition and 
analysis until an appropriate density is reached. Continue 
imaging over the course of ~20–60 min (see Notes 44–47).

 10. Analyze results. Potential analysis of resulting videos is almost 
limitless. The design of these imaging experiments will yield 
high spatial and temporal resolution dynamic of lymphocyte 
and endothelial morphological changes and behavior during 
TEM. Diverse parameters such as rate/efficiency of TEM, 

Fig. 3. Live-Cell and Confocal Imaging Configurations. (a) Live-Cell Imaging. A monolayer of endothelial cells (pink ) grown 
on a Delta-T live-cell imaging chamber and immersed in Buffer A is mounted on a heating stage adaptor and equilibrated 
to 37°C. Lymphocytes (green) are added to the top of the chamber and lymphocyte-endothelial interactions are imaged 
live via time-lapse epifluorescence/wide-field microscopy. (b) Confocal Imaging. Endothelial cells grown on 12-mm cir-
cular cover glass in 24 wells are incubated with overlaid lymphocytes in Buffer A for various times, followed by fixation 
and immunofluorescence staining. The cover glass is then transferred to 6-well or 60-mm culture dishes containing PBS 
and imaged by confocal microscopy using an upright microscope coupled to a water-dipping objective.
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spreading and polarity of lymphocytes, speed and quality of 
lateral migration, route of diapedesis, and formation dynamics 
of transmigratory cups and podosome represent just some of 
the potential information to be extracted from such studies. 
Methods for performing actual measurements of these param-
eters are equally diverse (26, 32, 33, 44) and beyond the 
scope of this chapter. However, the majority of required anal-
yses can generally be achieved with a few basic morphometric 
tools available in most image acquisition or offline analysis 
software packages (including free programs, such as NIH 
Image) (see Note 48).

The following protocol describes a fixed time point time course 
for examining lymphocyte–endothelial interactions by confocal 
imaging (see Note 47).

 1. Prepare IL-2-cultured effector lymphocytes as in Subhea-
ding 3.2.3.

 2. Prepare 24-well plates containing at least four wells (dupli-
cates of four time points: 5, 10, 20, and 40 min; see Note 49) 
with coverslips and confluent HLMVECs, as described in 
Subheading 3.1.5.

 3. At 4–12 h prior to the imaging, replace media on endothelial 
cell with fresh media containing 50 ng/ml TNF-a (see Notes 
36–38).

 4. On the day of experiment, prepare fresh Buffer A and fixative 
(Subheading 2.3).

 5. Take a sample of cultured lymphocytes and determine the 
density by counting with a hemocytometer.

 6. Transfer a lymphocyte culture volume equivalent to at least 
3 × 105 lymphocytes/sample (e.g., 2.4 × 106 for the eight 
HLMVECs well prepared above) to a 15-ml conical tube and 
centrifuge at 200 × g for 3 min. Remove the supernatant and 
resuspend the lymphocyte pellet in Buffer A at a concentra-
tion of 6 × 105 lymphocytes/ml.

 7. To begin the TEM experiment, remove the endothelial cells 
from the cell culture incubator, (proceeding one sample at a 
time) successively aspirate media, and replace with 0.5 ml of 
Buffer A/lymphocyte suspension (3 × 105 lymphocytes/sample) 
and replace in 37°C incubator (see Note 50).

 8. After appropriate incubation times, noted above, aspirate 
Buffer A and add sufficient fixative solution to cover the sam-
ple completely (e.g., in 24-well plate, ~300–500 ml; in a 6-well 
plate, ~1–1.5 ml; and in a Delta-T dish, ~0.5–1.0 ml). 
Incubate at room temperature for 5–10 min (see Note 51).

 9. Rinse the sample 3× with PBS (see Note 52).

3.4. Immunofluo- 
rescence Staining  
and Confocal  
Imaging of TEM

3.4.1. Setting Up Fixed 
Time Point TEM
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The following protocols are designed as a guideline for immuno-
fluorescence labeling of isolated adherent cells for the purposes of 
confocal fluorescence microscopy (see Note 53). In this proce-
dure, staining will be for endothelial ICAM-1, lymphocyte LFA-1, 
and total sample F-actin, a combination previously established to 
be highly informative for understanding the topology of leuko-
cyte–endothelial interactions (26, 32, 33) (see Note 54). See 
Notes 55–58 for general tips on handling procedures for sample 
staining.

 1. Aspirate PBS. Add 0.5 ml permeabilization solution per well 
(see Note 59).

 2. Incubate at room temperature for 5–10 min.
 3. Rinse the sample 1× with PBS. Aspirate PBS.
 4. Add 0.5 ml Block Solution per well and incubate at room 

temperature for 10–15 min (see Note 60).
 5. To prepare stain solution, aliquot a volume of Block Solution 

equivalent to 0.3 ml × the total number of samples to be 
stained and then add directly conjugated antibodies (see 
Notes 61 and 62) to human ICAM-1 (IC1/11-488) and 
LFA-1 (TS2/4-Cy3) at 10 mg/ml (see Note 63) and phal-
loidin-647 stock solution at 10 ml/ml, as recommended by 
the manufacturer (Invitrogen).

 6. Centrifuge stain solution (at ~10,000 × g in a microfuge for 
2 min) to pellet any antibody/stain aggregates. Recover the 
supernatant (see Note 64).

 7. Aspirate the block solution from samples and replace with 
aliquots of stain solution. Incubate at room temperature for 
30 min in the dark (see Note 65).

 8. Remove the stain solution from samples and collect into a 
clean Eppendorf or 15-ml conical tube (see Note 66).

 9. Wash the samples three times with PBS (allowing ~30–60-s 
incubations for each) (see Note 67). Aspirate the PBS from 
samples.

 10. Add fixation solution and incubate at room temperature for 
3–5 min (see Note 68).

 11. Rinse three times with PBS.

 1. This protocol is designed for use with an upright Zeiss 
LSM510 laser-scanning confocal microscope used with a 63× 
water-dipping objective (see Note 69). To accommodate the 
width of a water-dipping objective, transfer samples on 
13-mm glass coverslips from 24-well plates to 6-well plates or 
60-mm dishes (containing ~4 ml of PBS) using fine tweezers 
and a “hook-tipped” syringe needle (see Notes 70–72). The 
samples can be either stored at 4°C for imaging at a later time 

3.4.2. Sample Staining

3.4.3. Confocal Imaging
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(see Note 73) or transferred to the microscope to initiate 
imaging immediately. If the samples are stored at 4°C, allow 
to warm to room temperature before initiating imaging (see 
Note 74).

 2. To begin imaging, place the 6-well plate containing samples 
on the microscope stage. Be sure that the sample-containing 
cover glasses are lying in the center of each well and then 
lower the 63× dipping objective into one well (Fig. 3b).

 3. Use the bright-field imaging mode and ocular lenses to locate 
the focal plane.

 4. Switch to epifluorescence and inspect the sample via the ocu-
lar lenses (see Note 40).

 5. Select a field of interest.
 6. Switch to laser-scanning mode.
 7. Using the fast-scan mode and working in the widest (i.e., 

non-zoomed or -cropped, see Note 75) field possible, indi-
vidually adjust laser power and gain of each channel to opti-
mize signal such that, ideally, the specific signal intensity 
reaches at least ~25% and not more than 75% of the dynamic 
range of the detectors.

 8. Using manual focus controls, quickly scan through the Z-axis 
and identify the upper and lower limits of sectioning (typi-
cally all of the information should be contained within a 
thickness of ~15 mm).

 9. Select the Z-axis section thickness in the range of ~0.2–1.0 mm 
(see Note 76).

 10. Finally, zoom/crop the imaging field to the specific region of 
interest (see Note 75) and conduct scan (see Note 77). In 
addition to having very bright and specific fluorescence signal 
in the sample, acquiring high-resolution 3D imaging requires 
iterations of scanning and making adjustments to acquisition 
parameters (see Notes 76 and 77). The objective is to obtain 
maximal x–y- and z-axis resolution, without appreciable 
photobleaching.

 11. Analyze images. The resulting optical sections can be sub-
jected to extensive analysis (e.g., Pearson’s co-localization 
analysis), orthogonal viewing, and digital 3D rendering to 
extract information from the sample, and ultimately better 
understand the mechanisms for TEM (see Note 78). The pre-
cise protocols to be employed will depend on the experimen-
tal questions (see Note 78).
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 1. Store at 4°C and use for no more than ~3 months.
 2. Though vendors can make a difference in some cases, gener-

ally, similar cell-culture pretreated polystyrene culture plates 
from diverse vendors are acceptable.

 3. Phenol-free RPMI can be used instead of HBSS.
 4. Always prepare this solution fresh, i.e., same day of use.
 5. Total volumes will change based on sample needs.
 6. While 0.5% Tx-100 works well for many applications, it may 

be necessary to vary this value, typically in the range of 
~0.01–0.1%, to produce optimal results (i.e., that balance 
sufficient permeabilization with minimal sample disruption).

 7. Antibody staining can use two main strategies: (1) Primary 
antibodies that are directly conjugated to fluorochrome or 
(2) unconjugated primary antibody followed by secondary 
antibody that is fluorochrome conjugated.

 8. Non-antibody fluorescent dyes (e.g., Phalloidin-488 (actin 
stain), ToPro-3 (nuclear stain), and Lyso-tracker-Red (lyso-
somal stain)) may also be used in combination with antibody 
staining. Protocol details will vary according to the manufac-
turer’s instructions.

 9. Special notes on fluorophores: (a) For imaging, new genera-
tion fluorophores (i.e., Alexa and Cy dyes) are vastly superior 
to more traditional fluorescein (e.g., FITC) and rhodamine 
(e.g., TRITC, texas red) derivatives. (b) UV wavelength dyes 
(e.g., DAPI) are fine for epifluorescence microscopy, but may 
not be compatible with laser-scanning confocal microscopy, 
as most systems are not equipped with the appropriate UV 
lasers for exciting such fluorophores. Thus, alternatives that 
fall in the green, red, or far-red categories (e.g., TopPro3, 
Invitrogen) must be used. (c) Far-red dyes (e.g., Cy5 and 
Alexa 647) are not visible to the naked eye and should only 
be used when a third color is needed. (d) Generally speaking, 
ideal fluorophores for imaging are as follows: Green channel – 
Alexa 488, Cy2, eGFP, and eYFP; red channel – Alexa 546, 
Cy3, and mCherry; and far-red channel – Cy5, Alexa 647, 
and mPlum(FP).

 10. Though focused on one specific context, in general these 
protocols offer a widely applicable platform of approaches 
relevant for modeling of broad leukocyte–endothelial 
interactions.

4. Notes
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 11. These protocols are also generally applicable to diverse human 
(e.g., umbilical vein, coronary artery, heart microvascular, 
and bladder microvascular) and mouse (e.g., heart, lung, and 
skin microvascular) endothelium, though with various cell-
specific tweaks.

 12. Alternatively, glasses can be flame sterilized, by dipping each 
one briefly in ethanol followed by flaming with a Bunsen 
burner inside the cell culture hood and then placing each in 
cell culture plate wells. This requires more manipulation 
initially, but ultimately can save some time. Anecdotal experi-
ence suggests that some endothelia may grow preferentially 
on flamed glass.

 13. Mouse primary endothelium is relatively more challenging to 
grow on glass compared to human.

 14. HBSS can be substituted.
 15. When using 24-well plates with circular coverglass, attention 

must be paid to the complete coverage of the glass. Initially, 
the glass is more hydrophobic than the plastic and will repel 
the FN solution or even cause the cover glass to float on top. 
Agitation of the plates will help to begin the coating process, 
making the glass increasingly hydrophilic.

 16. Do not excessively swirl or knock the plate during this stage; 
while it may help to remove cells, it will also cause cell damage 
and aggregation.

 17. Seeding endothelial cells at significantly lower densities may 
lead to low viability and extremely slow growth.

 18. It is not recommended to use endothelial cells beyond ~6 pas-
sages, as phenotypic drift may seriously compromise the quality/
physiologic relevance of the endothelial monolayers formed.

 19. When preparing monolayers to be used in experiments, seed-
ing density should be sufficiently high that following initial 
attachment and spreading (i.e., with ~4–6 h of plating), con-
fluency will be ~80%. This will allow ~100% confluency to be 
reached by ~12–16 h. Cells should subsequently be cultured 
further for a minimum of 24 h (ideally 48–72 h) before any 
experimental manipulations. This regime allows intercellular 
junctions to form and at least a minimal amount of differen-
tiation toward an integrated vascular monolayer to occur.

 20. Even with the Amaxa approach, some constructs may be 
expressed poorly due to issues of stability, toxicity, or aspects 
of construct design (e.g., promotor type used).

 21. Transfection results are highly dependent on health of the 
endothelial cells. Ideally, cells should be passaged 3–4 days 
prior to transfection and be at relatively early total passage 
number (i.e., p2–p4).
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 22. At 90% confluency, T25 and T75 flasks typically yield ~1.5 
million and ~4 million cells, respectively.

 23. A single Nucleofection reaction required 0.5 million endothelial 
cells.

 24. Viability will vary depending on type and health of the 
endothelium and the plasmids transfected.

 25. From the same starting point of isolated primary human 
blood, one can readily also isolate/culture naïve lymphocytes, 
memory lymphocytes, neutrophils, monocytes, and NK cells 
for similar use in in vitro TEM studies.

 26. Generally, similar protocols can be used for derivation of 
mouse Th1 and memory lymphocytes, neutrophils, and 
monocytes from spleen with some variations.

 27. An alternative strategy to drawing blood specifically for exper-
iments is to purchase “blood leukopacks” from nearby hospi-
tals, blood banks, or commercial vendors (e.g., Cambrex). 
Leukopacks are bags of fresh human blood cells collected 
from normal peripheral blood by automated apheresis in anti-
coagulant followed by density gradient centrifugation. Each 
leukopack contains a mixture of monocytes, lymphocytes, 
platelets, plasma, and red cells. This not only offers conve-
nience over setting up IRB-approved human subject proto-
cols for drawing blood, but also tends to be an expensive 
option. Protocols to work with leukopacks and quality of 
resulting cell preparations are generally similar to those of 
blood drawn freshly in house.

 28. Details of appropriate blood drawing techniques and safety 
protocols are beyond the scope of the current chapter. Those 
interested in learning more on this topic should consult the 
appropriate human subjects research administrators within 
their host institutions.

 29. RPMI-IL15 media (RPMI base media supplemented with 
10 mg/ml of IL-15; R & D Systems) can be used as an alter-
nate here to produce a relatively more memory, rather than 
effector, T cell phenotype.

 30. Based on FACs analysis, resulting cells are typically ~97% 
CD3+, ~50% CD4+, ~50% CD8, ~95% CD45RO+, and 
CD56- and thus represent a mixture of CD4 and CD8 effec-
tor lymphocytes. One can readily further purify subpopula-
tions using immuno-magnetic bead sorting (e.g., MACS, 
Miltenyi Biotec, Germany) if desired.

 31. Generally, similar types of image acquisition can be achieved 
using inverted scopes/CCD camera setup from diverse 
vendors.
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 32. Membrane-tagged fluorescent proteins (e.g., mYFP and 
mRFP) are expressed with high efficiency (~50–70%) and at 
high levels in endothelial cells and provide a crisp delineation 
of individual cells and an extremely sensitive readout for 
endothelial topological changes during interactions with leu-
kocytes (26). Actin-GFP is expressed somewhat less efficiently 
in endothelium and provides important additional topologi-
cal information and more general insights into endothelial 
cytoskeletal responses to interactions with leukocytes (26). 
DIC imaging provides exquisite detail of all cell surface 
dynamics and complements the fluorescence information.

 33. Co-transfection of diverse combinations of markers can be 
employed to address distinct questions. Particularly interesting 
markers for TEM studies include fluorescent protein fusion 
contructs of ICAM-1, VCAM-1, PECAM-1, VE-cadherin, 
tubulin, caveolin, and Rho family GTPases. Further advanced 
imaging can be obtained by combining topological markers 
(e.g., mRFP) with ratiometric- or FRET-based biosensors 
that readout localized signaling activities.

 34. The protocols described here do not include any specific fluo-
rescent markers for the lymphocytes, as primary blood leuko-
cytes remain extremely poorly transfectable, by virtually all 
known approaches. The combination of DIC and endothelial 
mRFP which can serve as an indirect readout for leukocyte 
topological dynamics (26) can provide a great deal of infor-
mation on leukocyte morphology. However, when desired, 
fluorescence can be introduced to leukocytes by staining with 
fluorescent cytoplasmic (e.g., BCECF or SNARF) or mem-
brane (e.g., DiI) dyes or with fluorescent-conjugated anti-
body fAb fragments that target leukocyte cell surface markers 
(e.g., LFA-1), although these strategies are not optimal.

 35. Amaxa transfection is extremely cytotoxic. Only a fraction of 
the input cells will survive and effectively adhere to the cul-
ture plates. To ensure that these grow as healthy monolayers, 
it is important to remove the dead cells and debris by gentle 
swirling and exchanging the media.

 36. The current protocols model inflammatory leukocyte–
endothelial interactions. As such, the endothelium must be 
activated to upregulate the expression of adhesion and 
chemoattractant molecules appropriately, which drive leuko-
cyte adhesion and TEM. TNF-a arguably represents the most 
potent and broadly relevant endothelium-activating cytokine. 
However, alternative activation by other cytokines (such as 
IL-1b or interferon-g) or by distinct stimuli (such as hypoxia, 
thrombin, or lipopolysacharide) may be substituted when 
modeling distinct inflammatory settings.
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 37. It is also important to note that a key challenge to studying 
leukocyte TEM in vitro is the formation and maintenance of 
an intact endothelial monolayer. In the absence of this, any 
apparent endothelial barrier crossing activities by leukocytes 
(i.e., TEM) is meaningless. Thus, it is important to start with 
conditions that allow for confluent monolayers to form and 
begin to differentiate within 12–16 h of transfection/plating.

 38. The process of creating transfected and activated endothelial 
monolayers with well-formed intact junctions is an empirical 
one. If monolayers are not well formed, modifications (such 
as increasing the input cell density, culturing for longer peri-
ods before addition of TNF-a, or reduction in either the con-
centration or treatment time (e.g., 4 h instead of 12 h) of 
TNF-a application) should be implemented systematically 
until optimal monolayer conditions are identified.

 39. It is critical to minimize the time interval between removal of 
cells from culture incubators and initiation of imaging. Thus, 
it is important to first fully prepare all aspects of the experi-
ment and image acquisition. All live-cell time-lapse image 
systems are equipped with software that drive multidimen-
sional image acquisition. Confirm parameter setup before 
starting experiment.

 40. Effort should be made to work quickly and minimize the 
exposure of a sample to cytotoxic fluorescence excitation 
sources. Apply neutral density filters to attenuate excitation 
source to the minimal usable levels and turn excitation sources 
off (i.e., close relevant shutters) immediately whenever a 
pause in imaging activities is required.

 41. The basic principle to be applied is to use the minimal amount 
of excitation energy required to provide good quality bright-
ness and contrast. Generally speaking, exposure times should 
be set in the range of 200–800 ms. If high-quality images are 
possible at less than 100 ms, it is likely that the intensity of 
excitation light source being applied is greater than necessary 
and should be attenuated (e.g., using a neutral density filter). 
Alternatively, when required exposure times are longer than 
1 s, aberrations due to the relative speed of cell dynamics may 
appear. Thus, in such settings, it may be necessary to increase 
the detector gain and/or binning.

 42. As with exposure intensity/duration (see Note 41), acquisi-
tion rate/frequency must be selected carefully. This selection 
should be based on the minimum required temporal resolu-
tion and duration of imaging, as defined by the speed and 
duration of the specific behaviors being studied, respectively. 
Each exposure of the sample to excitation light sources 
induces some degree of phototoxic damage that hinders 
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cell viability and photobleaching, which reduces quality of 
fluorescence signals. The total amount of exposure (intensity 
and duration of each exposure multiplied by the total number 
of exposures, which in turn is defined by the frequency of 
acquisition multiplied by the total duration of imaging) that 
a given sample can tolerate before cell viability and/or fluo-
rescence signal falls below acceptable levels is finite. Thus, one 
should bear in mind that every imaging experiment works on a 
limited “photon budget.” High-quality, reliable results can be 
obtained only when all parameters are managed such that the 
experiment remains well within these limits by “spending” 
the minimal amount of photons necessary to obtain the 
required results.

 43. Successful and robust imaging analysis requires a carefully 
balanced number of input lymphocytes in the field of interest. 
Too few cells may mean that a time-consuming live-cell imag-
ing experiment may only yield one or several leukocyte–
endothelial cell interactions to evaluate. Too many cells will make 
it extremely difficult to discriminate individual interactions, 
thus precluding meaningful analysis. Moreover, excess amounts 
of lymphocytes may also overwhelm and, thereby, compro-
mise the health of the endothelium.

 44. For high-quality imaging, it is absolutely critical to pay care-
ful attention to the focal plane throughout the course of the 
experiment.

 45. The current model system using effector lymphocytes and 
activated endothelium should produce completion of TEM 
by the majority of lymphocytes within ~30–45 min. If for any 
reason experimental objective requires imaging for much lon-
ger durations, careful consideration should be given to issues 
of evaporation and CO2/pH. Clear plastic covers for Delta-T 
plates (Bioptechs) that do not interfere with imaging can 
offer some protection from evaporation. However, for truly 
long-term experiments, humidified, CO2-equilibrated, 37°C 
environmental control boxes that fit around the entire micro-
scope stage are highly recommended.

 46. In many cases, it may be desirable to end the imaging experi-
ment by fixation via removal of Buffer A followed by addition 
of fixative solution and incubation at room temperature for 
5 min, followed by rinsing three times with PBS. This allows 
for the possibility of performing additional staining of sam-
ples and high-resolution, 3D confocal, fixed-cell end-point 
image analysis (Subheading 3.4).

 47. It is important to note that this approach does not include 
physiological fluid shear forces as normally experienced in 
blood circulation. One can readily modify these experiments 
using parallel wall flow chambers (e.g., Biotechs FCS2 chamber) 
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to include shear force application and determine whether this 
parameter is important to the phenomena being measured 
(26, 32, 33). However, since these techniques are invariably 
more technically challenging and time consuming, it is rec-
ommended to develop results first with a static system before 
progressing to shear systems. Additionally, it must be noted 
that acute application of fluid shear forces to an in vitro model 
system will not necessarily make it more physiologic as a 
whole. While these forces may recapitulate those felt suddenly 
by leukocytes as they transition from free flow to firm adhe-
sion on endothelium, the acute onset of shear felt by the 
endothelium itself is entirely non-physiologic (under normal 
condition, endothelium exhibits a high degree of long-term 
shear adaptation) and induces aberrant calcium flux, stress 
fiber formation, and intercellular junction weakening.

 48. It must be stressed that the strength of the imaging approach 
described throughout this protocol is in delineation of fine 
morphological dynamics and attempting to correlate them 
with overall TEM behavior. In this way, cell biological mecha-
nisms governing TEM may be uncovered and characterized. 
Thus, it is up to the investigator’s power of observation to 
first identify and then rigorously characterize/quantify spe-
cific morphological dynamics, or changes in such dynamics in 
response to experimental conditions. This approach provides 
potential as both an exploratory tool and an assay system. 
However, the realization of this potential is a highly empirical 
process, in which measurement protocols often need to be 
custom developed.

 49. These time points are selected to provide representative snap 
shots of behaviors at major phases of TEM. Extensive experi-
ence with this model shows that a small fraction of lympho-
cytes begin diapedesis within 5 min, whereas the majority 
complete the process by 30–40 min (26, 32, 33). Time points 
can/should be freely adjusted to suite experimental questions 
or distinct model systems.

 50. It is recommended that the addition of cells for each time 
point be staggered (i.e., adding lymphocytes to the longest 
time point samples first and the shortest ones last) to allow 
for fixation of all samples together in one step to avoid issues 
noted below (see Note 51). Alternatively, one can plan a pri-
ori to plate each time point in separate 24-well plates.

 51. It is possible to over-fix a sample, which may result in damag-
ing of antibody epitopes or fluorescent proteins. This fixative 
should never be used at 37°C or for more than 30 min.

 52. Samples can be transferred to 4°C and stored at this point 
if desired. Staining performed within several weeks often 
shows no appreciable difference from immediate staining. 
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However, for first time analysis, it is highly recommended 
that samples be stained and imaged immediately.

 53. While general principles and procedures are similar, staining 
of suspension cells, whole-mount tissues, or frozen sections 
requires modifications. Moreover, immunofluorescence 
staining for flow cytometry also has distinct procedures and 
requirements.

 54. This basic protocol is also generally applicable to broad com-
binations of stains (e.g., antibodies to other cell surface or 
intracellular proteins) and stains for other markers (e.g., 
lysotracker and mitotracker to mark the lysosome and mito-
chondrial compartments, respectively).

 55. This protocol covers basic procedures common to most 
immunofluorescence staining needs. However, aspects of this 
protocol are written specifically for use with an upright 
microscope coupled to a water-dipping objective. For this, it 
is recommended that adherent cells be grown in 24-well 
plates containing 13-mm circular cover glasses.

 56. Never let the samples dry. When aspirating and replacing, 
solutions always move quickly to minimize the amount of 
time that the sample is exposed to air. If working with a large 
number of samples, do not perform steps on all samples at 
once. That is, do not aspirate media or buffer off of 20 samples 
and then replace buffer in all 20. Rather, quickly aspirate buffer 
from one (or a few) samples and replace buffer, then move to 
the next sample (or a small group of samples).

 57. Balance speed and efficiency of buffer changes with gentle-
ness. Harsh pipetting will lead to damage or even loss of 
sample. Use of disposable transfer pipettes (which have rela-
tively large diameter opening compared with pipette tips) 
allows for rapid delivery of buffer with minimal shear force. 
Additionally, add buffers to the side of the sample well rather 
than directly onto the center of the sample.

 58. Once fluorophores are introduced (which may mean a priori 
if samples have been transfected to express a fluorescent pro-
tein), care should be taken to minimize sample exposure to 
light (especially direct sunlight). Perform incubation steps 
inside of a laboratory bench drawer or under a sheet of alumi-
num foil.

 59. Permeabilize samples only when necessary (i.e., intracellular 
staining is being conducted). If staining only includes extra-
cellular/cell surface markers, it is best not to perform a per-
meabilization step, as this almost always increases the 
background signal.

 60. BSA, HSA, or FCS may be preferable to NFDM in some 
cases.
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 61. Direct antibody conjugation of primary antibodies can readily, 
quickly, and cost effectively be accomplished with as little as 
~100 mg of protein using commercially available Alexa 
(Invitrogen) and Cy (Amersham) dye micro-labeling kits. 
Direct conjugation offers greatly increased flexibility (i.e., 
freedom from issues of selecting primary antibodies derived 
from distinct species in order to be able to use non-cross-
reacting secondary antibodies), convenience (one antibody 
stain step instead of two, see Note 62), and generally cleaner, 
more specific staining results.

 62. Traditional methods using nonconjugated primary antibodies 
in conjunction with fluorescent-conjugated secondary anti-
bodies can similarly be used in this protocol by preparing 
primary antibodies as indicated, but without phalloidin-647, 
followed by washing, using a second antibody stain (i.e., con-
taining secondary, for example, goat anti-mouse-488 or rat 
anti-rabbit-Cy3, antibodies; Phalloidin-647 or other non-
antibody stains, such as ToPro3, should also be included in 
this step), and a wash step.

 63. It is best to determine optimal concentrations empirically, but 
10 mg/ml works well for most antibodies.

 64. It is normal to see a significant amount of NFDM pelleted.
 65. Longer incubations may sometimes be used/necessary to 

increase the level of signal. However, this may also increase 
the nonspecific background staining of the sample as well.

 66. Stored at 4°C in the dark, stains can often be reused several 
times over a period of weeks or months without appreciable 
loss in stain quality, thereby offering substantial conservation 
of precious reagents and convenience. However, the shelf-life 
of a given premade stain solution will vary greatly and must 
be determined empirically.

 67. In some cases, additional washes and/or extended incuba-
tions may be useful in reducing nonspecific background 
staining.

 68. This step covalently links stains to the sample and dramati-
cally increases the stability of the staining, allowing appropri-
ately stored samples to be repeatedly imaged over the course 
of weeks or months. However, some dyes (e.g., Phalloidin-488 
and ToPro3) do not seem to be efficiently “fixed” into the 
sample and may leach out over time. These, therefore, may 
require a fresh restain immediately before viewing samples 
that have been stored.

 69. Use of an upright microscope and water-dipping objective 
offers several advantages over oil immersion objectives. 
The sample preparation technique used for a water-dipping 
objective is substantially easier than that used for traditional 



242 C.V. Carman

coverslip mounting (see Notes 70 and 72) and also offers 
dramatically more stable samples (see Note 72). Additionally, 
the ability to image the sample directly through an aqueous 
medium (e.g., PBS) reduces Z-axis aberrations, which are 
strongly promoted by imaging through media of mixed 
refractive index (e.g., oil, glass, and aqueous sample).

 70. First, carefully press the pointed edge of the needle against a 
hard benchtop at ~15° angle and slowly increase the angle to 
~70° while applying pressure. This will result in a “hooked” 
appearance at the end of the needle that can be used to lift 
one edge of the coverslip and then raise it until the tweezers 
can be used to grab and transfer it. Be careful not to allow the 
sample to be exposed to air for more a couple of seconds and 
to maintain the coverslip with the samples surface up. It is 
highly recommended that this approach be practiced with 
blank coverslips before transferring “real” samples.

 71. Samples can also be grown directly on 6-well or Delta-T 
plates. However, this will require significantly greater num-
bers of cells and large amounts of (usually precious) staining 
reagents.

 72. If a water-dipping objective is not available, coverslips can 
also be mounted using traditional techniques to be used with 
an oil immersion objective mounted on either upright or 
inverted confocal systems. To do so, place a drop of mount-
ing medium (e.g., Slow Fade, Invitrogen) on a cover glass, 
then flip the cover glass (sample-side down) on to the medium, 
and then use nail polish to seal the edges. Be extremely cau-
tious to ensure that the nail polish is completely dry before 
attempting to image.

 73. To store samples for subsequent imaging sessions, make sure 
that 3–4 ml of PBS remains in each well. Cover the plate with 
adhesive sealing strips (Fisher) and then with aluminum foil 
and store at 4°C. Samples stored in 6 wells covered by PBS 
and protected from light often retain high-quality signal for 
weeks or months, whereas mounted coverslips may retain 
reliable, good quality signal typically for only several days.

 74. If samples are in the process of warming up during image 
acquisition, significant drift in focal plane can occur during 
scanning. This will be particularly problematic if 3D serial 
sectioning is being attempted.

 75. The more zoomed or cropped the field is, the more intense the 
total laser energy being absorbed per unit area. Thus, the con-
tinuous scanning required to adjust parameters will have a higher 
tendency to photobleach the sample when it is highly zoomed. 
It is, therefore, recommended to set parameters first using as 
wide a field as possible and then crop/zoom to smaller regions 
of interest as the last step before collecting the final scan.
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 76. Ideally, all scans would be conducted in the lower range to 
provide optimal 3D information. However, as noted for live-
cell imaging (see Note 42), we always need to be aware of the 
limited “photon budget” when working with fluorescent 
samples. The smaller the section thickness, the more scans 
will be required to complete the Z-sectioning. When using a 
laser-scanning confocal system, it is very easy to photobleach 
the sample as image acquisition is taking place, such that sig-
nal intensity in the sections obtained toward the end of the 
series may be substantially diminished (or lost all together) 
compared to those at the beginning. Thus, section thickness 
and/or laser intensity will often need to be compromised to 
avoid photobleaching issues. Ultimately, this is an empirical 
process. After several rounds of trail and error, optimal laser 
power and section thickness for a given sample can be accom-
plished.

 77. An important tool/parameter for high-quality confocal imaging 
is the multiple-line scan feature or Kalman filter. In short, this 
feature causes the laser to raster repeatedly over the same line 
multiple times, as set by the user. Basic algorithms provide a 
type of recursive filtration that can dramatically enhance signal 
to noise. However, this comes with an increase in laser energy 
input to the sample and thus, increased photobleaching. 
Again, ultimate imaging quality requires balancing the number 
of line scans applied, the laser intensity, and the Z-axis section 
thickness.

 78. No set analytical procedure exists. As with the dynamic live-
cell imaging described in Subheading 3.3 (see Note 48), the 
analysis to be conducted with confocal serial Z-sections is 
highly dependent on the questions being asked in any given 
setting and experiment. Wide-ranging offline image-processing 
software packages exist (including many free packages) with 
flexible capabilities.
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Chapter 16

Multiphoton Intravital Microscopy to Study  
Lymphocyte Motility in Lymph Nodes

Thomas T. Murooka and Thorsten R. Mempel

Abstract

Intravital microscopy (IVM) allows for the direct in vivo visualization of dynamic biological processes in 
their physiological context at high spatial and temporal resolution. Novel nonlinear optical imaging 
modalities, most prominently multiphoton microscopy, have extended the spectrum of cellular functions 
amenable to IVM investigation to include migration and cell–cell interactions occurring deep inside the 
highly light-scattering environments of solid tissues, which had so far been inaccessible to conventional 
microscopy techniques. This has led to important new insights into immune cell behavior at steady state, 
as well as their change in behavior during an immune response. Here, we describe in detail a technique 
that allows for the monitoring of lymphocyte motility in the lymph nodes of mice at the single cell level 
using multiphoton intravital microscopy (MP-IVM).

Key words: Multiphoton intravital microscopy, In vivo imaging, Popliteal lymph node, Lymphocyte 
motility, Migration, Instantaneous velocity, Turning angles, Confinement ratio, Mean displacement

Cellular behavior in vivo is determined by a multitude of extrinsic 
factors that are impossible to replicate in their full complexity 
outside of the living organism. In order to audit and refine 
hypotheses based on in vitro studies, in vivo experiments are 
required. MP-IVM is a powerful imaging modality that allows for 
the direct dynamic observation of biological processes in their 
physiological tissue environment at cellular and subcellular reso-
lution. The optical principles underlying multiphoton microscopy 
hereby allow for deeper optical penetration into tissues, compared 
to conventional fluorescence microscopy techniques, as well as 
for prolonged observation while limiting phototoxicity and 

1. Introduction
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photobleaching (1, 2). The study of the migratory behavior and 
function of immune cells is particularly amenable to this tech-
nology (3, 4).

Here, we describe in detail a technique that allows for the 
visualization of naïve T-lymphocyte migration in the popliteal 
lymph nodes (popLNs) of mice and quantitative analysis of their 
motility. The technique involves the isolation of T cells from the 
spleen and LN of donor mice, their labeling with commercially 
available fluorescent dyes, and intravenous re-injection into 
recipient mice. The popLN is then surgically exposed to image 
the dynamic cellular behavior of the tagged lymphocytes by 
MP-IVM. This method can be utilized to assess the effects of 
experimental interference with integrin functions, such as through 
transgene expression, gene silencing by siRNA, or small 
molecules, on lymphocyte motility in vivo.

 1. Spleen and lymph node cells from donor mice: Donor and 
recipient mice are of the same genetic background (e.g., 
C57BL/6).

 2. Immunomagnetic cell purification kit for pan T cells, CD4+ T 
cells, or CD8+ T cells (e.g., mouse CD8+ T cell negative selec-
tion kit from Miltenyi Biotec, Bergisch Gladbach, Germany).

 3. Cell tracker dyes: 5-(6)-carboxyfluorescein diacetate succinimi-
dyl ester (CFSE) and 5-(and-6)-(((4-chloromethyl) benzoyl) 
amino) tetramethylrhodamine (CMTMR, CellTracker Orange, 
both from Molecular Probes/Invitrogen, Carlsbad, CA).

 4. PBS with 1% FCS.

 1. Ketamine HCl solution: Prepared at 100 mg/mL.
 2. Xylazine HCl solution: Prepared at 20 mg/mL.
 3. NaCl 0.9%: Used for injection.

 1. Custom-built microscope stage (see Note 1, Fig. 1a, j).
 2. Small animal clipper (e.g., Pocket Pro, Wahl, Sterling, IL).
 3. Depilation crème.
 4. Cotton tip applicators.
 5. 2 × 2 in. gauze sponges.
 6. Surgical instruments: Straight “tough cut” iris scissors; Vannas 

spring scissors with 3–5 mm blades; Dumont #5 Forceps stan-
dard tip, straight, 0.1 × 0.6 mm, Inox, 11 cm total length; Dumont 
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Fig. 1. Equipment and procedure of the popLN preparation for MP-IVM. (a) 1: Clipper; 2: Depilation crème; 3: Gauze sponges; 
4: Custom-built microscope stage; 5: Pedestal for positioning of right hindleg; 6: Adhesive tape; 7: Suture; 8: Surgical instru-
ments; 9: Dissembled holding clamp for immobilization of trochanter major; 10: Dissembled holding clamp for immobiliza-
tion of spine; 11: Vacuum grease loaded in syringe; 12: Plasticine; 13: Coverglasses; 14: Mounting device for coverglass and 
micromanipulator; 15: Crazyglue; 16: Circular metal tube for temperature control; 17: Thermocouple. (b) Shaved areas of the 
experimental animal. (c) Depilated area. (d) Positioning of experimental animal prior to the surgical preparation. Upper insert : 
Site for spine clamp application. Lower insert : Site for hip fixation. (e–i) Steps of the popLN exposure and creation of a closed 
chamber. Dashed line : position of skin incision. Small arrowheads : outline of lateral marginal vein. Large arrowhead : posi-
tion of a characteristic branch of the marginal vein that assists in locating the popLN. Arrow : position of popLN. g: Ring of 
vacuum grease. (h) Coverglass glued to mounting device (highlighted by a circular dashed line). (i) Circular metal tube 
sealed to coverglass. ( j) Fully assembled preparation. (k) Schematic of the temperature control system.
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#5 Forceps; and Biologie tip, 0.05 × 0.02 mm, Inox, 11 cm total 
length (e.g., from Fine Science Tools, Foster City, CA).

 7. 18 mm #1 round coverglasses.
 8. Ethyl-2-cyanoacrylate glue. (e.g., Crazyglue).
 9. Adhesive tape.
 10. Suture material (e.g., 5-0 braided silk, Roboz Surgical, 

Gaithersburg, MD).
 11. High-viscosity vacuum grease (e.g., Dow Corning, Midland, 

MI).
 12. Plasticine modeling clay.
 13. Miniature K type thermocouple (e.g. 5SC-TT-K-40-72 from 

Omega, Stamford, CT).

 1. Upright multiphoton microscope equipped with (a) at least 
two (ideally three to four) non-descanned PMT detectors 
(e.g., Ultima V, Prairie technologies, Middelton, WI; 
TriMScope, LaVision Biotec, Bielefeld, Germany; TCS SP5, 
Leica, Wetzlar, Germany, LSM 710 NLO Zeiss, Jena, 
Germany; or Fluoview FV1000MPE, Olympus, Center Valley, 
PA), (b) a high numerical aperture objective lens (Olympus 
XLUMPLFL20XW 20×, 0.95 NA, water immersion, 2 mm 
working distance), and (c) a femtosecond-pulsed infrared 
laser (DeepSee, Spectra-Physics/Newport, Mountain View, 
CA; or Chameleon Ultra II, Coherent, Santa Clara, CA).

 2. Small water bath (e.g., Precision 280 series, Thermo Scientific, 
Waltham, MA).

 3. Roller pump (e.g., Masterflex L/S with Easyload II, Cole 
Parmer, Vernon Hills, IL).

 4. Digital thermometer (e.g., model 710, BK Precision 
Corporation, Yorba Linda, CA).

 5. Polyethylene tubing (e.g., Intramedic PE160, Becton 
Dickinson, Franklin Lakes, NJ).

 1. Image analysis computer workstation with high graphics 
 processing capability.

 2. Image analysis software that allows processing and analysis of 
4-dimensional (3-D and time) data sets (e.g., Volocity, 
Improvision, Coventry, England; or Imaris, Bitplane, Zurich, 
Switzerland): As a more cost-effective alternative to these 
commercial products, the freeware program ImageJ with its 
wide array of freely available plugins (http://rsb.info.nih.
gov/ij/) can substitute for some of the most relevant func-
tions of image processing and analysis. More complex com-
putational analyses of lymphocyte migration can be performed 
through scripts written in Visual Basic (Microsoft, Redmond, 
WA) or in Matlab (Mathworks, Natick, MA).

2.4. Multiphoton 
Intravital Microscopy 
of the Mouse Popliteal 
Lymph Node

2.5. Image Processing 
and Quantitative 
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 1. Spleen and LNs from donor mice are harvested and T cells 
isolated using negative immunomagnetic selection. Resuspend 
cells at 106 cells/mL in PBS with 1% FCS.

 2. Stain 106 cells with CFSE at 2.5 mM for 15 min in a 37°C 
waterbath. For direct comparison of cell motility between 
two different populations, stain the second population (e.g., 
treated with a small molecule inhibitor) with CMTMR at 
10 mM for 15 min at 37°C. To stop the staining reaction, 
centrifuge cells through a cushion of 2 mL of 100% fetal calf 
serum, which binds residual protein-binding dyes such as CFSE 
and CMTMR. Resuspend cells in ~200 mL PBS. Alternative to 
staining with organic fluorescent dyes, cells from mice which 
express fluorescent proteins (such as enhanced green fluores-
cent protein, EGFP, and it color variants) globally or specifi-
cally in T cells can be used.

 3. Inject lymphocytes intravenously into recipient mice through 
the lateral tail vein and image the popLN 6–24 h post-injection. 
For cells which show impaired recruitment to LNs after intra-
venous injection (a process which depends of aLb2 integrin 
function), proportionally larger populations of cells relative 
to the control population should be injected and allowed 
more time to accumulate in LNs. The density of cells for both 
populations during image acquisition should be comparable. 
Be aware of possible selection effects imposed by the recruit-
ment step (e.g., naïve and memory T cell may be differen-
tially impaired in LN recruitment by inhibitor treatment), 
which may bias subsequent comparative analysis.

Mice are anaesthetized by initial intraperitoneal injection of a 
mixture of Ketamine, Xylazine, and NaCl 0.9% (to achieve a dose 
of 150 mg/kg body weight for Ketamine and 10 mg/kg for 
Xylazine). A surgical plane of anesthesia is achieved if the mouse 
does not react to firm pinching of the footpad. Repeat injections 
during the surgical procedure and later on during the imaging 
session can be carried out intramuscularly to achieve slower release 
and more even plasma levels of the drugs.

 1. The rig mouse leg, flank, and back are shaved using clippers 
(Fig. 1b) and depilation crème briefly (<30 s) applied to the 
dorsal aspect of the right leg, avoiding maceration of the skin 
(see Note 2). Thoroughly wipe off the crème using moist 
gauze and repeat if required (Fig. 1c). The goal is to remove 
all hair from this area since fragments of hair remaining in 
the imaging field produce undesirable autofluorescence. 
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Shaving the left upper leg facilitates intramuscular injections 
when the mouse is under the microscope.

 2. The mouse is positioned on the microscope stage using 
 adhesive tape attached to the left hindleg, the left foreleg, and 
the tip of the tail and by applying tension to the right hindleg 
using a sling of suture attached to one of the toes (Fig. 1d).

 3. The tip of the right trochanter major (a prominent bony pivot 
of the upper leg bone) is identified through palpation and 
exposed though a 1 cm skin incision in the flank. The attached 
connective tissue is teased away and the first holding clamp 
applied (Fig. 1d). During this, the right leg should be in a 
rotational position so that the popliteal fat pad, which is 
 visible though the skin, is facing straight upward.

 4. The dorsal skin is incised over a distance of about 1 cm to 
expose the upper lumbar spine and a small fraction of its 
circu mference freed of the attached musculature. The second 
holding clamp is attached to the spine’s dorsal aspect 
(Fig. 1d).

 5. Using the iris scissors, the skin overlying the popLN is longi-
tudinally incised over a length of about 1 cm, using the lateral 
marginal vein as a landmark structure (Fig. 1e). Through 
blunt dissection, using the fine forceps, some the connective 
and fat tissue to the left of the lateral marginal vein is gently 
teased away and the popLN is readily exposed (Fig. 1f ). 
During all times, the LN should be kept moist by applying 
NaCl 0.9% (see Note 3).

 6. Plasticine blocks are molded onto the leg from both sides at 
the level of the popLN. Applying gentle pressure from both 
sides pushes the popLN into a slightly elevated position, mak-
ing it more accessible without the need for extensive tissue 
dissection (Fig. 1g). Then a ring of vacuum grease is applied 
to the dry skin around the incision (Fig. 1h). The resulting 
basin is filled with NaCl 0.9%.

 7. A clean coverglass glued to a micropositioning device mounted 
on the stage is lowered onto the popliteal fossa to seal off the 
pool of NaCl solution and thus create a closed chamber,  taking 
care not to inclose air bubbles (Fig. 1h). The coverglass can 
gently touch the surface of the popLN, but excessive pressure 
will perturb its blood perfusion and should be avoided.

 8. A second ring of vacuum grease is applied to the rim of the 
coverglass and used to seal a piece of metallic tubing made 
from 16G needle tips that is shaped to an incomplete circle to 
align with the coverglass (Fig. 1i). The metal tubing rests on 
another block of plasticine and is attached to flexible plastic 
tubing that will later be connected to the circular water heating 
system (Fig. 1j, k) (see Note 4).
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 9. The thermocouple is positioned between the mouse leg and 
the coverglass in close proximity to the popLN (Fig. 1i, j).

 10. The stage is transferred to the intravital microscope. The 
heating element is connected to the roller pump and the 
waterbath and the pump turned on. The thermocouple is 
plugged into the digital thermometer.

 1. Through the eyepieces of the microscope the popLN can be 
distinguished from the surrounding tissue structures by its 
ovoid shape and its green autofluorescence under mercury 
arc lamp illumination (see Note 5). Negatively contrasted 
blood vessels can be assessed for robustness of perfusion. Any 
residual movement of the specimen that is noticeable at this 
point will preclude acquisition of high-resolution 3D image 
stacks and should be corrected by readjustment of the prepa-
ration under the dissecting microscope.

 2. Lymphocyte migration is highly temperature dependent (5). 
Since the water immersion objective lenses used for MP-IVM 
function as heat sinks, the ambient popLN temperature must 
be actively maintained close to 37°C. Perfusing the circular 
metal tube overlying the coverglass with warm water is a cost-
effective and convenient approach, since the temperature can 
be quickly adjusted by changing the flow rate (Fig. 1k).

 3. The laser source is tuned to an appropriate wavelength (e.g., 
800 nm for CFSE and CMTMR, 930 nm for EGFP and 
DsRed) and the microscope equipped with appropriate filter 
combinations to detect green and orange-red fluorescence 
emission (e.g., 525/50, and 620/100 nm bandpass filters). 
If a third channel is available, it can be used to record backscat-
tered second harmonic signals from collagen fibers, which 
emanate from the tissue with exactly half the illumination 
wavelength (Emission filters centered on 400 or 460 nm should 
be used at 800 or 920 nm laser wavelength, respectively). 
Collagen fibers serve as convenient anatomical landmarks for 
orientation in the tissue and also for any post-acquisition image 
correction for small tissue drifts. The green channel will show 
fluorescence of CFSE-labeled or EGFP-expressing T cells, 
whereas the red channel will show florescence of CMTMR-
labeled or DsRed-expressing lymphocytes. Some autofluores-
cence will typically be detected in all channels.

 4. To test the viability of the preparation, the baseline migratory 
behavior of labeled lymphocytes is briefly recorded. To this 
end, a field of view containing the deep T-cell area is chosen 
(typically >200 mm away from the LN capsule) and a stack of 
optical sections (e.g., 16 sections spaced 4 mm apart in z, 
corresponding to 60 mm of depth) repetitively recorded 
(e.g., at 15 s intervals) for 15 min without optical zoom 
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(when using a 20× lens this typically results in a field size of 
500–700 mm). Most commercial image acquisition software 
allows subsequent browsing through the acquired image 
sequence along the time axis to visually assess cell motility. At 
this point attention should also be paid to the stability of the 
preparation. In particular, a high frequency jitter caused by 
the respiratory movement of the mouse or the pulsation of a 
nearby arterial vessel, as well as a gradual drift of the specimen 
need to be corrected by readjustment of the preparation 
under the dissection microscope. At this point, the optimal 
microscope settings (laser power, PMT gain, offset, etc.) to 
obtain balanced signals of CFSE and CMTMR is determined 
and loaded.

 5. Once a suitable location with large numbers of fluorescently 
labeled cells is found, begin image acquisition. Note that 
T-cell motility is not uniform in all regions of the LN, but is 
lower in superficial location close to the B cell follicles. To 
limit the potential bias introduced by selecting a certain 
region, record from different location of the T-cell area. 
Individual 30–60 min recordings usually provide a sufficient 
amount of cell tracks for a meaningful statistical analysis. 
Ideally, a continuous recording of several hours should be 
generated, but because of practical limitations, typically mul-
tiple sequential recordings have to be obtained. The recorded 
volume should be as large as possible to allow for tracking of 
individual cells of long periods, but again practical limitations, 
e g., on file size, must be considered (see Note 6).

As outlined in Fig. 2, data analysis can be divided into at least two 
steps: (1) Cell tracking and (2) Track analysis. The first step can 
nowadays be performed in a semi-automated fashion using 
 specialized software packages, such as Volocity or Imaris. These 
applications not only help to convert time-series of stacks of 
 optical sections into maximum intensity-projected or three-
dimensionally rendered movies, but also provide image segmen-
tation and object tracking capabilities to extract the x, y, and 
z-spatial coordinates of individual migrating cells over time (“cell 
tracking”). Upon automated cell tracking, it is important to visu-
ally inspect each track and delete those that track accumulations of 
fluorescence that are not associated with live cells. Computational 
tools have been developed to help identify other tracking artifacts 
(6). Alternative to automated tracking, the open source-program 
ImageJ (http://www.rsbweb.nih.gov/ij/) provides a cost-free 
tool for slightly more laborious, computer-assisted manual 
 tracking of migrating lymphocytes.

Information on the calibrated (in mm instead of pixels) spatial 
position in the x, y, and z dimension for all individual time points of 
measured T-lymphocyte tracks are exported as tab-delimited *.txt-files. 

3.5. Image Processing 
and Quantitative 
Analysis of Cell 
Migration Behavior
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Fig. 2. Steps of the analysis process to obtain quantitative data on cell motility from 4-dimensional data sets. Stacks of 
optical sections are rendered into 3-D data sets through software that extrapolates the information contained in the 
 sections to “fill in” the space between the individual sections. Typically, orthogonal views of these 3-D renditions are 
exported as movies for display purposes. Virtual cell centroids or centers of mass of cells in the 3-D volume over time are 
determined and cell tracks generated. The resulting positional information (x, y, z coordinates, time) is the basis for all 
subsequent computational analysis. For an intuitive assessment of cell motility, tracks can be displayed graphically. 
 Step-based parameters, on the one hand, provide information on speed and directionality of migration on the population 
level, and are less prone to analytical bias than cell-based parameters. Cell-based parameters, on the other hand, are 
more powerful to detect heterogeneity within cell populations. Confinement (chemotactic index, meandering index) is 
described by the ratio of net displacement and the total path length of a track. To correct for varying path lengths, which 
affect the confinement ratio, a correction factor comprised of the square root of the track duration, can be introduced 
(“Corrected confinement ratio”) (6). Mean displacement (MD) plots can be used to calculate the motility coefficient for 
cell populations following biased random walk behavior (7). Use of the mean displacement (instead of mean square 
displacement) requires the introduction of a correction factor (3/8 for 3-D measurements) when calculating the motility 
coefficient M from the slope of the MD plot.
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These can then be computed to obtain parameters describing cell 
motility (e.g., instantaneous migratory velocity, turning angels) in 
a simple Excel spreadsheet, in Visual Basic, or in a matrix-based 
computing environment such as Matlab. Several useful step-based 
or track-based parameters are listed in Fig. 2. These describe cell 
populations at the level of the discrete displacements of cells over 
the arbitrarily chosen measurement time interval, without regard 
to track identity (step-based), or at the level of individual cell tracks 
(track-based). All of these parameters differ in the aspects of cell 
motility they describe (speed, directionality, population hetero-
geneity, etc.) and in their limitations in terms of the biases they 
introduce to the analysis. For a detailed review of these parameters 
and their susceptibility to analytical bias, see ref. (6). We routinely 
compute a large panel of parameters and interpret the results 
collectively.

 1. Our microscope stage is manufactured using a plexiglas plate 
as the base, onto which various elements for the fixation of 
the mouse are mounted. These elements for the most part 
consist of materials available in any hardware store that are 
shaped to suit their particular function. We found small steel 
corner brackets, angle style steel shelf support pegs, screws 
and nuts of various calibers, silicone-based windshield sealer, 
and casting resin very useful items. The only expensive 
 element is a 3D-micromanipulator, which allows for the 
 controlled positioning of the coverglass on the popLN.

 2. Our choice of the popLN for MP-IVM studies over other 
skin-draining LNs was based on two observations: (1) The 
quantity of footpad-injected reagents that drains to the LN 
can be controlled more accurately with the popLN than with 
other skin-draining LNs; (2) Due to the popLN’s remote 
location relative to the animal’s trunk, the respiratory move-
ments, which would inevitably cause motion artifacts during 
the slow image acquisition achieved by laser-scanning micros-
copy, could be shielded off effectively without applying pres-
sure to the surrounding tissues. Possibly as a consequence of 
this, we consistently detected robust lymph flow in the popLN 
model.

 3. During initial attempts with this procedure, sparing the affer-
ent lymph vessels during the surgical dissection may be a 
technical challenge. This can be helped by footpad injection 
of a dye (e.g., Evans blue) in order to outline the draining 
lymphatic vasculature. Typically, at least three afferent lymph 

4. Notes
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vessels can be identified entering the popLN during the 
 procedure. Blunt dissection (insertion of closed forceps or 
scissors into the tissue followed by their opening) minimizes 
bleeding. If a persistent bleeding still occurs, it can usually be 
stopped by grabbing and applying pressure on the vessel with 
forceps for ~30 s. Perfusion of the popLN occurs through 
perforating, deeper arteries and veins and is therefore not 
affected by damage to superficial blood vessels.

 4. At this step it is important that the metal tube rests strain 
free on the coverglass. Otherwise slow release of tension 
(e.g., during warming and softening of the plasticine block) 
can lead to a gradual drift of the specimen, precluding acqui-
sition from the same depth of the LN.

 5. If a conventional epifluorescence unit is unavailable, locating 
the popLN can be helped by drawing a circle around it on the 
dry coverglass with a fine marker pen. Oblique brightfield 
epi-illumination with a handheld flashlight then allows view-
ing of the specimen though the eyepieces of the microscope. 
Despite poor image contrast the drawn circle helps to identify 
the popLN.

 6. The duration of the recording is limited by: (1) The require-
ment to obtain access to the animal in order to maintain 
 surgical anesthesia, (2) Evaporation of the immersion water, 
(3) Restrictions of either the acquisition software or the 
 computer hardware on the maximum size of the recorded data 
files. Besides the total length of the recording, the file size can 
typically be adjusted through the pixel resolution, the number 
of z planes, and the cycle time. We typically use a pixel resolu-
tion of 256 × 256, 16 optical sections, and a cycle time of 15 s, 
since this provides us with a good compromise between file 
size, image detail, and the ability to follow individual motile 
cells for sufficient time to obtain meaningful data.
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Chapter 17

Overview of Integrin Signaling in the Immune System

Tatsuo Kinashi 

Abstract

It has been well established that integrins mediate cell–cell and cell–matrix adhesion and play crucial roles 
in the immune system such as leukocyte–endothelium interactions, immune synapse formation, and 
effector functions. Since the discovery that integrins undergo dynamic changes of adhesive activities in 
response to external stimuli, intensive studies have been conducted to elucidate the signaling events that 
control the activation of integrins (inside-out signaling) and signaling events from the induced integrin-
dependent adhesion (outside-in signaling). The molecular characterization of these signaling pathways 
highlights the importance of integrins as bidirectional signaling receptors. The characteristics of integrin 
signaling are best exemplified in the immune system. This chapter highlights the recent studies of intra-
cellular signaling pathways that regulate integrins in immunological contexts.

Key words: Integrin, Inside-out signaling, Outside-in signaling, Leukocytes, Chemokines, T-cell 
receptor (TCR), B-cell receptor (BCR), Small GTPase, Tyrosine kinase, Adaptor protein

The immune system is supported by highly dynamic and contact-
dependent processes, in which dynamic changes of integrin play 
crucial roles during homeostasis and disease. It was first reported 
almost 20 years ago that a transient change of LFA-1 adhesive-
ness occurred upon TCR crosslinking (1). Since then, activation 
of leukocyte integrins (upregulation of integrin adhesiveness) by 
external stimuli has been extensively studied. Integrins expressed 
on leukocyte are inactive in a resting state, but rapidly increase 
adhesiveness upon stimulation with antigens, chemokines, and 
cytokines. Basically, integrin adhesiveness is regulated by ligand-
binding affinity (conformation) and cell surface clustering 
(valency). By definition, intracellular signaling events that increase 
integrin adhesiveness before ligand engagement is termed inside-
out signaling. Conversely, adhesion strengthening and subsequent 

1. Introduction
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morphological and functional changes following ligand engagement 
are categorized as outside-in signaling. Distinguishing between 
inside-out and outside-in signaling is often difficult as the two 
events often occur sequentially and rapidly in the immune cells. 
However, in recent years studies with gene-targeting and knock-
down by short interference RNA (siRNA) techniques have 
revealed a number of signaling molecules involved in integrin 
activation and signaling processes. Since integrin-related adhesive 
events are too broad to cover in a limited space, this chapter will 
focus on two representative integrin activation (inside-out) sig-
naling pathways, antigen receptors and chemokines, and also 
cover outside-in signaling in the immune system for readers inter-
ested in signaling aspects of integrin regulation.

During immunological surveillance naive T cells re-circulate 
between peripheral blood and lymphoid tissues. Upon entry into 
lymphoid tissues, T cells attach to a specialized post-capillary 
venule, the high endothelial venule (HEV), through a process 
known as the lymphocyte adhesion cascade involving sequential 
steps of selectin-dependent rolling, chemokine-triggered activa-
tion, and integrin-dependent adhesion (2–4) (Fig. 1). The activa-
tion of neutrophils and monocytes by inflammatory chemokines 
induces a transition from rolling to arrest adhesion by increasing 
the adhesiveness of integrins for their cognate ligands expressed 
on inflamed endothelium. This three-step model has been gener-
ally accepted during homeostasis and inflammation with some 
modifications, depending on the cellular contexts and molecules 
involved. For example, selectin-carbohydrate engagements can 
transmit signals (5, 6) and activate integrins (7). b2 integrins 
(LFA-1, Mac-1) and a4 integrins (a4b1, a4b7) can mediate roll-
ing as well as arrest (8–10).

Chemokines play a major role in integrin activation, resulting 
in binding to integrin ligands on the endothelium. In the classical 
adhesion cascade, when the inside-out signaling is inhibited, leu-
kocytes continue rolling on the endothelium. The combination 
of gene-targeting and siRNA technologies to deplete target pro-
teins and in vitro flow adhesion assays reproducing L-selectin-
dependent rolling to chemokine-induced arrest (11) has revealed 
a post-adhesion strengthening step after the initial lymphocyte 
arrest. Integrin activation can be also measured using activation 
state-specific antibodies that recognize extended, high-affinity 
open conformations, although this method does not necessarily 
guarantee the role of the signaling molecule in arrest adhesion. As 
described below, recent studies on signaling molecules have shown 

2. Chemokine 
Signaling to 
Integrins

2.1. Leukocyte–
Endothelial 
Interactions
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that selectins are involved in integrin activation. Furthermore, 
adhesion stabilization is an important post-adhesion step that 
strengthens leukocyte attachment to the endothelium. Thus, from 
the viewpoint of the signaling pathways, the classical three-step 
model stands to be revised to dissect the true arrest process (12).

It is well established that endothelial chemokines induce arrest 
from rolling through the binding of leukocyte integrins to immu-
noglobulin superfamily proteins (ICAM-1, VCAM-1) expressed 
by HEV and inflamed endothelial cells. Chemokines do not dis-
tribute in a gradient fashion, but are localized on the apical surface 
of HEV, mostly through binding to glycosaminoglycan (13). 
In vitro flow assays have demonstrated that the transition from 
rolling to arrest can be mediated by immobilized chemokines on 
the endothelium, but not using soluble chemokines (14, 15). 
Lymphocyte arrest mediated by L-selectin-dependent rolling in 
response to chemokines occurs within a second, whereas neutrophils 

2.2. Inside-Out 
Signaling  
for Leukocyte Arrest

Fig. 1. Inside-out signaling in the leukocyte adhesion cascade. During selectin-dependent rolling on the endothelium, 
endothelial chemokines trigger inside-out signaling and leads to integrin-mediated arrest. The major intracellular signaling 
molecules are indicated. Signaling through binding to selectins activate integrins, depending on Syk and ITAM-containing 
FcRg and DAP12. Chemokine activates the Gi family heterotrimeric G proteins, which leads to the activation of small 
GTPases (Rap1, Rac, RhoA) and the induction of arrest. Integrins exist in an inactive, bent form, and undergo conforma-
tional changes (extended intermediate affinity, extended high affinity) and clustering. Transition from rolling to arrest is 
followed by the adhesion-strengthening step. Exact signaling events controlling conformational changes during the 
adhesion cascade are not clear, but small GTPases are required for the initial arrest and RAPL/Mst1 are required in the 
adhesion-strengthening step. Talin and kindlin-3 directly bind to the b integrin tail and links with the actin cytoskeleton. 
The exact step involving talin and kindlin-3 is not clear but could be the initial arrest or stabilized step. Vinculin further 
associates with talin to connect the actin cytoskeleton to integrin.
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rolling through PSGL-1 and E-selectin requires much longer 
time (tens or hundreds of seconds) before coming to arrest (16), 
indicating distinct cell-dependent modalities in arrest induction 
(17, 18). Signaling through Syk (spleen tyrosine kinase) and ITAMs 
(immunoreceptor tyrosine-based activation motifs)-containing 
adaptors triggered by E-selectin engagement can activate LFA-1 
and contribute to slow rolling of neutrophil in a chemokine-
independent manner (7, 19). Since selectins do not appear to 
activate integrins in lymphocytes (18), neutrophils may employ 
distinct arrest signals in addition to those triggered by chemokines.

Leukocyte arrest by chemokine and chemoattractant is 
abrogated by pertussis toxin, which inhibits the Gi/o family of 
heterotrimeric G-proteins (2, 20, 21). Lymphocytes and neutro-
phils predominantly express Gia2 and Gia3. Gia2-deficient B 
cells exhibited poor attachment to HEV, whereas deficiency of 
RGS1, a GTPase-activating protein, increased attachment (22). 
Although arrest was not directly investigated in that study, it is likely 
that chemokine-triggered Gia2 played the major role in B cell arrest 
on HEV. It is unclear whether T cells also utilize Gia2 exclusively. 
Activation of pertussis toxin-sensitive Gi proteins resulted in release 
of a and bg subunits, leading to inhibition of adenyl cyclase, and 
activation of phospholipase C (PLC), PI3 kinase, Ras/Rho family 
of small GTPases, tyrosine kinases, and MAP kinases.

Previous studies suggested a critical role for PLC in lymphocyte 
arrest, as the PLC-specific inhibitors inhibit arrest mediated by 
LFA-1 (23) and VLA-4 (24). Although PLCb2 and PLCb3 are 
required for chemotaxis of T cells (25), PLCb2 and PLCb3 double-
deficient mice do not have a defect in arrest adhesion of lympho-
cytes and neutrophils (26). Further studies are needed to examine 
PLC isoforms required for arrest adhesion. A key target of PLC 
activity for integrin activation triggered by chemokines is CalDAG-
GEF-I (RasGRP2), a Ca2+ and diacylglycerol-dependent guanine 
exchange factor for the small GTPase Rap1. A CalDAG-GEFI defi-
ciency in mice caused defective b1, b2, and b3 integrin activation in 
platelets and leukocytes (23, 27–29). Interestingly, patients with a 
rare adhesion deficiency syndrome termed LAD-III, have a splice 
junction mutation in the CalDAG-GEFI gene (29).

The small GTPase Rap1 has received much attention as a cell 
adhesion regulator (30, 31). Rap1 is a potent activation signal for 
b1, b2, and b3 integrins, and enhances cellular adhesion in both 
immune and non-immune cells. Lymphocyte Rap1, which is rap-
idly activated by chemokines and cognate antigens, increases the 
adhesiveness of integrins to their ligands by modulating affinity 
and avidity (clustering), induces polarized cell shape, and facili-
tates cell migration (32) (see Chapter 24). Amino acid sequence 
identity of Rap1a and Rap1b is approximately 95% and function-
ally interchangeable regarding integrin activation (33, 34). 
Most tissues express both Rap1a and Rap1b to varying degrees. 
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Targeted deletion of the rap1a or rap1b genes resulted in impaired 
activation of lymphocyte (a4b1, b2) and platelet integrins 
(aIIbb3), respectively (35–38). While both VLA-4 and LFA-1 
were affected by Rap1 deficiency in mice, human peripheral 
T cells exhibited impaired LFA-1, but not VLA-4 by inhibition or 
depletion of Rap1, suggesting species distinct activation of integ-
rins (18). Double deficiency of Rap1a and Rap1b has not yet 
been reported. In one study, Chat-H (Cas and Hef-1-associated 
signal transducer in hematopoietic cells) was shown to be required 
for chemokine-induced activation of the Rap-1 and integrin-
mediated adhesion by using lentivirus-mediated RNA inter-
ference. Localization of Chat-H and its binding partner CasL 
(Crk-associated substrate in lymphocytes) to the plasma mem-
brane were required for T-cell migration (39).

RAPL was identified as a Rap1-GTP-binding protein by yeast 
two-hybrid screening. RAPL is highly expressed in immune cells 
and it mediates Rap1 functions on integrins through association 
with the aL cytoplasmic subunit (40). Targeted deletion of the 
rapl gene impaired chemokine-induced lymphocyte adhesion and 
trafficking to the peripheral lymph nodes (41). The detailed anal-
ysis of arrest adhesion in vivo and in vitro indicated that RAPL−/− 
lymphocytes are defective in post-arrest adhesion strengthening, 
resulting in unstable attachment to HEV (Ebisuno, submitted). 
RIAM was also identified as a Rap1-GTP-binding protein, and 
was implicated as a Rap1 effector which activates LFA-1 (42). 
RIAM was also required for localization of Rap1 in the plasma 
membrane (42), as well as talin recruitment (43). Knockdown of 
human RAPL, but not RIAM, in T cells impaired chemokine-
induced adhesion by VLA-4 (44). Thus, RIAM does not appear 
to be involved in inside-out signaling triggered by chemokines, 
instead it plays a role in TCR-induced adhesion (see below). Mst1 
(Stk4), a ste20-like kinase, was identified as a RAPL-associated 
molecule. RAPL regulated Mst1 kinase activity and subcellular 
localization in response to chemokines (45). Mst1-deficient mice 
exhibited hypoplastic lymphoid organs due to defective lympho-
cyte trafficking. Mst1 deficiency did not affect L-selectin-mediated 
rolling and LFA-1-dependent arrest by chemokines, but impaired 
stable attachment to ICAM-1 under physiological shear flow 
(11). Similar phenotypes of Mst1 knockout mice are also reported 
by other groups (46, 47).

Chemokine-triggered RhoA and Rac1 activation in human 
primary T cells increased LFA-1 affinity and adhesion under shear 
flow (48–50), whereas Cdc42 was inhibitory on integrins (50). 
Importantly, PLD1 was indicated as a common downstream 
effector of RhoA and Rac1 on LFA-1 affinity modulation and 
attachment to HEV. Furthermore, inhibition of PLD1 led to 
decreased phosphatidyl inositol-4,5 biphosphate (PIP2), a lipid 
involved in talin activation and actin reorganization (50). 
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Although further studies are necessary to establish a link between 
PLD1 and integrins, the Bolomini-Vittori study provides com-
pelling evidence of the importance of RhoA and Rac1 in integrin 
activation of human T cells.

The Rho effector in straight actin filament generation, mDia1, 
was required for efficient T cell homing and chemotaxis in mice, 
since these processes were impaired in mDia1−/− T cells, but not 
B cells (51). Interestingly, Wiscott–Aldrich syndrome protein 
(WASP) was found to be downregulated in mDia1−/− T cells. 
However, WASP is dispensable for integrin-dependent adhesion 
(52), suggesting that mDia1 deficiency is responsible for impaired 
trafficking. Although this study did not examine arrest adhesion 
directly, it suggests an important role of these regulators on the 
actin cytoskeleton in T cell trafficking in mice. DOCK2, a Rac-
GEF, plays an indispensable role in actin polymerization and 
chemotaxis of lymphocytes (53). DOCK2−/− B cells, but not T 
cells, were defective for attachment to HEV due to impaired acti-
vation of LFA-1 and a4 integrins (54). DOCK2 binds to PIP3 
(phosphatidylinositol 3,4,5-triphosphate) and phosphatidic acid, 
resulting in recruitment to the plasma membrane mediating the 
GTP-GDP exchange reaction of Rac (55). Thus, PI3 kinase and 
PLD are thought to be upstream of DOCK2. PI3Kg deficiency 
abrogated the initial PIP3-dependent membrane recruitment of 
DOCK2, but not later PLD-dependent recruitment (55). It is 
unclear whether Rac, Rho, and Rap1 crosstalk. Interestingly, it 
was reported that PLD1 was expressed on the same vesicular 
compartment in Jurkat T cells as Rap1, and Rap1 recruitment to 
the plasma membrane required PLD1 (56). It is therefore possible 
that spatial regulation through lipids, vesicle transport and cyto-
skeleton wire a crosstalk of small GTPases, and play important 
roles in integrin activation triggered by chemokines.

TCR-triggered LFA-1-dependent adhesion to ICAM-1 is a hall-
mark of inside-out signaling (1). A specialized antigen-dependent 
adhesion complex, known as the immunological synapse (IS) or 
SMAC (supramolecular activation cluster), were generated 
between T cells and antigen-presenting B cells or planar lipid 
membranes (57, 58) (Fig. 2). In mature IS an external LFA-1 
ring surrounds central TCR clusters in the contact zone, which 
could facilitate relatively weak antigen binding by the TCR (59). 
Advances in imaging techniques has revealed that T-cell inter-
actions with antigen-presenting cells (APC) is a dynamic process, 
rather than a long-lived stable adhesion, in which T cells crawl on, 
or contact briefly with APC, followed by stable adhesion resulting 

3. Antigen 
Receptor Signaling 
to Integrins
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in T-cell clusters and proliferation (60, 61). These findings led to 
important issues of post-adhesion regulation, such as how spatial 
regulation of LFA-1 could be achieved upon TCR triggering, 
what makes a switch between mobile and stable contacts, or what 
are consequences of changes of adhesive behaviors on antigen 
recognition and response (62). These processes involve both 
inside-out and outside-in signaling, and are likely influenced by 
chemokines. To dissect the complicated process, it is crucial to 
examine the signaling pathways downstream of the TCR and clarify 
their direct effects on integrins in defined cellular contexts.

The early signaling of TCR engagement is an activation step 
of Src protein tyrosine kinases (Lck and Fyn) that phosphorylate 
the ITAM motifs of the CD3 complex, resulting in recruitment 
of the Syk kinase family member Zap70. Recruitment of Zap70 
leads to a cascade of phosphorylation events and an assembly of 
the multimolecular signaling complex, which is responsible for 
propagating the TCR-triggered signal into diverse distal signaling 
pathways. The important targets of Zap70 are the adaptor proteins 
LAT (linker for activation of T cells) and SLP-76 (Src homology 
2 domain-containing leukocyte protein of 76 kDa). These adaptors 
nucleate a complex composed of a TEC-family kinase ITK, a 
Rac/Cdc42 exchange factor VAV1, and the p85 subunit of PI3-
kinase (63). ITK is important for the formation of the LAT-VAV1-
SLP-76 complex and for PLCg1 phosphorylation. Disruption of 

Fig. 2. TCR-mediated inside-out signaling pathways. Following TCR ligation, tyrosine kinases (LCK, FYN, ZAP-70) trigger 
the early signaling events, resulting in the LAT-VAV1-ITK-SLP76 complex formation, and leads to PLCg1 activation. Rap1 
activation occurs via Rap1-specific exchange factors, CalDAG-GEF I or C3G. Translocation of Rap1 to the plasma mem-
brane occurs through vesicular transport that requires PLD activity. The binding of SLP76 to the ADAP/SKAP55 complex 
activates integrins in a Rap1-dependent manner via the RIAM-talin or RAPL-Mst1 pathways, leading to immunological 
synapse (IS) formation. In the mature IS, integrins (LFA-1) are redistributed to the peripheral SMAC (pSMAC) surrounding 
the TCR cluster in the central SMAC (cSMAC).
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the proximal signaling complex, including VAV1, PI3K, ITK, 
impaired b1 and b2 integrins (52, 64–68). The proximal signal-
ing complex results in the PLCg1 activation, which was shown to 
be required for Rap1 activation and integrin activation in T-cell 
lines (69). Indeed, Rap1a-deficient T cells were defective in TCR-
stimulated integrin clustering and adhesion (37). The studies 
using T cell lines showed that RAPL and Mst1 were also required 
for antigen-dependent T cell-APC conjugate formation, and 
RAPL and Mst1 were found to be colocalized with LFA-1 in the 
peripheral SMAC (40, 45).

The search for the selective signaling pathway to integrin acti-
vation by TCR came from the study of ADAP (adhesion and 
degranulation promoting adaptor protein, previously known as 
Fyb or SLAP-130) (70, 71). ADAP is expressed in hematopoietic 
cells, but not in B cells. ADAP associates with SLP76 after TCR 
ligation. ADAP−/− T cells showed impaired TCR-ligation-induced 
b1 and b2 integrin-dependent adhesion, although calcium flux 
and MAPK activation occurred normally. ADAP deficiency 
impaired TCR-ligation-induced LFA-1 clustering, but did not 
affect TCR clustering itself or assembly of the actin cytoskeleton. 
ADAP deficiency also resulted in reduced proliferation and IL-2 
production. SKAP55 (Src-kinase associated phosphoprotein of 
55 kDa, also known as SKAP1), constitutively associates with 
ADAP. When overexpressed, SKAP55 augmented LFA-1-mediated 
adhesion of primary T cells and IS formation (72). Interestingly, 
ADAP deficiency downregulated SKAP55 expression due to pro-
tein instability (73, 74), which raised an issue whether the pheno-
type of ADAP deficiency could be caused by ADAP or SKAP55. 
Since SKAP55−/− T cells expressed ADAP normally, and displayed 
the defects of integrin as well as cytokine production and prolifera-
tion, as seen in ADAP−/− T cells, SKAP55 is likely the effector for 
integrin activation (73). However, SKAP55, in the absence of 
ADAP, was insufficient to drive antigen-dependent T-cell–APC 
conjugate formation, suggesting that the ADAP/SKAP55 mod-
ule is required for efficient IS formation (75).

The connection of the ADAP/SKAP55 module with Rap1 
was suggested by a study showing that this module was required 
for the plasma membrane localization of Rap1 (74). RIAM 
appears to play an important role in this process. RIAM is consti-
tutively bound to SKAP55 and associated with Rap1 after TCR 
ligation, resulting in Rap1 movement to the membrane (76). It is 
not clear how RIAM associates Rap1-GTP and SKAP55 through 
the RA (Ras association) domain. Although physiological rele-
vance of the ADAP/SKAP55/RIAM complex in T cells has not 
yet been reported, in an heterologous cell system the Rap1/
RIAM complex activated aIIbb3 by forming a complex contain-
ing talin (43), suggesting the possibility that this signaling mod-
ule directly associate and activate integrins through talin-regulated 
actin cytoskeleton.
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Since requirement of ADAP and SKAP55 for T-cell adhesion 
was reduced when stronger TCR ligation was applied (73, 77), 
alternative signaling pathways must operate to activate integrins. 
As mentioned above, membrane localization and activation of 
Rap1 triggered by TCR ligation required PLD1, suggesting a 
role of vesicular transport in Rap1 activation and T-cell adhesion 
(56). In line with this, the RAPL-Mst1 pathway was shown to be 
present in vesicular compartments containing Rap1 and LFA-1 in 
resting lymphocytes (45). The other pathway connecting Rap1 
activation with integrins is the serine/threonine kinase protein 
kinase D1 (PKD1) (78). After TCR ligation, PKD1 associated 
with Rap1 through the PH domain, and PKD1 further associated 
with b1 integrin through the carboxy-terminal end. The inter-
action of PKD1 and Rap1 did not require the kinase activity of 
PKD1. Since PKD1 also associated with Rap1-GEF, C3G, this 
could lead to Rap1 activation. It is unknown whether the same 
pathway exists for b2 integrin.

When B cells recognize antigens on the surface of APC, such 
as follicular dendritic cells, B cells develop an IS with a central 
cluster of BCR surrounded by a ring of LFA-1 and ICAM-1, 
similar to that seen in the T-cell IS (79). These adhesive responses 
may be beneficial for B cells to extract surface-bound antigens 
presented on APC (80). In B cells, after phosphorylation of 
ITAMs in the BCR, Syk phosphorylates the SLP76 homolog 
SLP-65, which then associates with BTK (Bruton’s tyrosine 
kinase), leading to PLCg2 phosphorylation and activation. The 
inside-out signaling pathway in B cells utilizes similar signaling 
components involved in T cells. VLA-4 mediated adhesion by 
BCR ligation required the protein kinases, Lyn and Syk, PI3 
kinase, Btk, and PLCg2 (81). Rap small GTPases also play an 
important role in B-cell adhesion (82, 83). Rap1a- or Rap1b-
deficient B cells were defective in integrin-dependent adhesion as 
well as B-cell development (37, 38). Rap1 and Rap2 were acti-
vated in BCR-triggered adhesion through integrins, and play an 
important role in firm attachment and cell spreading (82, 83). 
Rac2, but not Rac1, was also shown to be critical for ICAM-1-
dependent adhesion of B cells upon BCR ligation. Rac2 deficiency 
resulted in defective Rap1 activation in B cells, suggesting the 
importance of Rap1 activation downstream of Rac2. Regarding 
downstream signaling of Rap1, ADAP, and SKAP55 are not 
expressed in B cells. Although the B-cell ADAP homolog has yet 
to be determined, the SKAP55 homolog SKAP55R (also known 
as SKAP-HOM) is expressed in B cells, and the loss of SKAP55R 
caused reduced adhesion to ICAM-1 and fibronectin in B cells 
upon BCR ligation (84). Rap1 or Rap2 may utilize SKAP55R for 
B-cell adhesion, but the signaling pathways upstream and down-
stream of SKAP55R remain undetermined.

Overall, the inside-out signaling during the formation of the 
IS in T and B cells is beginning to emerge. Enhanced adhesion 
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between lymphocytes and APC leads to increased contact areas, 
facilitating antigen recognition of T cells and antigen extraction 
of B cells for T cell-help. Thus, IS formation should be coordi-
nately regulated by both inside-out and outside-in signaling. 
How these signaling pathways could translate into dynamic 
aspects of IS formation leading to productive immune responses 
awaits further investigation.

The signaling following ligand-engaged integrins are referred to 
as outside-in signaling (85). The outside-in signaling was known 
to be associated with integrin clustering (85) and also with sepa-
ration of the cytoplasmic tails of a and b integrin subunits (86). 
Although separation of the integrin cytoplasmic tails by chemok-
ines could be detected by a sensitive method using Fluorescence 
Resonance Energy Transfer analysis (FRET) (87), this study dem-
onstrated that integrin activation could occur without tail separa-
tion whereas outside-in signaling does not. Since leukocytes 
require inside-out signals from antigen receptors and surface 
receptors in response to cytokines and chemokines for integrin 
activation, it is often difficult to separate outside-in signaling 
events specific to integrins. Nonetheless, it is clear that there are 
general (e.g., firm attachment and cell spreading) and specific 
(e.g., degranulation and respiratory burst) cellular responses that 
require outside-in signaling. These responses are likely regulated 
by an intricate network of protein and lipid kinases, small GTPases, 
their regulators and adaptor proteins. The literature on these 
molecules in integrin signaling is vast and beyond the scope of 
this section. Below is a brief summary of recent developments in 
this field.

Studies using neutrophils revealed that the deficiency of Src 
family kinases (Hck, Fgr, and Lyn) abrogated neutrophil degran-
ulation and ROS (reactive oxygen species) production as well as 
firm adhesion and cell spreading following b2 and b3 integrin 
engagement, while the inside-out signaling to activate integrins 
was not affected (88–90). Similarly, platelets deficient for Src, 
Hck, Fgr, and Lyn exhibited complete defects in cell spreading 
on fibrinogen (91). Syk deficiency abrogated b1, b2, and b3 inte-
grin signaling events in neutrophils and macrophages (92). 
Despite numerous studies indicating the importance of Src and 
Syk protein kinases in outside-in signaling, the molecular mecha-
nism by which integrins activate these kinases has been elusive. 
Studies using FRET detected an association of b3 integrin and 
Src (93). These studies suggest that integrin clustering following 
ligand engagement could bring together associated Src kinases 

4. Outside-In 
Signaling
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resulting in their activation and the initiation of the downstream 
signaling (91). More recently, it has become clear that two ITAM-
containing adaptors FcRg and DAP12 (DNAX activation protein-12) 
are requisitely involved in outside-in signaling from b2 and b3 
integrins (94–96). In these cases, the binding of the Syk SH2 
domain to the ITAMs phosphorylated by Src kinases is critical for 
outside-in signaling from integrins in neutrophils, platelets, and 
osteoclasts. Thus, as is the case with the antigen receptors, ITAM 
signaling is also induced by cell–cell and cell–extracellular matrix 
interactions that are mediated by integrins. However, it remains 
unclear how ITAM-containing signaling adaptors could associate 
with integrins.

Similar to antigen receptors, the SLP76/Vav/PLCg complex 
was induced by integrin ligation. Disruption of the complex 
resulted in inhibition of the outside-in signaling (97). Deficiency 
of all three Vav family members severely inhibited cdc42, Rac, 
RhoA, and b2 integrin signaling, including defective firm cell 
attachment, cell spreading, and oxidative burst of neutrophils 
(98). Vav-deficient neutrophils failed to activate PLCg2 (98). In 
the myeloid lineage, SLP76 deficiency severely inhibited outside-
in signaling from b2 and b3 integrins (94, 99). ADAP-deficient 
neutrophils exhibited defects in adhesion-induced superoxide 
production (97). The fact that outside-in signaling molecules 
often overlap with inside-out signaling molecules highlights the 
importance of the cell-specific signaling, and also suggests in 
some cases that inside-out and outside-in signaling is a continuous 
process. For example, both selectin-triggered inside-out signaling 
to LFA-1 (19) and outside-in signaling from b2 and b3 integrins 
in neutrophils (95) occurs via ITAMs.

There are two FERM (protein 4.1, ezrin, radixin and moesin) 
domain-containing proteins, talin and kindlin-3 (100), that are 
critical for inside-out and outside-in signaling. Talin is a ubiqui-
tous 270 kDa protein that links integrins to the actin cytoskeleton. 
It is composed of a head containing the integrin-binding FERM 
domain and a rod that binds to the F-actin binding protein vincu-
lin, and also contains a second binding site of integrins. The binding 
of talin to the cytoplasmic tail region of b integrins induces a 
conformational change which increases its affinity, resulting in the 
development of focal adhesion through integrin clustering (101). 
Kindlin-3 is a hematopoietic-specific member of the kindlin family 
that contains a FERM domain and a PH domain (102, 103). 
Kindlin-3 also binds to b cytoplasmic regions, although distinct from 
those involved in talin binding. The critical importance of kindlin-3 

5. Talin  
and Kindlin-3
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in integrin regulation has been demonstrated by gene-targeting 
studies in mice as well as loss of function mutations of kindlin-3 in 
the human hereditary disease LAD-I variant or III, in which b1, 
b2, and b3 are defective (104–108). Kindlin-3−/− mice exhibited 
hypoplastic lymphoid organs and succumbed to fatal anemia and 
severe bleeding due to defective platelet aggregation as neonates. 
Studies using kindlin-3-deficient neutrophils have demonstrated 
that kindlin-3 is essential for firm attachment and spreading via b2 
integrins. Furthermore, kindlin-3−/− neutrophils were defective in 
chemokine-triggered arrest through b1 and b2 integrins without 
affecting rolling. Interestingly, genes encoding CalDAG-GEF1 
and kindlin-3 are located in proximity on chromosome 11. In 
some LAD-III subjects, mutations were found in both loci. 
However, cDNA encoding kindlin-3, but not CalDAG-GEF1, 
could rescue defective LFA-1-dependent adhesion of immortal-
ized lymphocytes derived from this subject (106), demonstrating 
that the mutation of kindlin-3 is responsible for the defect. Human 
peripheral blood lymphocytes deficient for kindlin-3 exhibited 
relatively mild defects of VLA-4, compared to a total loss of LFA-1 
adhesiveness, suggesting differential requirement of kindlin-3 for 
distinct integrin species (109).

The regulation of talin activation has been extensively studied. 
NMR studies revealed an autoinhibitory interaction between the 
carboxy terminus and the PTB (phospho tyrosine-binding)-like F3 
subdomain of the FERM domain. Thus, talin is maintained in an 
inactive state without stimulation in leukocytes. The mechanism of 
talin activation, especially in leukocytes, when stimulated with 
chemokines and the antigen receptors, is unclear. Previous studies 
suggest that cleavage of the talin head from the rod by the protease 
calpain, or binding of the FERM domain to PIP2 could disrupt the 
autoinhibitory interaction, leading to integrin binding of talin. 
Talin also binds through the FERM domain to the PIPKIg (phos-
phatidylinositol 4-phosphate 5 kinase type I isoform g) that pro-
duces PIP2, which could increase local concentrations of PIP2 at 
the contact sites, thereby augmenting adhesion stability. Since talin 
and kindlin-3 bind to distinct sites of the b cytoplasmic tails, some 
cooperation between talin and kindlin-3 is expected. Further studies 
are needed to clarify how the inside-out signaling triggered by 
chemokines and the antigen receptors leads to activation of talin 
and kindlin-3, which in turn coordinately regulate integrin activation 
as well as outside-in signaling to exert cellular functions.

A wide variety of intracellular signaling molecules involved in 
inside-out and outside-in signaling have been identified and 
examined in detail under physiological conditions in vitro and 

6. Concluding 
Remarks
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in vivo. These studies have identified signaling molecules in arrest 
as well as the adhesion-strengthening step under shear flow. As 
seen in leukocytes, inside-out and outside-in signaling often over-
lap and it is difficult to separate them. Apparently, the inside-out 
pathways leading to integrins are likely different in cell types (e.g., T 
and B lymphocytes, neutrophils, platelets). Nonetheless, Rap 
small GTPases and talin/kindlin-3 have now been recognized as 
key players in intracellular signaling to and from integrins. 
Elucidation of the molecular mechanisms of the signaling path-
ways involving these molecules will shed light on integrin dynamics 
in the immune system, such as immune cell trafficking and 
surveillance, antigen response, or immune cell functions.
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Chapter 18

Rap1 and Integrin Inside-Out Signaling

Koko Katagiri and Tatsuo Kinashi 

Abstract

In leukocytes, integrins play important roles in adhesive interactions with endothelium, antigen-presenting 
cells, and effector functions such as cytotoxicity. This chapter describes methods to study Ras proximity 
1 (Rap1), a signaling molecule that has been increasingly recognized as an important regulator of integrin-
mediated cell adhesion in the immune system as well as hemostasis. Rap1 is activated by a wide variety of 
external stimuli including chemokines and antigens. Signaling via Rap1 transmits an inside-out signal to 
the integrins, thereby increasing  adhesiveness to ligands such as immunoglobulin superfamily proteins as 
well as extracellular matrix proteins and plasma proteins. This process induces leukocyte cell adhesion to 
the endothelium and antigen-presenting cells. In addition to integrin regulation, activated Rap1 induces 
cell polarity of lymphocytes, which is coordinated with LFA-1 redistribution to the leading edge.

Key words: Rap1, LFA-1, ICAM-1, Chemokine, TCR, RAPL, Mst1

Ras proximity 1 (Rap1) belongs to the Ras superfamily of GTPase 
that cycles between GDP-bound inactive and GTP-bound active 
forms. Conversion from the GDP-bound form to the GTP-bound 
form is mediated by guanine nucleotide exchange factors (GEFs) 
that facilitates the release of GDP and binding to GTP. The inac-
tivation of Rap1 is induced through GTPase-activating protein 
(GAP) by accelerating hydrolysis of GTP (1). Rap1 has two iso-
forms, Rap1a and Rap1b, which share approximately 95% amino 
acids. The discovery of the function of Rap1 (also known as Krev-1) 
as a suppressor of mutated K-Ras-transformed phenotypes in 
fibroblasts (2) prompted numerous groups to initiate extensive 
studies of Rap1 as a Ras antagonist in the 1990s. RalGDS-RBD 
(Ras-binding domain) was shown to specifically bind to Rap1-GTP 

1.  Introduction

Motomu Shimaoka (ed.), Integrin and Cell Adhesion Molecules: Methods and Protocols,  
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in a Pull-down assay. In 2000, two separate groups published the 
observation that an active Rap1 mutant can dramatically increase 
adhesion through b1 and b2 integrins without changes to integrin 
surface expression in lymphoid cell lines (3, 4). The significance 
of this finding was confirmed using a transgenic mouse model 
which further demonstrated that activated Rap1 did not inhibit 
MAP kinases (5). Rap1 activation was detected in agonist-stimulated 
platelets (6) and in B cells through the B-cell receptor (BCR) 
ligation (7). Active Rap1 increased the affinity of LFA-1 to soluble 
ICAM-1-Fc chimera and extension-dependent LFA-1 epitope in 
lymphocytes (4, 8).

The physiological relevance of Rap1 function on integrins 
was first reported in lymphocytes and T-cell lines, in which Rap1 
was rapidly activated by TCR ligation and chemokines. Inhibition 
of Rap1 activation by overexpression of a Rap1GAP abrogated 
the adhesion mediated by LFA-1 and VLA-4 (9, 10). In addition 
to the stimulatory effect on integrins, Rap1 activation was neces-
sary and sufficient for the development of polarized cell shapes of 
lymphocytes upon stimulation with chemokines, which was inde-
pendent of cell attachment (10). In resting lymphocytes, LFA-1 
uniformly exists on the plasma membrane. Upon stimulation with 
chemokines or ectopic expression of active Rap1, LFA-1 cluster-
ing occurred on the leading edge of the plasma membrane (11). 
Thus, Rap1 can regulate affinity and valency of LFA-1 in concert 
with cell polarization. This modality of integrin regulation stimu-
lates cell migration on ICAM-1-coated surface (12).

Rap1 activation occurs by second messengers such as dia-
cylglycerol (DAG), calcium, or cAMP (1), which implies the 
involvement of Rap1-GEFs. Although the DAG analog phorbol 
12-myristate 13-acetate (PMA) is a potent stimulator of integ-
rins, cAMP is rather inhibitory (13), suggesting that DAG-
dependent Rap1-GEFs could be responsible for Rap1 activation. 
In support of this notion, DAG-producing PLC activity was 
required for chemokine- or TCR-triggered LFA-1 activation 
(14). Deficiency of calcium and the DAG-dependent Rap1-
specific GEF, CalDAG-GEFI, caused defective b1, b2, and b3 
integrin activation in platelets and leukocytes in mice (8, 15–17). 
In patients with a rare adhesion deficiency syndrome termed 
LAD-III, the CalDAG-GEFI gene has a splice junction mutation 
(17). Targeted deletion of rap1a or rap1b resulted in impaired 
activation of lymphocyte (a4b1, b2) and platelet integrins 
(aIIbb3), respectively (18–21). To date, double deficiency of 
Rap1a and Rap1b has not yet been reported. Overall, these stud-
ies establish that Rap1 plays a crucial role in integrin activation.

There are several effector mechanisms of Rap1 signaling, as 
described in Chapter 23. The RAPL-Mst1 pathway regulates 
Rap1-dependent integrin function in lymphocytes stimulated 
with chemokines and via the TCR. Upon stimulation with 
chemokines or following TCR ligation, RAPL binds to Rap1-GTP. 
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RAPL may associate with LFA-1 depending on the aL cytoplasmic 
region downstream of the GFFKR motif (11). RAPL further 
associated with and activated Mst1 kinase, resulting in increased 
adhesion by LFA-1 upon stimulation. Gene targeting of RAPL 
and Mst1 demonstrated defective lymphocyte trafficking due to 
impaired adhesion through LFA-1 and a4 integrins (22, 23). In 
addition, Mst1−/− lymphocytes exhibited poor cell polarity and 
reduced cell migration within lymphoid tissues (23).

Following TCR ligation, the SLP76-ADAP-SKAP55 path-
way could lead to regulated T-cell adhesion. Previous studies have 
shown that ADAP−/− or SKAP55−/− T cells displayed defective 
LFA-1 clustering and adhesion (24–26). The putative mechanism 
by which ADAP regulates T-cell adhesion involves an association 
with Rap1-GTP-interacting adaptor molecule (RIAM) (27). 
RIAM was shown to require membrane localization of activated 
Rap1 via the binding of the RA and PH domains, which leads to 
Rap1-induced adhesion (28). This proposed model was sup-
ported by evidence from Jurkat T cells, such that HA-tagged 
RIAM associated with Rap1 after TCR ligation. Furthermore, 
knockdown of RIAM by shRNA decreased active Rap1-induced 
adhesion to ICAM-1 and fibronectin (28). Although RIAM con-
stitutively interacted with actin regulators Ena/VASP, this was 
shown to be unnecessary for Rap1 localization to the membrane 
and adhesion. In a heterologous cell system, RIAM may form a 
complex with integrins and talin (29), and as such, there are at 
least three proposed models. In one model, SKAP-55 binds to 
RIAM, which leads to the formation of a complex with integrins 
and talin (27). In another model, SKAP55 binds to RAPL and 
forms a complex with LFA-1, resulting in adhesion to ICAM-1 
following TCR ligation (Rudd, C.E. personal communication). 
The third model is the Rap1-PKD1-b1 integrin pathway (30). 
Upon TCR ligation, the PH domain of PKD1 binds to Rap1 and 
further associates with the carboxy-terminal end of b1 integrins, 
leading to integrin clustering and adhesion. The kinase activity of 
PKD1 is not required for complex formation. It is unknown 
whether this pathway also activates b2 integrins.

To clarify the roles of Rap1 on integrins, it is crucial to moni-
tor the spatiotemporal regulation of Rap1 activation and integ-
rins. Below we will describe the basic protocols for Rap1 activation 
and adhesion assays.

 1. The ras-binding domain (RBD) of RalGDS (97 amino acids) 
cloned in pGEX vector (6).

 2. Competent bacterial strains for transformation: Use JM109 
and BL21. DH5a (Invitrogen) is also good.

2.  Materials

2.1. Pull-Down Assay 
for Detection of Rap1 
Activation
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 3. LB medium with 100 mg/ml ampicillin.
 4. Isopropyl-b-thiogalactopyranoside (IPTG): Dissolve IPTG 

with water to make 100 mM stock solution. Store at −20°C.
 5. Bacterial lysis buffer: 1% Triton X-100, 100 mM NaCl, 

50 mM Tris–HCl, pH 7.5, 2 mM MgCl2, 1 mM phenylmeth-
ylsulfonyl fluoride (PMSF), and 2 mg/ml aprotinin.

 6. Glutathione S-transferase (GST)-Sepharose 4B (GE Health-
care BioScience).

 7. Cell culture medium: RPMI1640 and Hanks balanced salt 
solutions (HBSS).

 8. Chemokines: CXCL12 (rhSDF-1) and mouse CCL21 
(6Ckine) (R&D Systems).

 9. Antibodies: Hamster anti-mouse CD3 antibody 2C11 
(American Type Culture Collection, ATCC), mouse anti-
Rap1 (Transduction lab), and goat anti-mouse antibody con-
jugated to horse radish peroxidase (HRP) (Santa Cruz 
Biotechnology).

 10. Cell lysis buffer: 1% Triton X-100, 100 mM NaCl, 50 mM 
Tris–HCl, pH 7.5, 5 mM MgCl2, 1 mM PMSF, and 2 mg/ml 
aprotinin (see Note 1).

 11. Western blotting wash solution: 0.05% Tween20 in PBS.
 12. Bovine serum albumin (BSA) (Fraction V, g-globulin free).
 13. Polyvinylidene difluoride (PVDF) (Immobilon-P, Millipore).
 14. Enhanced chemiluminescense (Western Lightning-ECL, 

PerkinElmer Inc.).
 15. Image analyzer (LAS 3000, Fuji film).

 1. Antibodies: Phycoerythrin (PE)-conjugated antibody to 
LFA-1 (M17/4, PharMingen) and fluorescent isothiocyanate 
(FITC)-conjugated rat monoclonal antibody to mouse CD44 
(IM7, PharMingen).

 2. Poly-l-lysine (PLL): Dilute PLL solution with water at 1:10. 
Add diluted PLL to an eight-chamber slide (BD Falcon) and 
incubate for 5 min at room temperature. Aspirate and dry at 
50°C for 2 h or at room temperature overnight.

 3. T-cell and B-cell isolation kits (MidiMACS, Mitenyl 
Biotech).

 4. Paraformaldehyde (PFA): Prepare freshly 3.3% PFA solution 
in phosphate-buffered saline (PBS) solution. Dissolve 1 g in 
30 ml of PBS and add 90 ml of 6N NaOH to facilitate solu-
bilization. Stir the solution with heat (approximately 
70–80°C) for 5–10 min until PFA is dissolved completely. 

2.2. LFA-1 Clustering
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Add 90 ml of 6N HCl. Cool PFA solution to room temperature 
before use.

 5. Anti-fade mounting medium (Prolong Anti-fade kit, 
Molecular Probes).

 6. Confocal laser microscope (LSM510, Zeiss).

 1. Recombinant mouse ICAM-1-Fc (R&D Systems, Inc.).
 2. Anti-CD3 antibodies: OKT3 (human) and 2C11 (mouse).
 3. Bovine serum albumin (BSA): Prepare 1% (w/v) BSA in PBS 

and store at −20°C. Use at the final concentration of 
1–10 mg/ml.

 4. Linbro-Titertek 96-well plate (or equivalent 96-well culture 
plate with high absorbance to protein).

 5. Adhesion medium: RPMI1640 supplemented with 5% fetal 
calf serum (FCS) and 10 mM HEPES, pH 7.4.

 6. 2¢, 7¢-bis(2-carboxyethyl)-5 (and -6) caboxyfluorescein 
(BCECF, Invitrogen): Dissolve BCECF at 1 mg/ml in dim-
ethyl sulfoxide (DMSO) and store aliquots at −20°C. Use 
once after thawing.

 7. Fluorescence multi-well plate reader (Cytofluor4000, Applied 
Biosystems).

 1. Antigen-specific T-cell lines: Hen egg lysozyme (HEL)-
specific I-Ak-restricted T cells (3A9 T-cell hybridoma) (31) 
and CH27 B lymphoma cells (32).

 2. 5,6-carboxyfluorescein diacetate (CFSE): Dissolve CFSE at 
5 mg/ml in DMSO and store aliquots at −20°C. Use the 
PKH-26 staining kit (Sigma–Aldrich) according to the manu-
facturer’s instruction.

 3. HEL: Dissolve HEL at 10 mg/ml in PBS and store aliquots 
at −20°C.

 4. Flow cytometry (BD FACSCalibur, BD).

 1. A parallel plate flow chamber (FCS2 system, Bioptechs).
 2. ICAM-1-Fc and capture antibody as described in Sub-

heading 2.3.
 3. Capture antibody: rabbit antihuman IgG-Fc.
 4. A syringe pump (pump11, Harvard Apparatus).
 5. T-cell and B-cell isolation kit (MidiMACS, Mitenyl Biotech).
 6. A CCD camera (C2741, Hamamatsu Photonics) connected to 

a monitor (PVM-96, SONY) and VCR (VZ-S50, SANYO).

2.3. Static Adhesion 
Assay of T Cells

2.4. T-APC Conjugate 
Assay

2.5. Detachment Assay
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 1. Transform competent E.coli (JM109) with pGEX-RalGDS-
RBD. Incubate the bacteria in 5 ml of LB medium containing 
100 mg/ml ampicillin at 37°C overnight with shaking.

 2. Add 1 ml of culture to 200 ml of LB medium and incubate 
the bacteria at 37°C for 2–3 h with shaking until an OD600 of 
0.6. Reserve 5 ml of the culture to assess expression of the 
GST fusion protein. Add IPTG to a final concentration of 
0.1 mM and incubate the bacteria for 3 h at 37°C. Keep 5 ml 
of the culture to assess the expression of the GST fusion 
protein.

 3. Transfer the bacteria into 50-ml conical tubes and centrifuge 
in a fixed-angle rotor at 5,500 × g, 4°C for 10 min. Wash the 
bacteria with ice-cold PBS once.

 4. Resuspend the bacterial pellets in 5 ml of ice-cold bacterial 
lysis buffer in a 15-ml tube. Keep the tube on ice.

 5. On ice, sonicate the bacterial suspension in the tube for 15 s 
and repeat sonication at a 30-s interval until the suspension 
becomes somewhat clear (usually four times) (see Note 2).

 6. Transfer the sonicated bacteria into 1.5-ml tubes and centri-
fuge at 20,000 × g at 4°C for 10 min on a microcentrifuge. 
Keep 5 ml of the clear lysate for a later check (see Note 3).

 7. Collect the supernatant and store 500 ml aliquot at −80°C 
(stable for 1 year).

 8. Take 1 ml of a slurry of glutathione-Sepharose beads in a 1.5-ml 
tube and centrifuge at 6,200 × g, 4°C for 1 min on a micro-
centrifuge. Wash the beads twice with ice-cold PBS and cen-
trifuge again. Resuspend the beads in 500 ml of PBS (total 
1 ml slurry).

 9. Thaw the aliquot quickly in a 37°C water bath and place on 
ice immediately.

 10. Add 200 ml of glutathione beads into the thawed lysate and 
rotate the tube at 4°C for 1 h for coupling to the GST fusion 
protein.

 11. Spin down at 6,200 × g at 4°C for 1 min on a microcentri-
fuge. Wash the beads three times with 1 ml of ice-cold bacte-
rial lysis buffer and once with ice-cold PBS. Resuspend the 
beads with 200 ml of ice-cold PBS. The beads can be kept at 
4°C for 3–4 days.

 1. Wash cells twice with warmed (37°C) HBSS and resuspend 
the cells in a 1.5-ml tube with 0.5 ml of warmed RPMI1640. 
Rest the cells by incubating at 37°C for 10 min. Prepare at 
least two samples before and after stimulation (see Note 4).

3.  Methods

3.1. Pull-Down Assay 
for Detection of Rap1 
Activation

3.1.1. Preparation  
of GST-RalGDS-RBD 
Coupled with  
Glutathione-Sepharose

3.1.2. Detection  
of Rap1-GTP by Pull-Down 
Assay with the  
RalGDS-RBD Beads
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 2. For stimulation, add 100 nM CCL21 or 10 mg/ml anti-CD3 
antibody to the cell suspension, mix briefly, and incubate at 
37°C. For Rap1 activation in T-antigen-presenting cell 
(APC) conjugates, use culture conditions described in 
Subheading 3.3. Take the cells from the culture and proceed 
to the next step.

 3. After incubation, flush spin down in a microfuge (0°C). 
Resuspend cell pellets with 0.5 ml of ice-cold cell lysis buffer. 
Keep them on ice for 10 min.

 4. Centrifuge cell lysates at 20,000 × g at 0°C for 10 min and 
transfer into 1.5-ml tubes (see Note 5). The cleared cell 
lysates can be stored at −80°C.

 5. Save 10 ml of cell lysates from the samples to estimate the 
total amount of Rap1 in the cell lysate. Add 20 ml of GST-
RalGDS-RBD Sepharose beads to the samples and incubate 
on ice for 45 min. Mix the tube every 5 min. Alternatively, 
the tube can be rotated at 4°C. Avoid using a cold room with 
temperature above 4°C for rotation, since this could lead to 
GTP hydrolysis.

 6. Centrifuge the samples at 6,200 × g at 0°C for 1 min on a 
microcentrifuge. Wash the beads three times with ice-cold 
cell lysis buffer and then resuspend the beads with 20 ml of 
2× SDS sample buffer.

 7. Boil the samples for 5 min and centrifuge briefly. Separate 
proteins in a 12% SDS polyacrylamide gel.

 8. Transfer the proteins to a PVDF membrane using a semi-dry 
or wet transfer apparatus.

 9. Block the membrane by incubating with 5% BSA in PBS at 
4°C overnight.

 10. Rinse the membrane briefly with PBS and incubate the mem-
brane with 0.05% Tween20–PBS containing anti-Rap1 anti-
body (1:500 dilution) for 2 h at room temperature.

 11. Wash the membrane by shaking three times (once for 15 min, 
twice for 5 min).

 12. Incubate the membrane in 0.05% Tween20–PBS containing 
goat anti-rabbit antibody conjugated with HRP (1:3,000) for 
1 h at room temperature.

 13. Wash the membrane with 0.05% Tween20–PBS four times 
(once for 15 min, three times for 5 min).

 14. Detect the bound antibody complex by enhanced chemilumi-
nescence (Fig. 1). Quantify the intensity of the bands with 
densitometry or an image analyzer, and normalize the 
amounts of Rap1 pull-downed with GST-RalGDS-RBD 
(Rap1-GTP) to total amounts of Rap1.
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Chemokines induce polarized cell shapes with a leading edge 
membrane and uropod. LFA-1 clustering occurred in the leading 
edge and CD44 is relocalized to the uropod (33). This process 
occurs independently of adhesion and requires the Rap1-RAPL-
Mst1 signaling pathway (10, 11, 23). The method below can be 
used to detect LFA-1 and CD44 localization in lymphocytes and 
mouse pro-B cells (BAF cells) expressing human LFA-1 and con-
stitutively active Rap1 (Rap1V12) (BAF/LFA-1/Rap1V12).

 1. Isolate T cells and B cells by magnetic cell sorting according 
to the manufacturer’s instruction. Wash isolated cells with 
HBSS and suspend at 1 × 106/ml in warmed RPMI1640. For 
BAF cells expressing Rap1V12, wash the cells with HBSS 
twice and suspend 2 × 105/ml in warmed RPMI140 (go to 
step 3).

 2. Stimulate lymphocytes with chemokines (100 nM CXCL12 
for B cells or CCL21 for T cells) for 10 min at 37°C.

3.2. Lymphocyte 
Polarization  
with Chemokine 
Stimulation  
or by Activated Rap1

Fig. 1. Rap1 activation triggered by chemokines and TCR ligation. (a–c) The pull-down 
method was employed to detect Rap1 activation in primary T cells (a), Jurkat T cells  
(b), after stimulation with chemokines or TCR ligation (anti-CD3 antibody). In (c), Rap1 
activation in coculture of HEL-specific 3A9 T cells with HEL-loaded CH27 B-cell APC. 
Time is indicated after stimulation or coculture. Rap1 levels of cell lysates are indicated 
lower panels. This figure shows the time-course experiments of Rap1 activation using 
the described method. In primary T cells, Rap1-GTP was detected in unstimulated cells 
and increased over time, with the peak occurring at 30 s and declining thereafter after 
stimulation with CXCL12. TCR ligation also increased Rap1-GTP in Jurkat T cells. Unlike 
chemokines, TCR-triggered Rap1 activation was sustained. Activation of T7-tagged 
Rap1 ectopically expressed in T cells was detected 4 h after coculture with antigen-
loaded CH27 B-cell APC upon T-APC cluster formation. Rap1 activation was augmented 
in parallel with increased T-APC clusters.
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 3. Centrifuge the cells at 900 × g for 30 s at room temperature 
and resuspend the cells gently in 3% PFA.

 4. Transfer the cells to the PLL-coated eight-chamber slide 
(400 ml/well) and incubate for 10 min at room temperature. 
All procedures hereafter are performed at room temperature.

 5. Aspirate the supernatant gently, add 400 ml of PBS containing 
10% goat serum, and incubate for 30 min (see Note 6).

 6. Incubate chemokine-stimulated lymphocytes and BAF/
hLFA-1/Rap1V12 with phycoerythrin-labeled anti-LFA-1 
and FITC-labeled anti-CD44 for 1 h in the dark.

 7. Wash the cells gently with 0.1% BSA in PBS three times, 
mount with anti-fade reagent, and place a cover glass, sealing 
with manicure.

 8. Observe the stained samples with a confocal laser microscope.

Chemokine-stimulated T cells and B cells exhibit segregated 
LFA-1 on the leading edge and CD44 on the uropod accompanied 
with elongated cell shapes (Fig. 2). Similar phenotypes are also 
observed in BAF/LFA-1/Rap1V12. To quantify cell polarization, 

Fig. 2. LFA-1 clustering and cell polarization by chemokine and Rap1. (a) T and B cells 
stimulated with CCL21 and CXCL21, respectively, showed LFA-1 clustering at the 
ruffling membrane (the leading edge, arrowed ). In contrast, CD44 is accumulated at 
uropod. (b) Confocal images of LFA-1 clustering of Rap1V12 expressing BAF/hLFA-1, at the 
different z planes relative to the starting image. Note that LFA-1 accumulation occurs at 
the tip of the leading edge membrane.
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measure the length of long axis and short axis, and calculate shape 
index (long axis/short axis). Cells with a shape index greater than 
1.5 with segregation of CD44 and LFA-1 is regarded as polarized 
cells. Shape index in B cells tends to be lower than that in T cells.

TCR ligation increases adhesiveness of LFA-1 to ICAM-1. The 
inside-out signaling requires Rap1 activation. The method 
described below is a simple assay of T-cell adhesion to an ICAM-
1-coated surface using Jurkat T cells as an example (Fig. 3). This 
same method can be applied to primary T cells.

 1. Plate coating: The assay is performed in triplicate. Add 100 ml 
of ICAM-1-Fc (0.2 mg/ml in PBS) to each well in 96-well 
plates and incubate them overnight at 4°C. BSA (1% in PBS) 
is used to coat control wells (see Note 7).

 2. Wash the wells with PBS three times by repeating addition 
and aspiration of 100 ml PBS.

 3. Block the wells with 1% BSA for 30 min at room temperature.
 4. Wash the wells as in step 2 and put 100 ml PBS in the wells 

until use.

3.3. Static Adhesion  
of T Cells to ICAM-1  
by TCR Ligation

Fig. 3. Adhesion of Jurkat T cells to ICAM-1. Wild-type Jurkat T cells, mutant Jurkat 
T cells deficient of PLCg1, and mutant Jurkat T cells re-expressing PLCg1 by transfection 
are subjected to the adhesion assay to ICAM-1 in the absence or presence of PMA and 
anti-CD3 antibody (TCR). This figure shows the result of the adhesion assay using wild-
type and PLCg1-deficient Jurkat T cells with and without transfection with the expres-
sion plasmid to re-express PLCg1. The nonspecific binding to BSA-coated wells is <1%. 
The basal level of binding to ICAM-1 after four washes is up to 5%. When stimulated 
with PMA, the binding levels to ICAM-1 are upregulated in all cells indicated. Wild-type 
Jurkat T cells increased adhesion to ICAM-1 upon TCR ligation. PLCg1-deficient Jurkat 
T cells failed to increase the adhesion but restored the adhesive response after re-
expression of PLCg1. The inhibition of TCR-induced adhesion also occurred when Rap1 
activation was inhibited by expression of Rap1GAP Spa1 (14).
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 5. Cell labeling: Centrifuge 1 × 106 cells and suspend the cells in 
1 ml of warmed RPMI1640 supplemented 0.1% BSA in a 
1.5-ml tube.

 6. Add 1 ml of 1 mg/ml BCECF to cells and incubate at 37°C 
for 20 min.

 7. Centrifuge the cells at 900 × g for 30 s on a microcentrifuge. 
If labeling is efficient, the pellet should turn yellow (see Note 
8).

 8. Wash the pellet once with 1 ml of RMPI1640/0.1% BSA and 
resuspend in 500 ml of RPMI1640/5% FCS.

 9. Adhesion assay: Add 50 ml of labeled cells into the coated wells.
 10. Add 50 ml of RPMI1640/5% FCS containing 1–5 mg/ml 

anti-CD3 antibody or 20 ng/ml PMA.
 11. Incubate the plate at 37°C for 30 min.
 12. Measure input fluorescence.
 13. Wash the wells by adding 100 ml of warmed RPMI1640/0.1% 

BSA and remove liquid with a 22-G needle connected with 
an aspirator. Repeat the wash three times (see Note 9).

 14. Measure bound fluorescence after the second and third washes.
 15. Calculate adhesion levels by dividing bound fluorescence by 

input fluorescence.
 For non-adherent cells such as Jurkat T cells, the adhesion 
level in control wells coated with BSA alone should be <1%.

Stable antigen-dependent T-APC conjugate formation is mediated 
by LFA-1 and ICAM-1. Antigen-specific T cells are either cell 
lines (3A9 T-cell hybridoma), or derived from TCR transgenic 
mice. B-cell lines expressing appropriate MHC class II are used as 
antigen-presenting cells (Fig. 4).

 1. Labeling and antigen loading: CH27 B-cell lymphoma cells 
are used as APCs. Label CH27 B cells with PHK-26 accord-
ing to the manufacturer’s instructions.

 2. Incubate labeled CH27 B cells (2 × 105/ml) with 100 mg/ml 
HEL for 16 h.

 3. Labeling: Wash 3A9T cells once with HBSS and resuspend 
1 × 106 cells/ml in 1 ml of warmed RPMI1640 medium in a 
15-ml tube. Add CFSE to the final concentration of 0.1 mM 
and incubate for 15 min at 37°C.

 4. Wash the cells with RPMI1640 and resuspend at 2 × 105 cells/
ml in RPMI1640/10% FCS medium.

 5. Conjugation: Mix and incubate 0.5 ml of T cells with 
0.5 ml of APCs (105 cells of each) for 30 min at 37°C.  
For the inhibition of antibodies, incubate T cells for 30 min 

3.4. T-APC Conjugate 
Assay
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at 37°C with or without 20 mg/ml anti-LFA-1 antibody 
before conjugation. Mix T cells with APCs in the presence of 
the antibody and incubate them for 30 min at 37°C.

 6. Vortex briefly to disrupt nonspecific aggregates. Transfer the 
cells into tubes for FACS analysis.

 7. Analyze samples using the FACSCalibur. The percent of con-
jugates is defined as the number of live-gated, double-positive 
events in the upper right quadrant divided by the total number 
of live-gated events.

Compared to TCR-induced activation, chemokine-triggered 
LFA-1 activation is relatively weak and transient. To detect 
changes in the adhesiveness after chemokine stimulation, laminar 
flow is employed to examine the changes in cell adhesiveness 
accurately. For this purpose, cells are incubated on an ICAM-1-
coated surface with chemokines in a parallel flow chamber, and 
then medium is infused at defined laminar flow rates using a 
syringe pump to detach non-adherent cells. Adhesive events are 
monitored in live time and recorded by videomicroscopy for later 
analysis (see Note 10).

 1. Coat the bottom glass disc of the flow chamber overnight at 
4°C with 10 mg/ml capture antibody by mounting 100 ml of 
antibody solution.

 2. Wash the disc with PBS three times and mount 200 ml of 
0.1 mg/ml ICAM-1Fc and VCAM-1Fc on the same spot coated 
with the capture antibody for 2 h at room temperature.

 3. Wash the disc with PBS three times and incubate with 1% 
BSA for blocking.

 4. Assemble the coated disc in the flow chamber on the micro-
scope with a 20× objective lens, and connect the chamber 

3.5.  Detachment Assay

Fig. 4. T cell–APC conjugate assays. T cell–APC conjugates between HEL-specific 3A9 T cells and CH27 B cells without 
antigen (left ), with HEL antigen (middle), or with HEL antigen in the presence of anti-LFA-1 antibody (right ).
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through a three-way stop cock and a flexible tube to a 50-ml 
syringe containing warmed RPMI1640/0.1% BSA of a syringe 
pump. Set the temperature of the flow chamber at 37°C.

 5. Wash isolated T and B cells once with HBSS and suspend at 
1 × 106 cells/ml with warm RPMI1640/0.1% BSA.

 6. For chemokine stimulation, add 100 nM CCL21 for T cells 
and CXCL12 for B cells and mix briefly. Infuse the cells with 
or without chemokines through a three-way stop cock into 
the flow chamber.

 7. Incubate the cells for 10 min (see Note 11).
 8. Turn the three-way stop cock to open the connection between 

the chamber and the syringe pump. Infuse the medium at 
defined flow rates (1–5 dyn/cm2) (see Note 12).

 9. Record the microscopic images with a VCR. Continue infu-
sion for 1 min.

 10. Count the cells before and after washing, and calculate the 
percentage of bound cells (see Note 13).

Detachment assays using primary T and B cells are shown in 
Fig. 5. The assay is performed under 2 dyn/cm2 of shear stress. Data 
are presented as percentages of attached cells to input cells 1 min 

Fig. 5. Chemokine-triggered adhesion of lymphocytes derived from Mst1−/− mice. (a, b) 
Detachment assays are performed using T and B cells from control Mst1flox/flox (f/f) and 
Mst1−/− (−/−) mice. Detachment assays using ICAM-1 (a) and VCAM-1 (b) are performed 
with (filled ) and without (open) chemokines. T and B cells are stimulated with CCL21 
and CXCL12, respectively. Percentages of bound cells after 1 min under shear stress 
(2 dyn/cm2) are indicated.
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after application of shear flow. Chemokines (CCL21 and CXCL12) 
augment the adhesion of control lymphocytes (f/f) to ICAM-1 and 
VCAM-1. The adhesive responses are severely diminished in both T 
and B cells from Mst1−/− mice.

 1. High Mg2+ is required to stabilize GDP- or GTP-bound 
forms of Rap1. If EDTA is added to the buffer, Mg2+ concen-
tration should be increased accordingly.

 2. Avoid too much sonication to prevent protein degradation. 
After sonication of four times or less, the color of the yellow-
ish bacterial suspension turned white and a bit translucent.

 3. Induction and purification of GST-RalGDS-RBD can be 
checked by 10% sodium dodecyl sulfate-polyacrylamide gel 
elecrophoresis (SDS-PAGE). Add 5 ml of 2× sample buffer 
(125 mM Tris–HCl, pH 6.8, 4% SDS, 0.1% (w/v) bromophe-
nol blue, 20% (v/v) glycerol, and 2% (v/v) 2-mercaptoetha-
nol) to samples of 5 ml of the bacterial suspension before and 
after IPTG induction, samples of cleared lysates, and samples 
after coupling to the beads. Boil for 5 min and cool at room 
temperature before electrophoresis. After running, the gel is 
stained with Coomassie brilliant blue. The thick band of GST-
RalGDS-RBD (approximately 42 kDa) should be present in 
IPTG-induced bacterial lysates, cleared lysates, and the beads. 
The yield of the protein is usually sufficient for 20–30 pull-
downs. In case the protein induction is low, check several 
bacterial colonies, increase IPTG up to 1 mM, or incubate 
the bacteria lysate at a lower temperature (to 30°C). If the 
amount of the GST fusion protein is low in the cleared lysate, 
but higher in the bacterial lysate after IPTG induction, soni-
cation is likely insufficient since solubility of GST-RalGDS-
RBD is high. In case of protein degradation, which typically 
results in a 30-kDa protein instead of the full-length 42-kDa 
protein in the clear lysate and the beads, check that the bacte-
rial lysis by sonication and coupling steps are performed 
appropriately.

 4. For one pull-down reaction, 107 cells for primary lympho-
cyte, 5 × 106 cells for bone marrow-derived dendritic cells, or 
1–5 × 106 cells for cell lines is a starting point. When Rap1 
activation by chemokines or TCR ligation is measured, sam-
ples without stimulation and after stimulation should be 
included. Time points after stimulation should be chosen 
appropriately (e.g., 10 s, 30 s, 1 min, and 5 min for chemok-
ines, and 5 and 10 min for TCR ligation).

4.  Notes
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 5. Care should be taken to avoid GTP hydrolysis. Ten minutes 
of incubation is usually enough to prepare cell lysates. Always 
keep the samples at <4°C.

 6. Generally, fixed cells do not attach to PLL-coated surface as 
firmly as live cells. When washing cells, addition and aspira-
tion should be performed very gently with a pipetman from 
the corner of the chamber. Blocking PLL with proteins is 
necessary to avoid nonspecific antibody binding. Serum from 
the host animal of the antibody is suitable for blocking, but 
BSA can be also used.

 7. The amount of ICAM-1 required for adhesion varies depend-
ing on cell types. The described amount is optimal for Jurkat T 
cells. For primary T cells, increase ICAM-1Fc up to 1 mg/ml. 
Since TCR is cross-linked with anti-CD3 antibody, coating 
with the capture antibody for ICAM-1Fc, such as in the detach-
ment assay instead of direct coating, should be avoided.

 8. Cells look yellow when labeling with BCECF. BCECF enters 
into the cytoplasm and is cleaved by endogenous esterase 
resulting in coloring. The yellow-tainted BCECF (e.g., in 
case of long-term storage) or poor cell viability results in low 
efficiency of labeling. It is also important to note cell toxicity 
of BCECF at high concentrations. The indicated concentra-
tion is not harmful to lymphocytes and lymphoid cell lines.

 9. For washing, change the aspiration place for uniform washing. 
For instance, set the aspiration needle at the site corresponding 
to 12, 3, 6, and 9 o’clock of the well, with the cutting side 
of the needle outward. If you want to detect weak adhesion, 
use smaller gauge needles.

 10. We use a FCS2 (Bioptechs) for a parallel plate flow chamber, 
since the flow chamber is directly heated and maintained 
at 37°C. The method can be modified according to other 
flow chambers. It is important to control the shear flow and 
temperature. Live images of the bright microscopic field can 
be directly recorded at 30 frames/s with an appropriate 
USB-connected CCD camera and personal computer. We 
currently use DMK21AU04 (Argo, Japan) for this purpose, 
which is inexpensive and compatible for standard PC with 
USB2.0 slots.

 11. The incubation time of 10 min is chosen here, since lympho-
cytes could attach to ICAM-1 and VCAM-1 with a peak of 
10 min under this condition (10). Incubation time should be 
determined empirically for other cells. The endothelial mono-
layers can be used instead of immobilized ligands. This set-
ting is suitable to observe lymphocyte transmigration under 
shear flow (10).

 12. The formula to convert flow rate to wall shear stress in the 
parallel plate flow chamber is Q = 60 h2wt/6m; where Q is flow 
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rate (ml/min), t is wall shear stress (dyn/cm2), m is viscosity in 
poise (approximately 0.008 in RPMI1640/0.1% BSA), and h 
and w is height and width (cm) of the parallel flow chamber 
gasket, respectively. For typical postcapillary venules, the wall 
shear stress is ~2 dyn/cm2. So when a rectangular gasket with 
1.2 cm width and 0.01 cm height is used, the syringe pump 
should be set at 0.3 ml/min to deliver this shear stress.

 13. The data are presented at defined time points. Alternatively, 
you can count the attached cell number at a 5–10-s interval 
and plot the percentages of attached cells against.

After submitting the manuscript, C. Rudd and colleagues have 
reported that SKAP1 (SKAP55) plays a critical role in TCR-
triggered LFA-1 activation by binding directly to RAPL and form-
ing a complex of Rap1-RAPL-LFA-1(Raab, M. et. al., Immunity,  
(2010) 32:541-556).

References

 Noted added in 
proof

 1. Bos, J. L., de Rooij, J., and Reedquist, K. A. 
(2001) Rap1 signaling: Adhering to new mod-
els, Nat. Rev. Mol. Cell Biol. 2, 369–377.

 2. Kitayama, H., Sugimoto, Y., Matsuzaki, T., 
Ikawa, Y., and Noda, M. (1989) A ras-related 
gene with transformation suppressor activity, 
Cell 56, 77–84.

 3. Reedquist, K. A., Ross, E., Koop, E. A., 
Wolthuis, R. M., Zwartkruis, F. J., van Kooyk, 
Y., Salmon, M., Buckley, C. D., and Bos, J. L. 
(2000) The small GTPase, Rap1, mediates 
CD31-induced integrin adhesion, J. Cell Biol. 
148, 1151–1158.

 4. Katagiri, K., Hattori, M., Minato, N., Irie, S., 
Takatsu, K., and Kinashi, T. (2000) Rap1 is a 
potent activation signal for leukocyte function-
associated antigen 1 distinct from protein 
kinase C and phosphatidylinositol-3-kinase, 
Mol. Cell. Biol. 20, 1956–1969.

 5. Sebzda, E., Bracke, M., Tugal, T., Hogg, N., 
and Cantrell, D. A. (2002) Rap1A positively 
regulates T cells via integrin activation rather 
than inhibiting lymphocyte signaling, Nat. 
Immunol. 3, 251–258.

 6. Franke, B., Akkerman, J. W., and Bos, J. L. (1997) 
Rapid Ca2+−mediated activation of Rap1 in 
human platelets, EMBO J. 16, 252–259.

 7. McLeod, S. J., Ingham, R. J., Bos, J. L., 
Kurosaki, T., and Gold, M. R. (1998) Activation 
of the Rap1 GTPase by the B cell antigen recep-
tor, J. Biol. Chem. 273, 29218–29223.

 8. Ghandour, H., Cullere, X., Alvarez, A., 
Luscinskas, F. W., and Mayadas, T. N. (2007) 
Essential role for Rap1 GTPase and its guanine 
exchange factor CalDAG-GEFI in LFA-1 but 
not VLA-4 integrin mediated human T-cell 
adhesion, Blood 110, 3682–3690.

 9. Katagiri, K., Hattori, M., Minato, N., and 
Kinashi, T. (2002) Rap1 functions as a key 
regulator of T-cell and antigen-presenting cell 
interactions and modulates T-cell responses, 
Mol. Cell. Biol. 22, 1001–1015.

 10. Shimonaka, M., Katagiri, K., Nakayama, T., 
Fujita, N., Tsuruo, T., Yoshie, O., and Kinashi, 
T. (2003) Rap1 translates chemokine signals 
to integrin activation, cell polarization, and 
motility across vascular endothelium under 
flow, J. Cell Biol. 161, 417–427.

 11. Katagiri, K., Maeda, A., Shimonaka, M., and 
Kinashi, T. (2003) RAPL, a Rap1-binding 
molecule that mediates Rap1-induced adhe-
sion through spatial regulation of LFA-1, Nat. 
Immunol. 4, 741–748.

 12. Tohyama, Y., Katagiri, K., Pardi, R., Lu, C., 
Springer, T. A., and Kinashi, T. (2003) The 
critical cytoplasmic regions of the aL/b2 inte-
grin in Rap1-induced adhesion and migration, 
Mol. Cell. Biol. 14, 2570–2582.

 13. Dustin, M. L., and Springer, T. A. (1989) 
T-cell receptor cross-linking transiently stimu-
lates adhesiveness through LFA-1, Nature 
341, 619–624.



29518 Rap1 and Integrin Inside-Out Signaling

 14. Katagiri, K., Shimonaka, M., and Kinashi, T. 
(2004) Rap1-mediated LFA-1 activation by the 
T cell antigen receptor is dependent on PLC-
gamma1, J. Biol. Chem. 279, 11875–11881.

 15. Bergmeier, W., Goerge, T., Wang, H. W., 
Crittenden, J. R., Baldwin, A. C., Cifuni, S. 
M., Housman, D. E., Graybiel, A. M., and 
Wagner, D. D. (2007) Mice lacking the signal-
ing molecule CalDAG-GEFI represent a 
model for leukocyte adhesion deficiency type 
III, J. Clin. Invest. 117, 1699–1707.

 16. Crittenden, J. R., Bergmeier, W., Zhang, Y., 
Piffath, C. L., Liang, Y., Wagner, D. D., 
Housman, D. E., and Graybiel, A. M. (2004) 
CalDAG-GEFI integrates signaling for platelet 
aggregation and thrombus formation, Nat. Med. 
10, 982–986.

 17. Pasvolsky, R., Feigelson, S. W., Kilic, S. S., 
Simon, A. J., Tal-Lapidot, G., Grabovsky, V., 
Crittenden, J. R., Amariglio, N., Safran, M., 
Graybiel, A. M., Rechavi, G., Ben-Dor, S., 
Etzioni, A., and Alon, R. (2007) A LAD-III 
syndrome is associated with defective expres-
sion of the Rap-1 activator CalDAG-GEFI in 
lymphocytes, neutrophils, and platelets,  
J. Exp. Med. 204, 1571–1582.

 18. Li, Y., Yan, J., De, P., Chang, H. C., Yamauchi, 
A., Christopherson, K. W., 2nd, Paranavitana, 
N. C., Peng, X., Kim, C., Munugulavadla, V., 
Kapur, R., Chen, H., Shou, W., Stone, J. C., 
Kaplan, M. H., Dinauer, M. C., Durden, D. 
L., and Quilliam, L. A. (2007) Rap1a null mice 
have altered myeloid cell functions suggesting 
distinct roles for the closely related Rap1a and 
1b proteins, J. Immunol. 179, 8322–8331.

 19. Chrzanowska-Wodnicka, M., Smyth, S. S., 
Schoenwaelder, S. M., Fischer, T. H., and 
White, G. C., 2nd. (2005) Rap1b is required 
for normal platelet function and hemostasis in 
mice, J. Clin. Invest. 115, 680–687.

 20. Duchniewicz, M., Zemojtel, T., Kolanczyk, 
M., Grossmann, S., Scheele, J. S., and 
Zwartkruis, F. J. (2006) Rap1A-deficient T 
and B cells show impaired integrin-mediated 
cell adhesion, Mol. Cell. Biol. 26, 643–653.

 21. Chu, H., Awasthi, A., White, G. C.,  
2nd, Chrzanowska-Wodnicka, M., and 
Malarkannan, S. (2008) Rap1b regulates B 
cell development, homing, and T cell-depen-
dent humoral immunity, J. Immunol. 181, 
3373–3383.

 22. Katagiri, K., Ohnishi, N., Kabashima, K., 
Iyoda, T., Takeda, N., Shinkai, Y., Inaba, K., 
and Kinashi, T. (2004) Crucial functions of 
the Rap1 effector molecule RAPL in lympho-
cyte and dendritic cell trafficking, Nat Immunol 
5, 1045–1051.

 23. Katagiri, K., Katakai, T., Ebisuno, Y., Ueda, 
Y., Okada, T., and Kinashi, T. (2009) Mst1 
controls lymphocyte trafficking and interstitial 
motility within lymph nodes, EMBO J. 28, 
1319–1331.

 24. Peterson, E. J., Woods, M. L., Dmowski, S. 
A., Derimanov, G., Jordan, M. S., Wu, J. N., 
Myung, P. S., Liu, Q. H., Pribila, J. T., 
Freedman, B. D., Shimizu, Y., and Koretzky, 
G. A. (2001) Coupling of the TCR to integ-
rin activation by Slap-130/Fyb, Science 293, 
2263–2265.

 25. Griffiths, E. K., Krawczyk, C., Kong, Y. Y., 
Raab, M., Hyduk, S. J., Bouchard, D., Chan, 
V. S., Kozieradzki, I., Oliveira-Dos-Santos, A. 
J., Wakeham, A., Ohashi, P. S., Cybulsky, M. 
I., Rudd, C. E., and Penninger, J. M. (2001) 
Positive regulation of T cell activation and 
integrin adhesion by the adapter Fyb/Slap, 
Science 293, 2260–2263.

 26. Wang, H., Liu, H., Lu, Y., Lovatt, M., Wei, 
B., and Rudd, C. E. (2007) Functional defects 
of SKAP-55-deficient T cells identify a regula-
tory role for the adaptor in LFA-1 adhesion, 
Mol. Cell. Biol. 27, 6863–6875.

 27. Menasche, G., Kliche, S., Chen, E. J., Stradal, 
T. E., Schraven, B., and Koretzky, G. (2007) 
RIAM links the ADAP/SKAP-55 signaling 
module to Rap1, facilitating T-cell-receptor-
mediated integrin activation, Mol. Cell. Biol. 
27, 4070–4081.

 28. Lafuente, E. M., van Puijenbroek, A. A., 
Krause, M., Carman, C. V., Freeman, G. J., 
Berezovskaya, A., Constantine, E., Springer, T. 
A., Gertler, F. B., and Boussiotis, V. A. (2004) 
RIAM, an Ena/VASP and Profilin ligand, 
interacts with Rap1-GTP and mediates Rap1-
induced adhesion, Dev. Cell 7, 585–595.

 29. Han, J., Lim, C. J., Watanabe, N., Soriani, A., 
Ratnikov, B., Calderwood, D. A., Puzon-
McLaughlin, W., Lafuente, E. M., Boussiotis, 
V. A., Shattil, S. J., and Ginsberg, M. H. 
(2006) Reconstructing and deconstructing 
agonist-induced activation of integrin aIIbb3, 
Curr. Biol. 16, 1796–1806.

 30. Medeiros, R. B., Dickey, D. M., Chung, H., 
Quale, A. C., Nagarajan, L. R., Billadeau, D. 
D., and Shimizu, Y. (2005) Protein kinase D1 
and the beta 1 integrin cytoplasmic domain 
control beta 1 integrin function via regulation 
of Rap1 activation, Immunity 23, 213–226.

 31. Allen, P. M., and Unanue, E. R. (1984) 
Differential requirements for antigen processing 
by macrophages for lysozyme-specific T cell 
hybridomas, J. Immunol. 132, 1077–1079.

 32. Lombard-Platlet, S., Bertolino, P., Deng, 
H., Gerlier, D., and Rabourdin-Combe, C. 



296 K. Katagiri and T. Kinashi

(1993) Inhibition by chloroquine of the 
class II major histocompatibility complex-
restricted presentation of endogenous anti-
gens varies according to the cellular origin 
of the antigen-presenting cells, the nature of 

the T-cell epitope, and the responding T 
cell, Immunology 80, 566–573.

 33. Sanchez-Madrid, F., and del Pozo, M. A. (1999) 
Leukocyte polarization in cell migration and 
immune interactions, EMBO J. 18, 501–511.



297

Motomu Shimaoka (ed.), Integrin and Cell Adhesion Molecules: Methods and Protocols,  
Methods in Molecular Biology, vol. 757, DOI 10.1007/978-1-61779-166-6_19, © Springer Science+Business Media, LLC 2011

Chapter 19

Isolation of Focal Adhesion Proteins for Biochemical  
and Proteomic Analysis

Jean-Cheng Kuo, Xuemei Han, John R. Yates III, and Clare M. Waterman 

Abstract

Focal adhesions (FAs) are discrete plasma membrane-associated adhesive organelles that play dual roles 
in cell force transduction and signaling. FAs consist of clustered transmembrane heterodimeric integrin 
extracellular matrix (ECM) receptors and a large number of cytoplasmic proteins that collectively form 
thin plaques linking the ECM to actin filament bundles of the cytoskeleton. FAs are complex organelles 
that can change their composition in response to biochemical or mechanical cues. These compositional 
differences may underlie the ability of FAs to mediate an array of important cell functions including 
adhesion, signaling, force transduction, and regulation of the cytoskeleton. These functions contribute 
to the physiological processes of the immune response, development, and differentiation. However, linking 
FA composition to FA function has been difficult since there has been no method to isolate intact FAs 
reproducibly and determine their composition. We report here a new method for isolating FA structures 
in cultured cells distinct from cytoplasmic, nuclear, and internal membranous organellar components of 
the cell. We provide protocols for validation of the fractionation by immunofluorescence and immuno-
blotting, procedures for preparing the isolated FAs for mass spectrometric proteomic analysis, tips on 
data interpretation and analysis, and an approach for comparing FA composition in cells in which small 
GTPase signaling is perturbed.

Key words: Focal adhesion, Immunofluorescence, Western blotting, Mass spectrometry, Integrin

Focal adhesions (FAs) are specialized adhesion organelles that 
can mediate various biological functions and responses through 
engagement of one specific class of surface receptor, integrins 
(1–3). Integrins are a family of alpha–beta heterodimer trans-
membrane receptors that specifically bind extracellular matrix or cell 
surface-bound ligands. Following integrin activation and binding 
to ligands, FA-associated proteins are recruited from the cytosol 

1. Introduction



298 J.-C. Kuo et al.

to bind to integrin cytoplasmic tails and one another. Together, 
these proteins form thin (~200 nm), discrete, (~0.1–10 mm2) 
plasma membrane-associated FAs plaques linking the ECM to 
actin filament bundles of the cytoskeleton. Integrins together 
with FA-associated proteins perform four basic cellular functions 
that mediate their physiological roles in development, immune 
response, cardiovascular function, and maintaining tissue integ-
rity. First, integrins in FAs bind extracellular ligands to mediate 
cell adhesion to ECM or other cells. Second, FAs mediate signal-
ing from integrin engagement to induce dramatically different cel-
lular responses, including proliferation, differentiation, or death. 
Third, FAs proteins link the cytoskeleton to integrins, allowing 
cells to transduce force generated in the actomyosin system to 
the ECM or other cells to drive tissue morphogenesis and cell 
movement. And finally, FAs act as regulators of the cytoskeleton, 
modulating its organization through physical interactions with 
actin filaments and regulating its dynamics via signaling to control 
the activity of actin-binding proteins and myosin motors (1–3). 
In addition to mediating these important cell functions, FAs are 
dynamic, mechanosensitive structures that change composition, 
grow or disintegrate in response to physical as well as biochemical 
cues (1, 4). For example, during cell migration, FAs undergo 
spatiotemporally coordinated cycles of formation and disassembly 
that enable directional whole cell motion (5). Thus, FAs are complex, 
dynamic organelles that integrate several distinct cell responses to 
mediate a diverse array of physiological functions.

One mechanism by which FAs could mediate differential 
responses through the same class of receptor is by variation of FA 
protein composition (3, 6). However, a method for systematic 
analysis of FA composition under different biological conditions 
has been lacking. Over several decades of research, it has become 
apparent that FA composition is exceedingly complex. By a variety 
of methods including protein localization and analysis of 
FA–protein interactions, more than 155 components (150 proteins 
plus 4 lipids and calcium ions) have been identified as associating 
with FAs which, again based on the literature, may be capable of 
>750 possible protein–protein interactions (7). The FA proteome 
includes ECM, integrins, cytoskeletal proteins, adaptor proteins, 
and enzymes, including but not limited to kinases, phosphatases, 
nucleotide triphosphatases, and their exchange factors. To gain 
insight into how FAs mediate the downstream responses of inte-
grins through compositional variation of the FA proteome, we 
present a method for the systematic biochemical isolation of FAs 
from fibroblasts in tissue culture, and their full compositional 
analysis by tandem mass spectrometry to ascertain the constitu-
ents of complex mixtures of proteins. The protocol includes pro-
cedures for validation of the FA isolation by immunofluorescence 
and immunoblotting, preparation of isolated FAs for proteomic 
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analysis, and tips on data interpretation and analysis. In addition, 
we present an example application for comparative analysis of FA 
proteome compositional change in response to perturbation of 
small GTPase signaling.

 1. Human foreskin fibroblasts (HFF1, ATCC): Cultured in 
100-mm tissue culture dishes in Dulbecco’s modified Eagle’s 
medium (DMEM) containing 15% fetal bovine serum (FBS), 
2 mM l-glutamine, and penicillin/streptomycin.

 2. Trypsin/EDTA contains trypsin (0.5 g/L) and EDTA-4Na 
(0.2 g/L) in Hanks’ balanced salt solution without CaCl2, 
MgCl2-6H2O, and MgSO4-7H2O.

 3. Human plasma fibronectin purified protein: Diluted to 
15 mg/ml in Dulbecco’s phosphate-buffered saline, pH 7.4.

 4. TEA-containing low ionic strength buffer: 2.5 mM trietha-
nolamine (TEA), pH 7.0. Store at room temperature.

 5. Protease inhibitor tablets (complete mini EDTA-free, Roche) 
containing serine and cysteine protease inhibitors: Dissolved 
in 10 ml solution just prior to use.

 6. Cell scrapers (L-18, LabScientific, inc.).
 7. Waterpik™ dental water jet (Interplak dental water jet WJ6RW, 

Conair): Available from most drug stores.

 1. Cleaned 22 × 22 mm #1.5 cover slips: The brand, thickness, 
and cleanliness of the coverslip are very important for even 
adhesion of ECM proteins and low-background epifluores-
cence microscopy (see Note 1).

 2. HFF cells plated on cleaned 22 × 22 mm #1.5 cover slips and 
cultured in 35-mm tissue culture dishes.

 3. Cytoskeleton buffer (CB): 10 mM MES, pH 6.1, 138 mM 
KCl, 3 mM MgCl2, and 2 mM EGTA. Stored at 4°C.

 4. Paraformaldehyde: diluted from a freshly opened ampoule to 
4% in CB just prior to use.

 5. Columbia coverslip staining jars.
 6. Blocking reagent: 10% (w/v) fraction V bovine serum albu-

min and 0.5 mM NH4Cl in PBS.
 7. 0.5% Triton X-100 in CB: prepared immediately before use.
 8. 0.1 M glycine in CB.
 9. Tris-buffered saline with Tween-20 (TBS-T): Prepare 10× TBS 

stock with 1.37 M NaCl, 27 mM KCl, and 250 mM Tris–HCl, 

2. Materials

2.1. Biochemical FA 
Isolation Method

2.2. Immuno-
fluorescence
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pH 7.4. Dilute 100 ml with 900 ml distilled water and add 
Tween-20 at 0.1% (v/v) just prior to use.

 10. Mouse anti-chicken paxillin antibody (see Note 2).
 11. AlexaFluor 488 phalloidin (Gibco/Invitrogen).
 12. Secondary antibody: Cy3-conjugated donkey anti-mouse 

IgG (Jackson ImmunoResearch).
 13. Fluorescent mounting medium.
 14. Nail polish (Electron Microscopy Science).
 15. Microscope slides (Gold Seal Micro Slides) (see Note 3).
 16. Epifluorescence microscope equipped with a 60× or 100× oil 

immersion objective lens and a digital camera (Nikon).
 17. Digital image analysis software: We use MetaMorph software 

(MDS Analytical Technologies); however, freeware such as 
Image J (http://rsbweb.nih.gov/ij/) and MicroManager 
(http://www.micro-manager.org/) both have capability 
sufficient for the analysis described below.

 1. Radioimmuno precipitation assay (RIPA) buffer without 
SDS: 50 mM Tris–HCl, pH 8.0, 150 mM NaCl, 1.0% NP-40, 
and 0.5% sodium deoxycholate. Store at 4°C.

 2. Primary antibodies: Mouse anti-chicken vinculin antibody 
(Sigma), mouse anti-human talin antibody (Chemicon), 
mouse anti-chicken actin antibody (BD), mouse anti-chicken 
tubulin antibody (Sigma), rabbit anti-human GAPDH anti-
body (Open Biosystem), and rabbit anti-mouse Akt antibody 
(Cell Signaling).

 3. Secondary antibodies: Horseradish peroxidase (AffiniPure 
goat anti-mouse IgG, Jackson ImmunoResearch) and horse-
radish peroxidase (AffiniPure goat anti-rabbit IgG, Jackson 
ImmunoResearch).

 4. PAGE/Western blot apparatus.
 5. Immobilon transfer membrane (IPVH304F0, Millipore).
 6. Thermo Scientific Pierce BCA protein assay kits (Fisher).

 1. Agarose-conjugated goat anti-human actin antibody (Santa 
Cruz).

 2. Agarose-conjugated mouse anti-human fibronectin antibody 
(Santa Cruz).

 3. 5-mm Partisphere strong cation exchange resin (Whatman, 
Clifton, NJ).

 4. 5-mm Aqua C18 resin (Phenomenex, Ventura, CA).
 5. 3-mm Aqua C18 resin (Phenomenex, Ventura, CA).
 6. Urea.

2.3. Western Blotting

2.4. Proteomic 
Analysis
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 7. Protein reduction and alkylation solution: Tris (2-carboxyethyl) 
phosphine hydrochloride and iodoacetamide.

 8. Calcium chloride.
 9. Trypsin, mass spectrometry grade: Store at 4°C.
 10. Formic acid.
 11. Acetonitrile.
 12. Ammonium acetate.
 13. Buffers for a modified 12-step MudPIT analysis (REF): Buffer 

A, 5% acetonitrile and 0.1% formic acid; buffer B, 80% acetonitrile 
and 0.1% formic acid; and buffer C, 500 mM ammonium 
acetate, 5% acetonitrile, and 0.1% formic acid.

 14. Zero-dead volume union (Upchurch Scientific, Oak Harbor, 
WA).

 15. Agilent 1100 quaternary HPLC (Agilent, Palo Alto, CA).
 16. LTQ linear ion trap mass spectrometer (Thermo Fisher 

Scientific, San Jose, CA).
 17. Xcalibur data system (Thermo Fisher Scientific, San Jose, CA).

Electroporation is used to transfect plasmid DNA transiently into 
HFF1.

 1. Human Dermal Fibroblast Nucleofector kit (Amaxa 
biosystem).

 2. Nucleofector II (Amaxa Biosystem): Program: U-024 is used.

Here, several protocols are described for isolating FA from tissue 
culture cells, including methods to validate the fractionation 
protocol morphologically and biochemically, to identify the protein 
composition from the fractionated FA structures by proteomic 
analysis, and to utilize this fractionation protocol for isolating FA 
structures from cells under different perturbation conditions. The 
overall procedure is outlined in Fig. 1.

The goal of FA isolation from tissue culture cells is to maintain 
the native FA protein composition and structure bound to the 
tissue culture substratum for collection, while carefully removing 
nuclei; internal membrane-bounded organelles; the bulk of the 
actin, microtubule, and intermediate filament cytoskeletons; 
most of the cell plasma membrane; and soluble cytoplasmic proteins. 
Similar to methods introduced by Fujiwara for stress fiber isola-
tion (8), TEA-containing low ionic strength buffer, a pH-balanced 

2.5. Modulation  
of FA Composition  
by Manipulation  
of Cell Signaling

3. Methods

3.1. FA Isolation  
from Cultured 
Fibroblasts
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hypotonic solution, is used to create osmotic pressure inside cells, 
which swells cells and thus weakens the membrane integrity. Once 
the plasma membrane is weakened, membrane-bound organelles, 
nuclei, and soluble materials of the cytoplasm can be removed by 
hydrodynamic forces induced by strong trituration using a protease 
inhibitor-containing, detergent-free, osmotically balanced buffer 
(PBS), which is important to avoid protein degradation and 
maintain the FA proteins in their native state (Fig. 2).

In contrast to the Fujiwara method (8) that was optimized 
for preservation of actomyosin stress fibers, our method is aimed 
at isolating native FA. We put in a considerable amount of work 
in optimizing our protocol to ensure that major FA components 
were maintained in the FA fraction, as the Fujiwara method alone 
was unsuccessful for maintaining many FA proteins in the stress 
fiber preparation. We present methods for validating preservation 
of FA proteins in the FA fraction in Subheadings 3.2 and 3.3. 
Although FA fractions isolated by our method will contain a 
significant amount of actin, this is unavoidable, as the actin 
cytoskeleton and FA are interdependent structures, and perturba-
tions of the actin cytoskeleton will unavoidably alter FA structure 
and composition. As noted in Subheading 3.4, following isolation 
of FA fractions, excess actin can be removed by immunodepletion 
prior to proteomic or biochemical analysis.

The protocol below shows the details of the FA isolation 
method optimized for HFF1 cells grown adhered to human 

Fig. 1. Diagram of the major steps for isolation of FA from HFF1 cells, followed by validation of FA morphology preservation 
by immunofluorescence, validation of FA isolation by Western blotting, or determination of FA protein composition by 
proteomic analysis.
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fibronectin. This cell type was chosen by us for its human origin, 
its robust adherent growth in tissue culture, its amenability to 
transfection, its robust in vitro cell migration behavior, and its 
well-developed FA morphology. Our protocol could be adapted 
to other cell types by experimenting with and optimizing the 
osmotic shock (step 4) and trituration (step 5) steps below.  
15 mg/ml human fibronectin was chosen as the growth substrate 
because this concentration was found to promote optimal migra-
tion of HFF1 cells in culture (unpublished observations). Cells 
could easily be grown adhered to different ECM proteins or a 
different concentration of human fibronectin simply by modifying 
step 1.

 1. Coat tissue culture dishes or microscope coverslips for immu-
nofluorescence with fibronectin for growth of cells. Tissue 
culture dishes or coverslips are incubated overnight at 4°C in 
a solution of 15 mg/ml human fibronectin diluted in PBS. 
This is followed by rinsing three times with PBS. Subsequently, 
substrates are incubated in 1% BSA-containing DMEM for 

Fig. 2. Schematic diagram of the FA isolation procedure.
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1 h at 37°C for blocking. After blocking, the substrates are 
rinsed once with PBS prior to plating the cells.

 2. Culture HFF1 cells for experiments. HFF1 cells are grown in 
tissue culture dishes and passaged when approaching conflu-
ence with trypsin/EDTA to provide new experimental 
cultures plated on 15 mg/ml fibronectin-coated 100-mm culture 
dishes or cover slips. A 1:4 split of near-confluent HFF1 cells 
can provide experimental cultures that are at approximately 
50% confluence after 24 h.

 3. Choose the proper amount of cells. The yield of total FA protein 
per cm2 of HFF1 cells grown at 50% confluence on 15 mg/ml 
fibronectin-coated dishes is approximately 0.13 mg. The total 
protein requirement for Western blot analysis is 4 mg, for 2-D 
DIGE proteomic analysis 500 mg, and for MudPit Mass 
spectrometry analysis 60 mg. Plan accordingly when plating 
cells for your experiments.

 4. Hypotonically shock the cells to weaken the plasma membrane. 
At 24 h after plating, the cells are rinsed once with 1× PBS 
and then incubated in TEA-containing low ionic strength 
buffer to induce cell swelling and weaken the cell membrane 
integrity. To minimize effects on FA composition and structure, 
incubation time must be as short as possible. To optimize 
incubation time for HFF1, we analyzed the morphology of 
HFF1 cells during treatment with TEA-containing low 
ionic strength buffer using time-lapse phase-contrast micro-
scopy. Figure 3 shows that HFF1 cells start to swell after 
3 min of TEA-containing low ionic strength buffer incuba-
tion and explode by 50-min treatment. Based on this analy-
sis, we use 3-min hypotonic shock for HFF1 as the minimum 
time to induce swelling and still allow removal of the cell 
bodies (Fig. 4).

 5. Remove cell bodies with hydrodynamic force. Immediately 
after the cells are incubated with TEA-containing low ionic 
strength buffer for 3 min at room temperature, 1× PBS con-
taining protease inhibitor is used in the Waterpik to apply strong, 
pulsed hydrodynamic forces to the cells in order to remove the 

Fig. 3. Time-lapse phase-contrast image series of HFF1 cell morphology after treatment (time in minutes shown) with 
TEA-containing low ionic strength buffer. As cells appear swollen but not fully rounded up by 3-min treatment, we chose 
this time point as optimal for our protocol. Scale bar, 20 mm.
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cell bodies, membrane-bound organelles, nuclei, cytoskeleton, 
and soluble materials of the cytoplasm. The power of Waterpik 
trituration needs to be adjusted carefully, since flushing too 
strongly will remove some low-abundance FA-associated pro-
teins, and flushing too weakly will fail to remove other cell 
structures. The Waterpik we use has a 7-setting pressure con-
trol, and we adjust it to setting “3” for HFF1 cells. During 
trituration, we hold the nozzle ~0.5 cm from and at an 
approximate angle of 90° to the surface of the tissue culture 
dish, and slowly move the nozzle back and forth across the 
dish, being careful to spray the whole dish surface evenly, for 
a total time of about 10 s. These recommendations will have 
to be adjusted to account for your own dental water jet appa-
ratus, trituration style, and cell type. Validation of the cell 
body removal procedure is discussed in Subheadings 3.2 and 
3.3 below. A total volume of 50 ml buffer is used in the 
Waterpik reservoir. Following the trituration of one dish of 
cells, the buffer containing the cell bodies is collected from 
that dish and recycled into the reservoir for use in the trituration 
of the next dish of cells. This 50 ml of buffer containing all the 
cell bodies is collected after trituration of all dishes is complete 
to serve as a sample for Western blot analysis to validate sepa-
ration of the FA and cell body fractions (see Subheading 3.3). 
Subsequently, a total volume of 400 ml fresh buffer is used in 
the Waterpik reservoir to rinse all the dishes again prior to FA 
fraction collection.

 6. Isolate the FAs that remain attached to the tissue culture dish. 
Following trituration, excess buffer is removed from the 
dish using a vacuum manifold, and the remaining buffer and 

Fig. 4. Comparison of FAs and actin cytoskeleton in HFF1 cells and isolated HFF1 FAs. Intact HFF1 and isolated FAs were 
fixed and stained with Alexa 488 phalloidin to visualize filamentous actin (green) and indirect immuno-localization of 
paxillin (red) to show the distribution of FAs. Scale bar, 20 mm.
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FA structures on the tissue culture dish are collected by adding 
300 ml of buffer (1× RIPA containing 0.1% SDS for Western 
analysis or 1× RIPA containing 1% SDS for mass spectrometric 
analysis), thoroughly scraping the remaining cellular material 
from the dish (Fig. 4), and collecting it with a pipette. The 
material from all dishes is then pooled and used in the analysis 
of FA-associated proteins without substantial contamination 
from proteins in the cell body.

To validate that the FA isolation method does not adversely affect 
FA morphology prior to the collection step, the size of individual 
FAs in intact cells and the FAs remaining adhered to coverslips 
after cell body removal are determined and compared. We use 
immunofluorescence to localize paxillin in fixed cells and the FA 
fraction. Paxillin is a well-known FA adaptor protein (9) whose 
distribution in digital fluorescence images can indicate the size 
of individual FAs (Fig. 5a). Figure 5b shows that the proportion 

3.2. Validation  
of FA Isolation by 
Immunofluorescence

Fig. 5. Immunofluorescence and quantitative analysis for validating the preservation of 
native FA morphology after FA isolation. (a) Intact HFF1 and isolated HFF1 FAs were fixed 
and processed for indirect immuno-localization of paxillin to show the distribution of FAs. 
Scale bar, 20 mm. (b) Histogram of the size distribution of thresholded paxillin-containing 
FAs in images of intact HFF1 cells (n = 3 cells 408 FAs) and the isolated FA fraction (n = 3 
cells, 344 FA). Statistical analysis indicates no significant difference in the percentage of 
FAs of each size range between FAs from intact cells or isolated FAs.
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of different-sized FAs between intact HFF1 and isolated FA 
 fractions does not significantly differ. This indicates that the  
FA isolation method does not influence the morphology of 
FA structures. The protocol below shows how to compare the 
morphology of FAs in cells and isolated FAs by immunofluores-
cence. It is also a good idea to validate the loss of nuclear, 
organellar, or cytoskeletal structures from isolated FAs by double 
labeling with markers for these structures. We recommend staining 
with DAPI for nuclei, fluorescent phalloidin for actin, and using 
indirect immunofluorescence with antibodies to tubulin (micro-
tubules) to determine the degree to which these structures are 
present or absent in the isolated FA fraction.

 1. Fix intact HFF1 and the isolated HFF1 FAs adhered to micro-
scope coverslips. Incubate cells/isolated FAs bound to 15 mg/
ml fibronectin-coated coverslips with 4% paraformaldehyde in 
CB for 20 min at room temperature. Use of Columbia cover-
slip staining jars is helpful for this and remaining steps.

 2. Permeablize the cells with 0.5% Triton X-100 in CB for 5 min 
at room temperature. Since the isolated FA fraction mostly 
lacks plasma membrane, permeabilization is not necessary.

 3. Quench free aldehydes for both the fixed cells and isolated 
FA fraction with 0.1 M glycine in CB for 10 min at room 
temperature.

 4. Wash the coverslips with TBS-T three times for 5 min each 
wash.

 5. Block the cells and the isolated FA fraction with blocking 
reagent for 60 min at room temperature or overnight at 4°C.

 6. Incubate the permeabilized HFF1 cells and the isolated FA 
fraction with anti-paxillin antibody, diluted 1:1,000 in blocking 
reagent, for 60 min at room temperature or overnight at 4°C.

 7. Wash the coverslips three times with TBS-T for 5 min each 
wash.

 8. Incubate the coverslips with secondary antibody. We use a 
Cy3-conjugated donkey anti-mouse IgG diluted 1:300 in 
blocking reagent for 60 min at room temperature.

 9. Wash the coverslips three times with TBS-T for 5 min each 
wash.

 10. Mount the coverslips on microscope slides with fluorescence 
mounting medium and seal the coverslip to the slide with nail 
polish.

 11. Obtain fluorescence images of FAs in intact cells and isolated 
FAs. Analysis of FA size distribution requires that images be 
acquired with a high magnification, high-resolution objective 
lens and a digital camera. A lens with a magnification >/= 60× 
should be used (see Note 4) (10). When acquiring images, 
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utilize the proper filter cube for the fluorophore of your choice, 
and adjust image brightness by altering the camera exposure 
time or introducing neutral density filters in the illumination 
path such that small FAs at the cell periphery are visible, and 
large FAs do not saturate the camera (Fig. 5a).

 12. Measure the segmented area of individual paxillin-marked 
FA. After acquiring images, open them in your image analysis 
software and use the image thresholding function to high-
light only regions of the cell that are included within FAs. 
You may need to convolve the image with a smoothing filter 
to eliminate “hot pixels” that will be counted as bright FAs. 
Also, an image “flattening” filter can be helpful if cytoplasmic 
background causes central cell regions that are bright, but 
contain no FAs, to be included in the threshold. Convert the 
thres holded regions to areas, and record the area of each FA. 
The pixel-to-micron conversion factor must be determined 
using images of a stage micrometer. If the background level in 
your immunofluorescence staining is high, it will be difficult 
to segment FAs by thresholding. Experiment with the rinsing 
and blocking steps, as well as the choice of fluorescent-labeled 
secondary antibodies to optimize nice, low-background images 
suitable for efficient FA segmentation (see Note 5). For the 
FA size comparison, we set the smallest size of FA we can 
identify in intact HFF1 as the threshold size for FA in the FA 
fraction to filter out possible background signal due to 
nonspecific fluorescence that tends to occur on the coverslip 
containing isolated FAs.

 13. To determine if any specific population of FAs is adversely 
affected by the isolation procedure, bin the individual FA areas 
from both intact cells and the FA fraction into four groups, 
including <2, 2–6, 6–10, and >10 mm2 (Fig. 5b). Other analysis 
of FA morphometry (ellipticity, length, width, etc.) can also 
be performed to add support to the conclusions.

 14. Reduction in small FA in the FA fraction compared to intact 
cells is likely the result of either too long osmotic shock or 
excessive trituration, while the presence of excessive cell struc-
tures in the FA fraction would likely be due to the opposite 
issues.

To confirm that the FA isolation method is able to separate FA 
structures from cell body components, the levels of some well-
known FA-associated proteins, as well as organellar and cytosolic 
proteins, are analyzed by Western blot to compare their level in 
the isolated FA and cell body fractions. We use paxillin, talin, and 
vinculin as our standard FA-associated proteins, and GAPDH, 
tubulin, and Akt as the standard cell body proteins. The results in 
Fig. 6 indicate efficient FA isolation, as the standard FA-associated 
proteins are concentrated in the isolated FA fraction, but present 

3.3. Validation of FA 
Isolation by Western 
Blotting
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at much lower levels in the cell body fraction. In contrast, the cell 
body proteins are nearly absent from the FA fraction and concen-
trated in the cell body fraction. It should be noted that most FA 
proteins are normally cycling between FA-bound and soluble 
cytoplasmic pools, and that some FA proteins perform functions 
in the nucleus. These non-FA functions should be taken into 
consideration in interpreting the distribution of the protein 
between FA and cell body fractions. In contrast, many cell body 
and cytosolic proteins have no (known) association with FA, and 
for a good preparation, these proteins should be close to 100% 
depleted from the FA fraction. The protocol below shows how to 
evaluate the efficiency of FA isolation by determining the degree 
of separation of FA-associated and cell body proteins by Western 
blotting.

 1. Collect the cell body (step 5 of Subheading 3.1) and FA frac-
tions (step 6 of Subheading 3.1) from HFF1 cells plated on 
15 mg/ml fibronectin-coated 100-mm tissue culture plates. 
Remember that ~4 mg total FA protein is needed for Western 
blot analysis. For HFF1 at 50% confluence, we have found 
that one dish of cells should suffice. The FA fraction is collected 
in 1× RIPA buffer containing 0.1% SDS. Add 2× RIPA buffer 
containing 0.2% SDS to the cell body fraction at a 1:1 volume.

 2. Sonicate the denatured fractions on ice at 0°C for 15 s at a 
constant frequency.

Fig. 6. Western blot comparison of cell body and isolated FA fractions as a validation of 
the efficiency of FA isolation. Equal total protein of isolated FA (FA) and cell body (CB) 
fractions were subjected to SDS-PAGE and Western analysis with antibodies to the indi-
cated proteins. Paxillin, talin, and vinculin are known FA-associated proteins, while 
GAPDH, tubulin, and Akt should not be concentrated in FAs. The results indicate efficient 
FA isolation, as the FA-associated proteins are concentrated in the isolated FA fraction, 
but present at much lower levels in the cell body fraction. In contrast, the cell body pro-
teins are nearly absent from the FA fraction and concentrated in the cell body fraction.
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 3. Quantify the protein concentration of the cell body and FA 
fractions using BCA reagent. The concentration of protein in 
the cell body fraction is generally much higher than that of 
the FA fraction, so the cell body fraction can be diluted tenfold 
before quantifying to improve the accuracy of the measure-
ment (see Note 6).

 4. Perform SDS-PAGE and Western blot. Load equal amount 
of total protein of cell body fraction and FA fraction onto an 
SDS-PAGE for Western blotting. We use an 8% gel to detect 
vinculin, talin, and Akt; a 12% gel to detect paxillin, GAPDH, 
and tubulin; and a 15% gel to detect actin (Fig. 6). Following 
electrophoresis, proteins are electrotransferred to Imobilon 
membrane, and the membranes processed for immuno-
identification of proteins by enhanced chemiluminescence. 
Primary antibodies are used at the following dilutions: vinculin, 
1:2,000; talin, 1:1,000; paxillin, 1:10,000; tubulin, 1:5,000, 
actin, 1:4,000; GAPDH, 1:200; and Akt, 1:1,000. Horseradish 
peroxidase-AffiniPure goat anti-mouse or anti-rabbit antibodies 
are used at 1:5,000 and 1:10,000, respectively.

 5. Determine the efficiency of the FA isolation procedure. 
Western blots are developed with ECL reagent, films exposed, 
and band intensities quantified. As noted above, FA proteins 
should be strongly enriched (>70–75%) in the FA fraction 
compared to the cell body fraction, while cell body proteins 
should be >95% depleted from the FA fraction.

We utilize a “bottom-up” proteomic approach to identify the 
protein composition of isolated FA fractions. A “bottom-up” 
approach is a general strategy for analyzing proteomic samples 
that exploits tandem mass spectrometry to ascertain the constitu-
ents of a sample consisting of a complex mixture of fragmented 
peptides (11). This approach consists of three steps: sample 
separation, mass analysis, and protein identification. The goal of 
sample separation is to separate proteins in complex mixtures. 
Proteins can be separated without enzymatic digestion, by methods 
such as two-dimensional gel electrophoresis (2D-GE), or after 
enzymatic digestion into a collection of peptides and are then 
separated by multidimensional liquid chromatography (LC) 
approaches. Mass analysis is the driving engine of proteomics that 
consists of three major elements: ion source, mass analyzer, and 
detector. Ionization is generally driven by matrix-assisted laser 
desorption ionization (MALDI) or electrospray ionization (ESI). 
Mass analysis is generally managed through quadrupole, ion 
trap (quadrupole ion trap; linear ion trap), time-of flight (TOF), 
or Fourier-transform ion cyclotron resonance (FTICR) analyzers. 
Detectors record the ion signals from the analyzer followed by 
mass spectrometric identification of peptides through sequence 
database search algorithms.

3.4. Preparation  
of FA Fractions for 
Proteomic Analysis
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Our method of choice for protein separation is 2D-LC. 
Although 2D-GE separates proteins in mixtures by size and by 
isoelectric focusing, after which spots in the gel are subjected to 
mass spectrometry, this approach may fail to retain proteins of 
extreme pI, molecular weight, hydrophobicity, or low concentra-
tion. Because of these limitations, we perform 2D-LC for the 
digested peptides separation of the protein mixtures in a tech-
nique developed by the Yates lab for comprehensive analysis of 
complex protein mixtures called multidimensional protein identi-
fication technology (MudPIT) (12). In MudPIT, proteins are 
reduced, alkylated, and digested to peptides and subsequently 
separated via 2D-LC rather than 2D-GE. The MudPIT separa-
tion uses a biphase column to separate the peptide mixture by 
both their charge and hydrophobicity. The first separation is a 
strong cation exchange (SCX) column to capture charged peptides. 
The second separation is a reverse phase chromatography to bind 
the uncharged peptides. Acetonitrile and ammonium acetate 
proceed in gradient to elute the peptides and flow them directly 
into the mass spectrometer. Thus, all the peptides, even from 
low-abundance proteins in isolated FA fractions, can be analyzed 
without loss of extreme pI and hydrophobicity components.

Here, we describe the protocols including how to prepare the 
FA fractions for MudPIT analysis and how to identify the protein 
composition through MudPIT (Fig. 8). Note that we include a 
critical step (Subheading 3.4.1, step 3) of immunodepleting the 
two major protein components from the FA fraction, actin and 
fibronectin. We found that without this important step, many of 
the low-abundance FA proteins could not be detected.

 1. Isolate FA fraction from HFF cells at 50% confluence and grown 
in 15 mg/ml fibronectin-coated 100-mm culture dishes. Once 
cell bodies are removed, collect the FA fraction in 1× RIPA buf-
fer containing 1% SDS, and incubate for 5 min on ice. Remember 
that ~60 mg total FA protein is needed for MudPIT analysis. 
For HFF1 at 50% confluence, six dishes should suffice.

 2. Sonicate FA proteins for 15 s on ice at constant frequency.
 3. Immunodeplete fibronectin and actin from the denatured FA 

fraction (Fig. 7). Fibronectin (used to plate the cells on) and 
actin (which remains adhered to many isolated FAs) are in 
such excess over most FA proteins that they mask detection 
of lower abundance FA proteins. To improve the dynamic 
range of the mass spectrum, the concentration of fibronectin 
and actin in the samples can be greatly reduced by immu-
nodepletion. For immunodepletion, commercial agarose-
conjugated goat antihuman actin and agarose-conjugated 
mouse-antihuman fibronectin antibodies are used. The linkage 
between antibody and agarose is covalent and not denatured 
by 1% SDS. If lots of IgG are detected in mass spectrometry, 

3.4.1. Preparation of the 
Isolated FA Proteins for 
MudPIT Proteomic Analysis
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Fig. 7. Western blot analysis of the efficiency of immunodepletion of actin and fibronectin from isolated FA fractions. 
Equal total protein of isolated HFF1 FA fractions that had been subjected to immunodepletion of actin and fibronectin (+) 
or not (−) was subjected to SDS-PAGE and Western analysis with antibodies to the indicated proteins. The results indicate 
substantial depletion of actin and fibronectin, but no effect on the level of paxillin in the samples.

Fig. 8. Flow diagram of the major steps of multidimensional protein identification technology (MudPIT) for protein identification 
in a complex mixture.

this indicates poor efficiency of cross-linking, and can be 
overcome by washing with 1× RIPA containing 1% SDS three 
to five times. Add anti-fibronectin and anti-actin antibody-
coupled agarose beads to the FA fraction at a ratio of 1:1:1 
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(1 mg of fibronectin antibody:1 mg of actin anibody:1 mg FA 
total protein) and rotate for overnight at 4°C. Subsequently, 
pellet the agarose-conjugated antibodies and save the super-
natant, which consists of the actin/fibronectin-depleted FA 
fractions. Load equal volume of FA fraction, before and after 
immunodepletion, onto SDS-PAGE for Western blot analysis 
of the level of actin, fibronectin, and paxillin in the FA fraction 
before and after immunodepletion. Figure 7 shows that the 
majority of actin and fibronectin is depleted, but paxillin still 
exists in the FA fraction.

 4. Concentrate proteins from the actin/fibronectin-depleted 
FA fractions by ethanol precipitation. 1 volume of the actin/
fibronectin-depleted FA fraction is mixed with 9 volumes of 
ice-cold 100% ethanol. Incubate overnight at −20°C. Collect 
precipitated proteins by centrifugation for 15 min at 4°C at 
15,000 × g. After carefully removing the supernatant, the 
precipitated FA protein pellets can be stored at −80°C without 
further treatment until use for MudPit analysis.

 1. Denature proteins and reduce oxidative cross-links. Resuspend 
the precipitated FA protein pellets (~50 mg) in digestion 
buffer (8 M urea, 100 mM Tris–HCl, pH 8.5). Proteins are 
reduced and alkylated to eliminate cysteine cross-links with 
tris(2-carboxyethyl)phosphine (TCEP) and iodoacetamide. 
Add 500 mM TCEP stock to bring the solution to 5 mM and 
incubate for 15 min at room temperature. Subsequently, add 
500 mM iodoacetamide stock to 10 mM final concentration 
and incubate at room temperature for 20 min in the dark. 
Dilute the mixture to 2 M urea with 100 mM Tris–HCl, 
pH 8.5, and add CaCl2 to 2 mM.

 2. Trypsin digest denatured proteins. Add trypsin at a 1:50 
enzyme:protein molar ratio and incubate at 37°C overnight for 
digestion. Terminate digestion by bringing to 5% formic acid. 
This mixture of digested protein can then be stored at −80°C 
without further treatment until mass spectrometry analysis.

 3. Load proteins and prepare columns for mass spectrometry. 
Pressure-load the digested peptide mixtures onto a Kasil-
fritted fused silica capillary column (250-mm i.d.) packed 
with 3 cm of 5-mm Partisphere strong cation exchange resin 
and 3 cm of 5-mm Aqua C18 resin. Desalt the column with 
buffer containing 95% water, 5% acetonitrile, and 0.1% for-
mic acid. After desalting, connect the sample-loaded back-
end column through a zero-dead-volume union to a 100-mm 
i.d. capillary column with a 5-mm pulled tip and packed with 
10 cm 3-mm Aqua C18 material, and place the entire three-
phase column in line with an Agilent 1100 quaternary 
HPLC.

3.4.2. Protein Identification 
by Multidimensional 
Protein Identification 
Technology
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 4. Perform a modified 12-step MudPIT analysis. The first step 
consists of a 70-min gradient from 0 to 100% buffer B. Steps 
2–12 have the following gradient profile: 3 min of 100% buf-
fer A, 5 min of X% buffer C, a 10-min gradient from 0 to 10% 
buffer B, a 70-min gradient from 10 to 45% buffer B, a 
10-min gradient from 45 to 100% buffer B, and a 10-min 
equilibration of 100% buffer A. The 5-min buffer C percent-
ages (X) are 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100%, 
respectively, for the 2–12-step analysis. As peptides are eluted 
from the microcapillary column, they are electrosprayed 
directly into an LTQ linear ion trap mass spectrometer with 
the application of a distal 2.5-kV spray voltage. A cycle of one 
full-scan mass spectrum (400–1,400 m/z) followed by five 
data-dependent tandem mass (MS/MS) spectra at a 35% 
normalized collision energy is repeated continuously through-
out each step of the multidimensional separation. Application 
of mass spectrometer scan functions and HPLC solvent gradients 
is controlled by the Xcalibur data system, which provides 
instrument control and data analysis (13).

 1. Generate tandem mass (MS/MS) spectra via the Xcalibur 
data system, which consists of an automated spectral quality 
assessment algorithm (13) to remove poor-quality spectra.

 2. Match the filtered MS/MS spectral data of peptides against 
amino acid sequences in a human protein database (14). The 
database may be downloaded from the International Protein 
Index ((IPI), version 3.30 in June 2007) using the SEQUEST™ 
algorithm (14). The peptide identification is based on the 
determination of whether detected tandem mass spectra of 
the target peptide match the theoretical fragmentation 
pattern generated on the predicted peptides that would be 
produced from trypsin digestion of proteins in the human 
proteome. Each protein can thus be represented by multiple 
mass spectra, each representing different peptide fragments 
(sequence count), and each individual peptide can be detected 
multiple times. Thus, the total “spectrum counts” that match 
to a specific protein roughly represent that protein’s abun-
dance in the sample.

 3. Assemble the protein “hit list” based on two criteria.
Criteria 1. There must be a single sequence count (or more) 
indicating the presence of the protein, and that the chances 
that it is a false-positive match between the detected peptide 
and the human protein sequence must be determined to be 
less than 1%. In the proteomics field, often this first “hit” 
criterion is two sequence counts and has a false positive 
rate of 5%. We used a lower cutoff for sequence counts to 
increase inclusion of important low-abundance proteins, 

3.4.3. Data Interpretation
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but increase the stringency of the false-positive rate to maintain 
our confidence in the protein identification. To determine 
the false-positive protein identification rate, we use the target-
decoy approach in which the actual determined peptide 
sequences are matched to a decoy database made up of the 
peptides predicted from digestion of the reverse amino acid 
sequence of the human proteome (15). Basically, SEQUEST 
converts the character-based representation of amino acid 
sequences of peptides of similar precursor masses in a protein 
database to theoretically predicted fragmentation patterns, 
which are compared against the tandem spectrum generated 
on the target peptide. The algorithm initially identifies amino 
acid sequences in the database that match the measured pre-
cursor mass of the peptide, compares fragment ions against 
the MS/MS spectrum, and generates a preliminary score for 
each amino acid sequence. A cross-correlation analysis is 
then performed on the top 500 preliminary scoring peptides 
by correlating theoretical, reconstructed spectra against the 
experimental spectrum. All of our searches were parallelized 
and performed on a Beowulf computer cluster consisting of 
100 1.2-GHz Athlon CPUs (16). No digestion enzyme 
specificity is considered for any search. A fixed modification 
(+57.02146 Da) on cysteines, introduced by reduction and 
alkylation by our protein preparation protocol, is also consid-
ered. SEQUEST results are assembled and filtered using the 
DTASelect (version 2.0) program (17), a tool for assembling 
and comparing protein identifications. DTASelect 2.0 uses a 
linear discriminate analysis to set XCorr and DeltaCN thres-
holds dynamically for the entire dataset to achieve a user-specified 
false-positive rate. The false-positive rates are estimated by 
the program from the number and quality of spectral matches 
to the decoy database. Finally, the protein hit list contains 
protein IDs with spectrum counts (18, 19).
Criteria 2. To decrease the chance of variations from sample 
preparation, comparing protein hits from multiple runs using 
CONTRAST software (20) is necessary. We include proteins 
in the hit list that are identified at least twice out of three or 
four biological replicate runs.

In our studies, we routinely identify ~1,000 different proteins in 
our HFF1 FA preps, ~600 of which end up passing the two crite-
ria (Subheading 3.4.3) for inclusion in the final hit list. In exam-
ining the results, one should compare what is known to be in FA 
from the literature. A good resource for this is the recent compre-
hensive review by Zaidel-Bar and Geiger (7) which contains an 
assembled list of proteins known to associate with FA based on 
the literature. You may find that well-known FA proteins that 
should be present in your FA fraction are absent from your  protein 

3.4.4. Expectations  
and Troubleshooting
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hit list. We had this problem with the well-known FA protein, 
paxillin, which was easily detected in isolated FA fractions by both 
immunofluorescence and immunoblotting (as described in 
Subheadings 3.2 and 3.3), but was not detected by MudPIT 
analysis. Through much effort, we determined that the lack of 
detection of low-abundance proteins might be due to the pres-
ence of too much actin and fibronectin in the FA fractions. This 
led us to develop the inclusion of the immunoprecipitation step 
for the removal of actin and fibronectin from the FA fraction to 
improve the dynamic range of the MudPIT analysis. Other pos-
sibilities for loss of low-abundance proteins from the FA fraction 
include improper hypotonic shock or excess trituration. On the 
contrary, many proteins are not expected in FA fractions, such as 
nuclear proteins, soluble proteins, “housekeeping” proteins, or 
microtubule-associated proteins, but you may find that they pass 
the two criteria for inclusion in the hit list. Some of them may 
be novel FA-associated proteins or proteins included by indirect 
protein–protein interactions as members of multi-protein com-
plexes, only a subset of which may have been shown to associate 
with FAs. In addition, some proteins in the FA hit list may be from 
contamination of the sample preparation. Although we set the 
second criterion of presence in multiple sample replicates to 
decrease the chance of contamination from sample preparation, it 
is still possible to get contamination if the skill of FA isolation is 
not practiced. It is suggested that the proteins that the experi-
menter finds interesting for their inclusion in FAs be further 
validated by literature search and assays including localization in 
cell culture.

The most important use of the FA isolation method is for 
comparative analysis of FA protein composition under various 
conditions. The conditions can include pharmacological, genetic, 
molecular, or physical manipulations of cells, as well as comparison 
of cells of different tissue origin or from disease models. Results 
of comparative proteomic analysis of FAs from cells under different 
conditions can provide insight into molecular mechanisms by 
which FA mediate responses to specific stimuli, or the role of 
specific proteins in FA function. In addition, since MudPIT analysis 
is such a sensitive technique, the presence or absence of specific 
proteins detected in isolated FA fractions under multiple condi-
tions will add confidence to either including or excluding certain 
proteins as bona fide FA components.

In this section, we describe the approach for comparative 
analysis of FA proteins under different biological conditions. We 
describe as a test model the manipulation of Rho family small 
GTPases by expression of constitutively active mutants of Rac1 and 
RhoA. It is well known that members of the Rho GTPase family 
serve as biochemical regulators of FA structure and  function 

3.5. Comparative 
Analysis of FA 
Composition Under 
Different Biological 
Conditions
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(1, 21). Rac1 GTPase activity initiates formation of small focal 
complexes beneath the lamellipodium that drive cell protrusion, 
while RhoA activity promotes FA elongation and maturation that 
may inhibit motility via activation of myosin II contractility 
(1, 21). In spite of their known effects on FA morphology, how 
Rac1 and RhoA affect FA protein composition is not known. 
Therefore, examples of how the biochemical FA isolation method 
is applied to analyze the composition of the different types of FA 
structures induced by constitutive activation of these small 
GTPases are shown below. Obviously, this procedure could be 
applied to perturbation of any protein of choice using expression 
of dominant negative mutants or shRNAi. We include tips on 
how to obtain homogenous perturbation across a cell population, 
and how to interpret results and quantitate the changes in FA 
protein composition under these conditions of genetic perturba-
tion compared to untreated control cells.

 1. To obtain homogeneous perturbation of Rho family small 
GTPase function across an entire cell population, isolate 
HFF1 cells expressing GFP fusions of activated mutants of 
Rac1 and RhoA. The cDNA constructs driving expression of 
the mutant proteins should include a selectable marker for 
isolation of expressing cells by antibiotic selection if desired, 
or a GFP fusion tag for isolation of expressing cells by flow 
cytometry. In addition, the promoter should drive high level 
expression (such as CMV) for relatively homogenous, high 
level expression. To generate HFF1 cells expressing GFP-
tagged versions of the constitutively active Rac1 or RhoA 
(1, 21), in this example, we utilize transient transfection 
followed by flow cytometry isolation of expressing cells. 
Obviously, different methods of protein expression including 
adeno- or lentivirus-based systems can be used, and stable 
and/or clonal cell lines can be selected. First, transiently 
transfect eukaryotic expression vectors coding GFP-tagged 
constitutively active Rac1 (Rac1Q61L) or RhoA (RhoAV14) 
into HFF1 cells using your method of choice. GFP-only in a 
similar vector as the mutant proteins should be transfected 
into cells as a control. We use a Nucleofector electroporator, 
which achieves up to 50% transfection efficiency when used 
according to the manufacturer’s instructions (kit: Human 
Dermal Fibroblast Nucleofector kit, program: U-024). 
Remember to take the transfection efficiency into account 
when determining how many cells you will need to transfect 
to obtain the total amount of protein you will need for FA 
isolation for immunofluorescence, Western blotting, or pro-
teomic analysis.

 2. Following transfection, cells are grown for 24 h and then 
subjected to flow cytometry to isolate the GFP-positive cells.

3.5.1. Determining  
the Protein Composition  
of FAs from Experimental 
and Control Cells
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 3. The isolated GFP protein-expressing HFF1 are plated on 15 mg/
ml fibronectin-coated culture dishes or coverslips overnight.

 4. The FA isolation method is performed as described above 
(Subheading 3.1) to isolate the Rac1-mediated small FA 
structures and the larger, RhoA-induced FA (Fig. 9), as well 
as FA from cells expressing GFP alone as a control.

 5. Perform FA morphology validation. Using the procedure 
described in Subheading 3.2, validate preservation of FA 
morphology in isolated FA fractions and intact cells under 
each experimental and control condition. In the case of Rac1 
GTPase activation, the results of this validation reveal that 
FAs are smaller than those in control and those in cells expressing 
activated RhoA. This will reduce the total protein isolated in 
an FA prep from Rac1-expressing cells, and should be taken 
into consideration when plating cells for FA isolation valida-
tion by Western blotting (step 6 below) or FA proteomic 
analysis (step 7 below).

Fig. 9. Immunofluorescence and quantitative analysis for validating the preservation of native FA morphology after FA isola-
tion in HFF1 cells expressing either constitutively activated Rac1 (a) or constitutively activated RhoA (b). Intact HFF1 and 
isolated HFF1 FAs were fixed and processed for indirect immuno-localization of paxillin to show the distribution of FAs. 
Scale bar, 20 mm. Right shows histogram of the size distribution of thresholded paxillin-containing FAs in images of intact 
HFF1 cells (n = 3 cells, 403 FAs for activated Rac1; n = 3 cells, 460 FAs for activated RhoA) and the isolated FA fraction 
(n = 3 cells, 96 FAs for activated Rac1; n = 4 cells, 533 FAs for activated RhoA). Statistical analysis indicates no significant 
difference in the percentage of FAs of each size range between FAs from intact cells or isolated FAs.
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 6. Perform FA isolation validation. Using the procedure 
described in Subheading 3.3, validate separation of FA proteins 
from cell body proteins for each experimental and control 
condition. It is imperative that the total protein loaded onto 
the gel be the same for all experimental and control condi-
tions. In examining the results of the validation, in addition 
to the efficiency of separation of FA and cell body proteins, 
attention should also be paid to the relative level of FA pro-
teins in control and Rac1- or RhoA-expressing cells. This can 
serve as validation of the MudPIT-based quantitative com-
parison of proteins in FAs under the different experimental 
conditions, and can also provide information for choosing an 
internal normalization standard for the quantitative comparison 
between conditions (see Subheading 3.5.2).

 7. Perform MudPIT proteomic analysis. It is imperative that the 
total protein loaded into the 2D-LC system be the same for 
all experimental conditions. Using the procedure described in 
Subheading 3.4, identify the protein components in isolated 
FA fractions for each experimental and control condition that 
pass both selection criteria, and assemble hit lists of proteins, 
including spectrum counts, for each experimental condition.

Changes in FA protein composition of experimental cells versus 
control fall into two categories. First, there is the binary gain 
or loss of proteins from experimental FAs compared to control. 
This occurs when a protein that is present on the hit list of control 
cells is absent from the hit list of experimental FAs, or vice versa. 
This tends to occur for lower abundance proteins, and thus its 
validity can be questionable. Alternatively, the relative abundance 
of a protein may change in FAs with an experimental perturba-
tion, i.e., its level in FA may increase or decrease relative to con-
trol. Here, we discuss the rationale for our quantitation of 
changes in relative protein abundance in FAs under different 
experimental conditions.

A semi-quantitative readout of protein abundance in a complex 
mixture that is obtained from MudPIT analysis is the total spec-
trum counts for each protein. The number of spectrum counts is 
related to both the efficiency of the digestion process (dependent 
on protein sequence and length) and the amount of total protein 
input (20, 22). Thus, since different proteins are digested 
with different efficiency, the number of spectrum counts for 
each protein within a given sample is not a direct measure of the 
relative abundance of those proteins in the sample. However, 
since the digestion efficiency of a specific protein should be 
independent of the origin of the sample, spectrum counts can 
serve as a quantitative measure of the relative change in abundance 
of specific proteins in similarly prepared samples from different 
experimental conditions. Since we are interested in how proteins 

3.5.2. Quantitative 
Comparison of Relative 
Protein Abundance in 
Isolated FA Under Different 
Experimental Conditions
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change relative abundance in FAs under different cellular perturba-
tion conditions, and we can assume that the proteins are digested 
similarly in the different samples, the quantitative comparison of 
specific FA proteins can be obtained based on the ratio of spec-
trum counts for each protein in the hit lists of experimental and 
control FA. However, since mass spectrometry is much more 
sensitive that our ability to determine protein concentration 
accurately by simple assays such as BCA, the spectrum counts 
should be normalized relative to a medium-abundance protein 
that can unequivocably shown to remain constant in level between 
experimental and control samples. To normalize relative to the 
constant protein, we divide the spectrum counts of this constant 
protein in the control sample into the spectrum counts of all 
proteins (including the constant) in the hit list of the experimental 
sample. Finally, the normalized spectrum counts can be used to 
obtain the ratio of spectrum counts, and thus the relative protein 
abundance, between control and experimental FAs.

 1. Compare protein hit lists from control and experimental cells 
to determine proteins with a binary response in terms of their 
presence in FAs under different experimental perturbations. 
This will produce a list of proteins that are either gained or 
lost in FAs of cells expressing activated GTPases compared to 
FAs from control cells. Since the complete loss or gain of a 
protein cannot be used to calculate a ratio, the ratio of nor-
malized spectrum counts cannot be used as a measure of the 
change in relative protein abundance between samples. 
However, the relative abundance can be estimated from the 
number of spectrum counts of these binary response proteins 
in the sample in which they are present. The validity of the 
binary gain or loss of a protein from FAs should be consid-
ered questionable when the protein is present only in very 
low abundance. If such proteins are of interest, their gain or 
loss from FAs should be validated by Western blotting of iso-
lated FA under different conditions, as in Subheading 3.3 and 
by immunofluorescence of intact cells.

 2. Determine a protein appropriate for use as a normalization 
standard whose relative abundance in FAs does not change 
between control and experimental conditions. Using the 
same protocol as for Western blot-based validation of the FA 
isolation procedure (Subheadings 3.3 and 3.5.1), load the 
same amount of total isolated FA protein (without immu-
nodepletion) from the isolated FA fractions of control and 
experimental cells into SDS-PAGEs and subsequently blot to 
Immobilon. Probe the blots with antibodies to known FA 
proteins that were found from their spectrum counts in 
MudPIT analysis to be present at similar, intermediate levels 
in the hit lists from control and experimental FA preps. 
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Develop the blots and quantitate the band intensities to see 
which protein(s) keep the same level of relative abundance in 
FAs across experimental conditions. Once a protein appears 
to be a good candidate as a constant for normalization, it is 
a good idea to run a Western analysis of a dilution series of 
FA proteins from control and experimental cells to provide 
confidence that the amount of the normalization constant 
protein is really similar in each sample, independent of signal 
in the developed blot. One can support the notion that the 
protein is present in similar levels in FAs of intact cells under 
the different experimental perturbation conditions by quan-
tifying the average intensity of FAs either in fluorescence 
images of cells expressing a GFP-tagged version of the pro-
tein or in fixed cells processed for immunofluorescence local-
ization of the protein, although this may not be as reliable as 
Western blotting. It is wise to find a few FA proteins whose 
relative abundance does not change across experimental con-
ditions to allow comparison of results with different normal-
ization standards, which will add confidence to one’s 
conclusions.

 3. Normalize the spectrum counts of proteins in FAs from 
experimental cells. Using the procedure above, we found 
that paxillin does not change its relative abundance in FAs 
under Rac1 or RhoA perturbations compared to in FAs of 
GFP-expressing control cells, and therefore use the number 
of spectrum counts of paxillin in control cells as the normal-
ization standard. Divide the spectrum counts for each protein 
in the hit lists for FA proteins from cells expressing activated 
Rac1 or activated RhoA by the number of spectrum counts 
for paxillin in FAs from cells expressing GFP alone.

 4. Determine the ratio of the normalized spectra counts for each 
protein present in both experimental and control conditions. 
If the ratio is close to 1, it indicates that the experimental con-
dition does not influence the abundance of this protein in FAs. 
If the ratio is extremely high or low, it indicates the increase or 
reduction, respectively, in the relative abundance of this pro-
tein in FAs dependent on the experimental condition. To cat-
egorize proteins according to how strongly their relative 
abundance in FAs is affected by the perturbation of Rho 
GTPase signaling, we divide proteins into groups based on the 
calculated ratio. We consider proteins with less than twofold 
change in abundance (ratios of >0.5 or <2) to have little 
change between conditions, those with between two- and 
five-fold change (ratios of 0.2–0.5 or 2–5) as having interme-
diate change, and proteins with more than five-fold change 
(ratios of <0.2 or >5) to be strongly affected by the perturba-
tion in terms of their abundance in FAs. Together, these results 
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will provide a comprehensive analysis of how Rac1 and RhoA 
activity affect the protein composition of FAs.

 1. Coverslips should be cleaned by sequential 30-min periods of 
bath sonication immersed in the following solutions: Hot tap 
water with Versaclean detergent; hot tap water; 1 mM EDTA 
in distilled, deionized water; distilled, deionized water; 10% 
ethanol in distilled, deionized water; and 100% ethanol. Each 
sonication step should be interspersed with 5–10 rinsings in 
the subsequent (and final) solution. This procedure can be 
performed in coverslips in bulk, and cleaned coverslips stored 
in a jar immersed in 100% ethanol until use.

 2. This antibody is excellent for both Western blotting and 
immunofluorescence.

 3. The Gold Seal brand is recommended because of its high-
quality glass and cleanliness, which reduces background fluo-
rescence in images.

 4. The resolution of the lens is defined by the numerical aperture, 
which is listed below the magnification on the lens body. 
A lens with a numerical aperture greater than 1, preferably 
1.4, should be used. Such high-resolution lenses require 
immersion oil for full resolution.

 5. We always buy Jackson “minimal cross” secondaries as these 
tend to have the lowest nonspecific background staining. 
In addition, use of old permeabilization buffer in which the 
triton was not added immediately prior to use may inhibit 
the efficiency of permeabilization, which will lead to a high level 
of cytosolic staining that obscures FA staining in intact cells.

 6. Do not use Bradford reagent for protein quantification, as 
SDS inhibits its accuracy.
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Chapter 20

Talin and Signaling Through Integrins

Mohamed Bouaouina, David S. Harburger, and David A. Calderwood 

Abstract

Integrin adhesion receptors are essential for the development and functioning of multicellular animals. 
Integrins mediate cell adhesion to the extracellular matrix and to counter-receptors on adjacent cells, and 
the ability of integrins to bind extracellular ligands is regulated in response to intracellular signals that act 
on the short cytoplasmic tails of integrin subunits. Integrin activation, the rapid conversion of integrin 
receptors from low to high affinity, requires binding of talin to integrin b tails and, once bound, talin 
provides a connection from activated integrins to the actin cytoskeleton. A wide range of experimental 
approaches have contributed to the current understanding of the importance of talin in integrin signal-
ing. Here, we describe two methods that have been central to our investigations of talin; a biochemical 
assay that has allowed characterization of interactions between integrin cytoplasmic tails and talin, and a 
fluorescent-activated cell-sorting procedure to assess integrin activation in cultured cells expressing talin 
domains, mutants, dominant negative constructs, or shRNA.

Key words: Integrin, Talin, Activation

Integrin adhesion receptors are type I transmembrane heterodi-
meric glycoproteins capable of bidirectionally transmitting signals 
between the intracellular and extracellular environments. The 
extracellular domains of the integrins specifically bind in a cation-
dependent manner to extracellular matrix (ECM) proteins or to 
counter-receptors on adjacent cells, and the short cytoplasmic tails 
link to cytoskeletal elements, adaptors, and signaling proteins inside 
the cell (1–7). These adhesive interactions permit transmission of 
mechanical and chemical signals into and out of the cell and are 
crucial for a great many processes including embryonic develop-
ment, tissue maintenance and repair, host defense, and hemostasis 
(8–16). A notable feature of integrins, central to these activities, is 

1. Introduction
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their ability to undergo extensive conformational changes that 
regulate their affinity for extracellular ligands (17). Conformational 
rearrangement of the extracellular domains occurs in response to 
signals that impinge on the integrin cytoplasmic tails, a process 
referred to as “inside-out” signaling or integrin activation (3, 5). 
It is now appreciated that the large cytoskeletal adaptor protein, 
talin, plays a central role in integrin function, both as a mechanical 
link between integrins and the actin cytoskeleton and as an essential 
regulator of integrin activation (7, 18–22).

Talin is a cytoskeletal actin-binding protein composed of an 
amino terminal 50-kDa, head followed by a 220-kDa rod domain 
(18, 19). The talin head (amino acids 1–433) contains a three-
lobed FERM (4.1, ezrin, radixin, moesin) domain preceded by an 
F0 domain and followed by a 33-amino acid stretch (23–25). The 
third lobe of the talin FERM (F3) is structurally related to a phos-
photyrosine-binding (PTB) domain and mediates direct binding 
to an NP(I/L)Y motif in integrin b tails (23, 25). The talin rod is 
composed of a series of helical bundles (26, 27) and contains the 
major binding sites for actin and vinculin, as well as a dimerization 
site and a second integrin-binding site (28–30). The potential 
that talin provides a step in an integrin-mediated transmembrane 
linkage from the ECM to actin was first appreciated more than 
20 years ago (31) and more recently, advanced biophysical analy-
sis has demonstrated a role for talin as a molecular mechanosensor 
and confirmed the importance of talin in providing an initial link-
age from integrins to actin that is important for stabilizing cell 
spreading (21, 22, 32).

In addition to its mechanical role, approximately 10 years 
ago, talin was first implicated in the regulation of integrin activation 
(33). Using recombinant mimics of integrin b-subunit cytoplasmic 
tails, we showed that talin bound directly to integrin b tails, and 
localized the talin-binding site within the b tail to the first NP(I/L)
Y motif and the integrin-binding site to the F3 sub-domain of 
the talin head (23, 33). We further showed that overexpression of 
integrin-binding F3-containing fragments of talin triggered 
activation of aIIbb3 integrins, but that talin or integrin mutants 
defective in binding were impaired in activation (33, 34). Based 
on these data and the finding that knockdown of talin impaired 
integrin activation, we proposed that talin binding, via its PTB 
domain-like F3 sub-domain, to the integrin b tail was a final common 
step in integrin activation (34). This conclusion has extensive 
in vitro and in vivo support from additional structural and muta-
tional analyses, and from the phenotypes of knockout and knock-in 
model organisms (35–41).

While a key role for the PTB-like domain–integrin b tail inter-
action in integrin activation is now well established, additional 
complexities have recently become apparent. Integrin activation 
by the F3 sub-domain also requires additional interactions with 
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membrane-proximal integrin residues (36), and in intact talin, 
this interaction is impaired due to a previously predicted (42), 
auto-inhibitory talin head–rod interaction (43, 44). Talin binding 
to integrin b tails is regulated by phospholipid binding and intra-
cellular signaling pathways through control of talin localization 
and release of the auto-inhibitory activation (43, 45–47). 
Competition between talin and other integrin b tail-binding pro-
teins provides an additional layer of regulation (36, 48, 49). 
Surprisingly, while talin can bind most short integrin b tail and 
talin binding seems to be a general requirement, at least for b1, 
b2, and b3 integrin activation, differences in the ability of mini-
mal integrin-binding talin domains to activate b1 and b3 integ-
rins have highlighted differences between integrins and shown 
the importance of domains outside the PTB-like F3 domain for 
cellular activation of integrins (50). More strikingly, evidence 
suggests that additional factors that cooperate with talin during 
integrin activation are important in vivo. The first such factors to 
be identified are the members of the kindlin family of proteins 
(20, 51). These proteins are structurally related to talin but bind 
to a distinct site on integrins and are required for normal integrin 
activation in vivo. A detailed understanding of how kindlins exert 
their effects is lacking and whether other proteins play similar 
roles by cooperating with talin during integrin activation remains 
to be determined. Thus, in spite of the extensive studies already 
performed on talin, many questions concerning its role in integ-
rin signaling remain. A wide range of experimental approaches 
spanning structural biology, biochemistry, biophysics, cell biol-
ogy, and genetics have shaped our understanding of talin. Amongst 
them, two general methods have been central to our investiga-
tions of talin in integrin signaling: a biochemical assay that allowed 
characterization of integrin cytoplasmic tail interactions and a 
robust method to assess integrin activation in cultured cells 
expressing talin domains, mutants, dominant negative constructs, 
or shRNA. Here, we will describe the assays we have used to 
investigate the roles of talin in integrin signaling, techniques that 
will continue to be useful in the examination of the role of pro-
teins that modulate talin function.

 1. Complete Dulbecco’s modified Eagle’s medium (DMEM): 
DMEM supplemented with 10% fetal bovine serum, 1% of 
100× penicillin (10,000 U/ml)/streptomycin (10,000 mg/ml), 
1% of 100× sodium pyruvate (100 mM), and 1% of 100× 
MEM nonessential amino acids solution (10 mM).

 2. Dulbecco’s phosphate-buffered saline (DPBS).

2. Materials

2.1. Generation  
of Recombinant  
Talin Head Fragments 
and Endogenous  
Talin from Mammalian 
Cell Lysates
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 3. Lipofectamine Reagent (Invitrogen).
 4. Cell lysis buffer: 50 mM NaCl, 10 mM Pipes, 150 mM 

sucrose, 50 mM NaF, 40 mM Na4P2O7, pH 6.8, 0.5% Triton 
X-100, 0.1% sodium deoxycholate, and EDTA-free protease 
inhibitor tablet (Roche).

 5. BCA protein assay (Pierce).

 1. Luria broth base (LB).
 2. Isopropyl-beta-d-thiogalactopyranoside (IPTG), dioxane free.
 3. GST lysis buffer: phosphate-buffered saline (PBS), pH 7.4, 

1% Triton X-100, 1 mM dithiothreitol (DTT), and protease 
inhibitor tablet (Roche).

 4. Glutathione-sepharose beads (GE Healthcare).
 5. PBS wash buffer: PBS, 1% Triton X-100, and 1 mM DTT.
 6. GST wash buffer: 0.1 M Tris–HCl, pH 7.5, 0.1 M NaCl, 1% 

Triton X-100, 1 mM DTT, and protease inhibitor tablet.
 7. GST elution buffer: GST wash containing 20 mM glutathione.

 1. Ni2+-NTA resin (Novagen).
 2. Buffer XT: 50 mM NaCl, 10 mM Pipes, 150 mM sucrose, 

50 mM NaF, 40 mM Na4P2O7, 1 mM Na3VO4, and 0.05% 
Triton X-100, pH 6.8.

 1. GST-Fibronectin (9-11) cDNA was engineered as previously 
described elsewhere (52).

 2. BL21 Escherichia coli bacterial culture.
 3. Luria broth base (LB).
 4. Ampicillin sodium salt.
 5. IPTG.
 6. GST lysis buffer: PBS, pH 7.4, 1% Triton X-100, 1 mM DTT, 

and protease inhibitor tablet (Roche).
 7. Glutathione-sepharose beads.
 8. PBS wash buffer: PBS, 1% Triton X-100, and 1 mM DTT.
 9. GST wash buffer: 0.1 M Tris–HCl, pH 7.5, 0.1 M NaCl, 1% 

Triton X-100, 1 mM DTT, and protease inhibitor tablet.
 10. GST elution buffer: GST wash buffer with 20 mM glutathione.
 11. 5× SDS sample buffer (100 ml): 15.625 ml of 1 M Tris Base, 

pH 6.8, 10 mg of SDS, 20 ml of glycerol, and 100 mg of 
0.1% bromophenol blue. Add 1 ml b-mercaptoethanol to 
3 ml of buffer to make 5× working solution.

 12. Float-A-Lyser™ (Spectrum Laboratories; 10 mm diameter, 
3 ml volume, and 3,500 Da molecular weight cut-off ).

2.2. Purification of 
Recombinant Talin 
Head Fragments from 
Bacterial Cell Lysates

2.3. Integrin b Tail 
Binding Assay

2.4. Generation of GST-
Fused Fibronectin 
(9-11) from Bacteria
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 1. Biotinyl-N-hydroxy-succinimide (EZ-Link™ NHS-Biotin, 
spacer arm 13.5 Å; Pierce).

 2. Dimethyl sulfoxide (DMSO).
 3. Fresh NaHCO3 1 M solution.
 4. PD10 desalting columns (Sephadex™ G-25 M; Amersham 

Bioscience).
 5. Bovine serum albumin (BSA).

 1. 5-ml FACS polystyrene round-bottom tubes (BD Falcon).
 2. DPBS.
 3. Ethylenediaminetetraacetic acid (EDTA).
 4. Nylon screening mesh (80 mm) (Sefar NITEX™).
 5. Tyrode’s buffer, pH 7.3: 136.9 mM NaCl, 10 mM Hepes, 

5.5 mM glucose, 11.9 nM NaHCO3, 2.7 mM KCl, 0.5 mM 
CaCl, 1.5 mM MgCl, and 0.4 mM NaH2PO4.

 6. EDTA-0.05% trypsin.
 7. Rat Anti-mouse integrin b1 chain antibody (clone 9EG7) 

(BD Pharmingen).
 8. Purified mouse IgM anti-human aIIbb3 integrin PAC-1 anti-

body (BD Bioscience).
 9. Streptavidin-allophycocyanin (Thermo Scientific).
 10. Alexa647-conjugated donkey anti-mouse IgG (H+L) antibody 

and Alexa 647-conjugated goat anti-mouse IgM antibody.
 11. MnCl2.
 12. Mouse anti-human aIIbb3 integrin D57 antibody. D57 is a 

function-independent antibody used for the detection of 
aIIbb3 on the surface of cells (53).

Integrins are large heterodimeric proteins composed of bulky 
extra-extracellular domains, a transmembrane region, and gener-
ally short cytoplasmic tails, and as a consequence, raise challenges 
for biochemical analysis. In an effort to examine intracellular bio-
chemical interactions with the integrin tail, we utilize a system of 
bacterial, recombinantly expressed proteins containing the integ-
rin cytoplasmic tails. This system has provided a framework for 
reliably identifying the molecular requirements for integrin-binding 
proteins, correlates with findings from genetic and structural 
experiments, and has been useful in providing extensive informa-
tion on talin–integrin b tail interactions (23, 33, 34, 48, 50, 54). 
The integrin b tail pull-down assay has been described in detail in 

2.5. Biotinylation of 
GST-Fibronectin (9-11)

2.6. Fluorescence-
Activated Cell-Sorting 
Activation Assay

3. Methods

3.1. Biochemical 
Analysis of Integrin–
Talin Interactions
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a previous review, with a focus on the role of the integrin tail (55). 
The assay relies on expression and purification of recombinant 
integrin cytoplasmic tails consisting of an N-terminal His-tag fol-
lowed by a thrombin cleavage site, a cysteine-residue linker, a 
coiled-coil sequence, a glycine spacer, and the integrin cytoplasmic 
domain (55). The cysteine linker and coiled-coil regions allow 
parallel dimerization of integrin tails in aqueous solution, act as a 
spacer between the integrin tail and affinity matrix, and mimic the 
helical structure of integrin transmembrane domains. The His-tag 
allows purification of the recombinant proteins by metal ion-affinity 
chromatography and immobilization of the purified integrin tail 
on His-bind resin for use in binding assays. In the following 
sections, we briefly discuss preparation of cell lysates for talin pull-
down assays, the expression and purification of recombinant talin 
fragments in bacteria, and the pull-down assays themselves.

Integrin b tail pull-down assays can be performed using a variety 
of cell lysates (18, 55, 56). However, we generally use Chinese 
hamster ovary (CHO) cells because they can be efficiently trans-
fected using standard protocols, have consistently provided suc-
cessful expression for many of our proteins of interest, and are the 
cell type in which we have optimized the integrin activation assays 
discussed later in this review.

 1. Culture CHO cells in complete DMEM until confluent on a 
10-cm tissue culture dish. If using untransfected cells, pro-
ceed to step 3.

 2. Wash the cells with DPBS and transiently transfect cDNA-
encoding fragments of talin fused to epitope tags such as GFP, 
FLAG, HA, etc., utilizing Invitrogen’s recommendations for 
working with Lipofectamine reagent. Typical talin fragments 
include F3, F2F3, F1F2F3, and entire head, encoding the 
amino acids 309–405, 206–405, 86–405, and 1–433, respec-
tively (see Note 1).

 3. At 24 h post-transfection, wash the cells with cold DPBS, lyse 
by scraping in 0.5 ml of cell lysis buffer, collect into a 1.5-ml 
microcentrifuge tube, and incubate on ice for 20 min.

 4. Separate the insoluble fraction from the lysate by centrifuging 
at 20,000 × g for 10 min at 4°C.

 5. Determine the protein concentration of the supernatant using 
the BCA protein assay and either use lysates immediately or 
store at −20°C until required.

Based on sequence analysis and insights from structural findings, 
we have been able to express recombinant fragments of talin fused 
to a tag useful for protein purification (23, 33, 50). Here, we will 
describe purification of talin fragment fused to GST; however, 
other tags, such as His-tag, may also be used (57).

3.1.1. Preparation  
of Mammalian Cell Lysates 
Containing Recombinant 
Talin Head Fragments  
and Endogenous Talin

3.1.2. Expression and 
Purification of Recombinant 
Talin Fragments from 
Bacterial Cell Lysates
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 1. Inoculate 100 ml of LB containing the appropriate antibiotics 
with BL21 E. coli culture containing GST-talin fusion protein 
expression construct. Grow overnight at 37°C in a rotary 
shaker incubator (radius of gyration: 1 in.) with agitation at 
225 rpm.

 2. Use the overnight culture to inoculate 2 L of LB with appro-
priate antibiotic and continue to grow the culture to an 
approximate OD600 of 0.4 (see Note 2).

 3. Induce the bacteria with IPTG (0.2 mM final concentration) 
and grow for 3 h (see Note 2).

 4. Harvest the bacteria by centrifugation and resuspend in 60 ml 
of GST lysis buffer on ice. Lyse by sonication and repeat until 
the bacterial extract is no longer viscous.

 5. Centrifuge at 30,000 × g for 25 min at 4°C and collect the 
supernatant.

 6. During this final centrifugation step, prepare 0.5 ml of gluta-
thione-sepharose beads. Wash with 10 volumes of PBS and 
then mix with supernatant from step 5.

 7. Incubate the glutathione-sepharose beads with the bacterial 
lysate overnight at 4°C with slight agitation to avoid bead 
sedimentation.

 8. Load the beads onto a column. Wash once with 20 volumes 
of PBS wash buffer followed by two washes with 20 volumes 
of GST wash buffer.

 9. Elute GST fusion proteins with 20 volumes of GST elution 
buffer and collect eluate in 1-ml fractions.

 10. Analyze the elution fractions on a 10% Tris–glycine SDS poly-
acrylamide gel to identify fractions containing the GST fusion 
protein. Determine the concentration of fusion protein in 
positive fractions and keep at 4°C for immediate use or store 
at −20°C until needed.

The details for these steps have been described by Lad et al. (55). 
Briefly, this assay entails the following:

 1. Bacterial expression of integrin cytoplasm tails containing an 
N-terminal His-tag.

 2. Purification of integrin cytoplasmic tails from the bacterial 
lysates through two rounds of sonication and centrifugation, 
batch absorption to Ni2+NTA resin, and elution from the 
resin followed by purification via reversed-phase high-pressure 
liquid chromatography.

 3. Preparation of the affinity matrix through the steps of mixing 
purified integrin tails with Ni2+-charged beads in the presence 
of binding buffer, followed by washing steps to remove urea 
and exchange integrin tail-coated resin into buffer XT.

3.1.3. Preparation  
of Recombinant Integrin b 
Tails and Subsequent 
Binding Assays
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 4. Mixing either cell lysates or bacterially purified proteins with 
the integrin tails for 24 or 2 h, respectively, at 4°C, followed 
by several washing steps, resuspending beads in SDS sample 
buffer, boiling samples, and analyzing on SDS polyacrylamide 
gel either through immunoblotting or using Coomassie stain 
(see Note 3).

Integrin activation assays provide functional readouts that have 
complemented our biochemical and structural studies to reveal 
the effect of different talin fragments on the activation of surface-
expressed integrins. These assays rely on fluorescence-activated ell 
sorting (FACS), to measure protein expression and integrin acti-
vation state in individual cells. Here, we will outline the basis for 
these assays that make powerful tools in screening for players in 
integrin signaling (58) and discovering new regulators of talin-
mediated integrin activation (54, 59–61).

Integrin activation involves conformational changes in the 
ectodomains that result in an increase in affinity for ligand. As the 
dynamically regulated integrin domains are exposed on the surface 
of the cell, and so accessible to reporter ligand or antibody binding, 
we can use FACS analysis as a means to measure integrin activa-
tion in live cells. Our FACS assays rely on the selective binding of 
integrin ligands or ligand-mimetic antibodies only to activated 
integrins. When combined with transiently expressed fluores-
cently tagged talin fragments, this assay permits us to assess the 
effect of talin on the activation of endogenous or exogenously 
expressed integrin using multicolor FACS analysis. This tech-
nique, coupled to proper data analysis, offers an excellent tool to 
study the intricate control of integrin activation, and a variety of 
FACS-based integrin activation assays have been developed 
(62–65). We will discuss the details of those in use in our labora-
tory which are based on an assay originally developed by the 
Shattil and Ginsberg laboratories (63, 66). This sensitive assay, 
initially developed for aIIbb3 integrins, has been amended to also 
allow measurements on fibronectin-binding b1 integrins and has 
become a powerful tool for understanding modes of regulation of 
integrin activity.

Antibodies
Monoclonal antibodies that recognize neo-epitopes on the extra-
cellular domain of the activated integrin are commonly used to 
report integrin activation state; examples include Ab24, a b2 
integrin-specific mouse antibody (67), and HUTS-21 antibody, a 
b1-specific mouse antibody (68). The anti-aIIbb3 mouse mono-
clonal IgM antibody PAC1, which is the basis of our aIIbb3-
activation assay, is notable as it is a ligand-mimetic antibody that 
binds to the extracellular ligand-binding site in the integrin in a 

3.2. Integrin Activation 
Assays

3.2.1. Probes Used to 
Assess Integrin Activation 
by Flow Cytometry
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way that is very similar to that of the specific ligand (69, 70). 
PAC1 is capable of competing with fibrinogen for binding to 
active aIIbb3 integrins (71), and sequencing has revealed that 
the complementarity-determining region three within PAC1 
heavy chain contains an RYD sequence forming the integrin-
binding site and behaving like the RGD sequence in fibrinogen 
(69). Mutagenesis around this site has permitted generation of 
activation-specific antibodies against human and mouse aIIbb3 
and aVb3 (72, 73) and the Drosophila aPS2bPS (74).

Ligands
Soluble ligands can also be used to probe integrin activation in flow 
cytometry because integrins require activation to bind to soluble 
ligands. Natural ligands are often large, multivalent proteins that 
bind more than one integrin, making them unsuitable for studying 
integrin activation; however, intact fluorescently labeled fibrinogen 
has been successfully used in integrin activation assays (34, 73, 75). 
More commonly, soluble recombinant fragments from extracellu-
lar integrin ligands, engineered to ensure specificity toward the 
integrin of interest and to lower multivalency, are used in activation 
assays (50, 76–80). We use a well-characterized GST-fused frag-
ment of fibronectin to probe a5b1 integrin activation. The GST-
fibronectin (9-11) (GST-FN9-11) fragment contains the 9th, 10th, 
and 11th type III repeats of Xenopus fibronectin (52). This frag-
ment carries the a5b1 integrin-binding RGD site (repeat 10) along 
with the synergy motif “PPSRN” (repeat 9) known to support the 
spreading of many cell types (81). Fibronectin is well conserved 
and the Xenopus protein also binds human and mouse integrins.

Specificity controls
Specific binding of ligand-mimetic anti-integrin antibodies or 
soluble ligands can be inhibited by RGD peptides, or small 
 molecule antagonists such as Ro43-5054 or 3F (69, 82–84). 
Integrin–ligand binding is also divalent cation dependent and, 
therefore, can be inhibited by EDTA (85). Antibody or soluble 
ligand binding in the presence of integrin antagonists or EDTA 
can, therefore, be used to assess background nonspecific binding 
in our FACS assays and provides a control for the specificity and 
selectivity of the activation reporters being used. In addition, 
binding should be enhanced in the presence of integrin activators 
such as the divalent cation Mn2+ or activating antibodies.

 1. Inoculate 1 L of LB and 50 mg/ml ampicillin, with 25 ml of 
overnight culture of BL21 E. coli carrying the GST-tagged 
fibronectin (9-11) construct. Incubate at 37°C in a rotary 
shaker (radius of gyration: 1 in.) with agitation at 225 rpm 
until it reaches an OD600 of 0.4.

3.2.2. Expression and 
Purification of GST-FN9-11
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 2. Induce the bacterial culture with IPTG (final concentration 
0.2 mM) and continue culture for 3 h at 37°C with shaking.

 3. Harvest the bacteria by centrifugation for 20 min at 5,500 × g 
at 4°C. Gently resuspend the pellet in 30 ml of GST lysis buf-
fer and avoid making bubbles, then transfer the mixture into 
a beaker and maintain at 4°C.

 4. Lyse the bacteria with 10-s bursts of sonication followed by 
50 s on ice to avoid overheating. Repeat until the extract is no 
longer viscous.

 5. Centrifuge at 30,000 × g for 25 min at 4°C and collect the 
supernatant.

 6. During the last centrifugation step, prepare 250 ml of 
glutathione-sepharose beads. Wash with 10 ml of PBS and 
then mix with the supernatant from step 5.

 7. Incubate the glutathione-sepharose beads with the bacterial 
lysate overnight at 4°C with slight agitation to avoid bead 
sedimentation.

 8. Load the beads onto a column and wash with 10 ml of PBS-
Triton X-100 at 4°C, followed by two 10-ml washes with 
wash buffer.

 9. Elute the GST-FN9-11 fragment with 1.5 ml of elution buf-
fer at 4°C. Incubate for 5 min at room temperature and col-
lect the eluted fraction in a 1.5-ml centrifuge tube and store 
on ice. Repeat to collect 6–8 fractions.

 10. Check the levels and purity of the eluted protein in each frac-
tion by SDS-PAGE followed by protein staining.

 11. Pool the two fractions containing most GST-FN9-11 pro-
tein, load into a Float-A-Lyser™ unit, and dialyze against 4 L 
of PBS at room temperature overnight to remove the free 
glutathione. Replace dialysis fluid with fresh PBS and con-
tinue dialysis for 2 h.

 12. Collect the dialyzed GST-FN9-11 and store on ice.

To enable detection of the FN9-11 with flurophore-conjugated 
streptavidin, we covalently attach NHS-biotin (short chain) to 
the purified, dialyzed protein. For optimal biotinylation, the 
FN9-11 concentration should be between 0.5 and 2.0 mg/ml.

 1. Dissolve 1 mg of biotinyl-N-hydroxy-succinimide in 100 ml 
DMSO.

 2. Mix 800 ml of dialyzed FN9-11 with 100 ml of freshly pre-
pared 1 M NaHCO3 and 100 ml of the biotin solution, and 
incubate for 1 h at room temperature with gentle agitation.

 3. During the incubation step, pre-equilibrate a PD10 desalting 
column. Add 1 ml of 1% BSA to the column to block nonspe-
cific binding sites and wash extensively with 20–40 ml of PBS.

3.2.3. Biotinylation  
of GST-FN9-11
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 4. Load the biotinylated FN9-11 sample onto the pre-equilibrated 
PD10 column and elute the FN9-11 in 1–1.5-ml fractions by 
adding PBS.

 5. Identify protein-containing fractions based on absorbance at 
280 nm and store at 4°C.

The integrin activation assays described below can be used on a 
wide range of cell types. Platelets and polymorphonuclear neutro-
phils present a good cell model for studying activation of endog-
enous integrins because they are abundant and can be readily 
harvested from blood, and because integrin activation is tightly 
regulated in these cells (66, 86). These primary cells are, however, 
not readily transfectable and so to investigate the effects of spe-
cific proteins or pathways on integrin activation, a variety of 
adherent, immortalized, and well-established cell lines have been 
used, including CHO, NIH-3T3, and Jurkat (34, 48, 87), as well 
as ES cell-derived megakaryocytes (88) and murine bone marrow-
derived megakaryocytes (89, 90).

We make extensive use of CHO cells as lines in which to assess 
the effect of knocking down integrin regulatory molecules or 
overexpressing talin, talin fragments, or molecules that cooperate 
with talin (23, 33, 34, 59). CHO cells have been widely used to 
investigate b1 integrins (91, 92) and a variety of CHO cell lines 
that express different wild-type and chimeric integrins has permitted 
investigation of other integrin families not normally present in 
CHO cells, most notably the platelet integrin aIIbb3 (53, 83, 
91, 93) CHO cells are cultured as previously described (94) in 
DMEM supplemented with 10% fetal calf serum (FCS), 100 U/ml 
of penicillin, 0.1 mg/ml of streptomycin, 2 mM of l-glutamine, 
and 1% nonessential amino acids at 37°C in 5% CO2.

To assess the effect of specific integrin regulators, we tran-
siently overexpress fluorescent, GFP- or DsRed-tagged recombi-
nant proteins in the chosen cell line using pcDNA3 (Invitrogen), 
pEGFP (BD Biosciences Clontech), or pDsRed (BD Biosciences 
Clontech) vectors as follows:

 1. Seed 1 × 106 CHO cells per 10-cm plate for transfection the 
next day (see Note 4).

 2. Mix 250 ml of DMEM with 2–4 mg of DNA and add 4 ml of 
Lipofectamine/mg of DNA. Incubate the mixture at room 
temperature for 15 min.

 3. Wash the cells once with 5 ml of room temperature PBS to 
remove the serum and any dead cells, then add 5 ml of DMEM 
and the DNA–lipofectamine mixture from step 2 to the plate, 
and incubate for 5 h at 37°C in an incubator (5% CO2).

 4. Wash the plate once with 5 ml of room temperature PBS, 
then add 10 ml of complete DMEM, and incubate at 37°C, 
5% CO2, overnight.

3.2.4. Preparation of Cells 
for Use in Integrin 
Activation Assays
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This assay assesses integrin activation by measuring the binding of 
PAC1 antibody or biotinylated-FN9-11 or to cells expressing 
constructs of interest. Cells are transfected as described above, 
and 16–18 h after transfection, integrin activation is assessed by 
FACS. Bound FN9-11 or PAC1 is detected using streptavidin or 
anti-mouse IgM antibodies conjugated to APC or Alexa 647 flu-
orophores, whose emitted fluorescence is measured in the FL4 
channel of the FACS machine. The optimum concentrations of 
PAC1, FN9-11, and fluorophore-conjugated secondary antibody 
or streptavidin for the cell line under study are determined by 
titration. Expression levels of the expressed GFP- or Ds-Red con-
jugated proteins are assessed in the FL1 or FL2 channel, respec-
tively. The separation between the emission optima for the GFP 
or DsRed fluorophores and the APC or Alexa 647 fluorophores 
avoids cross talk between the FL1 or FL2 channels and the FL4 
channel, so simplifying analysis of the results.

Cells from each plate, overexpressing one fluorescent pro-
tein of interest or control, are routinely divided into four tubes 
to undergo different treatments prior to FACS analysis. In 
three tubes, integrin activation state is assessed in native condi-
tions, in the presence of an inhibitor of ligand binding such as 
EDTA or small molecule inhibitor, or in the presence of an 
exogenous integrin activator such as 1 mM Mn2+ or activating 
antibody (9EG7 for a5b1 integrins and anti-LIBS6 for aIIbb3 
 integrins). As described below, these conditions allow for the 
assessment of the nonspecific background binding and the 
maximum fully stimulated binding, and the native binding can 
then be related to these minima and maxima. In the fourth tube, 
integrin surface expression is assessed with an antibody that 
binds integrin in an activation-independent manner, we use 
PB1 (95) to measure hamster a5b1 levels in CHO cells and 
D57 (53) to assess aIIbb3 expression levels. These measures 
can be used to  normalize integrin activation results to the total 
integrin  expression level.

The method outlined below describes a basic FACS integrin 
activation assay. Similar methods are used for a5b1 and aIIbb3, 
the major difference being that FN9-11 is used to report a5b1 
activation, while PAC1 is used for aIIbb3.

 1. Wash transfected plates once with 5 ml of room temperature 
PBS to remove dead cells and serum contained in the medium. 
Add 0.7 ml of 0.5 mM EDTA and 0.05% trypsin, and incu-
bate for 5–10 min at 37°C.

 2. Neutralize trypsin with 0.7 ml of complete DMEM, collect 
the detached cells in a tube, and spin for 5 min at 200 × g at 
room temperature.

 3. Wash the cells by re-suspending them in 1.5 ml of room 
temperature PBS. Filter the cell suspension through an 80-mm 

3.2.5. FACS Integrin 
Activation Assay
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nylon screening mesh (SEFAR NITEX™; see Note 5) and 
then remove 10 ml for cell counting.

 4. Pellet the cells by spinning for 5 min at 200 × g at room 
temperature and re-suspend gently at 6–8 × 106/ml in 
Tyrode’s buffer.

 5. Transfer 45 ml of cell suspension to each of four FACS tubes; 
four FACS tubes for each transfected plate allows measurement 
of reporter binding in native, activated, and inhibited condi-
tion as well as one tube to measure integrin expression levels 
by standard antibody FACS assay performed in parallel using 
anti-a5 or anti- aIIbb3 antibodies PB1 or D57, respectively.

 6. Add 2.5 ml of 200 mM EDTA to the inhibited tubes and 
incubate for 10 min at room temperature.

 7. Add 2.5 ml of Tyrode’s buffer to each native tube.
 8. For activated tubes, add 5 ml of 20 mM MnCl2, or if using 

activating antibodies, 5 ml of 100 mg/ml 9EG7 for a5b1 
assays, or anti-LIBS6 for aIIbb3 assays.

 9. Add 2.5 ml of the appropriate dilution of activation reporter 
(determined by titration) to each tube; biotinylated 
GST-FN9-11 for a5b1 assays and PAC1 for aIIbb3 assays.

 10. Incubate FACS tubes at 30°C for 30 min.
 11. Wash off unbound ligand/antibody by adding 250 ml of 

Tyrode’s buffer to each tube and then pellet the cells for 
5 min at 200 × g at room temperature. Carefully pour off the 
supernatant.

 12. For a5b1 assays, re-suspend the cells in 50 ml of 2% APC-
conjugated streptavidin in Tyrode’s buffer. For aIIbb3 assays, 
re-suspend the cells in 50 ml of 2.5 mg/ml Alexa 647-conjugated 
anti-mouse IgM in Tyrode’s buffer.

 13. Incubate FACS tubes for 30 min on ice in the dark.
 14. Wash off unbound antibodies by adding 250 ml of cold 

Tyrode’s buffer to each tube, pellet the cells for 5 min at 
200× g at 4°C, and then carefully pour off the supernatant.

 15. Re-suspend cells in 400 ml of cold PBS.
 16. Analyze stained cells using FACS Calibur or LSRII FACS 

machines and collect 10,000–30,000 cells per condition.

The FACS analysis described above provides data on FN9-11 or 
PAC1 binding to transfected and untransfected cells under a variety 
of conditions. These data can be processed using Flowjo analysis 
software. Analysis first requires identification of the live cells based 
on their forward and side scatter (Fig. 1a). Cells with the appro-
priate forward and side scatter are gated and further analysis is 
performed on this population. The GFP or DsRed signal (FL1 or 

3.2.6. Data Analysis
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FL2, respectively) is plotted against the PAC1- or FN9-11-
binding signal (FL4), providing a visual representation of how 
the ability of cells to bind soluble integrin ligand changes in 
response to expression of the fluorophore-tagged recombinant 
protein (Fig. 1b). Gating of cells based on GFP or DsRed fluores-
cence permits segregation into expressing and non-expressing 
populations or further separation into high- and low-expressing 
cells. The PAC1 or FN9-11 binding to cells in each of these 
populations can then be expressed as a frequency histogram and 
geometric mean fluorescence intensity (GMFI) of cells in the 
population calculated (Fig. 1c). Applying the same multi-gating 
parameters to all tubes from a given sample allows calculation of 
GMFI values for the native, activated, and inhibited conditions, 
and a similar approach allows calculation of integrin levels on the 
cells based on anti-integrin antibody staining (Fig. 1c). As dis-
cussed below, these data permit calculation of the activation state 
of integrins on the transfected cells. Applying the same gating 
parameters to cells transfected with different constructs allows 
comparison of the effect of different talin domains on integrin 
activation. Furthermore, since all data are expressed based on 
populations gated for comparable GFP or DsRed expression levels, 
any differences in expression levels between constructs are evident 
and can be controlled for.

We routinely use activation index as a measure of integrin 
activation. This is expressed as AI = (F – F0)/(Fmax – F0), where F is 
the GMFI of FN9-11 binding, F0 is the GMFI of FN9-11 binding 
in the presence of binding inhibitor (peptide, antibody, or EDTA), 
and Fmax is the GMFI of FN9-11 binding in the presence of binding 
activator (antibody or Mn2+). Alternatively, since we can measure 
integrin expression levels on the gated population, we can express 
activation as the specific reporter ligand binding normalized for 
integrin expression using the equation AI = (F – F0)/(Fintegrin), where 
Fintegrin is the normalized GMFI of a function-independent integrin-
specific antibody binding to transfected cells (50).

The assay described above readily permits assessment of the 
effect of expression of fluorophore-tagged proteins on integrin 
activation state. It is straightforward to modify this assay to assess 

Fig. 1. Analysis of aIIbb3 activation in CHO cells expressing GFP-talin head. CHO cells stably expressing aIIbb3 were 
transfected with DNA-encoding GFP-talin head, the following day aIIbb3 activation and expression were assessed as 
described in the text. Binding of the ligand-mimetic monoclonal antibody PAC1 was measured under native, activating, 
and inhibited conditions, and integrin expression was determined using the D57 monoclonal antibody. Data were ana-
lyzed using Flowjo software. (a) A plot of forward scatter (FCA-A) vs. side scatter (SCA-A) was prepared and the gate G1 
was drawn around the CHO cell population based on its homogenous size and granularity; debris and dead cells that 
scatter differently were excluded. For each condition, using data from cells falling within the G1 gate, GFP signal in the 
FL1 channel was plotted against the PAC1 (b) or the D57 (c) signal in the FL4 channel. A rectangular gate, G2, was then 
drawn to identify cells expressing GFP at high levels. Frequency histograms were plotted as a means of expressing PAC1 
(d) or D57 (e) binding to cells within the G2 gate, and the geometric mean fluorescence intensity was calculated.
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the effect of non-tagged proteins that are co-transfected with an 
expression construct for a fluorescent marker protein (e.g., talin 
constructs co-transfected with GFP (50, 96)). Alternatively, 
another nonfluorescent marker protein, such as a transmembrane 
protein to which an antibody to the extracellular domain is available, 
can be used, allowing transfection to be assessed by antibody 
staining in parallel with assessment of integrin activation (33, 97). 
The disadvantage of such assays is that they do not allow for direct 
measurement of the levels of the protein of interest and rely 
instead on the assumption that expression levels of the protein of 
interest and the marker protein are directly proportional.

The recent discovery of new integrin co-activators, such as 
kindlin (59–61), has highlighted the importance of assessing 
integrin activation using more than one protein at a time. The 
basic integrin activation assay can, therefore, be modified to assess 
levels of two differently tagged co-expressed proteins simultaneous 
with measuring integrin activation state. In these assays, we use 
cells co-expressing GFP- and DsRed-tagged proteins (e.g., 
DsRed-talin and GFP-kindlin or GFP-talin and DsRed-kindlin 
(3, 98)). By monitoring the expression of each protein and 
the integrin activation reporter in different channels, we are able 
to investigate more accurately the effect of expressing an additional 
factor, such as kindlin, on talin-mediated integrin activation (see 
Note 6).

 1. When expressing recombinant fragments of talin head in 
mammalian cells, we find that expression levels and transfec-
tion efficiency depend on cell type and on the boundaries of 
the construct used. Therefore, we vary the amount of cDNA 
used during the transfection step to optimize protein 
production.

 2. When working with bacterial cultures, recombinant talin 
expression levels vary depending on the boundaries of the 
 construct and the epitope/affinity tag used. In an effort to 
maximize protein expression, we sometimes induce at a higher 
OD600, as high as 0.8, vary the amount of IPTG used for 
induction, and increase the total volume of LB used to increase 
the overall yield. To improve purification of talin fragments 
from bacteria, we also vary the lysis buffer or induce protein 
expression at lower temperatures, e.g., at 12–16°C overnight.

 3. Common areas for optimization in the integrin tail-binding 
assays include varying the stringency of the binding buffer, 
varying the amount of cell lysate or purified recombinant 

4. Notes
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protein used in the binding assay, and lastly decreasing the 
amount of integrin tails coated on the matrix in an effort to 
reduce nonspecific binding.

 4. Seeding 1 × 106 CHO cells in a 10-cm plate ensures that the 
cells will be adherent and sufficiently confluent when trans-
fected the following day. We find cell confluency is important 
for good transfection and efficient expression of recombinant 
proteins. Under our experimental conditions, 106 CHO cells 
will have 60–70% confluency on the day of transfection, 
generally yielding 40–50% transfection efficiency. If different 
cell types are used, the seeding density will need to be optimized 
for each cell type.

 5. Filtration of cell suspensions prior to analysis by FACS is 
important to remove large cell aggregates that might clog the 
FACS machine and interfere with data acquisition.

 6. Advanced applications of the FACS integrin activation assay 
using two co-expressed activators are performed as described 
for the basic integrin activation FACS, but some modifications 
are required to (1) ensure efficient expression of both pro-
teins, (2) allow accurate measurement of both GFP and 
DsRed fluorophores in the same cell without extensive cross 
talk between the FL1 and FL2 channels, and (3) ensure that 
comparable populations of double transfected cells are used 
for data analysis. These areas are highlighted below.
Preparing doubly transfected cell: A key step in assays involv-
ing two activator proteins is efficient co-expression of both 
proteins as in many cases, expression of one protein can impair 
the expression of the second. The transfection protocol for 
expressing two proteins is essentially the same as that described 
above for expressing a single protein, but in a co-transfection 
setting, the expression of each fluorescent protein should ini-
tially be assessed by varying the amounts and ratios of the two 
DNAs to optimize their co-expression in the double trans-
fected cells. This process needs to be repeated for each pair of 
proteins and fluorophores under test, and for each cell line 
being used.
Preparation of compensation controls: Monitoring both green 
and red signals in adjacent channels (FL1 and FL2) requires 
careful setup of the FACS machine using the proper compen-
sation controls prior to acquisition of the double transfected 
cells. Controls should include untransfected cells, cells 
expressing only GFP, and cells expressing only DsRed. These 
control cells are processed along with the experimental sam-
ples but do not receive PAC1 or FN9-11 and, therefore, 
should only exhibit background levels of fluorescence in the 
FL4 channel. Prior to acquisition of the experimental sam-
ples, the acquisition gate and channel voltages are set using 
untransfected cells. This provides a background signal in each 
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channel. GFP-expressing cells are then run and setting 
adjusted to compensate for any green signal that bleeds 
through into the red channel. Likewise, DsRed-expressing 
cells are then used to compensate for any red signal that 
bleeds into the green channel.
Data analysis: Data analysis proceeds much as described in 
Fig. 1, but requires an additional step to gate on cells express-
ing both green and red fluorescent proteins (Fig. 2). After 
gating on the live cell population based on forward and side 
scatter, a population that is positive for both DsRed and GFP 
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Fig. 2. Analysis of aIIbb3 activation in CHO cells expressing GFP-talin head and DsRed-kindlin1. CHO cells stably 
expressing aIIbb3 were transfected with DNA-encoding GFP-talin head, and DsRed-kindlin1 and aIIbb3 activation and 
expression were assessed as described in the text. Results were analyzed as described in Fig. 1, but the G2 gate was 
drawn to define a double positive (GFP and DsRed) CHO cell population. Histogram plots from cells in this gate were 
generated to measure the GMFI of GFP, DsRed, and PAC1 or D57.
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signals is then selected. The GMFI signal for GFP and DsRed 
in this gate is then calculated and a similar gate is applied to 
other experimental samples. This gate is then adjusted to 
ensure that the gated population in each sample has compa-
rable GMFI for GFP and DsRed. The GMFI of PAC1, 
FN9-11, or anti-integrin antibody binding within this gate is 
then calculated (Fig. 2) for each condition and activation 
indices calculated as described above.
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Chapter 21

Proteomics Method for Identification of Pseudopodium 
Phosphotyrosine Proteins

Yingchun Wang and Richard L. Klemke 

Abstract

Cell migration requires actin/myosin-mediated membrane protrusion of a pseudopodium (or lamellipodium) 
and its attachment to the substratum. This process guides the direction of cell movement through 
cytoskeletal remodeling and is regulated by complex signaling networks that act spatially downstream of 
integrin adhesion receptors. Understanding how these regulatory networks are organized in migratory 
cells is important for many physiological and pathological processes, including wound healing, immune 
function, and cancer metastasis. Here, we describe methods for the immunoaffinity purification of phos-
photyrosine proteins (pY) from pseudopodia that have been isolated from migratory cells. These methods 
are compatible with current mass spectrometry-based protein identification technologies and can be utilized 
for the large-scale identification of the pseudopodium pY proteome in various migratory cell lines, including 
primary and cancer cells.

Key words: Pseudopodium, Cell body, Immunoprecipitation, Phosphotyrosine, Proteomics, Kinases, 
Cell migration, Cytoskeleton, Signal transduction

Reversible protein phosphorylation is a major mechanism for 
signal propagation in a wide spectrum of signal transduction 
pathways (1–5). In the advancing pseudopodium, many cytoskeleton 
and integrin-associated proteins are highly tyrosine phosphory-
lated as the result of membrane attachment to extracellular matrix 
proteins (6). We previously described a biochemical approach 
for the large-scale purification of pseudopodia from migrating cells 
for proteomic analyses (6, 7). This approach allowed the identi-
fication of thousands of proteins and more than 200 phosphop-
roteins involved in pseudopodium formation and cell migration. 
However, pY proteins were underrepresented in this study due to 

1. Introduction
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their low abundance when compared to the phosphoserine 
and phosphothreonine proteins (8, 9). Here, we provide detailed 
methods for the immunoaffinity enrichment and identification of 
pseudopodial pY proteins using multidimensional protein identi-
fication technology (MudPIT) mass spectrometry (10).

 1. Cell lines: Cos-7 (African green monkey) and NIH 3T3 fibro-
blasts (ATCC).

 2. Growth medium: Dulbecco’s modified Eagle’s medium supple-
mented with 10% fetal bovine serum (FBS), 2 mM l-glutamine, 
50 mg/ml gentamicin, and 1 mM sodium pyruvate.

 3. Starvation medium: same as growth medium, but without FBS.
 4. Migration/adhesion medium: same as growth medium, but 

without FBS and with 0.25% (W/V) radioimmunoassay (RIA) 
grade fraction V bovine serum albumin (BSA).

 5. l-a-Lysophosphatidic acid, oleoyl, sodium (LPA, Sigma): 
Dissolved in water (1 mg/ml) and stored in aliquots of 10 ml 
at −80°C for up to 1 year.

 6. Human fibronectin (BD Biosciences): Prepared at 1 mg/ml 
in sterile Milli-Q water and can be kept at 4°C for 2 months 
(see Note 1).

 7. 1× Trypsin–EDTA solution.
 8. Sterile phosphate-buffered saline (PBS) 1× solution: Dissolve 

one package of PBS powder (Gibco, 9.6 g per package) in 
water to make the final volume 1,000 ml and autoclave. Store 
at 4°C and warm to 37°C in a water bath before use.

 1. 24-mm transwell containing polycarbonate membrane with 
3.0-mm pores in 6-well plate format (see Note 2).

 2. Cotton swab (or cotton-tipped cleaning sticks) (Puritan 
Medical Products Company LLC, Guilford, Maine).

 3. Cell scrapers.
 4. 100% Ice-cold methanol.
 5. Parafilm.
 6. 1% SDS lysis buffer: 1% (W/V) sodium dodecyl sulfate (SDS), 

2 mM sodium orthovanadate, 1 mM PMSF, and 1/4 tablet 
of protease inhibitors (Roche) per 10 ml. Aliquot to 1 ml and 
store at −80°C.

 7. Heat block at 100°C.
 8. Micro BCA protein assay kit (Pierce Biotechnology, Rockford, 

IL).

2. Materials

2.1. Cell Culture

2.2. Pseudopodia 
Induction  
and Isolation
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 9. Quick start BSA standard set (Bio-Rad).
 10. Bio-Tek mQuant microplate spectrophotometer.

 1. PAGE 4–12% Bis-Tris gel.
 2. PAGE 20× MOPS SDS running buffer.
 3. 6× Laemmli sample buffer (10 ml): 3.5 ml 1 M Tris–HCl, pH 

6.8, 3.6 ml glycerol (36% v/v), 1.0 g SDS (10% w/v), 1.2 mg 
bromophenol blue, 0.93 g DTT (0.6 M), and 3.5 ml H2O.

 4. Coomassie stain solution.

 1. PBS-T: 500 ml PBS, 2.5 ml Tween 20, and 2.5 ml 10% 
sodium azide.

 2. Anti-phosphotyrosine antibody, clone 4G10 (Millipore).
 3. Protein A Sepharose beads: 1 g beads are finally resuspended 

in 33.4 ml PBS with 0.25 g NaN3 to make the final concen-
tration of the beads slurry 30 mg/ml.

 4. Albumin from chicken egg white, grade VII.
 5. 0.2 M sodium borate: Adjust pH to 9.0 with NaOH.
 6. 20 mM dimethylpimelimidate (DMP): 0.0104 g DMP is 

dissolved in 2 ml 0.2 M sodium borate (pH 9.0).
 7. 0.2 M ethanolamine: Add 120 ml 16.6 M ethanolamine to 

10 ml water and adjust pH to 8.0 with about 160 ml concen-
trated HCl.

 8. 0.01% Merthiolate: Dissolve 1.0 mg thimerosal with 10 ml 
PBS.

 1. Modified RIPA buffer (1% NP-40 buffer): 1% NP-40, 0.1% 
deoxycholate, 150 mM NaCl, 1 mM EDTA, 50 mM Tris–
HCL (pH7.5), 1 mM Na orthovanadate, 10 mM b-glycerol-
phosphate, 10 mM sodium fluoride, and 1/4 tablet of 
protease inhibitors cocktail (Roche) per 10 ml solution.

 2. Phenyl phosphate elution buffer: 50 mM Tris–HCl, pH 7, 
50 mM NaCl, 1 mM EDTA, 20 mM phenyl phosphate, and 
2 mM sodium orthovanadate.

 1. ReadyPrep 2-D cleanup kit (Bio-Rad).

 1. Trypsin.
 2. Endoproteinase Lys-C sequencing grade.
 3. Iodoacetamide.
 4. Tris(2-carboxyethyl)phosphine hydrochloride solution (TCEP).
 5. Urea.

2.3. SDS-
Polyacrylamide  
Gel Electrophoresis 
(SDS-PAGE)

2.4. Coupling Antibody 
to Protein A Sepharose 
Beads

2.5. Immunoaffinity 
Purification  
of pY Proteins

2.6. Desalting  
and SDS Removal 
from pY Proteins

2.7. Protein Digestion
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The pseudopodia purification system consists of an upper and a 
lower chamber separated by a microporous filter pre-coated with 
common ECM proteins such as fibronectin and collagen (Fig. 1). 
Cells are allowed to attach and spread on the upper surface of the 
filter. The chemoattractant is placed in the bottom chamber and 
allowed to diffuse upward through the porous filter, creating 
a stable gradient. Cells can sense the gradient and protrude their 
pseudopodia through the 3.0-mm pores to the lower surface of 
the filter toward the high concentration of chemoattractant. 
Importantly, the cell body remains on top of the filter since it 

3. Methods

Fig. 1. Schematic illustrating the four basic steps of pseudopodia purification using 3.0-mm porous filters and a chemoattractant 
gradient. (Step 1 ) Cells are seeded on top of the 3.0-mm porous filters coated with ECM proteins and allowed to attach 
and spread for 2–3 h. (Step 2 ) The chemoattractant is added to the lower chamber, creating a diffusion gradient through 
the small holes. The cells sense the gradient and respond with localized amplification of phosphoprotein signals (black) 
on the side facing the gradient. (Step 3 ) The cells become morphologically polarized in the direction of the chemoat-
tractant gradient and protrude pseudopodia through the 3.0-mm pores, which are stabilized by forming new integrin-
mediated attachments to the ECM protein coated on the filter. The pseudopodia can also be induced to retract by 
removing the chemoattractant. (Step 4 ) Growing or retracting pseudopodia can then be harvested by manually shearing 
off the cell bodies on the top of the filter. Alternatively, the cell bodies can be isolated after shearing off the pseudopodia 
from the bottom side of the filter.
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cannot penetrate through the small opening. Thus, cells achieve 
morphological polarity with a distinct protruding front and trailing 
cell body or rear compartment that is characteristic of migrating 
cells. The polarized cells are then rapidly fixed and their cell 
bodies and pseudopodia differentially harvested using the methods 
described below.

The method described here is for the purification of 200–250 mg 
of pseudopodia proteins using 24-mm size filters and a 6-well 
format plate. However, it is possible to purify greater than 500–
1,000 mg proteins by simply pooling samples from a number of 
filters or by using larger size filters (100 mm). Also, the methods 
herein are optimized for purification of pseudopodia from Cos-7 
or NIH 3T3 cells induced by a gradient of LPA. While the 3.0-mm 
porous filters are the optimal size for these cells, in some cases, 
smaller cells may migrate completely through the 3.0-mm pore 
and thus it may be necessary to reduce the size of the pore so that 
the cell body remains on the top of the filter. In addition, it is 
possible to purify pseudopodia from various cell lines induced by 
different chemoattractants such as PDGF-BB, EGF, and SDF-1a 
(6, 7, 11–13).

 1. Three days before the pseudopodia preparation assay, split 
60–70% confluent low-passage Cos-7 or NIH 3T3 cells from 
one 100-mm Petri dish into four 100-mm dishes containing 
7 ml of growth medium (see Note 3).

 2. Allow the cells to grow at 37°C supplemented with 5% CO2. The 
cells will reach 70–80% confluence after 3 days (see Note 4).

 3. When the cells are about 70% confluent, replace the growth 
medium with 7 ml of starvation medium to serum-starve the 
cells overnight.

 1. Before coating the microporous filters with ECM proteins, it 
is necessary to check whether the filters are completely sealed 
to the plastic wall of the chamber. To check for leaky filters, 
add 2 ml of sterile PBS into the lower chambers of the 6-well 
transwell containing the polycarbonate membrane, and incubate 
at room temperature for at least 30 min. Verify visually that 
there is no fluid around the edge of the filter surface where it 
attaches to the plastic chamber (see Note 5).

 2. Remove the PBS from functional chambers and discard the 
chambers that leak.

 3. Add 100 ml of 1 mg/ml human fibronectin solution in PBS to 
20 ml of sterile PBS to make the final concentration 5 mg/ml.

 4. For chemoattractant gradient-induced pseudopodia purifica-
tion, add 2 ml of fibronectin solution (5 mg/ml) to the lower 
chamber and 1.3 ml to the top chamber. Gently rock the 
plate to allow the fluid to coat both sides of the filter surface 
evenly (see Note 6).

3.1. Preparation  
of Cells  
for Pseudopodia 
Purification

3.2. Preparation  
of Microporous Filters 
for Pseudopodia 
Purification
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 5. For ECM gradient-induced pseudopodia purification, add 
2 ml of fibronectin solution (5 mg/ml) to the bottom chamber 
only to coat the lower side of the filter. The cells sense the 
ECM protein gradient and protrude pseudopodia through 
the pores in the same way as they do in response to a chemoat-
tractant gradient.

 6. Incubate the 6-well plate at 37°C for 2 h to allow the filters 
to be completely coated by fibronectin.

 1. Remove the starvation medium and rinse the cells with sterile 
PBS (see Note 7).

 2. Add 2 ml of 1× trypsin–EDTA solution for each 100-mm 
dish of cells and incubate until the cells are floating or can be 
gently tapped off the dish.

 3. Quench the trypsin activity with 3 ml of warm migration and 
adhesion medium per dish.

 4. Repeat steps 1–3 for all dishes and combine the cells into a 
50-ml tube.

 5. Spin down the cells at 500 × g for 3 min.
 6. Carefully remove the supernatant without disturbing the cell 

pellet.
 7. Resuspend the cells with 10 ml of migration and adhesion 

medium.
 8. Count the cells using a microscope and hemocytometer.
 9. Dilute the cells with migration and adhesion medium to a 

final concentration of 1 × 106 cells/ml.

 1. Add 2.5 ml of migration and adhesion medium to each 
well (lower chamber) of a new standard 6-well plastic plate 
(see Note 8).

 2. Remove the microporous filters from the fibronectin solution 
(see Subheading 3.2) and gently shake off the excess liquid 
(see Note 9).

 3. Seed 1.5 × 106 cells (1.5 ml of cell suspension) to the upper 
chamber of the microporous filter and immediately place 
into a well of the 6-well plate to which the migration and 
adhesion medium was added (Step 1). Repeat for each of the 
filters (see Note 10).

 4. For cells that will be stimulated with a chemoattractant gradi-
ent, allow the cells to attach and spread for 2–2.5 h at 37°C 
in a tissue-culture incubator.

 5. For cells responding to an ECM gradient, allow the cells to 
attach and directly extend pseudopodia through the pores 
for 2 h at 37°C in a tissue-culture incubator. Now proceed 

3.3. Detachment  
of Cells from Culture 
Dishes

3.4. Attachment  
of the Cells to the 
Upper Side of the 
Microporous Filter
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to Subheading 3.10 for pseudopodia visualization or 
Subheading 3.6 for pseudopodia or cell bodies purification 
after the incubation period is complete.

 6. Examine cell adhesion and spreading using a standard phase-
contrast microscope to ensure proper attachment to the filter 
before continuing (see Note 11).

 1. Add 1.5 ml of 1 mg/ml LPA stock to 15 ml of migration 
and adhesion medium to make the final concentration 
100 ng/ml.

 2. Add 2.5 ml of LPA-containing medium in step 1 to the lower 
chamber of each well of a new 6-well plate. As a control, 
add 2.5 ml of migration and adhesion medium without LPA 
(see Note 12).

 3. Rapidly but gently transfer the filter with the attached cells 
(see Subheading 3.4) to a well containing LPA or a control 
well containing medium only. This is now the upper chamber 
(see Note 13).

 4. Gently remove any bubbles that may have been trapped 
underneath the filter during the transfer by tilting the chamber 
to one side.

 5. Gently transfer the 6-well plate into the 37°C cell-culture 
incubator and allow pseudopodia to grow for ~30–60 min 
without disruption (see Note 14). At the end of the incuba-
tion period, pseudopodia will be ready for purification as 
described below.

 6. It is also possible to make the pseudopodia retract by remov-
ing the chemokine gradient. In this way, retracting or grow-
ing pseudopodia can be purified for comparison, as described 
below. To induce retraction-phase pseudopodia, remove the 
microporous filters to which the cells are attached after the 
60-min LPA stimulation.

 7. Carefully aspirate the medium from the upper and the lower 
surface of the filter without disrupting the cells.

 8. Quickly, but gently, place the microporous filter to which the 
cells are attached into a well of a new 6-well plate containing 
2.5 ml of migration and adhesion medium pre-equilibrated 
to 37°C in the tissue-culture incubator. The medium from 
the lower chamber will rapidly diffuse to the upper chamber 
and, therefore, it is not necessary to add more medium to the 
top chamber.

 9. Gently transfer the 6-well plate into the 37°C cell-culture 
incubator and allow pseudopodia to retract for the appropri-
ate time, which for Cos-7 and NIH 3T3 cells is approximately 
30 min (see Note 15).

3.5. Stimulation  
of Pseudopodia 
Growth and Retraction
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 1. Thirty minutes before harvesting pseudopodia or cell bodies, 
add 5 ml of ice-cold methanol to each well of a clean 6-well 
plate (see Note 16). Incubate the plate on ice.

 2. Remove the filters containing pseudopodia and cell bodies 
from the 6-well plate and quickly, but gently, rinse in 500 ml 
of ice-cold PBS and shake off the excess liquid.

 3. Immediately place the filters into the plate wells from step 1 
above containing ice-cold 100% methanol and fix for 30 min 
on ice.

 4. Add 200 ml of 1% SDS lysis buffer to a piece of Parafilm that 
has been flattened out on top of a glass plate (see Note 17). 
The lysis buffer will form a small drop on the Parafilm, which 
allows for the utilization of small fluid volumes.

 5. After the fixation is complete, remove the filters from methanol 
one at a time and gently rinse in a container with 200 ml of 1× 
PBS solution at room temperature. Shake off excess PBS.

 6. Manually scrap off the cell bodies from the top of the filter with 
a cotton-tipped swab with the tip flattened (see Note 18).

 7. Remove cell body debris on the top of the filter by rinsing the 
filter in 200 ml of 1× PBS.

 8. Repeat steps 4–7 for a total of five filters from one 6-well 
plate, and leave one filter for the purification of cell bodies 
that is described in the following section (see Note 19).

 9. With a sharp razor blade, carefully cut the filters along the 
outer edge of the chamber to generate a round filter with a 
smooth edge (see Note 20).

 10. Place one of the filters prepared in step 9 onto a 200-ml drop 
of lysis buffer on the Parafilm with the pseudopodia facing 
down and allow the proteins to solubilize for at least 30 s (see 
Note 21).

 11. Scrape the pseudopodia from the filter into the lysis buffer 
with a small plastic cell scraper.

 12. Retrieve all residual lysate left on the filter using a pipette and 
add it back to the drop of lysis buffer on the Parafilm.

 13. Repeat steps 9–12 for each of the pseudopodia filters from 
the 6-well plate. To concentrate pseudopodia proteins, we 
use 200 ml of lysis buffer per set of five filters. The number 
of filters can be increased to increase protein yield if desired 
(see Note 22).

 14. Transfer the lysate to a 1.5-ml microfuge tube with a pipette.
 15. Immediately freeze the samples at −80°C.

 1. Remove the last methanol-fixed filter described in 
Subheading 3.6 from the 6-well plate and quickly, but gently, 
rinse in 200 ml of 1× PBS at room temperature.

3.6. Purification  
of Pseudopodia

3.7. Purification  
of Cell Bodies
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 2. Shake off excess PBS.
 3. Carefully wipe off pseudopodia from the bottom of the filter 

using a cotton-tipped swab.
 4. Rinse the filter in 200 ml of 1× PBS to remove debris (see 

Note 23).
 5. Add 200 ml of the 1% SDS lysis buffer to the top of the filter 

and scrape off the cell bodies using a small cell scraper.
 6. Using a pipette, retrieve the lysis buffer from the filter and 

transfer the cell body sample into a 1.5-ml microfuge tube.
 7. Immediately freeze the samples at −80°C.

 1. Centrifuge the collected lysates at 45,000 × g for 1 h at 4°C to 
pellet cell debris.

 2. Determine the protein concentration in supernatants from the 
pseudopodia and cell bodies lysates with the BCA protein assay 
using a microplate spectrophotometer and a series of pre-
diluted BSA protein concentration standards (see Note 24).

 1. In separate tubes, mix 20 mg of pseudopodia and cell bodies 
lysates with 6× Laemmli sample buffer.

 2. Boil the sample in a heat block set at 100°C.
 3. Separate the proteins with standard SDS-PAGE, for example, 

with the mini NuPAG 4–12% Bis-Tris gel.
 4. To detect phosphotyrosine-containing proteins, perform a 

Western blot using the 4G10 antibody directed against phos-
phorylated tyrosine using standard procedures, as previously 
described (6). PY proteins are highly enriched in the pseudo-
podia fraction (Fig. 2). This provides an additional marker of 
purity and validates the enrichment of these proteins in the 
pseudopodia lysate prior to their affinity purification, which is 
described below.

 5. Alternatively, stain the gel with Bio-Safe Coomassie stain solu-
tion and wash the gel with deionized water until the bands 
are clearly visible (Fig. 2) (see Note 25).

 1. Remove the filters with the growth- or retraction-phase pseu-
dopodia from the 6-well plate and quickly but gently rinse in 
200 ml of 1× PBS (Recipe 2) at room temperature.

 2. Place the filters in 4 ml of crystal violet solution to stain for 
15 min.

 3. Wash the filter thoroughly with deionized water.
 4. Shake off residual water and place in a clean dry well of a 

6-well plate.
 5. Wipe off the cell bodies from the top of the filter using a cotton 

swab and then rinse the chamber with water. Repeat wiping 

3.8. Determining 
Protein Concentration

3.9. Separating 
Pseudopodial and Cell 
Body Proteins  
by SDS-PAGE  
and Western Blotting  
for pY Proteins

3.10. Visualization  
and Quantification  
of Pseudopodia  
by Brightfield 
Microscopy
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and rinsing until the cell bodies have been completely removed 
from the top of the filter.

 6. To visualize stained pseudopodia by standard microscopy, cut 
the filter along the outer edge of the chamber with a sharp 
razor blade, then mount the filter on a glass slide, and visual-
ize by brightfield microscopy (see Note 26).

 7. Alternatively, to quantify the stained pseudopodia, elute the 
dye with 10% acetic acid, transfer the solution to a microplate, 
and measure the absorbance at 590 nm (see Note 27).

 1. Pipet 400 ml of the Protein A Sepharose bead slurry into a 
2-ml tube (use the same amount of beads for coupling 
non-pY targeting IgG, e.g., goat anti-mouse secondary 
antibody for the purpose of pre-clearing samples, see step 5 
below) (see Note 28).

 2. Spin down the beads at 2,000 × g for 2 min (see Note 29).
 3. Remove the supernatant. Resuspend the bead pellet with 

2 ml of PBS-T and spin down again. Repeat this step 2 
times.

 4. Resuspend the beads with 2 ml of 1 mg/ml albumin from 
chicken egg white in PBS-T.

3.11. Coupling  
of anti-pY Antibodies 
to Protein A Sepharose 
Beads

Fig. 2. The total pY protein profile in growing pseudopodia (PD) and cell bodies (CB). The 
proteins were separated by SDS-PAGE, and then were either Western blotted to detect 
pY proteins or stained with Coomassie blue to detect total cellular proteins.
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 5. Add 5 mg anti-pY Ab (4G10) or 5 mg non-targeting IgG to 
the beads.

 6. Incubate the beads: antibody mixture at room temperature 
for 1 h with gentle rotation.

 7. Spin down the beads. Wash the beads with 1 ml of 0.2 M 
sodium borate, pH 9.0, for four times.

 8. Resuspend the beads in 2 ml of 0.2 M sodium borate, pH 9.0.
 9. Add DMP solid to bring the final concentration to 20 mM 

DMP (pH should be around 8.3 after addition of DMP) and 
mix for 30 min at room temperature with rotation.

 10. Spin down the beads. Stop coupling reaction by washing 
beads once with 2 ml of 0.2 M ethanolamine, pH 8.0, to 
block any excess DMP.

 11. Spin down the beads and remove the washing ethanolamine. 
Add 2 ml of fresh 0.2 M ethanolamine, pH 8.0, to beads and 
incubate for 2 h at room temperature with gentle rotation.

 12. Wash the beads 3× with 2 ml of PBS.
 13. The antibody is now covalently coupled to the beads and is 

ready for immunoprecipitation experiments. Alternatively, 
the beads can be stored at 4°C in PBS with 1% merthiolate 
and can be re-used up to ten times.

 1. Transfer 2.5 mg of protein sample to a 50-ml conical centrifuge 
tube and dilute the sample 10× with non-denaturing modi-
fied RIPA buffer (see Note 30).

 2. Add the beads that were coupled with non-pY targeting IgG 
to the sample and incubate at 4°C for 2 h with gentle rotation 
(see Note 31).

 3. Spin down the beads and transfer the supernatant to a fresh 
50-ml centrifuge tube for the pY-IP that is described in the 
following section.

 1. Spin down the 4G10 antibody-coupled protein A Sepharose 
beads prepared as described in Subheading 3.11, and wash 
the beads 1× with 2 ml of modified RIPA buffer.

 2. Transfer the beads to the pre-cleared samples prepared as 
described above in Subheading 3.12.

 3. Incubate the beads: protein sample mixture overnight at 4°C 
with gentle rotation.

 4. Spin down the beads and remove the supernatant. Wash the 
beads 4 × 5 min with 2 ml of modified RIPA buffer at 4°C 
with gentle rotation.

 5. Add 200 ml of phenyl phosphate elution buffer to the beads 
and incubate at RT for 20 min with gentle rotation.

3.12. Pre-clearing  
of Lysates with 
IgG-Coupled Beads

3.13. Immunoprecipi- 
tation of pY Proteins
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 6. Pellet the beads and collect the supernatant.
 7. Repeat steps 5 and 6 and then combine the elutes.
 8. Analyze an aliquot (20 ml) of the elute by SDS-PAGE and 

monitor pY protein capture using anti-pY protein Western 
blotting and the 4G10 antibody (Fig. 3).

 1. Purify and precipitate proteins using the Bio-Rad ReadyPrep 
2-D cleanup kit according to the manufacturer’s instruction 
(see Note 32).

 2. Resolubilize each sample in 20 ml of 8 M urea in 100 mM 
Tris–HCl, pH 8.5.

 3. Add 1 ml of 100 mM TCEP to the sample to make the final 
concentration 5 mM, and then incubate at room temperature 
for 30 min.

 4. Add 0.4 ml of 500 mM iodoacetamide to the sample to make 
the final concentration 10 mM, and incubate at room tempera-
ture for 30 min in the dark.

 5. Add endoproteinase Lys-C with an enzyme:protein ratio of 
1:50 (w:w). Incubate the protein/enzyme mixture at 37°C 
with shaking for 6 h.

3.14. Sample 
Reduction and 
Alkylation for MudPit

Fig. 3. Western blot showing immunoaffinity-purified pY proteins in PD and CB. The pY 
proteins were immunoaffinity purified using anti-pY antibody 4G10, and then separated 
by SDS-PAGE and Western blotted using the anti-pY antibody 4G10.



36121 Proteomics Method for Identification of Pseudopodium Phosphotyrosine Proteins

 6. Dilute the sample 4× by adding 60 ml of 100 mM Tris–HCl, 
pH 8.5.

 7. Add 1.6 ml of 100 mM CaCl2 to make the final concentration 
2 mM.

 8. Add trypsin at the trypsin: protein ratio of 1:100 (w:w). 
Incubate the protein/enzyme mixture at 37°C with shaking 
overnight.

 9. Add 90% formic acid to the protein/enzyme mixture with 
the volume ratio 1:20 to stop the reaction.

 10. The peptide digests are now ready for mass spectrometry 
using MudPIT identification methods as described (10).

 1. Fibronectin is used as the ECM protein coating the 3.0-mm 
porous filters. Prepare the solution in a biological safety 
cabinet. Filter sterilize Milli-Q water through a 0.22-mm 
tube-top filter. Add the water to the vial containing the fibro-
nectin and leave at room temperature for 1 h. Avoid vortexing 
or violent shaking of the vial because this may cause aggrega-
tion of the fibronectin.

 2. 6.5-mm transwell in 24-well plate format with pore size 
3.0 mm can also be used and are available from Corning.

 3. Using low-passage (20 or fewer) cells can reduce the frequency 
of random, background pseudopodia protrusion through the 
filter pores.

 4. This will yield enough cells for ~6, 24-mm chambers and 
200–250 mg of purified pseudopodia protein.

 5. We typically use a 6-well, 24-mm transwell with a 3.0-mm 
microporous filter. Before beginning, it is important to make 
sure that the filter is properly sealed and does not leak around 
the outer edges. This severely disrupts the normal flow of 
chemoattractant from the lower chamber to the upper com-
partment, creating unfavorable gradient conditions and little 
or no pseudopodia production. If the filter is sealed properly, 
fluid should not leak through from the lower surface to the 
upper surface of the filter.

Cells adhere to different ECM proteins; therefore, dif-
ferent cell types may require different ECM proteins for adhe-
sion to the filter surface. Fibronectin is used here as the ECM 
protein for NIH 3T3 or Cos-7 cells; however, other ECM 
proteins such as collagen or vitronectin can be used depend-
ing on the cell line.

4. Notes



362 Y. Wang and R.L. Klemke

 6. This part of the process is performed while the filters are being 
coated with ECM proteins (described above) and should be 
started ~40 min before the coating is complete.

 7. Carefully remove bubbles that were introduced during the 
addition of the medium by aspiration.

 8. Always place the filter upside down on the lid of the 6-well 
plate to avoid disturbing the fibronectin coating on the 
underside of the filter if the filters must be set down. Sterility 
is not necessary from this step on because we incubate cells 
for only 3 h for the pseudopodium protrusion.

 9. Bubbles that are trapped between the medium in the lower 
chamber and the underside of the filter can disrupt the 
chemoattractant gradient. Remove the bubbles by gently 
rocking and tapping the upper chamber.

 10. Proper cell attachment and spreading on the filter surface 
are critical for correct gradient sensing and pseudopodium 
extension.

 11. A specific cell line can be induced to extend pseudopodium 
by more than one type of different chemoattractant. LPA 
is used here as the chemoattractant for Cos-7 or NIH 3T3 
cells. Other chemoattractants such as PDGF or insulin may 
also be used, but the concentration will have to be deter-
mined experimentally for each chemokine and cell line 
used.

 12. It is critical not to shake or bang the dish abruptly because 
this can disrupt the chemoattractant gradient that is forming 
between the upper and lower chambers.

 13. NIH 3T3 and Cos-7 cells actively extend pseudopodia for 
30–60 min, which is optimal for examining factors that 
mediate membrane protrusion in these cells (6). If other cells 
or chemokines are used, the time of pseudopodia formation 
will have to be determined experimentally.

 14. NIH 3T3 and Cos-7 cells actively retract pseudopodia from 
15 to 60 min (6). The time of retraction will have to be deter-
mined experimentally if other cells are used.

 15. We typically fix cells with ice-cold methanol to reduce most of 
the protease and phosphatase activity. This step is necessary 
for large-scale purification of pseudopodia and cell bodies, 
which usually takes a relatively long time. For small-scale 
pseudopodia and cell body purification, the fixation step can 
be omitted, especially for applications requiring non-denaturing 
conditions, including kinase activity and immunoprecipitation 
assays. The old 6-well plates can be re-used for fixing or staining 
cells with crystal violet.
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 16. Decreasing the amount of the lysis buffer will increase the 
final concentration of the purified pseudopodia. To ensure 
proper lysis of pseudopodia, we usually use 200 ml of lysis 
buffer to collect pseudopodia from five of the filters from one 
6-well plate. Ten filters (two 6-well plates) typically yield about 
350 ml of lysate containing 400–500 mg of protein. It is normal 
to lose 20–30 ml of lysis buffer per five to six filters during 
manipulation.

Different buffers can be used to lyse the cellular compart-
ments. For example a buffer containing 8M urea without SDS 
is compatible for most proteomic analyses. Non-denaturing 
buffers containing Triton X-100 or NP-40 detergents are 
compatible for most immunoprecipitation assays. Here, we 
used 1% SDS lysis buffer to maximize solubilization of pro-
teins, including membrane proteins.

 17. Complete removal of the cell bodies and the cell debris from 
the top is critical for the purity of pseudopodia. It is usually 
difficult to remove the cell bodies around the edges where the 
filter attaches to the plastic chamber. Cell bodies in this area 
can be more efficiently accessed and removed by flattened 
cotton-tipped swabs.

 18. The amount of pseudopodial proteins pooled from five filters 
is nearly equal to the amount of cell body proteins from one 
filter.

 19. Take care not to break the membrane, because it can fold over 
on itself and trap lysate or cause the loss of the pseudopodia.

 20. The membrane may also be placed into a microfuge tube con-
taining 500 ml of lysis buffer (500 ml per five to six membranes) 
and the pseudopodia can be directly lysed inside the tube.

 21. If necessary, samples from multiple preparations may be 
pooled to obtain enough quantity for the large-scale proteomic 
analysis.

 22. It is important that all debris be removed from the bottom 
before protein extraction in lysis buffer.

 23. The method used to determine protein concentration of 
the cell body and pseudopodia lysates will depend on the type 
of lysis buffer used. For a urea-containing lysis buffer, use a 
Bradford protein assay. For a SDS-containing lysis buffer, use 
a standard bicinchoninic acid (BCA) protein assay.

 24. The cell body contains the nucleus, whereas the pseudopo-
dium does not. Therefore, the highly abundant nuclear-
specific histone proteins are a useful indicator of the purity of 
the pseudopodia preparation. By SDS-PAGE and Coomassie 
staining, histones should form several major bands at the 
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molecular mass of ~15 kD in the cell body fraction, but 
not in the pseudopodia fraction (Fig. 2). However, most all 
other housekeeping proteins will be equally distributed 
between the two fractions. The presence of a significant 
amount of histones in the pseudopodia fraction is the indicator 
of incomplete removal of cell bodies during the pseudopodia 
harvesting steps.

 25. Visualization of crystal violet-stained pseudopodia can be 
used to determine whether pseudopodial extension is random 
or a specific response to a stimulus and to optimize condi-
tions for pseudopodial stimulation. It is easy to distinguish 
chemoattractant-stimulated or ECM-stimulated pseudopodia 
from randomly extended pseudopodia under a microscope 
by comparing the density (number per field) of the stained 
pseudopodia.

 26. This quantification approach is not used for sample preparation 
for biochemical or proteomic analysis, but used for evaluating 
whether the experimental conditions are optimized for pseu-
dopodia growth. If the concentration of the crystal violet in 
cells exposed to a treatment that should elicit pseudopodia 
formation (stimulated with a chemoattractant or exposed to 
an ECM gradient) is the same as that seen under unstimulated 
control conditions, then either the experimental conditions 
are not correct (for example, due to leakage of the membrane 
or disruption of gradient by excessive shaking) or the passage 
of the cells is too high, resulting in a large number of random 
protrusions.

 27. The amount of protein A Sepharaose beads used here is for 
immunoprecipitation of pY proteins from 2.5 mg lysate.

 28. We use 2,000 × g to spin down protein A Sepharose beads in 
all steps. Higher speed could cause the beads to collapse.

 29. The pseudopodia or cell bodies were collected in 1% SDS lysis 
buffer, which is optimal for solubilizing the methanol fixed 
cells and to obtain the maximal yield of pseudopodia pro-
teins. However, this lysis buffer is not compatible for experi-
ments requiring non-denaturing condition such as IP. 
Therefore, we usually dilute the samples in 1% SDS buffer 
with a non-denaturing modified RIPA buffer to reduce the 
SDS concentration to 0.1% to make it compatible for IP 
experiments.

 30. The pre-clearing step is necessary to remove some sticky 
proteins that may nonspecifically bind to the antibody-
coupled protein A Sepharose beads.

 31. This step is necessary to remove salts and residual SDS from 
the protein sample.
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Chapter 22

Overview: Studying Integrins In Vivo

Clifford A. Lowell and Tanya N. Mayadas 

Abstract

Integrins are adhesive proteins that have evolved to mediate cell–cell and cell–matrix communication that 
is indispensable for development and postnatal physiology. Despite their widespread expression, the 
genetic deletion of specific integrin family members in lower organisms as well as mammals leads to rela-
tively distinct abnormalities. Many of the processes in which integrins participate have a requirement for 
strong adhesion coincident with times of mechanical stress. In Drosophila, the absence of specific integ-
rins leads to detachment of muscle from the gut and body wall and separation of the two epithelial layers 
in the wing. In mice and humans, a deletion of either subunit of the laminin-binding integrin, a6b4 leads 
to severe skin blistering and defects in other epithelial layers. In addition, integrins have also evolved to 
serve more subspecialized roles ranging from the establishment of a stem cell niche in Drosophila and 
mammals, to the regulation of pathogenic tumor vascularization, platelet adhesion, and leukocyte trans-
migration in mammalian systems. However, some cells seem to function normally in the absence of all 
integrins, as revealed by the very surprising finding that deletion of all the major integrin types on den-
dritic cells of mice has no effect on the ability of these cells to migrate within the interstitium of the skin 
and enter into lymphatics. In addition to serving as transmembrane mechanical links, integrins in verte-
brates synergize with a number of receptors including growth factor receptors, to enhance responses. 
This leads to the activation of a large signaling network that affects cell proliferation and differentiation, 
as well as cell shape and migration. In vivo studies, in lower organisms, knockout mouse models as well 
as in inherited human diseases together have provided important insights into how this major, primordial 
family of adhesion receptors have remained true to their name “integrins” as their diverse functions have 
in common the ability to integrate extracellular stimuli into intracellular signals that affect cell behavior.

Key words: Cell adhesion, Extracellular matrix, Signal transduction, Drosophila, Gene knockout, 
Human integrin deficiency

Integrins are expressed in all nucleated cells of multicellular animals 
and are essential for cell–matrix adhesion and, in vertebrates, cell–
cell interactions. Since their recognition in 1987, they have been 
one of the most widely studied family of cell adhesion receptors. 

1.  Introduction



370 C.A. Lowell and T.N. Mayadas

Integrins contribute to development, hemostasis, the immune 
response, as well as diseases such as cancer and autoimmunity. In 
addition to their role as mechanical links, integrins are important 
conduits of bi-directional signaling in cells that influence pro-
cesses from cytoskeletal arrangement and growth factor signaling 
to gene transcription (1). This overview will highlight a number 
of the major physiologic functions of integrins in both higher and 
lower organisms. Use of genetic approaches (i.e., gene knockouts) 
has provided a wealth of information about integrin function and 
will be emphasized in this chapter; given the significant published 
literature in this area we will focus on those examples in which 
specific functions have been revealed.

Integrins are ab heterodimeric, transmembrane proteins that are 
restricted to metazoa. Caenorhabditis elegans has one b and two 
a subunits forming two integrins, Drosophila melanogaster also 
has orthologs of these primordial integrins referred to as PS1 and 
PS2. These two specialize in adhesion to basement membrane 
laminins, and recognition of Arg-Gly-Asp (RGD) peptides pres-
ent in extracellular molecules such as fibronectin and vitronectin, 
respectively (1). Mammalian integrin a subunits can be classified 
into four subfamilies (Fig. 1). One group (a3, a6, and a7), which 
is related to Drosophila PS1, pairs mainly with the b1 subunit to 
form the major laminin receptors in mammals (Table 1). Another 
subgroup (aIIb, av, a5, and a8), which is related to the 
Drosophila PS2 proteins, pairs mainly with b1 and b3 subunits to 
form the primary receptors for RGD-containing extracelluar 
matrix (ECM) proteins (Table 1). In mammals, this group of 
integrins plays a particularly important role in early embryonic 
development. In mammals, the RGD motif is also present in non-
ECM proteins (e.g., fibrinogen, latent TGFb), thus expanding 
the repertoire of ligands recognized by this integrin subfamily to 
allow development of novel cell-specific functions. This is evident 
in the PS2 subgroup whose members perform more specialized 
functions in bone, kidney, and platelets. For example, aIIbb3 
integrin on platelets recognizes a motif in fibrinogen similar to 
RGD to promote platelet adhesion. Although the PS1 and PS2 
groups of integrins are present in many invertebrates, including 
C. elegans, the PS3-PS5 groups characterized in Drosophila seem 
to be specific for insects and may align with the laminin group 
when homology across the whole protein is compared. The third 
mammalian subgroup, the a4/a9 cluster is present only in chor-
dates. These a subunits pair with b1 or b7 to form integrins that 

2. Integrin Genes 
in Vertebrates  
and Invertebrates
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recognize a host of ECM proteins as well as certain plasma 
proteins, cell-associated counter receptors of the IgG superfamily 
such as VCAM-1 and vascular endothelial cell growth factors (2) 
(Table 1).

A structurally and functionally unique subgroup of integrins 
arose in chordates from the incorporation of an “inserted” domain 
or “aI domain,” which is not found in invertebrates. This protein 
motif is also referred to as the “A” domain as it has structural 
similarity to a domain present in von Willebrand factor. The I (A) 
domain is present in proteins that are components of multipro-
tein complexes and promote cell adhesion frequently requiring 
divalent cations (3). The I domain contains a metal ion-dependent 
adhesive site (MIDAS) that comprises the ligand-binding domain 
of the integrin. Four of these integrins (a1, a2, a10, and a11, all 
of which pair with b1) are collagen receptors while the remaining 
five (aD, aE, aL, aM, and aX, which pair with b2 and b7) are 
integrins expressed on leukocytes. Counter receptors for the 

Fig. 1. The integrin family. 18 a and 8 b subunits form 24 distinct, functional integrin pairs in humans and most likely in 
other vertebrates. Based on their evolutionary lineage, these can be grouped into subfamilies. The a subunits are grouped 
into those recognizing laminin (PS1 cluster) or the classical RGD sequence (PS2 cluster), and are clearly evolutionarily 
ancient receptors for ECM proteins. There is also a cluster of a4/a9 integrins, collagen receptors and leukocyte-specific 
integrins. These subfamilies are further grouped into those containing the “inserted” I domain with structural similarity to 
the A domain found in von Willebrand factor. I-domain-containing integrins together with the a4/a9 cluster are restricted 
to chordates. These have evolved to bind counter receptors on vascular cells (e.g., ICAMs, VCAM), soluble molecules 
found in blood (e.g., fibrinogen, complement components) and pathogens (e.g., viruses and bacteria). While b1 and av 
are ubiquitously expressed, b2 and b7 subunits are restricted to leukocytes. Drosophila evolved a small family of its own 
integrins, PS3-PS5 integrins for which there are no representatives in chordates. (Figure adapted from Johnson et al. 
2009. Integrins during evolution: Evolutionary trees and model organisms. Biochim. Biophys. Acta 1788, 779–789).
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Table 1 
The major ligands of human integrins

Integrins Ligands Primary sites of expression

PS1 cluster –Laminin receptors
a3b1
a6b1
a6b4
a7b1

Laminin, thrombospondin, uPAR
Laminin, thrombospondin, ADAM, Cyr61
Laminins
Laminins

Skin, kidney, lung
Macrophages, platelets
Skin (hemidesmosomes)
Muscle

PS2 cluster – RGD receptors
aIIbb3

a5b1

a8b1

avb1

avb3

avb5
avb6
avb8

Fibrinogen, thromobospondin, fibronectin,  
vitronectin, vWF, Cyr61, ICAM-4, CD40L

Fibronectin, osteopontin, fibrillin,  
thrombospondin, ADAM, COMP

Tenascin, fibronectin, osteoponitin, vitronectin,  
latent TGFb, nephronectin

Latent TGFb, fibronectin, osteopontin, 
vitronectin

Fibrinogen, vitronectin, fibronectin, vWF, 
thrombospondin, fibrillin, tenascin, PECAM-1, 
osteopontin, ADAM, Cyr61, MMP, uPAR, 
uPA, ICAM-4

Osteopontin, vitronectin, latent TGFb
Latent TGFb, fibronectin, osteopontin, ADAM
Latent TGFb, vitronectin

Platelets

Blood vessels (embryonic)

Kidney, inner ear

Poorly defined

Osteoclasts, vascular endothelium

Eye, bone
Skin, lung
Vascular endothelium

a4/a9 cluster – chordate specific
a4b1

a4b7
a9b1

Thrombospondin, MAdCAM, VCAM-1, 
ICAM-4, fibronectin

MAdCAM, VCAM-1, fibronectin
Tenascin, VCAM-1, osteopontin, ADAM, 

VEGF-C, VEGF-D

Heart (embryonic)

Gut homing T cells (Peyers Patch)
Lymphatic endothelium

I-domain-containing integrins
a1,a2, a10, a11 cluster – collagen receptors

a1b1
a2b1

a10b1
a11b1

Collagens, semaphorin 7A
Collagens, tenascin, E-cadhrin

Collagens
Collagens

Fibroblasts, mesenchymal tissues
platelets, epithelium, fibroblasts, 

mesenchymal tissues
Cartilage, chrondocytes
Peridontal ligaments

aD, aE, aL, aM, aX cluster – leukocyte adhesion receptors
aDb2
aEb7

aLb2
aMb2
axb2

ICAMs, VCAM-1, fibrinogen, plasminogen
E-cadherin

ICAMs
ICAMs, iC3b, fibrinogen, heparin, factor X
iC3b, fibrinogen, heparin, collagen, plasminogen, 

ICAM-4

Eosinophils
Skin/gut homing T and B 

lymphocytes
Leukocytes (all types)
Myeloid leukocytes
Most myeloid leukocytes
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leukocyte integrins are present mainly on vascular endothelial 
cells and include members of the IgG superfamily (ICAMs and 
VCAM-1), as well as the unrelated protein E-cadherin. The leu-
kocyte integrins also recognize plasma proteins such as comple-
ment component iC3b and fibrinogen.

The integrin b subunits can also be classified into three major 
phylogenetic branches (Fig. 2). Two are represented in verte-
brates (group A and B) while the third contains only invertebrate 
sequences. Group A contains b subunits b1, b2, and b7 that are 
associated with most of the a-subunits from the PS1, PS2, and I 
domain subgroups. Of these, b1 is the most widely expressed in 
many cell types, primarily because it associates with a1–a11 and 
av subunits. The b2 and b7 subunits are restricted to hematopoi-
etic cells. The b integrin subunits within Group B (b3, b4, b5, b6, 
and b8 proteins) tend to have a more restricted tissue distribution 
and associate with fewer a chains (Table 1). It is important to 
note that the production of a and b chains within any given cell 
type may not be balanced; often the widely expressed subunits 
such as av or b1, which are promiscuous in their pairing with b 
and a subunits, respectively, are overproduced relative to other 
subunits. However, only the intact heterodimeric ab integrins are 
found on the cell surface – unpaired a or b chains are retained in 
the endoplasmic reticulum and degraded. This restricts the com-
bination of a and b subunits and thus the integrin repertoire on the 
surface (2). The repertoire of integrins can switch at the cell surface 
as a result of gene transcription that is in some cases regulated by 

Fig. 2. Generalized organization of the integrin b subunits. The vertebrate b subunits fall 
into two major groups (A and B) while those present in invertebrates form a clearly dis-
tinct lineage. The Group A b subunits form most of the PS1, PS2, and I domain sub-
groups, integrins with b2 and b7 subunits being restricted to hematopoietic cells. The 
Group B b subunits have a more restricted tissue distribution and associate with fewer 
a chains. (Figure from Johnson et al. 2009. Integrins during evolution: Evolutionary trees 
and model organisms. Biochim. Biophys. Acta. 1788, 779–789).
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signaling events elicited by ligated integrins themselves. This in 
turn has effects on cell fate as distinct ECM components initiate 
integrin signaling events to promote proliferation vs.  differentiation 
(4). The fact that only specific a and b chains pair in defined pat-
terns suggests that these chains must have co-evolved, even 
though the genes encoding them are very different and are dis-
tributed throughout the genome. This co-evolution must have 
occurred with the development of novel major functional systems 
in which the integrins are required; for example, the development 
of the adaptive immune system necessitated co-evolution of aL, 
aM, aX, and b2 integrins to form the major receptors needed 
for guiding immune cells during host defense and inflammatory 
reactions (2).

The ability of integrins to bind their ligands (whether ECM proteins 
or counter receptors on other cell types) is dynamically regulated. 
This allows cells to carefully control their ability to adhere to 
matrix or establish connections with other cell types. This prop-
erty is obviously important during cell migration in development 
and on circulating immune cells that need to migrate out of the 
vasculature at sites of infection or injury to mediate host defense. 
The processes regulating integrin affinity changes are referred to 
as “inside-out” signaling (Fig. 3). Such events are best recog-
nized for b2 and b3 integrins but are probably common to all 
integrin types. The leukocyte b2 integrins and platelet integrin 
aIIbb3, reside in a resting state (bent/closed conformation) and 
are rapidly activated (extended/open conformation) to bind 
ligand when the cells that express these integrins receive activa-
tion signals. In addition to conformational changes, inside-out 
signals control integrin clustering and accumulation at specific 
regions of the plasma membrane. In leukocytes, these activating 
signals can be transduced by chemokine and other inflammatory 
receptors as well as receptors for members of the selectin family of 
adhesion molecules. In platelets, aIIbb3 activation is triggered by 
G-protein-coupled receptors, by the von Willebrand factor recep-
tor or by collagen receptors (such as GPVI) (1). Major insights 
into integrin activation have come from studies of integrin struc-
ture obtained by crystalization of the ligand-binding A domains. 
Additionally, the identification of various intracellular signaling 
proteins that associate with the integrin cytoplasmic tails have 
helped define some of the steps in integrin activation during 
inside-out signaling responses (1). Although integrin activation is 
best described in circulating immune cells, as it serves to localize 
the accumulation of cells to sites of inflammation, it is likely 

3. Integrin 
Signaling Events: 
Inside-out  
and Outside-in
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that dynamic regulation of integrin affinity plays a central role in 
processes such as vascular development and neurite outgrowth (5).

Integrins are unique among transmembrane receptors in their 
ability to transmit bidirectional signals. Ligation of integrins by 
extracellular matrix proteins leads to the assembly of a number of 
cytoplasmic proteins that link the integrin to the actin and micro-
tubule cytoskeletal network (Fig. 3). Active integrins in turn par-
ticipate in the regulation of the cytoskeleton and reorganization 
of the extracellular matrix. Ligation of integrins also leads to the 
transmission of intracellular signals that modulate many aspects of 
cell behavior. This includes stimulation of cell cycle via ERK and 
cyclin D1 and others, inhibition of apoptosis via PI3-kinase, Akt; 
and NFkB; changes in shape, polarity, and motility via protein 
tyrosine kinases, phosphatases; and members of the Ras and Rho 
family of small GTPases. The activation of these signaling path-
ways, which are referred to as “outside-in” signal transduction 

Fig. 3. Integrin signaling. In resting cells, integrins are held in a bent-inactive conformation (left most diagram). Following 
stimulation by any number of agonists (a generalized G-protein-coupled receptor is depicted as a curved line) a number 
of signaling proteins are engaged which allow the assembly of the signaling complex on the cytoplasmic tails of the both 
the a and b subunits (left middle diagram). This induces an unfolding of the extracellular portion of the integrin to form 
a high affinity receptor. Shown are a number of proteins involved in these signaling proteins as well as some of the 
structural proteins that couple the integrin and the actin cytoskeleton. This process is referred to as inside-out signaling 
events, since signals from inside the cell activate the integrin to a high affinity state. Following binding of the ligand to 
the integrin (shown in the right panels), additional signaling molecules are recruited to the tails of the integrins to lead to 
activation of downstream functional responses. Many of the molecules that are recruited include tyrosine kinases (Src-
family kinases as an example, indicated as SFK) and other signaling adapters that are utilized for a number of different 
types of signaling pathways. Ligand binding also induces clustering of integrins in the plasma membrane (which is not 
shown for simplicity), with all these signaling molecules attached to form a macromolecular structure known as the focal 
adhesion. This entire process is referred to as outside-in signaling since signals from ligand binding to the integrin recep-
tor are communicated into the cell to lead to functional responses, such as actin polymerization and changes in gene 
transcription. (Figure from Abram and Lowell 2009. The ins and outs of leukocyte integrin signaling. Annu. Rev. Immunol. 
27, 339–362).
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events, also leads to the modulation of gene expression (1). 
Anchorage-dependent signaling through integrins is, in some 
cases, required for cellular responses to growth factors and other 
receptors. For example, in immune cells, aLb2 integrin-mediated 
T-cell adhesion to antigen-presenting cells is required for induc-
tion of T-cell receptor-specific T-cell responses (6).

Integrins are widely expressed in embryonic tissue of Drosophila 
and C. elegans and studies in these organisms have defined the 
minimal set of integrins required for fundamental processes in 
development. The two integrins identified in C. elegans corre-
spond to the Drosophila PS1 (laminin integrin) and PS2 (RGD 
integrin). The two alpha subunits, apat-1 and apat-2 pair with a 
single b subunit, pat-3. Drosophila has 5 a-subunits PS1 through 
PS5, and two b subunits, bPS and Bv. bPS is most similar to both 
the C. elegans b subunit and b subunits found in vertebrates (7). 
The basement membranes in fruit flies are composed principally of 
four proteins, type IV collagen, laminin, nidogen/entactin, and 
the heparan sulfate proteoglycan perlecan. These have homologues 
in vertebrates suggesting that they form the basis for an early base-
ment membrane. Other well-known vertebrate ECM proteins are 
absent including fibronectin, vitronectin, osteopontin, fibrinogen, 
and von Willebrand factor. These ECM proteins, important in vas-
cular development and adhesion functions of blood cells, may 
have appeared later during the evolution of vertebrates (8).

Loss of function mutations of integrins or their extracellular 
matrix ligands in fruit flies and nematode worm leads to lethality 
that is attributed to defects in muscle attachment and contrac-
tion, cell migration, gut morphogenesis and adhesion between 
epithelial cell layers. Distinct roles for the RGD and laminin-
binding integrins have been documented in some of these cases. 
For example, RGD-binding integrins are required for muscle 
contraction by organizing the actin–myosin contractile structure 
into sarcomeres in C. elegans, and attachment of the ends of the 
muscle to the ECM in Drosophila. Laminin-binding integrins 
promote differentiation of endodermal cells required for gut 
morphogenesis, with integrin deletion leading to misshapen phar-
ynx in the mutant C. elegans larvae, and midgut in Drosophila 
mutant larvae (7). These examples also illustrate the point that 
despite the large differences between these two simple model 
organisms, the role of integrin/extracellular matrix interactions 
for fundamental processes during development are conserved. Roles 
of both RGD and laminin-binding integrins in post- embryonic 
development have been identified by generating organisms that 
are mosaic for homozygous mutant cells. Drosophila PS1 and 

4. Integrins  
in Lower 
Organisms
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PS2 are present in the developing wing which is made of two 
 layers of epidermal cells with PS1 on the dorsal and PS2 on the 
ventral side. Both integrins are required for providing adhesion 
between the basal surfaces of the dorsal and ventral epithelia. The 
complementary expression of integrins may be required to insure 
asymmetric adhesion and thus prevent wrinkling due to adhesion 
within the same layer of cells (7). In addition to maintaining 
structural integrity in animal tissues, laminin integrin anchoring 
to the ECM in Drosophila is essential for establishing a stem cell 
niche that in turn is important for the retention of a stable stem 
cell population. This integrin-mediated function, first established 
in Drosophila, has been shown to be conserved in vertebrates (9). 
Finally, studies in both flies and worms suggests that axon guid-
ance is dependent on the laminin-binding integrins (10). The 
role of the other Drosophilia integrins, PS3-PS5 are not well 
described. Mutations in PS3 affect short-term olfactory memory 
(11) while the function of PS4 and PS5 remains unknown.

Focal contacts link integrins to the cytoskeleton in mamma-
lian systems and contain cytoskeletal/adaptor/linker and signal 
transduction molecules such as talin, a-actinin, vinculin, paxillin, 
FAK, ILK, p130, and others. These proteins are well conserved in 
Drosophila and possibly C. elegans (8). Genetic deletion of several 
of these proteins has revealed their relative importance in integrin-
dependent functions. For example, talin deficiency mimics integrin 
deficiency, whereas deletion of ILK results in a much weaker 
defect (12). The conservation of integrins, their  cytoskeletal 
associated proteins and extracellular matrix ligands in flies, worms 
and people makes these genetically tractable lower organisms 
attractive for analysis of ECM–integrin–cytoskeleton  connections. 
Also, the presence of the aforementioned signaling molecules 
as single genes in flies and worms reduces the possibility of 
redundancy and thus functional overlap in the system (8). 
However, it is also evident that vertebrates have evolved proteins 
with more specialized functions than those found in flies and 
worms. This is particularly evident in vascular biology, some 
aspects of neurobiology and likely other uniquely vertebrate 
functions requiring multicellular adhesive interactions. The advent 
of genetic engineering in mice has provided important insights 
into the specialized, nonredundant roles that integrins and their 
interacting proteins, have developed in higher organisms.

All the individual integrin subunits have now been deleted in mice 
and the reported phenotypes highlight the nonredundant, spe-
cialized functions that integrins play in vivo (13). Embryonic 
lethality upon genetic deletion of some of the integrins may have 
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been predicted from the known expression pattern of the integrin 
during development. Additional information about the role of 
these integrins in adult mice will be undoubtedly forthcoming as 
more conditional knockout animals are generated – we have seen 
this especially with b1 integrins as outlined below. The pheno-
types of knockout mice lacking a or b subunits are grouped 
according to the organ system most affected by their deletion.

A number of integrins play central roles in vascular formation 
during fetal and embryonic development, as well as regulating 
blood vessel integrity, in adult animals (14, 15). This function is 
served through both binding of ECM proteins by vascular 
endothelial precursors (which provides “outside-in” signals to the 
cells to guide their migration during vascular branching) and 
through the ability of integrins to specifically bind a number of 
growth factors (in particular, vascular endothelial growth factors – 
VEGFs) essential in blood vessel development. Integrin-mediated 
adhesion events also play a critical function in pathologic angio-
genesis, for example, in response to tumor development or 
chronic inflammation. Most of the integrins involved in vascular 
development and integrity are members of the PS2 family that 
recognize RGD peptide motifs in ECM proteins. Vasculogenesis 
is completely dependent on a5b1 and its ligand fibronectin (16). 
Mutation of a5 leads to early embryonic lethality characterized 
by mesodermal defects and poor vascularization of both the yolk 
sac and the embryo itself (17). This phenotype is similar, but not 
as severe as that observed in mice lacking fibronectin (18). 
Mutation of b1 has an even more profound effect, as expected 
due to the loss of many integrins, which manifests as gastrulation 
defects and pre-implantation mortality (19). Interestingly, the 
phenotype of Tie2-Cre; b1flox/flox mutants, in which all b1-integrins 
are deleted in endothelial cells only, closely resembles the pheno-
type of a5 mutants, suggesting that endothelial-expressed a5b1 
is the dominant integrin that recognizes fibronectin during 
vascular morphogenesis (20). In contrast, during pathologic 
vascularization avb3 integrin appears to play a central role. This 
integrin is highly expressed in blood vessels at sites of tumor 
growth and wound healing (21). Indeed, treatment of animals 
with anti-avb3 mAbs blocks neovascularization in tumor models, 
(22). In this role it appears that it is the ability of avb3 to bind 
VEGF and even to associate with the VEGF receptor that mediates 
its role in pathogenic neovascularization. In tumor cells, expression 
of avb3 correlates with overproduction of VEGF (23) while, 
probably more importantly, in endothelial cells avb3 directly 
associates, and synergizes with VEGF receptor signaling to promote 
enhanced responses to this growth factor (24, 25).

The physiologic association of integrins with vascular growth 
factors is also revealed in the phenotype of a9 mutant mice. 

5.1.  Vasculature
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Surprisingly, deficiency of a9 produces a lymphatic vascular defect 
that results in disordered lymphatic development and perinatal 
lethality due to accumulation of lymph fluid in the thorax (26). 
Lineage-specific ablation of a9 in blood vessels (using a9flox/flox; 
VE-cadherin-Cre mice) revealed that a9b1 plays a critical role in 
assembly of fibronectin bundles in the valves of developing lym-
phatic vessels, which is required to prevent leakage of lymph fluid 
(27). However, integrin a9b1 is also the major binding protein for 
VEGF-C and VEGF-D, which together are the two primary growth 
factors for lymphatic vessels (28). Hence, much of the lymphatic 
phenotype of a9-deficient mice can be ascribed to loss of VEGF-C 
and VEGF-D signaling events in the lymphatic precursors.

Deletion of another major group of integrins, those containing 
the av subunit, reveals the importance of integrins in organizing 
the parenchyma surrounding the vasculature. Mice lacking av are 
embryonic lethal due to widespread vascular malformations and 
hemorrhage. However, these arise later in development (after 
e10.5) and affect primarily the brain in the embryo (29) due to 
defective interactions of cerebral vessels with surrounding brain 
parenchyma (30). The specific deletion of av in endothelium has 
no effect on vascular development, which is consistent with its 
relative absence in this microvasculature, whereas its deletion in 
neural cells, particularly glia, leads to cerebral hemorrhage (31). 
Of the av integrins, it appears that avb8 is the primary heterodimer 
involved in this process, since mice lacking b8 also have cranial 
vascular defects and intracerebral hemorrhage (32). Indeed, tar-
geted deletion of b8 within neuroepithelium (b8flox/flox; nestin-
Cre mice) is sufficient to produce the late developmental cranial 
hemorrhage phenotype (33). Disruption of a4 also has a later 
vascular phenotype resulting from failed fusion of the allantois 
with the chorion during placentation, as well as impairments in 
cardiac development (34, 35). In this case, the ligand is likely 
VCAM-1, as mice lacking this member of the IgG superfamily 
exhibit a similar phenotype to the a4-deficient mice (36).

A number of studies have demonstrated the critical function of 
integrins in ocular and CNS development and hemostasis. Within 
the eye, lens development is best studied, since this tissue consists 
of relatively simple assemblies of fibronectin, collagen, and lami-
nin (37). Integrins that recognize these ECM proteins have all 
been implicated. Of them, clearly the b1-containing heterodimers 
are most important, since mice lacking b1 specifically in the lens 
(b1flox/flox; MLR10-Cre animals) are microphthalmic due to apop-
tosis of the lens epithelium and disintegration of the lens fibers 
(38). However, whether this major defect is due to loss of 
fibronectin receptors (such as a5b1) vs. collagen receptors (a1b1) 
or laminin receptors (a3b1) remains to be seen and will only be 
sorted out using additional lineage-specific mutagenesis methods. 

5.2.  Ocular and CNS
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In lens development, there is also clear evidence of compensation 
by different integrins within the same class. For example, absence 
of the a3 or a6 integrins (which when paired with b1 form the 
major laminin receptors in the developing lens) by themselves 
have little effect on lens development. In contrast, a3/a6 double-
mutant mice show severe dysmorphogenesis of the developing 
lens (39).

The involvement of integrins in retinal development more 
closely mirrors their overall contribution to CNS formation, 
mainly as related to their role in guiding the migration of neu-
ronal precursor cells (40). Though early studies (using blocking 
mAbs) had suggested members of the b1 integrins play a domi-
nant role in guiding neuronal migration along glial fibers in the 
developing brain, more modern approaches with conditionally 
deficient mice have revealed more subtle functions. Specifically, 
mice lacking the b1 subunit in neurons only (b1flox/flox; nestin-Cre 
animals) actually show relatively normal neuronal cell migration 
but have a completely disorganized cortex as a result of a defect 
in association between cortical structures and the developing 
meningeal basement membrane (41). This phenotype resembles 
the CNS cortical defects seen in mice lacking the a2 chain of 
laminin (42), suggesting that a laminin b1 integrin receptor (such 
as those in the PS1 family) is involved. Integrins and other cell 
adhesive molecules also play a major role in stabilizing neuronal 
synapses (43). Loss of this stabilizing function, as evidenced 
primarily by b3 integrin-blocking studies, results in neuronal 
dysfunction that manifest as defects in long-term potentiation 
necessary for learning and memory (40). It is likely that other 
axonal guidance molecules, such as the netrins, semaphorins, and 
ephrins play the dominant role in guiding neuron migration 
during development (44).

In contrast to these findings in the CNS, there is better evi-
dence for the involvement of integrins (in particular, b1 family 
members) in neural crest migration during development of the 
peripheral nervous system. Mice with conditional deletion of b1 
integrins in neural crest cells (b1flox/flox; Ht-PA-Cre animals) 
exhibit severe perturbations of the peripheral nervous system, 
including failure of normal nerve arborization, delay in Schwann 
cell migration, and defective neuromuscular junction differentia-
tion, all of which can be attributed to defective migration of these 
cells through the embryonic ECM (45). The b1 integrins also 
directly affect peripheral nervous system Schwann cells, as condi-
tional deletion of b1 in these cells (b1flox/flox; P0-Cre mice) results 
in reduced survival, proliferation, and differentiation of Schwann 
cell precursors (46).

The RGD-binding integrin avb5 plays a critical role in main-
tenance of retinal pigment epithelial cells in the eye. Mice lacking 
the b5 integrin slowly develop age-related blindness due to 
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progressive accumulation of shed pigment from retinal cells. The 
retinal pigment epithelial cells use the avb5 integrin as a phago-
cytic receptor to mediate uptake of shed photoreceptor particles, 
which occurs as a natural dinural process in the rods and cones of 
the retina (47).

Integrins clearly play a role in a number of neuroinflamma-
tory diseases, such as multiple sclerosis. This likely reflects their 
major function in regulating immune cell trafficking in the body. 
There is also suggestive evidence that neuronal survival in degen-
erative diseases such as Parkinson’s disease or Alzheimer’s disease 
may be influenced by integrin signaling (44). This has raised 
interest in integrin-targeted therapeutics as a means to treat neu-
rologic disease.

The contribution of integrins to immune system (and general 
hematologic) function has been extensively studied and in fact 
serves as the paradigm for our understanding of many facets of 
integrin biology. The involvement of integrins in regulating neu-
trophil, monocyte, and lymphocyte trafficking throughout the 
immune system has been well studied both in vitro and more 
recently in vivo using a variety of intravital microscopy methods. 
Furthermore, the overall structural changes that take place during 
integrin activation have been best characterized in the leukocyte 
and platelet integrins, allowing a direct, but as yet incomplete 
understanding of how the protein associations involved in the 
“inside-out” signaling response mediate integrin subunit unfolding. 
The primary integrins expressed by immune cells are a4b1, a5b1, 
all of the b2 integrins, avb3, and aEb7. The primary platelet 
integrin aIIbb3 is also found on some immune cells.

The most well-appreciated role for integrins in the immune 
system is their function in guiding leukocyte exit from the vascu-
lature into the tissues, either within lymph nodes or directly into 
sites of tissue injury or inflammation (Fig. 4). The process of 
leukocyte diapedesis from the vasculature is termed the leukocyte 
adhesion cascade (48). Broadly, this cascade involves three gen-
eral classes of molecules – the selectins, chemokines, and integ-
rins. The selectins are carbohydrate-recognizing receptors, present 
both on the leukocyte and vascular endothelium, that allow initial 
tethering but not full adhesion of the blood cells to endothelial 
cells. As a result, selectin interactions result in rolling of the leu-
kocyte along the vascular wall. During this process, the leukocytes 
are exposed to chemokines and other inflammatory mediators, 
which induces “inside-out” signaling responses leading to integ-
rin affinity modulation and binding to ligands on the surface of 
activated endothelial cells. This promotes cell arrest. The regional 
chemokines facilitate the directed, local egress of these cells into 
tissues. This simple three-step model – rolling mediated by selec-
tins, activation mediated by chemokines, and full arrest mediated 

5.3.  Immune
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by integrins – is an oversimplification, as there are examples of 
leukocyte integrins (such as a4b1) that can mediate rolling (49) 
or which reduce the velocity of selectin-dependent rolling. 
Similarly, there are many additional steps following firm adhesion, 
such as adhesion strengthening and signaling events (50) leading 
to leukocyte shape change that are mediated by integrins. Despite 
this complexity, the overall role of integrins in guiding leukocyte 
trafficking out of the vasculature is extremely well supported by 
the consequences of deficiency of leukocyte integrins. Mice defi-
cient in b2 show profound defects in migration of all leukocyte 
types, which results in profound T-cell defects, impaired neutro-
phil recruitment in response to infection and resulting immuno-
deficiency (51). As expected, these mice show significantly 
reduced responses to a number of inflammatory stimuli and are 
protected from immune-mediated tissue damage in a number of 
disease models, such as cardiac reperfusion injury (52). The sus-
ceptibility these mice manifest to infection is similar to that seen 
in human patients lacking the b2 integrin – a disease referred to 
as Leukocyte Adhesion Deficiency syndrome (discussed below). 
Lack of b1 integrin on blood cells affects their migratory capacity, 
resulting in a failure of fetal hematopoietic stem cells to colonize 
the fetal liver or spleen during development (53). In mature cells, 
b1 plays a critical role in guiding lymphocyte migration to the 

Fig. 4. Integrin-dependent leukocyte recruitment. The steps in leukocyte rolling, arrest, firm adhesion and diapedesis out 
of the vasculature and into the tissues are schematized. As shown, the initial steps of rolling and slow rolling are largely 
selectin mediated; however, a number of integrins (such as a4b1) contribute to rolling events. Following cellular activa-
tion (which leads to inside-out signaling events and integrin affinity upregulation), leukocytes become firmly adherent to 
the endothelium and begin the process of crossing through (or around) the vascular endothelial cells. Integrin outside-in 
signaling events are important in mediating the actin cytoskeletal changes that are needed for cellular shape change 
during these steps. Direct interactions between the leukocyte and the basement membrane also guide the leukocyte out 
of the vasculature. (Figure from Ley et al 2007. Getting to the site of inflammation: the leukocyte adhesion cascade 
updated. Nat. Rev. Immunol. 7, 678–689).
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skin, lung, peritoneum, and liver, all primarily through the actions 
of a4b1 (54). Finally, lack of the b3 integrin results primarily in a 
loss of platelet function (with subsequent hemorrhage), mainly 
through absence of the aIIbb3 family member (55). This pheno-
type also mirrors what is seen in humans lacking this integrin, 
which develop a disease referred to as Glanzmann’s thrombasthenia 
(discussed below).

Though there is clear evidence that integrins play a role in 
tissue-specific recruitment of immune cells during inflammatory 
or disease processes – for example, the specific involvement of 
aEb7 integrin in the migration of T cells to epithelial tissues such 
as the skin and gut (56) – it is too simplistic to assume that inte-
grins alone play the dominant role in all immune cell trafficking. 
Indeed, the relative role of integrins in leukocyte migration in 
some inflammatory responses may be quite minor. This extremely 
surprising suggestion has emanated from studies of mice lacking 
ALL the major leukocytes integrins – generated by conditional 
and inducible deletion of b1, aV combined with complete dele-
tion of b2 and b7 in adult mice (57). Dendritic cells lacking all 
these adhesion molecules migrate normally into lymph nodes 
where they present antigens to stimulate immune responses. This 
indicates that migration through interstitial spaces may be less 
dependent on integrins than was originally envisioned and instead 
these molecules may have a dominant role only in allowing leuko-
cyte exit from the vasculature. Whether this general conclusion 
applies to other immune cells besides dendritic cells remains to be 
examined. However, it is provocative studies such as this that 
continue to redefine our understanding of the role of integrins in 
the immune system.

Beyond their role in guiding cell migration, it is also clear that 
leukocyte integrins play a central role in activating the effector 
functions of immune cells through “outside-in” signaling (50). 
Often this signaling works with other receptors engaged on the 
cell. For example, co-stimulation of T cells through their antigen 
receptors (TCR) and integrins (e.g., when the cells are plated on 
a matrix-coated surface) leads to much more robust proliferative 
responses than stimulation through the TCR alone (58). Similarly, 
chemokine activation of neutrophils is dramatically enhanced in 
cells that are also stimulated through their integrin receptors (59). 
In some cases, the activation function of the leukocyte integrin is 
relatively more important than its homing/migration function. 
For example, in a model of thrombohemorrhagic vasculitis caused 
by endotoxin and cytokine exposure, deficiency of aMb2 integrin 
does not affect the ability of leukocytes to be recruited to the site 
of vascular inflammation, but once there the cells cease to become 
activated because they do not recognize complement deposits 
that form along the vessel walls. As a result, aMb2-deficient neutro-
phils fail to release proteases that otherwise would cause vascular 
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damage and hemorrhage (60). This clear role for “outside-in” 
signaling events is also seen in other physiologic conditions, such 
as keratinocyte development as outlined below.

A number of integrins play a key role in the development and 
maintenance of epidermal structures. Their primary function, 
along with other adhesion molecules, is to link keratinocytes to 
the underlying basement membrane (61). The primary integrins 
expressed in the epidermis are the laminin receptors (a6b4 and 
a3b1), the collagen receptor (a2b1) and less abundantly the 
vitronectin receptor avb5 (62). Most of these integrins are local-
ized in focal adhesion contact sites in keratinocytes, where they 
link the extracellular matrix to the actin cytoskeleton of the kera-
tinocyte to provide firm adhesion. The a6b4 integrin is localized 
to hemidesmosomes that help link keratinocytes to each other 
directly.

As in other organ systems, the role these individual integrins 
play in epidermal biology is best revealed in knockout mouse 
models. Conditional deletion of all b1 integrins in the epidermis 
(b1flox/flox; Keratin5 or Keratin14-Cre mice) leads to incomplete 
perinatal mortality due to separation of the epidermis from the 
underlying dermis (63, 64). Some mice survive up to 6 weeks 
after birth but show an absence of hair follicles, poor keratinocyte 
proliferation with fibrous dermal deposition associated with 
chronic skin inflammation. Interestingly, deletion of the a2b1 
integrin or the a3b1 integrin alone (through deletion of the a 
subunits) has very little effect on skin biology – the loss of a3 
produces mild foot blisters – suggesting that the epidermal func-
tion of these receptors is largely redundant (65, 66). Most inter-
esting, however, is when the b1 integrin is deleted in adult 
epidermis, through use of an inducible K14-cre strain. In this 
case, if the skin is already formed, loss of b1 integrins results in an 
enhanced proliferative responses of keratinocytes to spontaneous 
wounding. In addition, the number of melanocytes in the inter-
follicular epidermis is greatly increased (62). This observation 
highlights the role of integrin “outside-in” signaling in regulating 
keratinocyte growth, in this case in a suppressive fashion. 
Consistent with these observations, knockdown of b1 integrins in 
mouse keratinocytes in culture leads to increased proliferation 
and differentiation (67). These results also illuminate the issue of 
secondary effects of these deletions, such as the cutaneous inflam-
mation that occurs in newborn mice lacking epidermal b1 integ-
rins, which may complicate interpretations of primary effects on 
the skin. Such is the case in mice lacking the a6b4 integrin, which 
develop epidermal and dermal separation, similar to that observed 
in humans born with b4 deficiency (referred to as junctional epi-
dermolysis bullosa syndrome, see below). In this case, alterations 
in TGFb responsiveness in the absence of these integrins may 

5.4.  Cutaneous
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contribute to inflammatory responses in the skin that contribute 
to the epidermal/dermal separation. However, unlike the b1 
integrins, it seems that a6b4 does not directly regulate keratino-
cyte differentiation (68).

In terms of development, many of the same integrins that contribute 
to cutaneous epithelial cell morphogenesis are involved in forma-
tion of the pulmonary epithelial layer. This is particularly true for 
the a3b1 laminin receptor. Integrin a3-deficient mice die at birth 
due to renal and lung defects associated with disorganized subepi-
thelial basement lamina and poor adhesion of epithelia to the base-
ment lamina (69). This phenotype is, in a sense, a more profound 
manifestation of epithelial dysfunction than the modest skin blister-
ing in these animals. Combinatorial mutants that more broadly 
affect laminin binding, such as double-mutant a3/a6 mice have 
even a more severe epithelial phenotype that results in disordered 
limb development and severe pulmonary hypoplasia (39).

However, it is loss of the RGD-binding integrin functions, in 
particular that of avb6 and to a lesser extent avb5 that result in 
the progressive pulmonary abnormalities, which have taught us 
the most about the intersection of integrins and TGFb regula-
tion. The avb6 integrin is expressed primarily in epithelial cells of 
lung, skin, and kidney where it recognizes both fibronectin, but 
more importantly the latency-associated peptide (LAP) that is 
noncovalently associated with newly secreted TGFb and keeps 
TGFb from binding its receptor (70). The LAP of both TGFb1 
and TGFb3 has an RGD-binding motif, which is recognized by 
avb6 and avb8. When these integrins bind the TGFb LAP, they 
cause dissociation of LAP/TGFb complex allowing TGFb to 
interact with its receptors present on epithelial cells and resident 
pulmonary macrophages. Binding of TGFb serves as a powerful 
anti-inflammatory stimulus in both cell types – the presence of 
activated TGFb6 in the lung helps suppress inappropriate alvelo-
lar macrophage activation that would lead to lung injury (71). 
This amazing biology was revealed by study of the b6 knockout 
mice. These animals develop progressive pulmonary (and skin) 
inflammation that is strikingly similar to that seen in TGFb mutant 
mice themselves (72). By age 6 months, b6-deficient mice develop 
emphysema, which is due to overproduction of the alveolar mac-
rophage protease MMP12, as a result of the chronic inflamma-
tion present in these mice (73). Re-expression of either b6 or an 
activated version of TGFb as a transgene in alveolar and bron-
chiolar epithelial cells of b6 mutants, rescues the pulmonary 
inflammation (73). Integrin regulation of TGFb is also essential in 
limiting MMP12 release after bleomycin or irradiation-mediated 
lung damage (74). These phenotypes point to the importance 
of avb6-mediated TGFb activation in the lung to restrict  
the inflammatory properties of resident alveolar macrophages. 

5.5.  Pulmonary
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Interestingly, this modulatory effect of TGFb on macrophages 
also affects their phagocytic function. Alveolar macrophages play 
a major role in recycling pulmonary surfactant; however, this 
function is lost in both b6 and TGFb-deficient mice, which is 
manifested as a progressive accumulation of surfactant material in 
addition to the inflammation that these mice develop (75). Hence, 
as seen in other macrophage types, the transition of alveolar mac-
rophages to the inflammatory state (leading to release of MMP12 
and other mediators) correlates with the loss of the ability to 
phagocytose and degrade normal resident proteins.

Pulmonary activation of TGFb is also mediated by avb8 inte-
grin. This may play more of an effect on regulating inflammatory 
and proliferative responses of airway epithelial cells, vs. mac-
rophages, as determined in cell or organ culture models using 
functional blocking b8 mAbs (76). Complete loss of b8 results in 
embryonic lethality due to early vascular malformations; a func-
tion that is likely not related to the ability of this integrin to acti-
vate TGFb (32).

Studies of avb5 in pulmonary vascular permeability during 
lung injury have also revealed novel functions for this integrin in 
the lung. Mice lacking this integrin (or normal animals treated 
with a b5-blocking mAb) manifest significant reduction in 
pulmonary edema and vascular permeability following either 
ischemia-reperfusion or hyperventilation (77). The effect was 
traced to the ability of avb5 to bind and activate VEGF, which in 
turn directly stimulated the vascular permeability. Indeed, direct 
treatment of pulmonary epithelial cells with VEGF will induce 
actin stress fiber formation and cell retraction – a phenotype not 
observed in avb5 mutant cells. Hence, as in vascular develop-
ment, the ability of integrins to bind and activate vascular growth 
factors reflects an important function beyond just cell adhesion.

As in the fruit fly and the worm, a number of RGD, collagen, and 
laminin-binding integrins serve critical roles in formation of muscle 
structures. In developing myofibrils, organization of integrin sub-
units into distinct focal adhesion sites in the sarcolemma allows 
for nucleation of actin filaments that help organize the actin/
myosin structures (78). However, the individual integrins that 
contribute to this phenotype are less well defined, since loss of 
specific collagen receptors (a1b1 or a2b1) result in mild muscu-
loskeletal defects. In addition to its role in vascular development, 
the RGD-binding integrin a5b1 also plays a role in maintenance 
of muscle structure, as determined by examination of embryonic 
chimeric mice containing cells derived from both normal and a5-
deficient stem cells. These mice develop a progressive skeletal 
muscular dystrophy phenotype, characterized by diffuse muscle 
cell degeneration and apoptosis (79). This phenotype seems not 
to be due to a developmental disorganization of the actin/myosin 

5.6.  Musculoskeletal
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structure of the muscle cell, but instead to a loss of adhesive 
signaling between muscle cells and the ECM, which results in 
poor myoblast survival over time. This illustrates another well-
accepted role for integrins in promoting cell survival. Indeed 
disruption of integrin-mediated anchorage to the ECM leads to 
apoptosis, a process referred to as “anoikis.” Integrin “outside-in” 
signaling to the PI3K-Akt pathway may be a major regulator of 
anoikis, with a breakdown of this process in epithelial cells con-
tributing to neoplasia and metastasis (80).

Of the laminin-binding integrins a7b1 clearly has the 
dominant role in orchestrating normal muscle development. 
Dystrophin, utrophin, and a7b1 are the major laminin receptors 
in skeletal muscle. Each of these receptors links laminin in the 
extracellular matrix and basal lamina to the myocyte actin cytoskel-
etal network (81). Loss of dystrophin produces human Duchenne’s 
muscular dystrophy, which is characterized by progressive myo-
cyte degeneration that leads eventually to mortality. Mutations in 
a7 also produce myopathy in humans, though not nearly as severe 
as Duchenne’s dystrophy (82). Mice that lack a7 integrin also 
develop myopathy, characterized by poor force transmission, 
compliance, and viscoelasticity in diaphragm muscle (83, 84). In 
addition, a7b1 plays an important role in maintaining the neuro-
muscular junctions and muscle–tendon junctions as these struc-
tures specifically degenerate in the a7-deficient mice (85). 
Interestingly, in both Duchenne’s patients and the mouse model 
of this disease (the mdx mouse), the levels of integrin a7b1 
increase two- to threefold, suggesting that these laminin receptors 
can functionally compensate for each other. Indeed, in combina-
torial mice that lack dystrophin and a7 or utrophin and a7, the 
myopathy phenotype is dramatically accelerated (86, 87). These 
observations clearly indicate that these laminin-binding receptors 
are dispensible for muscle development, but play a critical role in 
maintaining the structural integrity and functional capacity of 
skeletal muscle, primarily by linking myocytes to the ECM.

A number of both RGD and collagen-binding integrins play 
major roles in skeletal development and homeostasis. The most 
extensively studied is the integrin avb3, which is abundantly 
expressed in osteoclasts and plays a central role in the ability of 
these cells to adhere to bone matrix and regulate bone morpho-
genesis. In normal bone, the primary RGD-containing ligands 
recognized by osteoclast-expressed avb3 are osteopontin and 
bone sialoprotein (88). Adhesion of osteoclasts to these surfaces 
through avb3 causes actin cytoskeletal rearrangement in the 
osteoclast, spreading, and activates the cell to release proteases 
into a defined vacuolar space between the osteoclast and the bone, 
thus causing bone resorption and remodeling. In mice lacking the 
b3 integrin, the loss of osteoclast function results in bone over-
growth (osteopetrosis); however, in humans lacking b3 (i.e., those 
with Glanzmann’s thrombasthenia) bone density is unaffected. 
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This may be due to increased expression of compensating b1 
integrins in the human patients (89). In the mouse, it is also clear 
that loss of the “outside-in” signaling events that are elicited by 
engagement of osteoclast avb3 produce the functional equivalent 
of loss of the receptor. Hence, deficiency of members of the Src-
family of tyrosine kinases, Syk kinase, or downstream adapter pro-
teins such as DAP12, or SLP76 or a guanine exchange factor for 
Rac GTPases, Vav3 all result in varying degrees of osteoclast dys-
function and, in the case of Src kinase mutant mice, severe osteo-
petrosis resulting in lethality (88, 90, 91).

The collagen-binding integrins a10b1 and a11b1 also play 
specific, and rather limited, functional roles in musculoskeletal 
development. Mice lacking a10 develop growth retardation of 
the long bones in the limbs due to disorganized cartilage forma-
tion particularly at the growth plates (92). The chondrocytes in 
these mice manifest a disordered columnar arrangement, an 
abnormal shape, and reduced proliferative capacity. As a result, the 
collagen fibrillar network in the growth plates of a10- deficient 
animals is disorganized, leading to the growth plate failure and 
shortened bones. Integrin a11 plays a specific role in dental devel-
opment through its regulation of periodontal ligament fibro-
blasts. The a11-deficient mice show severe defects in incisor 
formation characterized by disorganized periodontal ligaments 
leading to a block in tooth eruption (93). Embryonic fibroblasts 
from the a11-deficient mice show reduced cell adhesion and 
spreading on collagen I as well as reduced cell proliferation. This 
suggests that a11b1 is specifically required on periodontal liga-
ment fibroblasts for cell migration and collagen reorganization to 
help generate the forces needed for axial tooth movement.

A number of b1 integrins have been implicated as having specific 
roles in renal development and kidney disease. These functions 
range from roles in the development of the entire kidney to spe-
cific effects on the epithelial structures within the collecting sys-
tem or in responses of the glomerulus to injury. Studies of a8b1 
have revealed its unique role in renal development. Loss of a8 
results in a high frequency of complete renal agenesis due to a 
failure of epithelial–mesenchymal interactions; epithelial-type 
cells referred to as ureteric bud cells (UB) fail to invade into sur-
rounding mesenchyme to form the metanephric kidney (94). 
Although a8b1 recognizes a number of RGD-containing pro-
teins, such as fibronectin and tenascin C, in fact the ligand present 
in the developing kidney which activates a8 function is a novel 
ECM protein referred to as nephronectin (95). Nephronectin is 
expressed by the invading UB cells and induces expression of 
a8b1 in the surrounding mesenchymal cells. Indeed, genetic dis-
ruption of nephronectin results in the same type of renal agenesis 
as seen in a8 mutant animals (96). In this system, it is clear that 

5.7.  Renal
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the nephronectin/a8b1 interactions not only provide adhesive 
structures to guide invading kidney epithelia, but also are involved 
in induction of growth factors, specifically glial cell line-derived 
neurotrophic factor (GDNF), a member of the TGFb superfamily. 
GDNF binds to its receptor, the RET tyrosine kinase on the epi-
thelium, to provide growth and proliferative signals to the devel-
oping renal epithelial cells (97). Loss of any of these molecules 
also produces a renal agenesis phenotype similar to a8b1 defi-
ciency. This system of interactions of different cell types in the 
developing kidney highlights the importance of integrin/ECM 
interactions in controlling organ morphogenesis by regulating 
cell growth, migration, and adhesion.

Integrin a3b1 also has a dominant role in renal development. 
Mice lacking the a3 subunit have a reduced number of collecting 
ducts in the renal papilla suggesting that this integrin plays a role 
in the subsequent steps of branching morphogenesis to form the 
renal tubular collecting system (69). When a3 is specifically 
deleted in the UB cells (a3flox/flox; HoxB7-Cre mice), the kidney 
papillae are either absent or abnormal (98). As in the earlier steps 
of renal development, it is clear that a3 interactions in the devel-
oping papilla also induce expression of growth factors required 
for organogenesis. In this case, elaboration of the growth factor 
Wnt7B following a3 engagement helps regulate epithelial cell 
survival in the developing tubules to allow formation of the 
mature renal papilla.

Beyond a3b1 and a8b1 it is likely that other laminin, collagen, 
and RGD-binding integrins play supportive roles in kidney devel-
opment. This conclusion derives from deletion of b1 specifically 
in the UB cells (b1flox/flox; HoxB7-Cre mice). In this case, a severe 
defect in branching morphogenesis is observed, worse than just 
the a8 effect alone (99). Interestingly, when b1 is lost later in 
renal development (b1flox/flox; Aqp2-Cre mice) kidney formation is 
normal; however, the mutant animals develop more severe injury 
and poor collecting duct healing following ureteric obstruction. 
In this case, it is likely that the injured renal collecting tubular 
cells fail to produce GDNF and other growth factors that would 
support repair of kidney structures following injury (99). Again, 
this highlights the cooperation of integrins in growth factor 
responses within the kidney.

It is also clear that b1 integrins play important roles in the 
development and maintenance of the glomerular structures of the 
kidney. In the glomerulus, the interactions between mesangial 
cells and podocytes with the glomerular basement membrane 
present in the fine vascular capillaries of the glomerulus forms the 
basic filtration structure of the kidney. These interactions are 
dependent on b1 integrins, since specific depletion of b1 in podo-
cytes (b1flox/flox; podocin-Cre mice) leads to severe malforma-
tions of the glomerular basement membrane and effacement of 
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podocyte/membrane contacts (100). As a result, the mice are 
born with massive proteinuria and rapidly progress to death. 
In the normal glomerulus, continued expression of b1 integrins 
is important in maintaining the filtration function of the kidney. 
During glomerular injury, for example, as a result of immune 
complex deposition, b1 integrins of all types are induced in 
mesangial cells and podocytes (101). These interactions lead to 
elaboration of growth factors that can contribute to mesangial 
cell proliferation during glomerular injury. Indeed, mice lacking 
a1b1 integrin show protection from glomerular injury and 
reduced mesangial cell proliferation in a mouse model of Alport’s 
syndrome (102).

Clear support for the importance of integrins and their activation 
have come from “experiments of nature.” Human mutations in 
integrins within 3 of the 5 mammalian subgroups have been 
shown to cause disease (103). These include mutations in either 
the a or b subunits of integrins a6b4 (PS1 cluster, laminin recep-
tors) or aIIbb3 (PS2 cluster, RGD receptors) or in the b2 integ-
rin subunit (with the I-domain-containing leukocyte receptors). 
In the case of the b2 and b3 mutations, multiple integrins are 
affected, which contributes to the variability in the disease pheno-
type from patient to patient.

Reduced or absent expression of a6b4 leads to the syndrome 
of junctional Epidermolysis Bullosa (EB) which presents as 
extreme blistering and fragility of the skin. The skin blistering is 
caused by the inability of epidermal cells to adhere to basement 
membranes present in the dermis, leading to epidemeral/dermal 
separation. The EB syndrome is accompanied by an occlusion of 
the intestine, termed pyloric atresia, which is often postnatally 
lethal. The occluded oesophageal, urethral, and pyloric tissues 
may result from the detachment and subsequent fusion of epithe-
lial linings (103, 104). Mice lacking either a6 or b4 have a very 
similar epidermal phenotype and suffer perinatal lethality.

Genetic mutations in aIIb or b3 produce a syndrome referred 
to as Glanzmann’s Thrombasthenia. These patients present with 
a range of problems, the most serious of which is a severe bleeding 
disorder due to platelet adhesion defects (105). Individuals with 
b3 mutations will often have bone cysts or other skeletal abnor-
malities, likely due to loss of avb3 function. Mutations in b3 can 
lead to little synthesis of the protein or allow full expression but 
no activity of integrin. The mice lacking b3 or aIIb serve as good 
models of Glanzmann’s thrombasthenia (106).

6. Human Integrin 
Deficiencies
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Leukocyte adhesion deficiency I (LADI) syndrome is caused 
by genetic mutations within the b2 subunit, resulting primarily in 
deletion or reduction in surface expression of multiple leukocyte 
integrins or in some cases, leading to near normal levels of integ-
rins but defects in integrin function due to mutations in the 
ligand-binding domain. These patients present with a variety of 
immune deficits, ranging from life-threatening soft tissue infec-
tions to wound-healing defects and variable forms of infectious 
gingivitis. The classical clinical hallmark of LAD is the presence of 
tissue infections without formation of pus. This is due to the fact 
that impairment of b2 expression leads to reduced leukocyte 
recruitment and migration to sites of tissue infection because 
immune cells are unable to adhere to vascular endothelium. All 
mutations are found in the b2 subunit gene located on chromo-
some 21. Mutations that effect CD18 expression at the surface 
can lead to <0.3% to 2.5–31% b2 integrin expression, which cor-
relates with presentation of severe to more moderate disease, 
respectively. Point mutations within both the ligand-binding 
domain leading to near normal surface expression but poor ligand 
recognition have also been described (107). Mice with b2 defi-
ciency also manifest a variety of immune defects due to poor leu-
kocyte adhesion and hence are good models of LAD (52).

Leukocyte adhesion deficiency syndrome can also result 
from mutations in proteins involved in the inside-out pathway 
of integrin activation. Recent studies have identified a set of 
patients with bleeding, immune cell accumulation defects and 
an osteopetrosis-like bone defect that may result from failure to 
activate b1, b2, and b3 integrins to high affinity ligand-binding 
states. This defect in inside-out signaling has been mapped to 
mutations in the protein Kindlin-3, which binds to specific 
domains within the cytoplasmic tail of b subunits, leading to 
separation of the cytoplasmic tails that is required as part of the 
unfolding of the integrin to form the ligand-binding conformation 
(108–110). In these patients, their clinical presentation would 
suggest mainly b2 (immune cell recruitment) and b3 (platelet and 
osteoclast) functional defects. Indeed, Kindlin-3 expression is 
restricted to mainly hematopoietic cells. Mutations in ubiquitously 
expressed Kindlin-1 produce Kindler’s Syndrome, which presents 
as a skin and mucosal blistering disease, due to defects in 
keritinocyte adhesion probably due to failure to activate b1 
integrins in these cells. As in the other integrin deficiencies, mice 
lacking either Kindlin-1 or Kindlin-3 model the respective human 
disease, though the Kindlin-3 knockouts tend to have a less severe 
bleeding disorder (111). Mice lacking Kindlin-2, which is also 
widely expressed, die early in gestation due to implantation 
defects, potentially as a result of poor cell/cell adhesion (112).
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Some of the challenges in the next decade are to understand how 
these receptors signal their diverse functions, how the same 
integrin can specialize to promote specific functions that are 
dependent on the environment (cell and tissue in which it exists) 
and how integrins collaborate with other integrins and receptors 
within a network to deliver cues responsible for cell processes that 
range from migration to differentiation. This type of knowledge 
will allow integrin-targeted therapeutic modalities that inhibit 
pathologic processes in which integrins have been heavily 
implicated including tumor angiogenesis, inflammation and 
thrombosis.
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Chapter 23

A Method for the Generation of Conditional  
Gene-Targeted Mice

Masahiro Yamamoto and Kiyoshi Takeda 

Abstract

Integrins and cell adhesion molecules are required for cell adhesion and movement, as well as various 
biological functions such as development or immune responses. To elucidate their in vivo functions, 
mice lacking these molecules have been generated and various phenotypes analyzed. In the case of 
embryonic lethality or a requirement for spatiotemporal ablation of these genes, conditional gene-
targeted mice have also been generated. Gene targeting is a powerful tool to study the function of 
proteins under physiological conditions and is a widely used method. Construction of targeting vectors 
and selection of homologous recombinant embryonic stem cells require delicate and elaborate techni-
cal procedures. In this chapter we describe the methods to generate conventional and conditional 
knockout mice.

Key words: Embyronic stem cells, Targeting vector, Conditional gene targeting, Cre recombinase, loxP

Cell adhesion molecules and integrin family proteins play impor-
tant roles in development, the immune system, and homeostasis 
(1). Integrins are cell surface molecules that are involved in cell 
adhesion to the extracellular matrix or intracellular signaling from 
the matrix. Integrins consist of two subunits: the alpha and beta 
chains, which form a heterodimer. In addition, combinations of 
distinct alpha and beta chains are possible. So far, more than 20 
subunits of integrin alpha or beta chains have been reported (2). 
In the cytoplasm, integrins bind to the cytoskeleton such as 
microfilaments and in cell-to-matrix adhesion. Moreover, recent 
studies report that some integrins participate in cell-to-cell adhesion. 
The in vivo function of integrins and cell adhesion molecules has 
been tested using mice lacking single or multiple integrins (3).

1.  Introduction
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The knockout technique is an essential tool to test the in vivo 
function of a protein(s) under physiological conditions. The iso-
lation and genetic manipulation of embryonic stem (ES) cells was 
a milestone for mammalian biology. Based upon basic research 
regarding pluripotent embryonic carcinoma cells, ES cells were 
generated from blastocysts in 1981 (4). The ES cells were found 
to contribute to various organs and tissues, including germ cells, 
resulting in the generation of chimeric mice (5, 6). Independently, 
the development of techniques for manipulating ES cells to 
express exogenous proteins yielded various positive/negative 
selectable markers such as the neomycin-resistance gene and the 
thymidine kinase gene, and gave rise to efficient methods for 
the selection of homologous recombinant clones. Mice lacking the 
genes required for embryonic development, such as integrin 
alpha-5 or beta-1, die in utero, thereby hampering analysis of the 
protein function in adult mice (7, 8). To overcome this conun-
drum, methods for conditional gene targeting have been devel-
oped by taking advantage of the bacteriophage Cre-loxP or yeast 
FRT-Flp recombination systems, permitting the deletion of a 
 target gene in a tissue- and/or time-specific manner (9, 10).

In this protocol, we will describe materials and methods to 
generate conventional and conditional knockout mice in our 
laboratory.

 1. Media for feeder cells (EF media): Dissolve 13.4 g Dulbecco’s 
modified Eagle’s medium, 3.7 g NaHCO3, 50 mg Strepto-
mycin, 75 mg Penicillin G in 1,000 ml of Nanopure water. 
Mix well and bubble with CO2 until it is colored orange. 
Filter using bottle top filter. Store at 4°C until use. Add 50 ml 
of fetal bovine serum (FBS) and 5 ml of 200 mM l-glutamine 
to a 450 ml of filtered EF medium.

 2. Media for ES cells (ES media): Dissolve13.4 g DMEM (pow-
der; Gibco, high glucose), 3.7 g NaHCO3, 20 ml of 100 mM 
sodium pyruvate in 1,000 ml of Nanopure water. Mix well 
and bubble with CO2 until it is colored orange. Filter using 
bottle top filter (Falcon). Store at 4°C until use. Add 75 ml 
FBS (final concentration = 15%), 3.5 ml 2-mercaptoethanol 
and 5 ml l-glutamine to a 425 ml of filtered ES medium.

 3. G418 (geneticin) solution: Dissolve in Hank’s solution at 
100 mg/ml. Adjust pH with 1 N NaOH to pH 7–8. Store at 
4°C until use.

 4. Gancyclovir solution: Dissolve the gancyclovir in Nanopure 
water at 2 mM. Store at room temperature in dry conditions 
(see Note 1).

2. Materials

2.1. Culturing ES Cells
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 5. Leukemia inhibitory factor (LIF) (ESGRO; Gibco): Add 
ESGRO to media with a final concentration of 103 unit/ml.

 6. Gelatin (porcine skin gelatin type A): Dissolve 500 mg in 
500 ml Nanopure water (0.1% (w/v)). Autoclave and store at 
4°C until use.

 7. Mitomycin C (MMC): Prepare at 0.5 mg/ml in phosphate-
buffered saline (PBS), and use at a final concentration of 
10 mg/ml.

 1. ES cell lysis buffer: Tris–HCl, pH 8.5, 50 mM KCl, 1.5 mM 
MgCl2, 10 mM 0.01% Gelatin, 0.45% NP-40, 0.45% Tween-
20. Store at 4°C until use. Add Proteinase K at 100 mg/ml 
just prior to use.

 2. Tail lysis buffer: 100 mM Tris–HCl, pH 8.5, 5 mM EDTA, 0.2% 
SDS, 200 mM NaCl. Store at room temperature until use.

 1. pMC-Cre/pgk-puro Cre recombinase vector.

Embryonic fibroblasts for feeder cells must be derived from 
neomycin -resistant embryos.

 1. Dissect embryonic day 13.5–14.5 embryos to remove fetal 
livers and brains, and trypsinize at 37°C.

 2. Add 10 ml of EF medium and mix well.
 3. Centrifuge at 180 × g at 4°C for 5 min.
 4. Discard the supernatants and resuspend pellets in 10 ml of EF 

medium.
 5. Seed pellets in new cell-culture grade petri dishes.
 6. Passage the cells to confluency in 15-cm dishes.
 7. Harvest cells and freeze two vials per confluent 15-cm dish.

 1. Thaw one vial of primary feeder cells and resuspend the cells 
in a 10 ml of ice-cold EF medium.

 2. Centrifuge at 180 × g at 4°C for 5 min.
 3. Resuspend the cells in 10 ml of EF medium and seed the sus-

pension onto a 15-cm dish. After 48 h, the 15-cm dish should 
be confluent.

 4. Replace the culture medium with EF medium containing 
10 mg/ml MMC.

 5. Incubate the cells for 2.5 h at 37°C.

2.2. Extraction  
of Genomic DNA

2.3. Deletion of the 
Floxed Neomycin Gene

3. Methods

3.1. Feeder Cells

3.1.1. Preparation  
of Feeder Cells

3.1.2. Preparation  
of Mitomycin C-Treated 
Feeder Cells
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 6. Harvest the MMC-treated cells, and freeze two vials per 
 confluent 15 cm dish at −80°C until use (see Note 2).

We use 129SV-derived E14.1 ES cells (see Note 3).

 1. The day before ES cells are thawed, prepare feeder cells 
(Subheadings 3.1.1 and 3.1.2).

 2. Thaw frozen ES cells and resuspend the cells in 10 ml of ice-
cold ES medium.

 3. Centrifuge at 180 × g at 4°C for 5 min.
 4. Resuspend the cells in an appropriate volume of ES medium 

and seed the suspension onto an appropriate dish(es) (see 
Note 4).

We use the pBS-hsvTK-loxP-pgkNEO vector (Fig. 1a) for gene 
targeting. The vector contains three loxP sites, as shown in 
Fig. 1a. Before cloning into the targeting vector, four different 
arms are subcloned.

Long arm (LA): the longer, the better for homologous ●●

recombination, but longer fragments will be more difficult to 
clone into the targeting vector. We usually use an LA greater 
than 5 kb.

3.2. Preparation  
and Passage  
of ES Cells

3.3. Construction  
of the Targeting  
Vector for Conditional 
Knockout

Pgk-neomycinP P PHSV TK

LAMA

pSA

rSA

a

b

c

PGK-neomycinP P PHSV TK pSA

PGK-neomycinP P PHSV TK LAMArSA

(Screening primers) (Screening common primer)

Fig. 1. pBS-hsvTK-loxP-pgkNEO vector, pC, and rC. (a) The Back bone of the pBS-hsvTK-loxP-pgkNEO vector is pBlue-
script. LA or MA is greater or smaller than 5 kb or 3 kb, respectively. Most screening primers are designed within pSA 
outside rSA. (b) Construction of pC. pBS-hsvTK-loxP-pgkNEO vectors are digested to clone pSA. (c) Construction of rC. 
pBS-hsvTK-loxP-pgkNEO vectors are disgested to sequentially clone rSA, LA, and MA.
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Middle arm (MA): the genomic region, including the exon(s) ●●

to be deleted. In general, this arm should not be longer than 
3 kb, because the deletion efficiency of Cre recombinase 
decreases in inverse proportion to the length of this arm.
Short arm for screening homologous recombinants (rSA): ●●

this arm should be 0.8–1.2 kb long.
Short arm for positive control (pSA): this arm contains the ●●

rSA plus its flanking genomic regions, with size approximately 
0.5 kb, to enable the design of screening primers to detect 
homologous recombinants by PCR. We usually design two 
screening primers within this 0.5 kb flanking region to direct 
to the pgkNEO direction.
The four arms are amplified by PCR using a high-fidelity ●●

DNA polymerase. The amplified fragments are sequenced.
A positive control vector pC is constructed by cloning the ●●

pSA into the pBS-hsvTK-loxP-pgkNEO vector (Fig. 1b).
A targeting vector for screening of homologous recombinants ●●

(rC) is constructed by sequential cloning of the rSA, LA, and 
MA into the pBS-hsvTK-loxP-pgkNEO vector (Fig. 1c).
For electroporation, linearize 30 ●● mg of vectors by digestion 
with an appropriate restriction enzyme. Before electropora-
tion, precipitate linearized pC with EtOH and dissolve in 
20 ml sterile PBS.

 1. Thaw one vial of frozen ES cells (6 cm × 1/2) to a 3.5-cm 
dish and culture for 48 h until they become subconfluent 
(NOT confluent).

 2. Passage the ES cells on the 3.5-cm dish to a 6-cm dish and 
culture for 48 h to become confluent.

 3. Passage the ES cells on the 6-cm dish to two or three 10-cm 
dishes to become confluent.

 1. Harvest ES cells as prepared in Subheading 3.2 and trypsinize 
them well.

 2. Seed the trypsinized suspension onto three 10-cm dishes, and 
incubate the dishes at 37°C for 30 min. This step removes 
feeder cells from the suspension.

 3. Collect ES cells by centrifugation at 180 × g at 4°C for 5 min.
 4. Wash pellets in 10 ml PBS.
 5. Collect ES cells by centrifugation at 180 × g at 4°C for 5 min.
 6. Wash pellets in 10 ml PBS. Use 10 ml of cell suspension for 

counting cell numbers.
 7. Collect ES cells by centrifugation at 180 × g at 4°C for 5 min.
 8. Discard the supernatants and resuspend the pellets at 1 × 107 

cells per 0.8 ml PBS.

3.4. Positive Controls 
for Screening

3.4.1. Preparation  
of ES Cells

3.4.2. Electroporation  
of ES Cells for Positive 
Control
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 9. Add linearized pC in 20 ml PBS to 0.8 ml suspension containing 
1 × 107 ES cells.

 10. Incubate the mixture on ice for 10 min.
 11. Transfer the mixture to an electroporation cuvette (0.4 cm 

cuvette) and electroporate at 500 mF, 230 V. This setting usu-
ally makes a time constant of around nine.

 12. Incubate the cuvette on ice for 10 min.
 13. Resuspend the electroporated cell suspension in 10 ml of ES 

medium.
 14. Seed the suspension onto a 10-cm feeder cell dish.

 1. Prepare ES media containing 400 mg/ml G418. The ES 
media is at room temperature just prior to use.

 2. Change the culture media promptly to avoid ES cells becom-
ing devoid of LIF-containing ES medium. Culture media are 
changed on days 1, 2, 4, and 6 for G418 selection. Colonies 
of selected ES cells are detectable approximately 4–5 days 
after electroporation.

 1. Before starting to pick ES cell colonies, prepare ES lysis 
buffer.

 2. Thaw one vial of frozen feeder cell stocks and seed onto one 
24-well plate, 24 h before picking ES cell colonies.

 3. Change the EF medium to a fresh ES media containing 
G418.

 4. Prepare a 96-well plate containing a 20 ml of 0.25% trypsin 
per well.

 5. Prepare twelve 1.5-ml tubes, each containing 1 ml PBS. The 
tubes are labeled as screening tubes.

 6. Wash the ES cell plate in PBS and pick ES cell colonies under 
an inverted microscope. The microscope and pipettes are dis-
infected before use.

 7. Transfer picked ES cell colonies to individual wells of the 
96-well plate.

 8. Resuspend the ES cells in 2 × 50 ml ES medium from a well of 
a 24-well feeder cell plate. Return half of the aliquots to the 
original well and transfer the other half to a screening tube.

 9. Incubate the feeder cells at 37°C.
 10. Centrifuge the screening tubes at 8,000 rpm, 4°C for 2 min 

on a microcentrifuge.
 11. Discard the supernatants. Resuspend the pellets in 50 ml ES 

lysis buffer containing 100 mg/ml Proteinase K, and incubate 
the screening tubes at 55°C overnight.

3.4.3. Selection  
of ES Cells by G418

3.4.4. Picking  
of ES Cell Colonies
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 12. Boil the screening tubes for at 98°C for 15 min. The suspen-
sions are immediately used for the following PCR screening 
(see Note 5) or stored at −80°C until use.

The procedure for screening homologous recombinant ES cells is 
the same as that for positive controls (Subheadings 3.1–3.4) 
except for using a linearized 30 mg rC. The frequency for positive 
clones largely depends on the genomic locus used for the target-
ing vector (Fig. 2) (see Note 6).

 1. Mark wells containing PCR-screening-positive ES cells cul-
tured in a 24-well plate.

 2. Add 3 drops of trypsin per well and incubate the plate at 
37°C for 4 min.

 3. Add 1 ml pre-warmed ES medium and collect the suspension 
in a 15-ml centrifuge tube.

 4. Centrifuge at 180 × g, at 4°C for 5 min.
 5. Discard the supernatants, resuspend the pellets in 1.5 ml ES 

media and seed them onto feeder cells in a 3.5-cm dish.

3.5. Screening  
of Homologous 
Recombinant ES Cells

3.6. Expansion  
of PCR-Positive  
and Correctly  
Floxed Homologous 
Recombinant

Fig. 2. Screening of homologous recombinant ES cells. A representative result is shown. 
Total of 40 colonies were picked up and tested to detect homologous recombination by 
PCR. Colonies corresponding to lanes 3–1 and 3–9 were positive for homologous 
recombination and expanded to analyze by Southern blotting.
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 6. Within 48 h, harvest the ES cells and passage on two 6-cm 
dishes.

 7. Within 48 h, harvest and divide the ES cells (9/10 of cells to 
be frozen, and the rest to passage for Southern blotting).

 8. To remove feeder cells, ES cells for Southern blotting are 
expanded on gelatinized plates. Seed 1/10 ES cells onto a 
3.5-cm gelatinized dish and culture until the ES cells become 
confluent.

 9. Harvest the ES cells, seed on two 6-cm dishes and culture 
until the ES cells become confluent.

 10. Harvest the ES cells in two 15-ml centrifuge tubes and wash 
them once in PBS.

 11. After centrifugation, transfer the ES cells to a 1.5-ml tube.
 12. Centrifuge the suspension at 4°C, 8,000 rpm, for 2 min on a 

microcentrifuge.
 13. Discard the supernatants, resuspend the pellet in 700 ml 

Southern lysis buffer with 100 mg/ml Proteinase K, and incu-
bate the  suspension at 55°C overnight.

Extraction of genomic DNA is performed by a standard phenol–
chloroform method.

 1. Add 700 ml phenol–chloroform–isoamyl alcohol (25:24:1) 
solution and vortex well.

 2. Centrifuge at 4°C, 15,000 rpm for 10 min on a micro-
centrifuge.

 3. Transfer the aqueous phase (approximately 600 ml) to a new 
1.5 ml tube.

 4. Add 700 ml isopropyl alcohol and mix well.
 5. Centrifuge at 4°C, 15,000 rpm for 10 min on a micro-

centrifuge.
 6. Discard the supernatants and add 1 ml of 70% EtOH.
 7. Centrifuge at 4°C, 15,000 rpm for 10 min on a micro-

centrifuge.
 8. Discard the supernatants and dry the pellets quickly.
 9. Add 100 ml TE to dissolve the pellets and measure the DNA 

concentration by detecting the OD at 260 nm. The samples 
are subjected to Southern blotting (see Note 7).

For homologous recombinants possessing a floxed neomycin 
gene, we transiently transfect the Cre recombinase into these ES 
cells to delete the neomycin gene. The presence of the neomycin 
gene has occasionally been shown to affect expression of the 
 targeted gene.

3.7. Extraction  
of Genomic DNA

3.8. Deletion  
of the Floxed 
Neomycin Gene
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 1. Transfect 1 × 107 homologous recombinant ES cells with 
30 mg of pMC-Cre/pgk-puro Cre recombinase vector.

 2. Seed transfected ES cells onto MMC-treated feeder cells at 
5 × 106 cells per 10 cm dish and culture them in normal pre-
warmed ES media.

 3. After 24 h, replace the medium with new pre-warmed ES 
medium containing 1 mg/ml puromycin to eliminate the 
growth of recombinant ES cells without Cre expression.

 4. After 72 h, harvest the transfected ES cells and seed them 
onto one or two 10-cm dishes at a density of 1 × 102 or 1 × 103 
cells per dish, with normal ES media.

 5. Change the medium on days 1, 3, 5, and 7. The colonies of 
transfected ES cells can be observed around day 5.

 1. Prepare two 24-well plates with normal ES medium or 
400 mg/ml G418-containing medium.

 2. Pick the transfected ES cell colonies as described in 
Subheading 3.4.

 3. Transfer half of the suspension in each well of the 96-well 
plate to a well of a 24-well plate with normal ES medium, and 
transfer the other half to a well with G418-containing 
medium.

 4. Check the G418 sensitivity of each picked clone.
 5. Harvest the G418-sensitive recombinant ES clones and 

expand as described in Subheading 3.6.
 6. Extract genomic DNA from the ES cell clones and verify 

deletion events by Southern blotting (see Note 8).

Verified homologous recombinant ES cells are inject into blasto-
cysts from C57BL/6 mice. As E14.1 ES cells are derived from a 
male embryo, if the ES cell contribution in chimeric mice is high, 
the sex distribution will be overwhelmingly biased toward males. 
Chimeric mice are generated from at least two independent ES 
cell clones to confirm that any phenotypes observed genuinely 
result from disruption of the targeted gene (see Note 9).

The offspring (F1 mice) obtained in Subheading 3.10 possess the 
flox/+ genotype (i.e., one floxed and one wild-type allele). To 
induce conditional ablation of the targeted gene, mate the mice 
with transgenic mice expressing Cre recombinase under the con-
trol of a specific promoter. For instance, if the floxed F1 mice are 
mated with CD19-Cre transgenic mice expressing Cre recombi-
nase under the endogenous CD19 promoter, some of the offspring 
possess the genotype of CD19-Cre(+) and the targeted gene 
flox/+. Subsequently, when CD19-Cre(+) and the targeted 

3.8.1. Transient 
Transfection  
of Cre Recombinase

3.8.2. Selection  
of Homologous 
Recombinant ES Cells  
with Cre-Mediated 
Neomycin Deletion

3.9. Generation  
of Chimeric Mice  
and F1 Mice

3.10. Generation  
of Conditional 
Gene-Disrupted Mice
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gene flox/+ mice are mated with flox/+ mice, some of the 
 offspring possess the genotype of CD19-Cre(+) and the targeted 
gene flox/flox, which lack the targeted locus in cells expressing 
CD19 (11). Lists of transgenic mice expressing Cre recombinase 
under various promoters are available at http://www.mshri.on.
ca/nagy, http://jaxmice.jax.org/list/ra1511.html or a recent 
review (12).

 1. As gancyclovir becomes inactivated in solution, the aliquots 
should be desiccated in an evaporator soon after the solution 
is made. On the day it is to be used, dissolve in 1 ml Hank’s 
solution and filter using 0.22 mm filter. Add the aliquot with 
a final concentration of 2 mM.

 2. The single vial from a confluent 15-cm dish can cover two of 
10-cm dishes, four of 6-cm dishes, four of 24-well plates, or 
eight of 3.5-cm dishes.

 3. ES cells proliferate to form colony-like structures and can 
begin to differentiate if the cell number and density are too 
high or too low. Therefore, the following three points are 
essential for the culture of ES cells, culturing ES cells at the 
appropriate concentration; disrupting colonies thoroughly to 
single cells when ES cells are passaged; and passaging ES cells 
within 48 h.

 4. In the case of E14.1 ES cells, one confluent 6-cm dish would 
contain 3–5 × 106 cells. The cells should be passaged within 
48 h in 1/5–1/10 volumes.

 5. We use a Perkin Elmer Thermal Cycler 480TM. At 85°C, add 
the primer mix to the PCR reaction solution (total 50 ml). 
The cycling conditions are: 35 cycles of 94°C for 30 s, 30 s 
ramp time to 67°C, 67°C for 1 min, 74°C for 1 min, then a 
final 74°C for 10 min prior to cooling to 4°C. The primer 
mix contains one forward screening primer, as designed in 
Subheading 3.3, and the reverse common primer, which is 
designed within the Pgk promoter. Five microliters from each 
screening tube should be used for PCR. Electrophorese the 
PCR products on 1% agarose gels to check the amplification. 
Almost all picked ES cell colonies are usually positive for this 
PCR screening protocol; however, we have occasionally expe-
rienced a smear or no bands at all. In these cases, we re-design 
the screening primers within the 0.5 kb flanking region of the 
pSA and re-test for positivity. If no positive bands are obtained 
using any screening primers, design the pSA within a differ-
ent genomic region and try the positive control again.

4. Notes
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 6. The homologous recombinant ES cells must be dealt with 
very carefully, otherwise the cells will not generate chimeric 
mice and thereby fail to transmit the mutated genome to the 
offspring. In addition, PCR is so sensitive that it can unex-
pectedly detect false-positive clones containing nonhomolo-
gous recombinant ES cells. To eliminate such false-positive 
ES cell clones, we usually expand the cells, extract the DNA, 
and perform Southern blotting. Moreover, the most impor-
tant step of this screening protocol is to detect homologous 
recombinant ES cells with a correctly floxed MA. The distal 
loxP site is sometimes deleted during homologous recombi-
nation, in which the recombination between genomic DNA 
and the targeting vector occurs within the MA rather than the 
LA. To avoid this, design PCR primers as shown in Fig. 1a, 
and perform genomic PCR using these primers.

 7. We usually digest 30 mg of genomic DNA with one or two 
restriction enzymes. The probe to detect homologous recom-
binants and the presence of the distal loxP site should be 
designed outside the targeting vector. In most cases, we 
design the probes within the genomic region just outside the 
rSA. In addition, to exclude the ES cell clones that possess 
multiple neomycin cassettes, a neomycin-specific probe 
should be used on another Southern blot.

 8. This step is important to exclude heterologous colonies con-
taining non-deleted and/or G418-sensitive deleted ES cells. 
In addition, some G418-sensitive clones delete not only 
floxed neomycin but also floxed MA. Therefore, the presence 
of floxed MA should also be confirmed by PCR and Southern 
blotting. In our laboratory, the efficiency of deletion of the 
floxed neomycin cassette is approximately 25%.

 9. We usually try mating chimeric male mice with C57BL/6 
female mice, and test for germline transmission by checking 
for agouti coat color in the offspring. Genomic DNA is 
extracted from the tails of the offspring with agouti coat and 
analyzed by Southern blotting using the same probe used to 
detect homologous ES cell clones.
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Chapter 24

T-Cell Homing to the Gut Mucosa: General Concepts  
and Methodological Considerations

Jaime De Calisto, Eduardo J. Villablanca, Sen Wang, Maria R. Bono, 
Mario Rosemblatt, and J. Rodrigo Mora 

Abstract

Effector/memory T cells can migrate to most extra-lymphoid tissues in the body. However, migration to 
the intestinal mucosa requires the expression of very specific homing receptors on T cells, integrin a4b7 
and chemokine receptor CCR9. These receptors are induced by all-trans retinoic acid (RA), a vitamin A 
metabolite that is specifically synthesized by gut-associated dendritic cells (DC), but not by extra-intesti-
nal DC. Here we summarize some general concepts on T cell homing with an emphasis on the gut 
mucosa. We also discuss experimental strategies to generate gut-homing T cells in vivo and in vitro and 
the techniques to track gut-homing T cells.

Key words: Gut homing, a4b7, CCR9, CCL25, Retinoic acid, Small intestine, RALDH, GALT, 
DC, Homing, Chemotaxis

Leukocyte adhesion to the endothelium and subsequent migra-
tion into different tissues is at the heart of both protective and 
pathological immune responses. On one hand, leukocyte adhe-
sion is essential for protecting the body against pathogenic organ-
isms, as illustrated by genetic defects in leukocyte adhesion, such 
as leukocyte adhesion deficiency (LAD)-I (lack of b2 integrins), 
LAD-II (defective generation of selectin ligands) or LAD-III 
(defects in integrin activation), which are characterized by vari-
able degrees of immunodeficiency (1). On the other hand, the 
key role of lymphocyte adhesion in immune-driven pathology is 
clearly demonstrated by the clinical effectiveness of therapies tar-
geting specific adhesion receptors, as seen in multiple sclerosis, 

1. Introduction
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psoriasis, and inflammatory bowel disease (1). Thus, understand-
ing how lymphocytes are targeted to different organs is important 
not only from a basic immunological standpoint, but also has 
clinical implications. Lymphocyte adhesion is a multistep process 
(2–4), involving the “capture” of lymphocytes by the endothelial 
cells (tethering), followed by loose adhesion (rolling) and then by 
an activation step (activation) that finally leads to firm arrest 
(sticking) and transmigration of lymphocytes into different tis-
sues. Each of these steps is specifically controlled by distinct sets 
of adhesion and chemokine receptors expressed on lymphocytes 
and by their respective ligands, which are displayed on endothelial 
cells. Upon initial interaction with an endothelial cell a lympho-
cyte must follow a sequential algorithm with multiple yes/no 
decision points, all of which must be successful for a lymphocyte 
to finally adhere and transmigrate to the extravascular space (5). 
It is important to realize that the multistep nature of lymphocyte 
adhesion allows for a higher versatility and specificity in lympho-
cyte migration and that a particular migratory code for a given 
tissue (molecular “zip code”) is determined by the combination 
of homing receptors involved in each step and not by a single 
adhesion-receptor pair. This versatility and specificity also makes 
lymphocyte adhesion readily amenable to manipulation for exper-
imental or therapeutic purposes.

First we will summarize our understanding of lymphocyte 
migration with a special emphasis in homing to the gastrointesti-
nal mucosa and the skin, which are the two major surfaces exposed 
to pathogens in the body and are also the tissues with the best 
characterized homing requirements. Next, we will focus on 
describing some useful methods and techniques aimed at explor-
ing lymphocyte adhesion and homing to the gut mucosa.

Naïve T and B cells constantly transit between the blood and sec-
ondary lymphoid organs (SLO) with very high efficiency. Classic 
experiments using thoracic duct cannulation determined that 
most lymphocytes recirculate between the blood and the lymph 
around ten times per day (6, 7). More recent experiments using 
the immunosuppressant drug FTY720, a sphingosine 1- phosphate 
analogue that blocks the exit of lymphocytes from secondary lym-
phoid organs, showed that a high proportion of lymphocytes dis-
appeared from the blood in only a few hours upon administration 
of the drug due to sequestering of lymphocytes in the lymphoid 
compartments. These observations illustrate the steady and mas-
sive migration of lymphocytes into SLO.

Migration of Naïve T and B cells to SLO, in particular lymph 
nodes (LN) and Peyer’s patches (PP) depends on the expression 
of L-Selectin (CD62L), integrin LFA-1 (aLb2) and chemokine 
receptor CCR7 on lymphocytes (5). Naïve B cells are less depen-
dent on CCR7 and they can also use CXCR4 and CXCR5 to 
migrate to LN and PP (1). The integrin a4b7, which is key for 

1.1. Lymphocyte 
Migration to Lymphoid 
and Nonlymphoid 
Compartments
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lymphocyte homing to the gut mucosa, also plays a relevant role 
in naïve lymphocyte migration to PP, where it can partially com-
pensate for the lack of L-selectin (1). Lymphocyte adhesion in 
LN and PP occurs in the high endothelial venules (HEV), special-
ized postcapillary venules that express the necessary adhesion 
ligands and chemokines (collectively termed addressins) (Table 1) 
(1). If T cells are activated by their cognate antigen presented by 
dendritic cells (DC) they proliferate and become effector and/or 
memory T cells and then leave the lymphoid compartments in 
order to reach different peripheral/effector sites in the body. 
Some activated T cells maintain their expression of L-selectin and 
CCR7 and can migrate to LN. These T cells are referred to as 
central memory T cells (TCM) (8). On the other hand, a large 
proportion of T cells loses their expression of L-selectin and/or 
CCR7 and therefore cannot migrate back to the LN. Those T 
cells are termed effector (TEFF) or effector memory (TEM) T cells. 
While initially defined as cells with no effector capacity, it has 
become clear that TCM can exhibit potent effector activity and can 
also confer protection against infectious challenges (9–12). 
Moreover, in addition to L-selectin and CCR7, TCM might also 
express homing receptors involved in extra-lymphoid migration, 
similar to TEFF/TEM (12). Therefore, the main functional differ-
ence between TCM and TEFF/TEM is that TCM can migrate to LN, 

Table 1 
T cell homing receptors: inductive and effector sites

Inductive sites Effector sites

Target tissue Lymph nodes Peyer’s patches Skin Small bowel/LP

T cell subtype Naïve and TCM
b Naïve and Tcm TEFF/TEM

c TEFF/TEM

Tethering/ 
rolling

L-selectin/PNAd  
a4b7/MAdCAM-l-
[only MLN]

L-selectin or 
a4b7/ 
MAdCAM-1

P- and E-selectin 
ligands/P- and 
E-selectin

a4b7High/
MAdCAM-1* 
a4b1/
VCAM-l**

Integrin  
activation

CCR7/CCL19, 
CCL21

CCR7/CCL19, 
CCL21

CCR4/CCL17, 
CCL22* CCR10/
CCL27*

CCR9/CCL25 
CCR6/CCL20 
(Th17)

Firm Adhesion LFA-1/ICAM-1 LFA-1/ 
ICAM-1*

LFA-1/ICAM-1* 
a4b1/VCAM-l**

a4b7High/
MAdCAM-l 
a4b1/ 
VCAM-l**

a Pairs of homing receptors expressed on T cells/ligand on endothelial cells
b T

cm
: central memory T cells

c T
eff

/T
em

: effector/memory T cells
* Expressed constitutively and increased during inflammation
** Expressed only during inflammation
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whereas TEFF/TEM cannot home to this lymphoid compartment 
(12).

Recently activated T cells can migrate to multiple extra- 
lymphoid tissues upon activation, including liver and lungs, appar-
ently without specificity (13, 14). It should be noted, however, 
that liver, lungs, and the spleen do not have tight postcapillary 
venules and exhibit a more open circulation due to the presence 
of sinusoids, which probably explains why T-cell migration to 
these organs does not seem to be selective (15, 16). However, 
whether lymphocytes require tissue-specific adhesion or chemokine 
receptors for their interstitial migration in these organs (e.g., to 
the alveolar space in the lungs) remains to be determined.

T-cell migration to other tissues in the body, in particular the 
intestinal mucosa, the skin, and the central nervous system, requires 
the expression of specific adhesion and chemokine receptors on 
lymphocytes and their respective ligands to be expressed in the 
postcapillary venules of these tissues. Homing to the central nervous 
system requires P-selectin ligands, a4b1 integrin and probably 
CCR6 on T cells (1, 17). However, the best-characterized tissues 
in terms of specific homing are the gut mucosa and the skin, which 
are also the largest surfaces exposed to the environment in the 
body (the total surface area of the intestinal mucosa in an adult is 
similar in size to a tennis court). T cell homing to the skin requires 
P- and E-selectin ligands (P- and E-Lig, respectively) (12, 18), 
whose synthesis relies on the expression of fucosyltransferase-VII 
(FucT-VII) (19), among other enzymes (12). In addition, T-cell 
migration to the skin requires the integrins LFA-1 (and probably 
a4b1) and the chemokine receptors CCR4 (20) and/or CCR10 
(12, 21, 22). T-cell migration to the small intestine requires the 
integrin a4b7 (23, 24) (and also LFA-1 (25)) and CCR9 (12, 
26–28). Interestingly, although recently activated CD8 T cells 
clearly need CCR9 for migrating to the small bowel, homing 
of CD4 T cells to this compartment is, at least in part, CCR9-
independent (29). Homing to the colon has some very distinctive 
features, as it requires either a4b7 or a4b1, but not CCR9 (1, 
12). Even though IgA-ASC rely on CCR10 for migrating to most 
mucosal sites, including the colon (1), it is currently unknown 
which is/are the chemokine receptors involved in T-cell homing 
to this tissue and why migration to the small bowel and colon is 
differentially regulated.

How do naïve T and B cells acquire specificity for migrating to the 
gut mucosa? Whereas systemic immunization induces T cells with 
multiple homing capacities (13, 14, 17), the site of antigen entry 
determines, at least in part, the adhesion receptors that T cells 
acquire (30). Vaccination via the oral route induces preferential 
expression of a4b7, whereas parenteral immunization does not sig-
nificantly induce the expression of this gut-homing integrin (1, 12). 

1.2. Induction  
of Gut-Tropic  
T Cells
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Moreover, T cells activated in mesenteric lymph nodes (MLN) 
upregulate a4b7 and CCR9, whereas those activated in skin-
draining peripheral lymph nodes (PLN) acquire the expression of 
E- and P-Lig, but not gut-homing receptors (30, 31). In fact, in 
the lymphoid microenvironment DC and stromal cells are suffi-
cient to imprint tissue-specific tropism on T cells upon activation 
ex vivo (15, 28, 30, 32–35). DC from MLN, PP, and small intes-
tine lamina propria (gut-associated DC), but not DC from extra-
intestinal tissues, induce the expression of a4b7 and CCR9 on T 
and B cells. This gut-specific imprinting property depends on the 
selective capacity to metabolize vitamin A (retinol) into all-trans 
retinoic acid (RA) (36) and RA is necessary and sufficient to 
induce gut-tropism in vitro and in vivo in murine (36, 37) and 
human T and B cells (37, 38) (Fig. 1). RA not only induces gut-
tropic T cells, but also prevents the generation of skin- homing 

RETINOL RETINAL RA

T
T

T

DC

Aldh1a2
Aldh1a1

RALDHADH

α4β7
CCR9

CCL25

MAdCAM-1

CCR7

L-Selectin

LFA-1

α4β7

CCR9

RAR/RXR

Gut postcapillary
venules

Fig. 1. Tissue-specific homing of antigen-experienced T cells. Naïve T cells in MLN and PP are activated by their cognate 
antigen presented by gut-associated DC. Gut-associated DC, but not extra-intestinal DC, express retinal dehydrogenases 
(RALDH1 and RALDH2), which are critical enzymes needed to metabolize vitamin A (retinol) into RA. Alcohol dehydroge-
nases (ADH, expressed in many tissues) catalyze the first reversible step from retinol to retinal and then RALDH enzymes 
irreversibly convert retinal into RA. RA induces gut-homing receptors a4b7 and CCR9 on T cells, a process that requires 
RA signaling through the RAR family of RA receptors. Gut-homing T cells adhere to the endothelial cells in small intestine 
postcapillary venules, which constitutively express MAdCAM-1 (a4b7 ligand) and CCL25 (CCR9 ligand), and finally trans-
migrate to the intestinal lamina propria.
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receptors by blocking the induction of FucT-VII (39) and P- and 
E-Lig on T cells (36). In addition, RA decreases the expression of 
CCR4 mRNA (36, 39). Thus, RA is sufficient to induce gut-
tropic T cells, while it reciprocally inhibits the induction of skin-
homing T cells.

RA exerts its gut-homing imprinting effect on lymphocytes 
by acting via RA receptors of the RAR family (36). RAR need to 
heterodimerize to nuclear receptors of the RXR family, which can 
also homodimerize and heterodimerize with other nuclear recep-
tors, such as peroxisome proliferator-activated receptor-g (PPARg), 
Vitamin D receptor (VDR) and liver X receptor (LXR) (40). 
Given this promiscuity in RXR dimerization, it is possible that 
ligands for other RXR-dependent nuclear receptors might modu-
late the effect of RA on lymphocytes. In fact, ligation of VDR-
RXR by 1,25(OH)2D3 (the physiologically most active form of 
vitamin D) can inhibit RA-mediated induction of gut-homing T 
cells (39, 41). Of note, although 1,25(OH)2D3 induces CCR10 
(on human T cells) (41), it blocks the expression of FucT-VII and 
P-/E-Lig on T cells and it also decreases delayed-type hyper sen-
sitivity responses in the skin (39). Therefore, in spite of inducing 
CCR10 on T cells and being synthesized by skin-derived DC 
(41), 1,25(OH)2D3 might not be sufficient to promote skin-
tropic T cells.

Gut-associated DC, but not extra-intestinal DC, express high 
levels of retinal dehydrogenases (RALDH1 and RALDH2 iso-
forms), which are critical enzymes for synthesizing RA (36, 42). 
Moreover, among MLN-DC, only CD103+ DC, which arrive from 
the small intestine lamina propria, express RALDH2 and imprint 
gut-tropic lymphocytes, whereas CD103− DC do not exhibit 
gut-imprinting properties (32, 43). Interestingly, radioresistant 
stromal cells from MLN, but not from PLN, also express RALDH 
and can imprint gut-tropic T cells (33–35). In addition, intestinal 
epithelial cells (IEC) express RALDH and can also synthesize RA 
(36, 44). It will be important to determine the interplay and rela-
tive  contribution of DC, stromal cells, and IEC in the generation 
of gut-homing lymphocytes in vivo and how gut-associated 
DC acquire the capacity to synthesize RA and hence imprint 
gut-tropic lymphocytes.

Finally, a deeper understating of the mechanisms by which 
lymphocytes acquire gut-tropism and how DC are educated in 
the gut could offer simple and straightforward methods for 
boosting intestinal immune responses for vaccination purposes, 
such as in infections by Salmonella, rotavirus, and HIV, where 
the small intestine has been identified as a major reservoir for the 
virus (45) and where recent major vaccine trials have been mostly 
unsuccessful (46). Below we describe some methods to induce 
and study gut-tropic T cells in vitro and in vivo.
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 1. C57BL/6 mice: commonly used for DC isolation.
 2. OT-1/RAG1−/−, OT-2/RAG1−/− and P14/TCRa−/− (Taconic 

Farms, Germantown, NY): used for or T-cell isolation. In 
addition, CD45.1 and Thy1.1 congenic strains are available 
through Jackson Laboratories (Bar Harbor, ME).

 3. CCR9−/− mice: There are three published mouse strains with 
deficiencies in gut-homing receptors, but they are not yet 
commercially available (47, 48). Although these mice have 
only a mild phenotype in the steady state, recently activated T 
cells migrate around 10 times less to the small bowel as com-
pared to wild-type T cells. Similarly, homing of IgA-ASC to 
the small bowel is impaired in these mice (49).

 4. b7 integrin−/− mice (Jackson labs): These mice have a dra-
matic decrease in the number of lymphocytes even in the 
steady state. In addition, Peyer’s patches are very small in this 
strain (50).

 1. IMDM (Iscove’s Modified Dulbecco’s Medium + l-Glu-
tamine + Hepes) plus 10% heat-inactivated FBS (Fetal Bovine 
Serum) supplemented with 100 U/ml penicillin, 100 mg/ml 
streptomycin, 0.5 mg/ml fungizone/amphotericin B, and 
50 mM b-mercaptoethanol.

 2. FBS-free (retinol-free) media (X-vivo 15, Lonza, Basel, 
Switzerland): regular FBS contains variable amounts of 
retinol. This culture media support mouse and human T-cell 
activation without needing the addition of FBS.

 3. Red Blood Cell Lysis buffer (RBC, 10 mM KHCO3, 150 mM 
NH4Cl, 0.1 mM EDTA, pH 8.0), adjust to pH 7.2–7.4 and 
store at room temperature).

 4. PBS (Phosphate-Buffered Saline).
 5. Flow cytometry (FACS) media (PBS or IMDM + 2% 

FBS + 5 mM EDTA): When staining using Selectin-Fc chimeras, 
media with 2 mM Ca++ should be used in all steps (including 
FACS acquisition). IMDM is recommended in this case.

 1. CFSE (carboxyfluorescein diacetate, succinimidyl ester).
 2. CMTMR ((5-(and-6)-(((4-chloromethyl)benzoyl)amino) 

tetramethylrhodamine) (Molecular Probes®, Invitrogen, 
Carlsbad, CA). 1,000 × stocks should be made in DMSO 
(5 mM CFSE, 20 mM CMTMR) and stored at −20°C.

2. Materials

2.1. Animals

2.2. Culture Media

2.3. T-Cell Labeling 
and Adoptive Transfer
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 1. Polyclonal activation: CD3 (145-2C11), CD28 (37.51).
 2. Lineage mAb: CD4 (GK1.5), CD8a (53-6.7), CD11c (N418), 

CD90.1 (Thy1.1/HIS51), CD90.2 (Thy.12/53-2.1), CD45.1 
(A20), CD45.2 (104).

 3. Antibodies to gut-homing receptors: purified CCR9 (CD199/
eBioCW-1.2, eBioscience, San Diego, CA) plus secondary 
reagent F(ab’)2 fragment of goat anti-mouse (H+L), a4b7 
(LPAM-1/DATK3), isotype control (IgG2a, k), a4 (R1-2), 
b7 (M293), and aE/CD103 (M290) integrin chains.

 4. Skin-homing receptors: P-selectin-Fc (Purified Mouse 
P-Selectin – IgG Fusion Protein, BD Pharmingen™, San Jose, 
CA), E-selectin-Fc (Recombinant Mouse E-Selectin/Fc 
Chimera, R&D Systems, Minneapolis, MN) plus corresponding 
secondary reagent goat F(ab’)2 anti-human IgG R-PE.

 1. All-trans retinoic acid, retinol (both from Sigma, St. Louis, 
MO): resuspended in absolute ethanol or DMSO, use a yel-
low bulb or an indirect source of light during the preparation. 
Store aliquots in glass vials at −80°C and protect from light at 
all times.

 2. Synthetic RAR-agonists: Am80 (Wako Chemicals, 
Richmond, VA).

 3. RAR antagonists: LE540, LE135 (Wako Chemicals, 
Richmond, VA).

 4. RALDH inhibitors: Citral (Sigma, St. Louis, MO), diethylam-
inobenzaldehyde (DEAB) and bisdiamine (both from Acros 
Organics, Geel, Belgium).

 1. OT-1 peptide: chicken ovalbumin257–264 (SIINFEKL).
 2. OT-2 peptide: chicken ovalbumin323–339 (ISQAVHAAHAEI 

NEAGR).
 3. P14 peptide: LCMVgp33–41 (KAVYNFATC) (New England 

Peptides, Gardner, MA). Make 1–10 mM stocks in culture 
grade water (*no additives of any kind*) and store at −80°C.

 1. FucT-VII (Fuct7): forward, ACTGATGTTGAAACCAAA 
GAGC, and reverse, GCCCAGTCTTCTCCTTATATCC

 2. CCR4: forward, GGTACCTAGACTACGCCATCC, and 
reverse, ATGTACTTGCGGAATTTCTCC

 3. a4 integrin chain: forward, AAACACTGGGATTAGCATGG, 
and reverse, ATTGCCCTGTAGTTGTCTGG

 4. CCR9: forward, AGGTTAGTCAGCCAATGTACAGC, and 
reverse, ATCCTTTCCTAGTTTGTGCTTGC

 5. RALDH1 (Aldh1a1): forward, ACAAGGTGGCCTTCACT 
GGA and reverse, GCAAACACAATGCAAGGGCT

2.4. Flow Cytometry 
(FACS) Staining

2.5. Retinoids  
and RALDH Inhibitors

2.6. Protein  
and Peptide  
for Transgenic 
Activation

2.7. Primers Real-Time 
PCR Using SYBRGreen
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 6. RALDH2 (Aldh1a2): forward, TGGGTGAGTTTGG 
CTTACGG and reverse, AGAAACGTGGCAGTCTTGGC

 7. RALDH3 (Aldh1a3): forward, TGTAGAAAGGGACCGAG 
CGAT, and reverse, CCCGGCAAAATATCTGAAGGT

 8. GAPDH: forward, CAACTTTGTCAAGCTCATTTCC and 
reverse, GGTCCAGGGTTTCTTACTCC. mRNA levels can 
be expressed relative to GAPDH mRNA for each sample.

 1. RNeasy (Qiagen).
 2. iScript cDNA synthesis kit (Bio-Rad).
 3. TaqMan PCR master mix and the following TaqMan kits 

(Applied Biosystems): Aldh1a2 (Mm00501306_m1) and 
b-actin (4352933) for normalization.

 1. ALDEFLUOR FACS-based assay kit (StemCell Technologies, 
Vancouver, BritishColumbia, Canada): used for measuring 
RALDH activity (42).

Gut-homing receptors can be induced on T and B cells either by 
coculturing them with gut-associated DC or by activating them 
in the presence of RA or a synthetic RA receptor (RAR) agonist, 
such as Am80 (40). Gut-associated DC allow us to study defined 
DC subsets involved in imprinting gut-homing lymphocytes. 
However, obtaining high numbers of gut-associated DC is tech-
nically challenging and logistically unpractical for studies involv-
ing human T cells. On the other hand, RA or RAR-agonists allow 
the generation of large number of gut-tropic T cells expressing high 
levels of both a4b7 and CCR9.

Gut-associated DC can be isolated from either unmanipulated 
mice (in which DC have not been expanded) or from mice that 
have been pre-treated with the cytokine Flt3L (see Note 1).

 1. C57BL/6 mice are injected subcutaneously with B16 mela-
noma cells secreting Flt3-L to expand DC in vivo as described 
(15, 37).

 2. After 12–17 days, the mice are sacrificed and single-cell sus-
pensions are generated by digesting lymph nodes (PP, MLN, 
spleen) using 250 mg/ml Liberase CI (Roche, Indianapolis, 
IN) and 100 mg/ml DNase I (Roche, Indianapolis, IN) 
40 min at 37°C with mild agitation.

 3. DC are immunomagnetically isolated using MACS CD11c 
microbeads (Miltenyi Biotec, Auburn, CA) according to the 

2.8. TaqMan qPCR  
for Aldh1a2  
(Codifying for RALDH2)

2.9. Aldefluor Assay 
for RALDH Activity

3. Methods

3.1. Ex Vivo Induction 
of Gut-Homing 
Receptors

3.1.1. Ex Vivo Induction  
of Gut-Tropic T Cells  
Using Gut-Associated DC

Dendritic Cell Isolation
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manufacturer’s instructions. DC purity will be around 90%, 
as determined by CD11c staining. FACS-based sorting can 
follow magnetic separation in order to improve DC purity or 
for isolating specific DC subsets, such as CD103+ DC. If 
unmanipulated mice are used, one should start from at least 
3–5 mice. In Flt3L-treated mice (recombinant cytokine or 
injected with B16-Flt3L melanoma), 1 mouse might be 
enough to obtain around 1 × 106 CD11c+ cells from PP and 
4 × 106 from MLN.

 4. Collect SLO (MLN, PP and PLN as controls) and isolate DC 
by negative or positive immunomagnetic selection. Check 
purity by FACS (see Note 2).

 5. Load DC with peptide or protein (see Subheading 2 for work-
ing concentrations) in complete IMDM for 2 h at 37°C. Wash 
twice and resuspend in complete IMDM (see Note 3).

Naive CD4+ and/or CD8+ T cells can be obtained from splenocytes 
after red blood cell lysis using ACK buffer (see Subheading 2), 
followed by either negative or positive immunomagnetic selec-
tion. The proportion of T cells will be much higher when using 
splenocytes from TCR transgenic mice in a RAG−/− background 
due to the lack of B cells (see Note 4).

 1. Splenocytes from C57BL/6 mice or TCR transgenic mice are 
used for T-cell isolation. Cells are centrifuged at 300 × g for 
5 min and resuspended in 2 mL of RBC lysis buffer for 3 min 
at room temperature (longer incubation times might cause 
significant decrease in T-cell viability).

 2. Cells are washed with IMDM, centrifuged as before and 
finally resuspended in 10 ml of complete IMDM. T cells can 
be isolated by negative selection, as described (15) or by using 
CD4/CD8 microbeads for positive selection or the Pan T-cell 
isolation kit for negative selection (both from Miltenyi 
Biotec). Negative selection might be preferred, as it does not 
“touch” T cells.

 3. For CFSE labeling, lymphocytes are washed twice with warm 
PBS to remove the serum. The cell concentration is adjusted 
to 107/ml in PBS (see Note 5).

 4. Add CFSE to a final concentration of 1–5 mM, vortex and 
incubate for 10–15 min in a water bath or an incubator at 
37°C. The optimal working concentration should be deter-
mined depending on the final application. For in vitro studies 
it is better to use <5 mM, since it makes it easier to adjust the 
compensations for FACS analysis. On the other hand, 
5–10 mM CFSE gives more consistent results for in vivo adop-
tive transfer experiments.

Labeling with CFSE
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 5. After the incubation period, add 1 volume of FBS to quench 
the CFSE and incubate for 1–5 min at room temperature. 
Then, dilute ten times with warm PBS and centrifuge for 
5 min at 300 × g. After that, perform an additional washing 
step with PBS and resuspend the cells in complete IMDM. It 
should be kept in mind that around 20–30% of the cells can 
be lost during the labeling, so incubation times should be 
limited to a minimum.

 1. 24-well or 96-well plates are incubated for 2 h at 37°C with 
300 mL or 50 ml PBS, respectively, containing 10 mg/ml anti-
CD3 plus anti-CD28 antibodies. After that, the culture plates 
are washed two times with PBS and used immediately for 
T-cell culture. Plates can be stored at 4°C for 24 h, provided 
that the wells are covered with PBS to avoid drying.

 2. Dynabeads coated with anti-CD3/anti-CD28 (“artificial 
APC,” Dynal, Invitrogen, Carlsbad, CA) can also be used for 
T-cell activation instead of plate-bound antibodies. However, 
it should be kept in mind that the expression levels of homing 
receptors might vary depending on the method of T-cell 
 activation. Therefore, the method of choice should be adapted 
depending on the final aim of the experiment.

 1. Flat-bottom 96-well or 24-well plates can be used. For poly-
clonal activation use anti-CD3 plus anti-CD28 pre-treated 
plates (see Note 6).

 2. Mix 1–2 × 106 naïve T cells at 1:1 T:DC ratio (antigen pulsed-
DC). Coculture in complete IMDM in a final volume of 
1.5–2.0 mL for 24-well plates or 150–200 mL for 96-well plates. 
Culture at 37°C and 5% CO2 for 5–7 days. At day 3 replace 
half of the media if necessary. After that, analyze the cells by 
FACS (see Note 7).

 1. Resuspend T cells at 1 × 106/ml in complete IMDM and add 
all-trans RA (or RAR-agonists, such as Am80 or Am580) to 
a final concentration of 10–200 nM. The induction of gut-
homing receptors is dose-dependent and reaches a plateau 
around 100–200 nM RA (see Note 8).

 2. Add 1.5–2.0 mL of the cell suspension to each well of a 
24-well plate pre-treated with anti-CD3 plus anti-CD28 and 
culture at 37°C and 5% CO2.

 3. After 72 h, transfer the cells (in the same media) into a new 
untreated 24-well plate and culture for an additional 2–3 days. 
Depending on cell density and proliferation the media might 
become yellow (acidic), in which case it might be necessary to 
replace half of the media with fresh complete IMDM.

 4. Evaluate the expression of homing markers (see Note 9).

Polyclonal T-Cell Activation

DC/T Cell Co-cultures

3.1.2. Ex Vivo Induction  
of Gut-Tropic T Cells  
with RAR-Agonists



422 J. De Calisto et al.

The induction/expression of homing markers can be analyzed at 
the mRNA level using quantitative RT-PCR, and/or at the pro-
tein level by FACS. The mRNA levels are usually expressed rela-
tive to a housekeeping gene such as GAPDH or b-actin (see 
Note 10). Among the receptors analyzed are the gut-homing 
receptors a4b7 and CCR9 and skin-homing receptors including 
E- and P-selectin ligands and some of the enzymes involved in 
their synthesis (Core-2/C2GlcNAcT-I, FucT-VII, FucT-IV), 
and chemokine receptors CCR4 and CCR10. Of note, gut- and 
skin-homing receptors are reciprocally regulated by RA. Whereas 
RA induces a4b7 and CCR9, it markedly suppresses the expres-
sion of P- and E-selectin ligands, CCR4 and FucT-VII (40) 
(see Note 11).

Different time points can be used for analyzing the expres-
sion of homing receptors on T cells, starting as early as day 2 of 
culture. Gut-homing receptors (a4b7 and CCR9) are clearly 
upregulated starting at day 3 of culture with gut-associated DC 
or RAR agonists.

 1. For each staining collect between 0.2–0.5 × 106 cells and 
centrifuge for 5 min at 300 × g at 4°C.

 2. Incubate with the primary antibodies anti-a4b7 or anti-CCR9 
for 20 min at 4°C in the dark. E-selectin-Fc and P-Selectin-Fc 
chimeric proteins can be used to detect the skin-homing 
receptors P- and E-selectin ligands (see Note 12).

 3. After the incubation, centrifuge for 5 min at 300 × g 4°C. Remove 
the media and incubate with the appropriate fluorochrome -
conjugated secondary antibody. In the case of P- and 
E-selectin-Fc chimeras, an anti-human Fc antibody can be 
used as secondary reagent. Incubate for no more than 30 min 
at 4°C.

 4. Centrifuge for 5 min at 300 × g 4°C, resuspend in staining 
buffer, and analyze by FACS.

Chemotaxis experiments can be performed after 4–5 days of 
culture. Each assay should be performed at least in duplicate.

 1. Make 10 mM chemokine stocks in PBS + 0.1% BSA and store 
them at −80°C. At the moment of using the chemokines 
dilute them in complete IMDM to reach a final working con-
centration of 0.1–500 nM, depending on the chemokine (see 
Note 13).

 2. Add 600 mL complete IMDM (control condition) or com-
plete IMDM + chemokine in the lower chamber of the 24-well 
transwell (Corning, 5 mm pore size for T cells).

 3. Carefully place the transwells into the wells (see Note 14).
 4. Add 100 ml of the cell suspension (2–5 × 106/ml) in the upper 

chambers (i.e., 2–5 × 105 cells/well). See Note 15.

3.1.3. Analysis  
of Gut-Homing  
Receptors

3.1.4. FACS Analysis

3.2. Functional 
Assessment  
of Gut-Homing T Cells

3.2.1. Chemokine Receptor 
Functionality
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 5. Cover the plate and incubate 1 h at 37°C and 5% CO2 (see 
Note 16).

 6. After the incubation period, carefully remove the transwell 
inserts from each well and resuspend the media in the lower 
chamber. Take an aliquot and read by FACS (see Note 17).

 7. The chemotactic index is calculated as: the number of cells 
migrating to the media plus chemokine divided by the number 
of cells migrating to the media alone. The percentage of migra-
tion is calculated as the number of cells migrating to the media 
alone, or the media plus chemokine divided by the total num-
ber of cells (obtained from the well in to which the total  
number of cells were added). See Note 18.

In vivo induction of gut-homing T cells is a fast and relatively 
simple strategy to assess the impact of genetic and/or pharmaco-
logical manipulations in the generation of gut-tropic T cells. TCR 
transgenic T cells are commonly used to evaluate the expression 
of gut-homing molecules upon in vivo immunization. T cells can 
be pre-labeled with CFSE in order to discriminate transferred 
T cells from the endogenous population and to track T-cell acti-
vation and proliferation. In addition, CFSE labeling can also be 
combined with congenic markers (CD45.1/2 or Thy1.1/2), 
which makes it easier to identify the transferred T cells by FACS.

 1. Inject 3–5 × 106 CFSE+-labeled TCR transgenic T cells i.v. 
(via tail vein) into C57BL/6 recipient. OT-1 or OT-2 T cells 
are commonly used for this purpose and they can be in a 
RAG−/− background to exclude the possibility of having pre-
formed effector/memory T cells. In order to easily discrimi-
nate the transferred from the endogenous T cells, congenic 
Thy1.1+ recipient mice can be used. Given that only T cells 
will be activated upon immunization, total splenocytes (with-
out T-cell isolation) can also be used for CFSE labeling and 
adoptive transfer (see Note 19).

 2. Next day, immunize with specific protein or peptide plus 
adjuvant i.p. or via oral gavage (see Subheading 2). The adju-
vant is usually LPS, but other adjuvants, such as alum, can 
also be used (28) (see Note 20). If OT-1 CD8 or OT-2 CD4 
T cells are used, most protocols immunize using 5 mg oval-
bumin plus 100 mg LPS i.p in 300 ml PSB (total volume).

 3. Mice can be euthanized at different time points, starting on 
day 2 post-immunization. However, clear induction of gut-
homing receptors in MLN (and skin-homing receptors in 
PLN) is only seen starting at day 3. At that time, T cells can 
also be found in the small bowel lamina propria and IEL 
compartment (see Note 21).

 4. The expression of a4b7 and CCR9 should be significantly 
higher when analyzing T cells activated in MLN and PP as 

3.2.2. In Vivo Induction  
of Gut-Homing T Cells
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compared to those activated in PLN. Conversely, P- and 
E-selectin ligands (detected by the corresponding P- and 
E-selectin-Fc chimeras) are readily induced in PLN, but at a 
much lower degree in MLN and PP (31).

Competitive homing experiments are used to directly compare 
the migratory capacity of different T-cell populations in the same 
mouse. This allows us to minimize the effects of variables such as 
the number of injected T cells, number of isolated/analyzed 
T cells in each organ, or eventual difference in the animal size. In 
a competitive homing experiment, two different cell populations 
(e.g., T cells treated plus/minus RA or T cells from CCR9 knock-
out vs. wild-type mice) are mixed in a 1:1 ratio and adoptively 
transferred into a recipient mouse (ideally a congenic Thy1.1+ or 
CD45.1+ host). The aim of the experiment is to determine the 
relative migration of one T-cell population with respect to the 
other (differentially labeled) T-cell population in a given tissue. 
Since the results are expressed as the ratio of two T-cell populations, 
the analyses do not rely on absolute cell counts. If absolute numbers 
are needed, special care needs to be taken in order to control the 
total number of T cells injected and recovered from each mouse. 
Moreover, total T cells need to be carefully counted in every 
tissue (see Note 22).

 1. The different T-cell populations injected can be distinguished 
by using a congenic marker, e.g., CD45.1/CD45.2 or 
Thy1.1/Thy1.2. Alternatively, T cells can be differentially 
labeled, e.g., using CFSE (green) or CMTMR (orange) (see 
Note 23).

 2. After labeling, both cell populations are mixed together (in 
equal proportions), resuspended in no more than 250 ml PBS 
(total volume), and adoptively transferred i.v. via tail vein 
injection (using a tuberculine syringe with a 30G needle). See 
Note 24. Some cells should be saved after injection for calcu-
lating the input ratio (which should be close to 1).

 3. The mice can be euthanized at different time points, although 
significant T-cell migration to the gut is usually achieved only 
after 12 h post-injection, even when using bona fide gut-
homing T cells (see Note 25).

 1. Wash T cells twice with PBS to remove the serum. Adjust 
T-cell concentration to 1.0–1.5 × 107/ml (maximum) in PBS. 
All media/buffers should be at 37°C.

 2. Add CFSE or CMTMR to a final concentration of 5 and 
10 mM, respectively, vortex, and incubate for 20 min at 
37°C.

3.2.3. Competitive  
Homing Assays

3.2.4. Labeling T Cells  
with CFSE & CMTMR
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 3. After the incubation, add 1 volume of FBS and incubate for 
1–5 min at room temperature. Dilute ten times with warm 
PBS and centrifuge for 5 min at 300 × g. Wash twice with PBS 
and resuspend in complete IMDM. Count the cells after the 
labeling prior to injection.

 4. Resuspend the cells in up to 250 mL of warm PBS. Inject i.v. 
via tail vein (see Note 26). Ideally, 10–20 × 106 cells of each T 
population should be injected (1:1 ratio) (see Note 27).

 5. To calculate the input ratio leave 5–10 mL of the injected cell 
suspension and dilute into 300 mL of FACS buffer and analyze 
by FACS (see Note 28).

The right time to analyze T-cell migration varies depending on 
the aim of the experiment, the T-cell populations injected, and 
the tissue analyzed. Analysis of naïve T-cell homing to PLN can 
be done as fast as 1 h post-injection. The advantage of shorter 
times is that any differences observed in T-cell homing can be 
more confidently ascribed to T-cell entry rather than to T-cell exit 
rate (or proliferation/survival). However, shorter times will not 
allow for observing clear T-cell migration to some other tissues, 
such as the gut or the inflamed skin, even when using bona fide 
gut- or skin-homing T cells. Typically, homing to the gut mucosa 
is analyzed 12–24 h after T-cell injection. Mice are euthanized 
and the different tissues are collected in order to make single cell 
suspensions for FACS analysis. Collect lymphoid tissues including 
the spleen, PLN, MLN, PP, bone marrow, and peripheral tissues 
including liver, lungs, small, and large bowel. Isolation of gut 
lamina propria and intraepithelial lymphocytes has been previ-
ously described (15) (see Note 29).

 1. FACS staining: depending on the number of cells obtained, 
the samples will need to be diluted at a density no higher than 
3.0 × 106 cells/ml. Some tissues, including popliteal lymph 
nodes, gut lamina propria, and IEL, do not give high T-cell 
yields. In those cases the whole sample should be used for 
staining. If congenic CD45.1+ or Thy1.1+ mice were used as 
recipients, label the cells with the congenic marker (e.g., 
CD45.2 or Thy1.2) combined with some lineage marker 
(e.g., TCRb chain, CD4, CD8, CD45.1+/CD45.2+).

 2. Analyze by FACS. During FACS analysis, transferred T cells 
are distinguished from the endogenous T cells by the con-
genic marker and because they are labeled with CFSE or 
CMTMR.

 3. The data is usually expressed as the Homing Index (HI), 
which is calculated as the ratio CFSE/CMTMR (or CMTMR/
CFSE) in each tissue divided by the input ratio. If the input 

3.2.5. Analysis  
of T-Cell Homing
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ratio is very close to 1, then the tissue ratios will be equivalent 
to the HI. In addition, when the HI is significantly different 
than 1 in the blood, tissue HI can be normalized by blood HI 
(see Notes 29 and 30).

 =HI [CFSE] / [CMTMR] : [CFSE] / [CMTMR]tissue tissue input input 

 1. Using unmanipulated mice has the advantage of eliminating 
any potential known or unknown artifacts derived from DC 
expansion. For instance, even though Flt3L dramatically 
expands all the classically described DC subsets in most tis-
sues, including CD103+ DC, it might change the relative DC 
subset composition. Therefore, DC expansion should not be 
used when studying the physiological composition of DC 
subsets in different tissues. On the other hand, if the aim is to 
study gut-specific imprinting, including induction of gut-
homing lymphocytes and/or IgA-ASC, we and others have 
demonstrated that gut-associated DC isolated from Flt3L-
treated mice are equivalent to their counterparts isolated from 
unmanipulated mice (28, 36, 42) and to freshly isolated DC 
from human MLN (37, 38).

 2. While the isolation protocols might affect DC’s maturation 
kinetics, they should not significantly affect the gut-homing 
imprinting capacity of gut-associated DC. Nonetheless, their 
viability tends to be lower than extra-intestinal DC, so they 
should be used for co-cultures immediately after isolation.

 3. The concentration of antigenic peptide or protein used to 
pulse DC plays an important role in the final induction of 
gut-homing receptors (51). For instance, when activating 
OT-1 TCR transgenic T cells, pulsing DC with peptide con-
centrations above 200 nM dramatically decreases the induction 
levels of a4b7 and CCR9. The mechanism for this effect is 
unclear, but it also holds true when using exogenous RA 
instead of gut-associated DC to imprint gut-homing T cells.

 4. Using T cells from TCR transgenic mice (like OT-1 or P14 
mice), where T cells are activated by a specific peptide pre-
sented by antigen-presenting cells, is a valuable tool for study-
ing both in vitro and in vivo induction and expression of 
gut-homing molecules. Nonetheless, polyclonal T cells can 
also be used to generate gut-tropic T cells by activating them 
with polyclonal activators (e.g., anti-CD3/CD28-coated 
plates or Dynabeads coated with anti-CD3/CD28) in the 

4.  Notes
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presence of either RA or gut-associated DC in trans (without 
presenting antigenic peptide).

 5. CFSE labeling is an optional step. It has the advantage of 
allowing the comparison in the expression of gut-homing 
receptors among cells that have proliferated equivalently.

 6. Adding IL-2 improves T-cell viabilities and final yields. 
However, adding exogenous IL-2 also decreases the induc-
tion of gut-homing receptors in a concentration-dependent 
manner, so it should be avoided when generating gut-tropic 
T cells (15).

 7. For CD8+ T cells the induction of gut-homing receptors can 
be analyzed as early as day 3 (52). However, the peak in the 
induction of gut-homing receptors is reached around day 5. 
Also, CD4 T cells tend to express lower levels of gut-homing 
receptors as compared to CD8 T cells.

 8. RA is extremely sensitive to light, heat, and oxidation. Ideally, 
the stock solutions should be made at ~10 mM in ethanol 
(from an unopened bottle containing little or no water) and 
replaced every 3 months from a new vial. From those stocks, 
1 mM working solutions should be prepared at least every 
month. All the stock solutions should be kept at −80°C in 
air-tight glass vials filled with N2 gas and wrapped with alu-
minum foil. New RA vials should be opened in the dark 
(using only a small yellow light). Similarly, all the work 
involving RA (including co-cultures) should be done in the 
dark (Makoto Iwata, Tokushima Bunri University, Japan, 
personal communication).

 9. If the protocol was successful, 90–100% of T cells should 
become CCR9+ and a4b7+. It is also important to consider 
the level of gut-homing receptor expression (MFI), as it is 
strongly correlated with the final T-cell gut-homing capacity 
(at least for a4b7) (15). The final MFI will depend on several 
factors, including the concentration of RAR agonist used, 
antigenic peptide/protein concentration used to load DC 
(lower concentrations will lead to higher MFI), addition of 
cytokines (e.g., IL-2 which has a negative effect), time of cul-
ture (>3 days for higher MFI), and cell viability.

 10. Even though it is normally assumed that “housekeeping” genes 
do not change with different treatments and therefore can be 
used to normalize the expression of other genes, there might 
be some exceptions. In particular, GAPDH might not be a 
good choice when comparing naïve T cells vs. activated/effec-
tor T cells, as they markedly differ in their metabolic rate, which 
might cause significant variations in the GAPDH levels.

 11. When looking at the expression of a4b7 integrin, it should be 
kept in mind that it is composed of two chains (as are all integrins) 
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and that therefore its final expression could be determined by the 
expression and interplay of at least four integrin chains. a4 can 
pair with either b7 (a4b7) or b1 (a4b1) integrin chains. On the 
other hand, the b7 chain can pair with either a4 (a4b7) or aE/
CD103 integrin (aEb7) chains. Therefore, isolated analysis of 
individual a4 or b7 integrin chains might not necessarily reflect 
the surface level of the a4b7 heterodimer. The same consider-
ation should be kept in mind when analyzing mRNA for indi-
vidual integrin chains. Of note, the levels of a4 integrin chain 
(mRNA and surface protein) seem to  correlate better with the 
levels of a4b7 as compared to other integrin chains, at least 
for CD8 T cells (52). Since CD4 T cells do not normally 
express aEb7, the b7 chain can be more reliably used in this 
case as a surrogate for a4b7. Finally, a mAb is available to spe-
cifically label a4b7 heterodimer in the mouse (DATK32 clone) 
(53). Another clone exists for labeling human a4b7 (Act-1) 
(54), although it is currently not commercially available.

 12. The binding of E- and P-selectin to E- and P-Lig on T cells is 
calcium dependent. Therefore, media with a physiological 
concentration of Ca++ should be used at all times (including 
FACS acquisition) when labeling with these selectin chimeras. 
DMEM is a good choice and can be supplemented with 1% 
FBS + 20 mM Hepes. Also, since the binding of selectins to 
their ligands has a much lower affinity as compared to antibodies, 
all pipetting and manipulations should be done gently. As 
negative controls, staining with E- and P-selectin chimeras can 
be done in a buffer with 5 mM EDTA (Ca++ chelator).

 13. When using a chemokine for the first time in a given cell type 
it is recommended to perform a dose–response using 4–5 
different chemokine concentrations (many chemokines 
exhibit a bell-shaped dose–response curve).

 14. If media diffuses immediately to the upper chamber it could 
mean that the transwell is damaged and should be replaced.

 15. Include additional wells with 500 ml media plus 100 ml of cells 
(directly added to the lower well, without transwells) in order 
to have a maximum total number of cells and then calculate 
percentages of migration with respect to total cells.

 16. The optimal final incubation period will depend on the cell 
type, pore diameter, chemokine, etc. Nonetheless, try to use 
the same incubation times among different experiments in 
order to obtain more reproducible results.

 17. Usually 30 s of FACS acquisition per sample should be enough. 
Acquire only the cells that are in a gate of viable cells. An ali-
quot of fluorescent beads can be added to each well in order to 
normalize the cell counting (optative). In addition, the migrated 
T cells can be stained for different markers (optative).
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 18. Although chemotaxis is a convenient standard readout for 
chemokine functionality, it does not necessarily assess the 
actual physiological function of a given chemokine receptor. 
For instance, very high concentrations of CCL25/TECK 
(200–300 nM) are needed in order to detect CCR9 function-
ality with this assay (in comparison, peak responses to CCL21/
SLC are obtained at 10 nM). However, the physiological 
concentrations of CCL25/TECK needed to signal via CCR9 
and activate a4b7 in order to trigger T-cell arrest on endothe-
lial cells might be much lower. In fact, clear calcium flux 
responses can be obtained at 1–10 nM CCL25/TECK (55), 
which is significantly lower than what is needed to trigger 
chemotaxis (200–300 nM). In order to test integrin activa-
tion by chemokines ex vivo, a better and more physiological 
assay is the flow chamber (for a detailed description on this 
technique, see Ref. (56)). Finally, the in vivo physiological 
roles of a chemokine–chemokine receptor pair (or any given 
adhesion receptor) should be assessed by performing homing 
assays and/or intravital microscopy.

 19. Ideally T cells and recipient mice should be matched by sex. 
Nonetheless, cells can be adoptively transferred from male 
into male or from female into male, but not from male into 
female (male cells are rejected in female hosts).

 20. Oral gastric gavage will mostly target gut-associated DC and 
will lead to a preferential activation of T cells in PP and drain-
ing MLN. By contrast, i.p. injection will induce T-cell activa-
tion in all SLO, including PP, MLN, PLN, and spleen.

 21. Spleen should be analyzed first, as this is a tissue where T cells 
can be easily detected by FACS. Analysis of the spleen will 
also give a clear idea regarding the efficiency of T-cell activa-
tion (CFSE dilution) and additionally can be used to set the 
gating strategy and FACS compensations.

 22. Homing experiments provide valuable information about the 
migration of total cell populations in any given tissue. The main 
advantages of homing experiments are that they are relatively 
fast to set up, they can be done competitively by co-injecting 2 
differentially labeled T-cell populations, and they allow for the 
simultaneous examination of multiple tissues/organs and cell 
populations by FACS. However, it should be kept in mind 
that homing experiments do not directly assess endothelial 
adhesion and therefore do not discriminate in which step(s) of 
the multistep adhesion cascade (tethering/rolling, activation, 
or sticking) a given homing receptor is acting. The gold stan-
dard to define the specific role of a homing receptor in the 
adhesion cascade is intravital microscopy (IVM), in which 
individual fluorescently labeled T cells (or other cells, or even 
fluorescently labeled beads) are directly observed interacting 
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with endothelial cells in real time. IVM is a powerful technique 
that has greatly contributed to define the precise step where a 
homing receptor is acting in the adhesion cascade. Moreover, 
IVM can additionally provide information about other valuable 
parameters, such as lymphocyte velocity, vessel diameter, 
and the particular venules/vessels involved in lymphocyte 
adhesion in a given tissue. However, IVM is time consuming, 
involves mouse anesthesia and laborious surgical procedures 
and requires a large number of pure and homogeneous cell 
populations to label and inject. Moreover, some tissues, such 
as the central nervous system and the thymus, are difficult to 
access for IVM. Finally, IVM preparations require tissue 
immobilization that is difficult to attain in some organs/
tissues, such as liver, lungs, and intestine. In fact, few studies 
have been done using IVM in the gut (57). For a detailed 
discussion on IVM techniques, see ref. (58). In summary, 
homing experiments and IVM provide unique and often com-
plementary information about the role of specific homing 
receptors in tissue-specific cell migration in vivo.

 23. In order to control for unwanted effects of the fluorescent 
labeling on lymphocyte migration (this is especially important 
for B cells (59), the labeling should be swapped among dif-
ferent experiments or among different injected mice (e.g., 
cells labeled with CFSE should be labeled with CMTMR in 
the next experiment and vice versa).

 24. When labeling the two T-cell populations with CFSE and 
CMTMR, the differentially labeled cells should be mixed only 
immediately before i.v. injection (using 200 ml PBS). This will 
help to prevent label transfer among T cells and T-cell 
clumping.

 25. It should be kept in mind that results obtained after longer 
time points might be influenced not only by T cell entry, but 
also by eventual differences in T-cell exit and, sometimes, by 
differential T-cell proliferation and/or death.

 26. The mice can be warmed with an infrared lamp 5–10 min 
before the adoptive transfer to dilate the tail vein and make 
i.v. injection easier.

 27. Mice should not be injected with more than 50 × 106 total 
cells (utilize a lower number if T cells are recently activated 
blasts), as it increases the likelihood of embolism, respiratory 
distress, and death of the animal.

 28. Due to the high fluorescence intensity of CFSE and CMTMR 
sometimes it is hard to compensate the FL1-H and FL2-H 
channels properly. However, rather than perfect compensa-
tions, one should aim to clearly distinguish both T-cell popu-
lations in order to calculate their ratio.
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 29. Blood should also be obtained in order to determine whether 
both T-cell populations are present in the circulation or 
whether one T-cell population is decreased with respect to the 
other (e.g., preferential trapping of one T-cell population in 
lungs/liver or decreased viability might affect the homing 
index [HI] in blood). This might be a problem when compar-
ing naïve or resting memory T cells vs. recently activated T 
cells, since the latter might be trapped to a greater extent in 
the lungs. If the HI in blood is significantly different from 1, 
one can normalize HI in tissues by the HI in blood. Blood can 
be obtained via cardiac puncture from mice anesthetized (with 
avertin or isofluorane prior to euthanasia) and should be lysed 
twice with ACK buffer before using for FACS staining.

 30. The main advantage of expressing the data as HI is that it 
makes the results independent of the numbers of T cells 
injected/collected from every tissue or from the size of the 
animals. However, it does not provide information about the 
actual magnitude of T-cell migration into each tissue. In fact, 
in tissues with very poor T-cell migration and in which very 
few events can be detected by FACS (such as in the non-
inflamed colon), the HI calculation can be very misleading. 
As a general rule, HI should be used only when a sufficient 
number of events can be detected by FACS, so that at least 
one of the labeled T-cell populations can be clearly indentified 
in any given tissue. In fact, HI should be ideally combined 
with absolute counting and calculations of the numbers of T 
cells migrating to a given tissue with respect to the total num-
ber of transferred T cells (e.g., usually expressed as number of 
T cells in a tissue per 106 transferred T cells). It should be 
kept in mind that determining absolute numbers of T cells in 
each tissue is time consuming, as it requires meticulous 
 lymphocyte isolation and precise cell counting in each tissue 
analyzed. It also relies on careful i.v. injection technique to 
assure that most T cells are actually injected into the mice.
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Chapter 25

In Vivo Quantitative Proteomics: The SILAC Mouse

Sara Zanivan, Marcus Krueger, and Matthias Mann 

Abstract

Mass spectrometry-based proteomics is a field that has been quickly developing, enabling increasingly 
giving in-depth characterization of the proteomes of cells and tissues. Current technology allows identi-
fying thousands of proteins in a single experiment. Stable isotope labeling with amino acid in cell culture 
(SILAC) was originally developed for high accuracy quantitative proteomic studies in cell lines. We have 
shown that SILAC can be extended to in vivo animal model by fully labeling C57BL/6 mice with 13C6-
Lysine (Lys6). We used SILAC mice technology to map quantitative proteomic changes in mice lacking 
the expression of b1 integrin, b-Parvin, or the integrin tail-binding protein Kindlin-3. This approach 
confirmed the absence of the proteins and revealed a role of Kindlin-3 in red blood cells. Here we 
describe a practical method to generate and maintain a colony of SILAC mice and optimal strategies to 
perform in vivo quantitative proteomic experiments.

Key words: SILAC mouse, Mass spectrometry, In vivo quantitative proteomics, Integrins, Cell 
adhesion

Cell adhesion and motility are biological processes with a key role 
in physiological (i.e., embryonic development (1)), and patho-
logical (i.e., tumor metastatization (2)) conditions. Clearly, it is 
important to characterize the function of the involved molecules 
in vivo. Prominent examples are integrins, ubiquitously expressed 
transmembrane proteins which play crucial roles in cell-to-
extracellular matrix adhesion (3), and Kindlins, recently identified 
as a new family of proteins involved in adhesion as well (4).

The generation of knock-out mice is a commonly used 
technology that enables insights into protein function by the 
observation of altered phenotype in mice lacking the expression of 

1.  Introduction
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the protein. Despite the enormous usefulness of the knock-out 
technology, this approach by itself gives little or no information 
about the molecular mechanisms in which the protein is involved. 
Mass spectrometry (MS)-based proteomics applied to knock-out 
mice can address this shortcoming. Indeed high accuracy MS can 
now map proteomes or phosphoproteomes in great depth (5, 6). 
Moreover, in combination with stable isotope labeling technologies 
such as SILAC (7), the approach becomes quantitative and allows 
comparing samples in different states (8–10).

A recent study has shown that we can extend the SILAC 
technology to the in vivo mouse model by fully labeling mice 
with Lys6, feeding them with Lys-free food supplemented with 
Lys6. Moreover, we have shown that the combination of the 
SILAC mouse and knock-out technologies is a powerful strategy 
to perform quantitative proteomic studies in vivo. Comparing the 
proteomes of normal mice and mice lacking the expression of b1 
integrin, b-Parvin, or Kindlin-3, we first confirmed the absence of 
the proteins. We then showed that lack of b1 integrin also affects 
a2, and a6 integrin expression but not of other integrins, and we 
revealed the role of Kindlin-3 in red blood cells (11).

 1. Lys6-SILAC Mouse Diet (Silantes, Germany): This SILAC 
diet contains 1 g of heavy Lys6 per 100 g of food, according 
to standard mouse nutritional requirements (12). Alternatively, 
it is possible to prepare the SILAC diet in-house by mixing 
Lys6 (Silantes) into a lysine-free diet (TD.99386, Harlan-
Teklad, Madison, WI). After vigorous mixing with a blender, 
the powder has to be compressed with a cylinder and pestle 
with an inner diameter of approximately 1.5 cm and length of 
10 cm. After the compression, the pellets can be taken out by 
removing the base of the cylinder as shown in Fig. 1. The pellets 
are then dried overnight and stored at room temperature 
(RT) for few days, or longer at 4°C.

 2. Standard mouse strain: C57BL/6 mice, female, adult.

 1. Urea/thiourea lysis buffer: 6 M urea or 2 M thiourea in 
10 mM HEPES, pH 8.0.

 2. Digestion buffer: 50 mM ammonium bicarbonate (ABC) in 
water.

 3. Reduction buffer: 10 mM DTT dissolved in digestion buffer. 
Prepare fresh buffer from 1 M DTT stock solution stored at 
−20°C.

2.  Materials

2.1. Mouse Labeling 
with 13C6 Lysine

2.2. Sample 
Preparation for Mass 
Spectrometric 
Incorporation Check
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 4. Alkylation buffer: 50 mM iodoacetamide (IAA) dissolved in 
digestion buffer. Prepare fresh buffer from 550 mM IAA 
stock solution in digestion buffer stored at −20°C.

 5. Endoproteinase Lys-C: 0.5 mg/ml Lys-C dissolved in diges-
tion buffer and stored at −20°C.

 6. Ethanol.
 7. Trifluoracetic acid (TFA).
 8. Sonicator.
 9. Table centrifuge for 1.5 ml tubes.
 10. Scissor/capillary.

 1. SDS lysis buffer: 100 mM Tris–HCl pH 7.6, 4% SDS, 100 mM 
dithiothreitol (DTT).

 2. 8 M urea buffer: 8 M urea in Tris–HCl pH 8.5.
 3. Alkylation buffer.
 4. Endoproteinase Lys-C.
 5. Sonicator.
 6. Blender (Ultra-Turrax T8, IKA Works).
 7. Thermo-mixer.
 8. Table centrifuge for 1.5-ml tubes.
 9. Microcon centrifugal filters (Ultracel YM-30Millipore, 

Billerica, MA).
 10. Ultracentrifuge and ultracentrifuge tubes (optional).
 11. Wet chamber.

2.3. Sample 
Preparation  
for Proteomic Analysis

Fig. 1. Food preparation. (a) 100 g of powder were mixed with 1 g of Lys6, and mixed with a blender. (b) Approximately 
10 g of the powder were compressed with a mandrel press by hand. (c) Open the base by loosening the two screws and 
afterwards pushing the compressed food through the cylinder. (d) Compressed food.
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 1. Mouse line: Integrin b1fl/fl/Mx1 Cre.
 2. Polyinosinic-poly-cytidylic acid, (Poly (I)-Poly (C), Amersham 

Biosciences, Buckinghamshire, UK).
 3. Isoflurane.
 4. Heparin: 20 U/ml.
 5. Tyrode’s buffer stock, pH 7.3: NaCl (2.73 M), KCl 

(53.6 mM), NaHCO3 (238 mM), NaH2PO4 (8.6 mM).
 6. 0.5 M HEPES.
 7. 0.1 M MgCl2.
 8. 0.1 M CaCl2.
 9. Tyrode’s buffer for 100 ml: Mix 5 ml of Tyrode buffer stock, 

2 ml of 0.1 M CaCl2, 1 ml of 0.1 M MgCl2, 1 ml of 0.5 M 
HEPES, 1 ml of 10% Glucose (add prior to use), 3.6 ml of 
10% BSA (add prior to use), and H2O 86.4 ml, pH 7.35. 
Before adding the stock solutions, pour 50 ml dd H2O to the 
beaker first!

 10. PGI2: Dilute 10 mM prostacyclin stock solution at 1:10 in 
Tyrode’s buffer.

 11. Lysis buffer: 1% NP-40, 0.1% sodium deoxycholate, 150 mM 
NaCl, 1 mM EDTA, 50 mM Tris–HCl, pH 7.5, and protease 
inhibitors (Complete tablets, Roche, add prior to use).

 12. Sample separation: 10–12% precast Bis Tris gels (NuPAGE™, 
Invitrogen).

 13. Colloidal Blue Staining Kit (Invitrogen).
 14. Reagents for reduction (DTT), alkylation (IAA), and protein 

digest (Lys-C): Same as described for the in solution digest 
(Subheading 2.3).

 1. Buffer A: 0.5% acetic acid.
 2. Buffer B: 80% acetum nitrile (ACN), 0.5% acetic acid.
 3. Buffer A*: 2% ACN, 0.1% TFA.
 4. Empore Disk C18 (Varian, Walnut Creek, CA).
 5. P200 pipette tips.
 6. Syringe.
 7. 16- or 20-mm gauge-needle.
 8. 96-well plate, PCR plate, and Silicon cover plates 

(Nerbeplus).
 9. Speed-vac with adaptor for 96-well-plate.
 10. High resolution mass spectrometer: LTQ-Orbitrap XL, LTQ-

Orbitrap; Velos (Thermo Fisher Scientific).
 11. Online HPLC system: Easy-nLC (Proxeon Biosystems).
 12. Data processing software: MaxQuant (http://www. 

maxquant.org/).

2.4. b1 Integrin-
Deficient Platelets 
Sample Preparation

2.5. Mass 
Spectrometry Analysis
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SILAC is a technique commonly used to perform quantitative 
proteomic studies. The approach is based on the use of stable 
isotopes, like 13C and 15N, which are characterized by not being 
radioactive, having the same chemical and physical properties of 
the normal 12C and 14N atoms, but with a different mass.

The stable isotopes are used to synthesize arginine and lysine 
amino acids, which are then termed “heavy” because of their 
higher mass compare to the normal ones. The choice of arginine 
and lysine is preferred in cell culture since they are essential (not 
synthesized at all by the cell) or semi-essential (can be generated 
by the conversion of proline) amino acids, respectively. Moreover, 
they are well suited for the standard digestion of proteins into 
peptides with trypsin, which cuts C-terminally to Arg and Lys or 
endoprotease Lys-C, which cuts C-terminally to Lys.

In the case of the SILAC mouse we use only Lys, since it is an 
essential amino acid. In particular, the heavy lysine contains six 
atoms of 13C, and therefore has a mass of 6 Da more than the 
natural lysine isotope (see Note 1).

With SILAC applied to mice, it is then possible to perform 
quantitative MS-based proteomic studies in vivo. In order to 
obtain precise quantification, it is important to label mice with an 
incorporation efficiency of the Lys6 of at least 96%.

To check the incorporation and to perform quantitative in-
depth analysis of the proteome (see below), it is required to 
measure the samples with a high resolution and high accuracy 
mass spectrometer. Our laboratory uses the linear triple quadru-
pole (LTQ)-Orbitrap. A further advantage of using these instru-
ments is that the data analysis is supported by the software 
MaxQuant (13). This software allows an automatic processing of 
the data and support accurate and in-depth quantitative analysis 
of SILAC-labeled samples.

Here, we describe how to generate SILAC mice and prepare 
the samples to be used to perform in vivo quantitative proteomic 
experiments according to the more recent protocols developed in 
our laboratory. Moreover, we show the application of SILAC 
mouse in combination with MS to study mice lacking the expres-
sion of protein b1 integrin. However, this is only an example of 
the use of the SILAC-mouse technology. Clearly, it can be used in 
a large variety of circumstances, since it allows comparing different 
states of any organ, tissue, fluid, or primary cells that can be dis-
sected or isolated from mice (see Subheading 3.4).

3.  Methods
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 1. A SILAC mouse colony is started from a fertile C57BL/6 
female mouse (F0 generation) (see Note 2). Pre-labeling of 
the F0 mother increases the label efficiency of the following 
F1 generation. For this purpose the F0 mouse is fed daily 
with 3–5 g of the SILAC diet, until the incorporation of the 
Lys6 is approximately 85–90% (which generally takes 8–10 
weeks) (Fig. 2). The incorporation is checked every week by 
sampling blood. While the degree of incorporation increases, 
the weight of the mouse will not decrease.

 2. Following the initial pre-labeling period, a nonlabeled 
C57BL/6 male mouse is used for breeding. During the 
breeding 3–5 g of SILAC diet is also to be provided for the 
male. However, soon after the observation of a vaginal-plug, 
the male needs to be removed to avoid unnecessary use of 
SILAC diet.

 3. The food amount is increased up to 5–10 g during pregnancy 
and up to 10–15 g during the lactation and weaning, accord-
ing to the number of pups (F1 generation).

 4. Approximately 3 weeks after delivery, each pup is fed with 
1.5 g per day and the mother again with 3 g per day. After 1 
week the amount of food per pup will be 2 g per day and after 
one more week 3 g. In total, we estimate approximately 1 kg 
of food for one generation.

 5. In all the steps involving a change of the amount of food per 
day, we suggest to check daily the leftover food. If there is 
some, the amount of food should be slightly reduced.

3.1. Mouse Labeling 
with Lys6

3.1.1. Generation of the 
Fully Labeled SILAC Mouse
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Fig. 2. Lys6 incorporation in blood. Increasing incorporation of Lys6 in blood proteins (representative example). The ratio 
H/L (“heavy” to “light”) indicates the amount of protein with incorporated Lys6 over the amount of protein carrying no 
Lys6. The incorporation efficiency is calculated as {1−[1/ratio(H/L)] × 100}. Therefore, a ratio of 33.3 indicates that 97% 
of the Lys0 in the indicated protein are substituted with Lys6.
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 6. Organs, tissues and fluids from F1 mice usually show an 
incorporation efficiency of more than 97% (Fig. 2). 
However, before using them for experiments, always check 
that all proteins are labeled with the same efficiency. If it is 
the case, use F1 mice for experiments. Otherwise, continue 
breeding to generate F2 SILAC mice which will be com-
pletely and uniformly labeled (11). Blood is suitable to 
check incorporation but we strongly recommend verifying 
the incorporation of the interested organ/tissue/fluid 
before any use.

Once the F1 generation is established, the feeding of the mice 
should follow the same schedule as before. Each mouse is fed 
with 3–5 g of SILAC food per day, again with increased amounts 
during breeding and pregnancy. It is important never to swap the 
diet back to food containing normal lysine. If this happens, label-
ing of mice needs to be started from the beginning.

 1. Prepare the following materials:
(a) Urea/thiourea lysis buffer.
(b) Two 1.5-ml tubes per mouse (one to collect the blood 

and another to transfer the clean lysate afterwards).
(c) Sterile scissor (to take blood from the tail by snipping the 

1 mm distal part of the tail), and capillary (to take blood 
from the orbital plexus).

 2. After sampling 20 ml of blood from the orbital plexus or tail 
vein under anesthesia, add 80 ml of urea/thiourea lysis buffer 
immediately to avoid blood coagulation.

 3. Sonicate each sample and centrifuge at 14,000 × g for 10 min 
at RT. Then transfer the supernatant into a new tube for 
protein concentration measurements by Bradford assay.

 4. Use 20 mg of proteins for in solution digest.
 5. Add 1 volume of reduction buffer for every 10 volumes of 

sample and incubate for 1 h at RT.
 6. Add the alkylation buffer, 1 volume for every 10 volumes of 

sample, and incubate for 40 min at RT in the dark.
 7. Dilute the sample with 4 volumes of digestion buffer to dilute 

the concentration of urea.
 8. Add the endoprotease Lys-C, 1 mg every 50 mg of lysate and 

incubate at RT overnight.
 9. Acidify the digested peptides with TFA, final concentration 

0.1–1%. Samples are now ready to be loaded on C18-
StageTips for MS analysis (see below).

3.1.2.  Keeping the Colony

3.1.3. Blood Preparation 
for Incorporation Check
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 1. Prepare fresh SDS lysis buffer, 8 M urea buffer and a 
 thermo-mixer settled to 95°C. Wash the tip of the blender 
with PBS and prepare a clean beaker with PBS to clean the tip 
of the blender between the samples. All the lysis procedures 
are performed at RT.

 2. Take the dissected organ or tissue that you are interested in. 
If the sample is fresh, start immediately with the homogeniza-
tion. If the sample is frozen, first reduce it to small pieces or 
powder with the help of a mortar kept cold with liquid nitro-
gen. Then transfer the sample into a clean tube.

 3. Add SDS lysis buffer, 0.6–1.0 ml for every 100 mg of 
 sample, and immediately homogenize it until it becomes 
uniformly liquid. A lot of foam will form due to the SDS. If 
the state of your homogenate is not apparent, wait a few 
minutes so that the foam reduces and then proceed with 
 further homogenization.

 4. Transfer the sample into the thermo-mixer and incubate for 
5 min at 95°C.

 5. Sonicate it at duty cycle 20% and output control 4, for 
1–2 min.

 6. Centrifuge the sample, 14,000 × g, for 15 min at RT and 
transfer the cleared lysate into a fresh tube. Be careful not to 
take the fatty part that can appear as white and dense foam at 
the top of the sample.

 7. If the collected lysate is not clear and transparent, use the 
ultracentrifuge: transfer the lysate into an appropriate tube 
for ultracentrifugation and centrifuge it for 30 min at  
435,000 rcf. Collect the clean supernatant into a new tube.

 8. Quantify the lysate with the Bradford method according to 
the manufacturer protocol. Dilute the sample sufficiently so 
that the SDS and DTT concentration do not affect the pro-
tein quantification.

 9. Now the sample is ready for checking incorporation (A) or to 
be used for quantitative proteomic analysis (B). For proteomic 
study, the SILAC lysate is first mixed in a 1 to 1 ratio with 
samples of interest (Fig. 3).

  (A)  Methanol–Chloroform precipitation and in solution 
digestion. 
 1. Add 4 volumes of methanol and vortex.
 2. Add 1 volume of chloroform and vortex.
 3. Add 3 volumes of deionized water and vortex.
 4. Centrifuge 14,000 × g for 1 min.
 5. Discard the aqueous phase.

3.1.4. Sample Preparation 
for Proteomics 
Experiments (see Note 3)



44325 In Vivo Quantitative Proteomics: The SILAC Mouse

 6. Add 4 volumes of methanol and vortex.
 7. Centrifuge 14,000 × g for 1 min.
 8. Discard the liquid and keep the pellet.
 9. Resuspend the precipitated proteins in urea/ thiourea 

lysis buffer (1–10 ml for 1 mg) and follow the same 

Organs, tissues or primary cells

Dissection and lysis

SILAC mouseMouse state A Mouse state B

Protein digestion
(Lys-C)

State A
SILAC

State B

SILAC

ratio 1:1
peptide from protein x

ratio 2:1
peptide from protein x

state B : SILAC

protein x is more expressed 
in the state B

Mass spectrometry 
and data analyses

Mix lysates
1:1

(SILAC : non-SILAC)

Fig. 3. SILAC mouse as internal standard: experimental workflow. Cells, tissues, or organs are isolated from the mice in 
the experimental conditions of interest (mouse state A and mouse state B, where A and B can be, as an example, old and 
young). The same sample is then extracted from a SILAC mouse. After the lysis, the SILAC lysate is mixed into each 
sample with a ratio 1:1. Then proteins are digested with Lys-C and further analyzed with MS. Bioinformatic analysis by 
MaxQuant generates, separated for each experiment, a list of proteins with their relative quantification (amount in the 
sample/amount in the SILAC mouse). In the pictured case, there is no difference in the amount of protein x between SILAC 
and state A (A/S = Ratio A/SILAC = 1), while in the state B the protein is twice more abundant than in the SILAC skin 
(B/S = Ratio B/SILAC = 2). The relative abundance of protein x between state B and A can be calculated as follows: 
B/A = (B/S)/(A/S) = 2. Therefore, protein x in sample B is twice the amount that in sample A, so it is upregulated twofold 
in sample B.
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protocol described to check the Lys6 incorporation 
in the blood for the digestion.

(B) Filter-aided sample preparation, FASP. The detailed 
 protocol is available in Nature Methods (5).
 1. Mix 200–300 mg of lysate with 200 ml of 8 M urea 

buffer and load it on a Microcon filter.
 2. Centrifuge at 14,000 ´ g for 15 min.
 3. Add 200 ml of 8 M urea buffer and centrifuge at 

14,000 ´ g for 10 min.
 4. Add 100 ml of alkylation buffer, mix at 600 rpm in 

thermo-mixer and incubate for 20 min.
 5. Centrifuge at 14,000 ´ g for 15 min.
 6. Add 100 ml of 8 M urea buffer and centrifuge at 

14,000 ´ g for 15 min (3 times).
 7. Add 100 ml of 50 mM ABC and centrifuge at 14,000 ´ g 

for 10 min (3 times).
 8. Add 40 ml of 50 mM ABC with Endoproteinase 

Lys-C (1 mg every 50 mg of lysate) and incubate 
O/N at 37°C in a wet chamber.

 9. In a new tube, collect the digested peptides by 
centrifugation at 14,000 ´ g for 10 min.

10. Complete the elution adding 50 ml of 50 mM ABC. 
Centrifuge at 14,000 ´ g for 10 min (collect pep-
tides in the same tube as the step before).

11. Acidify the peptides with TFA, final concentration 
0.1–1%.

12. Peptides are now ready to be prepared for MS 
analysis.

13. For single analysis at the MS, it is possible to load 
10–20 mg of digested peptides on C18-StageTips 
(see below). To perform more in depth analysis of 
the proteome, 50–150 mg of the digested peptides 
can be further fractionated by “OFFGEL” isoelectric 
focusing (14) or pipette-based Strong Anion 
Exchange (SAX) (15). This is followed by LC MS/
MS of each fraction.  Avoiding the step of homogeni-
zation, the “sample preparation for experiments” 
protocol can be used also to prepare cell lysate.

The SILAC mouse is a source of organs, tissues and primary cells 
labeled with Lys6, which can be used as internal standard for 
quantitative proteomics (Fig. 3) (see Note 4).

3.2. SILAC Mouse  
as Internal Standard 
for Quantitative 
Proteomics
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As an example, we describe the workflow based on the one that was 
used for quantitative proteomic of platelets studies in vivo (11).

 1. Generation of integrin b1fl/fl/Mx1 Cre mice was done by 
intercrossing integrin b1 floxed mice (b1fl/fl) with a transgenic 
mouse expressing MX1 promoter-driven, interferon- inducible 
Cre (MX1-Cre) (16, 17).

 2. For extensive downregulation of the b1 integrin receptor in 
platelets, we injected intraperitoneal dose of 250 mg Poly 
(I)-Poly (C) diluted in 0.5 ml phosphate-buffered saline 
(PBS) in a 2-day interval. Mice are sacrificed 10–14 day after 
injection (18).

 3. Mice are bled under anesthesia from the retroorbital plexus 
and the blood was collected into a tube containing 300 ml of 
20 U/ml heparin in TBS, pH 7.3. Blood was centrifuged at 
70 ´ g for 6 min at RT to obtain platelet-rich plasma (prp). 
To wash platelets, prp was centrifuged at 800 ´ g for 5 min 
in the presence of prostacyclin (PGI2) (0.1 mg/ml) and the 
pellet was resuspended in 1 ml of Tyrode’s buffer contain-
ing PGI2 (0.1 mg/ml) and apyrase (0.02 U/ml). After a 5 
min incubation step at 37°C for 5 min, the platelets were 
centrifuged at 800 × g for 5 min. After a second centrifuga-
tion step, platelets were resuspended in the same buffer and 
incubated at 37°C for 5 min. Platelets were finally centri-
fuged as above, resuspended in Tyrode’s buffer containing 
apyrase (0.02 U/ml) (500 ml) and left to incubate for at 
least 30 min at 37°C.

 4. For platelet protein isolation prp were centrifuged 5 min at  
800 × g and the pellet were washed 2 × in 1 ml of PBS con-
taining 5 mM EDTA, centrifuged at 2,800 rpm for 5 min. 
The pellet was resuspended in lysis buffer and incubated 
10 min at RT. To pellet cellular debris was centrifuged at full 
speed for 5 min. A Bradford assay was performed to deter-
mine protein concentrations.

 5. According to this concentration measurement, samples from 
labeled wild-type animals were mixed 1:1 with nonlabeled 
wild-type platelets, and with nonlabeled, induced b1(fl/fl) ×  
Mx1-cre platelets.

 6. After 1D-SDS Page using a NuPAGE 4–12% Bis Tris gel 
(Invitrogen) and Colloidal Blue Staining (Invitrogen) equally 
sized gel pieces were excised from the gel and processed for 
in gel digest as described in (19). We used Lys-C as the 
protease.

 7. As expected, all measured protein ratios between labeled and 
nonlabeled wild-type platelets were 1:1 (Fig. 4a). The analysis of 
b1 integrin-deficient platelets revealed a clear downregulation 

3.2.1. Quantitative 
Proteomic Analysis  
of Integrin b1-Deficient 
Platelets
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of the integrin b1 and the direct dimerization partners integ-
rin a2 and integrin a6 (Fig. 4b) (see Note 5).

 8. Figure 4c shows the corresponding MS-spectra of selected 
peptides for integrin b1 and integrin a2. Other integrins, such 
as the b3 subunit were not affected by the absence of b1.
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Since salts can interfere with mass spectrometry (MS) analysis, 
the digested peptides are desalted making use of the C18-
StageTips (20).

 1. For each sample, take one p200 pipette tip and pick twice 
with the gauge-needle the C18 Empore Disk. Insert the 
picked C18 into the tip.

 2. Activate the C18 by adding 50 ml of buffer B to the tip. Let it 
pass through the filter with the help of a syringe.

 3. Wash the C18 material with 50 ml of buffer A.
 4. Repeat the wash with buffer A.
 5. Load the digested peptides (maximum 10 mg).
 6. Wash with 50 ml of buffer A.
 7. Now the C18-StageTips with the loaded sample can be store 

at 4°C until MS analysis.
 8. Just before MS analysis, the sample is eluted from the C18-

StageTip with 2 × 20 ml of Buffer B into a clean 96-well 
plate.

 9. To eliminate the ACN, speed-vac the sample down to 5 ml. 
Then add 5 ml of Buffer A*. Now the sample is ready for MS 
analysis.

MaxQuant (13) is a freely available software which supports the 
analysis of .RAW files generated by LTQ-Orbitrap instruments 
(see Notes 6 and 7). A detailed protocol for the installation and 
use of MaxQuant can be found in Nature Protocols (21).

Above, we illustrated the usefulness of the SILAC mice for in vivo 
proteomics studies. However, due to the relatively expensive diet 
to generate and maintain a SILAC colony, for several applications 
alternative strategies should be considered. Here we provide some 
tips to determine whether or not SILAC mice are applicable.

SILAC Mouse are Applicable

 1. If you want to analyze a rather big organ (i.e., brain or liver). 
It is possible to collect a single SILAC organ and use it as an 
internal standard for hundreds of samples (it is possible to 
store either the frozen organ or the frozen lysate). In fact, 
only 50–100 mg of SILAC lysate are needed for a single 
experiment for in-depth analysis of the proteome.

 2. If it is not possible to label cells that can be used as internal 
standard for the organ, tissue or primary cells of interest may 
be used (i.e., cells that are not proliferating in culture or cells 
that lack the expression of important markers needed for the 
proteomic study).

 3. If it is important to analyze an organ or tissue in all its 
 complexity. In the case of tumor studies, the use of SILAC 

3.3. Mass 
Spectrometry  
and Data Analysis

3.3.1. Sample Preparation 
for Mass Spectrometry 
(Desalting)

3.3.2.  MaxQuant

3.4. Use of the SILAC 
Mouse
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tissue as internal standard also allows checking the state of 
vascularization of the tumor. This information may be lost 
using tumor SILAC-labeled cells as internal standard, since 
endothelial markers are not expressed.

SILAC Mouse Are NOT Applicable
 1. If the interest is in a small organelle like the pancreatic islets 

or the nephron. Of course, SILAC mice can be used, but just 
be aware that you need many of them.

 2. If there is the possibility to use SILAC-labeled cell lines as 
internal standard. Indeed, an alternative and cheaper strategy 
to the SILAC mouse can be the labeling of cell lines similar to 
the sample of interest. As an example, a mix of white and brown 
cultured adipocytes SILAC-labeled cell lines was used as inter-
nal standard to compare the proteome between white and 
brawn mouse fat tissues (22). In this regard, it is strongly rec-
ommended to perform a preliminary experiment to compare 
the proteome of the cells and the organ/tissue/primary cells of 
interest, to verify the similarity between the proteomes.

Phosphoproteomics is an important technology, which in combi-
nation with SILAC allows the large-scale quantification of 
phosphorylated peptides (23). While not described here, the 
SILAC-mouse can be used equally well to measure the in vivo 
changes in global cell signaling as reflected in quantitative phos-
phopeptide changes. This in principle applies to other posttrans-
lational modifications (PTMs) as well.

 1. Generally, for quantitative proteomic study, cells are labeled 
with arginine and lysine heavy amino acids. This allows pro-
tein digestion with trypsin, which cuts at the C-terminus of 
these two amino acids. Since the SILAC mouse is labeled only 
with heavy Lysine, Lys-C is the endoprotease used to cleave 
proteins into peptides. If using trypsin, all peptides contain-
ing arginine but no lysine, are useless for quantitative pur-
pose. Lys-C instead of trypsin leads to the generation of 
longer peptides and may therefore result in less identifications 
in MS/MS (2/3 compared to tryptic digest). We believe that 
with instrument and software improvements, this will be less 
of a problem in the future.

 2. We show that it is possible to fully label C57BL/6 mice. 
However, the protocol should work equally well for other 
mouse strains.

3.5. The Analysis  
of Posttranslational 
Modifications

4.  Notes
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 3. We propose SDS lysis buffer and the FASP method for sample 
preparation and digestion, because this method led to the 
generation of very clean peptides for MS analysis. However, 
other lysis protocols can be used according to the require-
ments. If detergents or other substances that can interfere 
with the MS analysis are present, proteins must be precipi-
tated and resuspended in suitable buffer for digestion (i.e., 
urea/thiourea lysis buffer).

 4. For large-scale experiments (i.e., many conditions to be com-
pared or different biological replicates), it is better to gener-
ate only one batch of SILAC lysate as internal standard; if 
necessary pooling material from different mice. This makes it 
straightforward to compare all conditions to each other.

 5. Here we showed the use of the SILAC mouse as an internal 
standard. However an alternative strategy is to generate 
SILAC mice directly for the condition under study. However, 
although SILAC mice grow normally, the Lys6 diet used 
here contains high amount of sucrose. Since this can affect 
the metabolism of the mice, we discourage the use of cells/
tissues/organs from SILAC mice to perform metabolic studies. 
In principle, this potential problem could be ameliorated by 
developing a SILAC mouse diet more similar to the ordinary 
mouse food. Moreover, for direct comparison, we recom-
mend to always first check the similarity in protein expression 
between SILAC mouse and the mouse of interest for the 
organ/tissue/cells of interest.

 6. Other analysis software can in principle be used for MS data 
analysis, i.e., MSQuant.

 7. Other MS instruments can be used. But at the moment only 
LTQ-Orbitrap and FT are supported by MaxQuant.
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Chapter 26

Analysis of Chemotaxis in Dictyostelium

Huaqing Cai, Chuan-Hsiang Huang, Peter N. Devreotes, and Miho Iijima

Abstract

Dictyostelium discoideum is an excellent model organism for the study of directed cell migration, since 
Dictyostelium cells show robust chemotactic responses to the chemoattractant cAMP. Many powerful 
experimental tools are applicable, including forward and reverse genetics, biochemistry, microscopy, and 
proteomics. Recent studies have demonstrated that many components involved in chemotaxis are func-
tionally conserved between human neutrophils and Dictyostelium amoebae. In this chapter, we describe 
how to define the functions of proteins that mediate and regulate cell motility, cell polarity, and direc-
tional sensing during chemotaxis in Dictyostelium.

Key words: Dictyostelium, Chemotaxis, Intracellular signaling, Cell migration

Chemotaxis is a dynamic process that involves directional sensing, 
cell polarity, and cell motility. Cells continuously rearrange their 
cytoskeleton and plasma membrane, resulting in an asymmetric 
cell shape, and periodically extend pseudopods. Actin polymer-
ization in pseudopods at the leading edge of the cell is synchro-
nized with contractile forces generated by myosin motor proteins 
at the rear. A directional sensing system biases pseudopodia 
formation toward the source of the chemoattractant and thus 
orients cell movement along the extracellular chemical gradient. 
To understand the molecular mechanisms of chemotaxis, a variety 
of assays have been used to dissect the individual subreactions 
involved in Dictyostelium chemotaxis.

This model organism is an excellent system for the study of 
cell migration. The molecular mechanisms underlying chemotaxis, 
such as actin polymerization, intracellular signaling, and cell 

1. Introduction
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migration, are highly conserved among eukaryotes. Therefore, 
many powerful experimental tools used to dissect these processes 
in other organisms are applicable to Dictyostelium. When there are 
sufficient nutrients Dictyostelium cells proliferate as haploid single 
amoebae; however, when nutrients are depleted, starvation imme-
diately triggers the developmental program for surviving harsh 
conditions through spore formation. Chemotaxis plays an essential 
role in Dictyostelium development. During differentiation, 
~100,000 cells migrate toward aggregation centers that release 
the chemoattractant cAMP and form multicellular structures. 
Differentiating cells secrete cAMP every 6 min and waves of extra-
cellular cAMP reinforce the expression of the cAMP receptors and 
other signaling molecules that are required to respond to cAMP. 
Differentiation normally takes several hours and the chemotactic 
ability peaks at 5–6 h after starvation. Around this time, cells establish 
an increased cell polarity due to downregulation of basal cytoskel-
etal activity and become highly sensitive to chemoattractant stimu-
lation. Thus, the developing amoebae display robust and rapid 
chemotactic responses.

In this chapter, we will describe how Dictyostelium mutants 
can be analyzed to determine whether and how they are defective 
in chemotaxis. Cell movement toward chemoattractants can be 
 examined by direct observation using time-lapse microscopy. 
Quantification of cell movement and shape provides information 
on cell polarity, directionality, and rate of cell migration. In addition, 
the many biochemical reactions involved in chemotaxis can be exam-
ined in mutant and wild-type cells. Assays for chemoattractant–
receptor interactions, G-protein activation, phosphatidylinositol 
(3,4,5)-triphosphate (PIP3) production, and activation of Target 
of rapamycin complex 2 (TORC2) and Ras signaling are described 
in this  chapter. It should be noted that these biochemical reac-
tions are often localized and therefore it is critical to determine 
where the reactions occur using microscopic approaches in addi-
tion to biochemical measurements. These assays will reveal the 
molecular mechanisms underlying chemotaxis and the function 
of proteins involved in this process. Identification of genes that 
are mutated in chemotaxis-defective mutants will help us under-
stand the function of proteins involved in chemotaxis.

 1. HL5 medium, pH 6.5: 10 g/L Dextrose, 10 g/L Proteose 
peptone, 5 g/L Yeast extract, 0.67 g/L Na2HPO4 × 7H2O, 
0.34 g/L KH2PO4. Autoclave and store at room  temperature. 
10 mg/mL Streptomycin sulfate.

2. Materials

2.1. Cell Culture  
and Development
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 2. DB (Development Buffer), pH 6.5: 5 mM Na2HPO4, 5 mM 
KH2PO4, 2 mM MgSO4, 0.2 mM CaCl2.

 3. DB agar: 1% agar in DB.
 4. PM (Phosphate magnesium buffer), pH 6.5: 5 mM Na2HPO4, 

5 mM KH2PO4, 2 mM MgSO4.
 5. cAMP: 10 mM stock solution. Store at −20°C.
 6. Caffeine: 100 mM stock solution. Store at −20°C.
 7. Hydrophobic agar: 1% agar in dH2O.

 1. Inverted fluorescence microscope.
 2. Lab-Tek II chambered coverglasses (Nalge Nunc).
 3. FemtoJet Microinjector (Eppendorf).
 4. Femtotips microcapillary pipettes (Eppendorf).
 5. Micromanipulator (Eppendorf, Narushige).
 6. The image processing software NIH ImageJ.

 1. Latrunculin A: 1 mM stock solution in DMSO. Store at 
−20°C.

 2. Alexa Fluor 594 (Molecular Probe): 10 mM stock solution. 
Store at −20°C.

 3. Inverted fluorescence microscope: Required capabilities 
includes (1) excitation at 457 nm and simultaneous recording 
for emissions at 480 and 535 nm (for FRET) (e.g., Olympus 
IX 71 inverted microscope with a 60×, 1.45 NA objective, a 
Kr/Ar laser line, and the Dual-View system (Optical Insights, 
LLC) mounted to a Photometrics Cascade 512B CCD 
for simultaneous image acquisition); and (2) excitation at 
550–600 nm and emission around 600–650 nm (for Alexa 594) 
(e.g., a DsRed fluorescence filter set is used for Alexa 594 
fluorescence).

 1. DB-MES, pH 6.5: 20 mM MES, 2 mM MgSO4, 0.2 mM 
CaCl2.

 2. [32P]Phosphorus (5 mCi/mL, NEX).
 3. TLC plate (EM Science).
 4. Nucleopore filter membrane.
 5. Plastic cup.

 1. Mouse anti-phospho PDK docking motif monoclonal anti-
body (Cell Signaling): Use 1:2,000 dilution in TBST con-
taining 5% (w/v) BSA; detect with anti-mouse IgG-HRP.

 2. Rabbit anti-phospho PKC (pan) monoclonal antibody (Cell 
Signaling): Use 1:2,500 dilution in TBST containing 5% 
(w/v) BSA; detect with anti-rabbit IgG-HRP.

2.2. Time-Lapse 
Imaging

2.3. G-Protein 
Activation

2.4. PIP3 Production

2.5. TORC2-PKB 
Activity



454 H. Cai et al.

 3. Rabbit anti-phospho PKB substrate monoclonal antibody 
(Cell Signaling): Use 1:2,500 dilution in TBST containing 
5% (w/v) BSA; detect with anti-rabbit IgG-HRP.

 1. GST-RBD-Byr2 expression construct (1).
 2. BL21 (DE3) Escherichia coli competent cells. Store at −80°C.
 3. LB (Luria broth): 10 g/L NaCl, 10 g/L tryptone, 5 g/L 

yeast extract. Adjust pH to 7.0 with NaOH. Autoclave and 
store at room temperature.

 4. Ampicillin: 100 mg/mL, filter-sterilize. Store at −20°C.
 5. IPTG (isopropyl-b-d-thiogalactopyranoside): 1 M stock solu-

tion. Store at −20°C.
 6. DTT (dithiothreitol): 1 M stock solution. Store at −20°C.
 7. PMSF (phenylmethylsulfonyl fluoride): 100 mM stock solu-

tion. Dissolve in isopropanol. Store at −20°C.
 8. Lysozyme: 10 mg/mL. Store at −20°C.
 9. Glutathione sepharose 4B: Store at 4°C.
 10. 10× PBS (Phosphate-buffered saline), pH 7.5: 1.37 M 

NaCl, 27 mM KCl, 18 mM KH2PO4, 100 mM Na2HPO4. 
Store at 4°C.

 11. Suspension buffer: 1× PBS, 1 mM DTT, 1 mM PMSF. Add 
DTT and PMSF before use.

 12. 2× Lysis buffer: 20 mM sodium phosphate (pH 7.2), 300 mM 
NaCl, 1% NP-40, 20% glycerol, 1 mg/mL BSA, 20 mM 
MgCl2, 2 mM EDTA, 2 mM Na3VO4, 10 mM NaF, with one 
tablet of protease inhibitor (Roche complete) per 25 mL.

 13. Wash buffer: 10 mM sodium phosphate (pH 7.2), 150 mM 
NaCl, 0.5% NP-40, 10% glycerol, 10 mM MgCl2, 1 mM 
EDTA.

 14. Antibodies: Mouse monoclonal anti-pan Ras antibody 
Ras10 (Calbiochem) and anti-mouse IgG-conjugated 
HRP. Store at 4°C.

Upon starvation, Dictyostelium cells initiate development into 
fruiting bodies. During development, Dictyostelium cells obtain the 
ability to chemotax toward cAMP in order to form multicellular 
structures. Therefore, it is important to develop Dictyostelium cells 
to make them competent for robust chemotaxis by depleting 
nutrients. Methods to induce development and prepare chemotaxis-
competent cells are described below. When mutant cells are 
isolated, it is also important to analyze their developmental 

2.6. GST-RBD-Byr2 
Pull Down Assay

3. Methods

3.1. Assays  
for Chemotactic 
Responses
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phenotypes as chemotaxis-defective mutants often fail to normally 
develop. To examine chemotaxis, two methods have been exten-
sively used. The first assay observes chemotaxing cells toward 
cAMP released from a micropipette under a light microscope. The 
other assay analyzes cells moving toward cAMP on agar plates.

 1. Grow cells to a density of 2–5 × 106 cells/mL in HL5 medium 
at 22°C, shaking at 180 rpm.

 2. Centrifuge 5 × 106 cells at 500 × g for 5 min. Remove the 
supernatant and wash twice with 1 mL DB.

 3. Resuspend cells in DB at 5 × 106 cells/mL and spread 200 mL 
of cell suspension onto a 3.5 cm dish containing 1 mL of 1% 
DB agar. Remove the DB after cells attach.

 4. Incubate cells at 22°C. Cells start aggregating around 6 h 
after plating. Wild-type cells form mature fruiting bodies 
within 24 h (Fig. 1a).

 1. Centrifuge 2 × 108 cells at 500 × g for 5 min. Remove the 
supernatant and wash twice with 40 mL DB.

 2. Resuspend cells at 2 × 107 cells/mL in 10 mL DB, transfer 
cells into a 125 mL flask, and shake for 1 h at 100 rpm.

 3. Pulse cells with cAMP at a final concentration of 50–100 nM 
every 6 min for 4–5 h using a timer-controlled-peristaltic 
pump. For example, set a pump to drop 50 mL of 20 mM 

3.1.1. Developing Cells  
on Agar Plates

3.1.2. Prepare 
Chemotaxis-Competent 
Cells

Fig. 1. Development and chemotaxis of Dictyostelium cells. (a) Development of cells on non-nutrient agar plates. 
(b) Chemotaxis to a pipette filled with 1 mM cAMP.
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cAMP every 6 min. Chemotaxis-competent cells start 
aggregating within 1 h after cells are plated on DB agar as 
described in the Subheading 3.1.1.

 4. To monitor the expression of developmentally regulated 
genes, take 100 mL of samples every hour and analyze using 
immunoblotting with antibodies against cAMP receptor 1 
(cAR1) and adenylyl cyclase (ACA) (2) (see Note 1).

 1. Dilute developed cells by approximately 50-fold in DB and 
disrupt aggregates by pipetting gently. Transfer cells (~3 mL) 
to a one-well Lab-Tek II chambered coverglass, allow them 
to adhere to the coverglass for 10 min, and ensure that cells 
are individually separated under a light microscope.

 2. Fill a micropipette with 15 mL of 1 mM cAMP. Attach the 
micropipette to a micromanipulator, which is connected to 
a microinjector. Use a continuous injection mode with a 
compensation pressure (Pc) of 100 hPa. Place the micropipette 
in the middle of the field. Lower the micropipette till it just 
touches the chambered coverglasss.

 3. Observe cells using light microscopy with 10× to 40× objec-
tives and take pictures every 10–30 s for 30 min (Fig. 1b).

 1. Dilute developed cells by approximately fivefold in DB. Spot 
5 mL of cell suspension and 5 mL of different concentrations 
of cAMP (0.1, 1, and 10 mM) onto 1% hydrophobic agar. 
The distance between spots is 5 mm.

 2. Capture images of cells using a 20× objective every 30 s for 1 h.

During development, Dictyostelium cells aggregate by migrating 
toward high concentrations of cAMP, which binds to the 
G-protein-coupled receptor cAR1. Upon ligand binding, cAR1 
activates the heterotrimeric G-protein composed of Ga2, Gb, 
and Gg, causing Ga2 to dissociate from the Gb–Gg complex. This 
dissociation event can be monitored by the decrease of fluores-
cence resonance energy transfer (FRET) between Ga2 and Gb 
tagged with CFP and YFP, respectively (3). The measurement can 
be done either at the population level using a fluorometer, or at 
the single-cell level using fluorescence microscopy (4). By recording 
the entire spectrum of emission averaged over a large number of 
cells, the population approach allows more accurate estimation of 
the absolute FRET change. However, in most instances the kinetics 
of FRET change is more important than its absolute magnitude, 
and single-cell measurement with fluorescent microcopy is advan-
tageous due to its ease of applying complex spatial or temporal 
 patterns of stimulation. The following protocol describes the pro-
cedure for monitoring G-protein FRET at the single-cell level in 

3.1.3. Needle Assay

3.1.4. Two-Drop Assay

3.2. Assays  
for Chemotactic 
Signalings

3.2.1. Visualization  
of G-Protein Activation  
by FRET
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real time by fluorescent microscopy, with the use of a  micropipette 
that allows rapid introduction and removal of stimulation.

A. Preparation of Cells
 1.  Dictyostelium cells (Ga2-null or Gb-null) overexpressing 

both Ga2-CFP and Gb-YFP are developed by cAMP 
pulsing as described in Subheading 3.1.2. Instead of the 
typical 4–5 h pulsing used for wild-type cells, a longer 
duration of pulsing (6–7 h) is recommended based on 
the observation that knock-out cells rescued with G pro-
teins tagged with fluorescent proteins have delayed 
development.

 2.  Place cells on a one-well chambered coverglass as described 
in Subheading 3.1.3.

 3.  Cells are immobilized by the addition of Latrunculin A to 
a final concentration of 5 mM. Typically, cells lose their 
polarized morphology within 10 min of Latrunculin A 
treatment and round up. This step is to minimize the 
effect of changes in cell morphology on the analysis of 
fluorescent signal.

B. Setting Up Micropipettes
 1.  Fill a Femtotips micropipette with 5 mL of 10 mM cAMP 

solution containing 50 nM Alexa Fluor 594. Attach the 
micropipette to a microinjector and micromanipulator. 
Set a microinjector to continuously inject cAMP with a 
compensation pressure (Pc) of 100 hPa.

 2.  Under low magnification, use the micromanipulator to 
position the micropipette tip at the center of the viewing 
field. Save the position by holding the “position 1” but-
ton till a beeping sound is heard. Lift the micropipette 
(~0.5 cm) and save the position by holding the “position 
2” button till a beeping sound is heard.

 3.  To obtain the spatial and temporal characteristics of the 
applied cAMP stimulation, fill a clean Lab-TekII cham-
ber with DB and mount over a 60× objective. Using a 
dsRed fluorescence filter set, acquire time-lapse movies 
with a frame rate of one per second while bringing the 
micropipette tip in (position 1) and out (position 2) of 
the center of the field. Typically, a stable gradient is estab-
lished within 10 s of introducing the micropipette.

C. Microscopy and cAMP Stimulation
 1.  Mount the Lab-Tek II chamber loaded with cells  

(step A. 3) over a 60× objective. Cells are excited with a 
457-nm laser line, and the image of emission at 480 nm 
(CFP channel) and 535 nm (YFP channel) are acquired 
simultaneously using the Dual-View system attached to 
the CCD camera.
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 2.  Look for cells with bright emissions in both channels. 
Adjust the position of the selected cell(s) to a suitable 
distance from where the tip of the micropipette will be 
located when introduced.

 3.  Take time-lapse movies with a rate of 2 s per frame. 
Acquire at least ten frames before introducing the 
micropipette.

 4.  Use the “position 1” and “position 2” buttons on the 
micromanipulator to introduce and remove the micropi-
pette while acquiring video.

D. Analysis of G-Protein FRET Response
 1.  Open the saved video files in ImageJ.
 2.  For each frame, measure the mean pixel values for cells in 

both CFP and YFP channels. In ImageJ, the mean pixel 
value of a selected region of interest can be calculated using 
the “Measure” function under “Analyze” (see Note 2). 
Similarly, choose a background region to measure the mean 
value in both channels. Subtract the background values to 
obtain the corrected CFP and YFP emissions for cells.

 3.  Plot the corrected CFP and YFP emissions as well as the 
YFP/CFP ratio over time. Upon cAMP stimulation, CFP 
emissions should increase and YFP decrease. The YFP/
CFP ratio should decrease and is usually more robust 
than either CFP or YFP emission because it is corrected 
for the frame-to-frame noise in excitation intensity (see 
Note 3). A typical result is shown in Fig. 2.

Fig. 2. G-protein activation upon cAMP stimulation monitored by FRET between Ga2-CFP 
and Gb-YFP. Loss of FRET (decreased YFP:CFP ratio) was induced when a micropipette 
containing 10 mM cAMP was introduced at 45 s and persisted until the micropipette was 
removed at 180 s.
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In chemotaxing cells, PIP3 is locally produced and activates 
signaling events that lead to actin polymerization at the leading 
edge. Pleckstrin homology (PH)-domain-containing proteins 
that bind to PIP3 are highly localized at the front of chemot-
axing cells and mediate downstream events. The PH-domain-
containing proteins include CRAC (5), PKB (6), and PhdA (7). 
The production of PIP3 is regulated by PI3-kinase (PI3K) and 
PI3-phosphatase (PTEN). PI3K phosphorylates PI(4,5)P2 to 
produce PIP3. On the other hand, PTEN converts PIP3 to 
PI(4,5)P2. Both PI3K and PTEN are required for PIP3 produc-
tion and chemotaxis toward cAMP in Dictyostelium (8–10). 
Here, we describe methods to measure PIP3 production and 
localization upon cAMP stimulation. For in vivo analysis, GFP-
fused the PH domain of CRAC is used to visualize PIP3 by 
fluorescence microscopy (5–11). Amounts of PIP3 can be quan-
titatively analyzed by extracting lipids from cells.

A. Time-Lapse Imaging of PIP3 Production in Response to 
Chemoattractant Stimulation
 1.  Prepare chemotaxis-competent cells expressing GFP-

PHcrac as described in the Subheading 3.1.2.
 2.  Resuspend the cells in DB at ~5 × 105 cells/mL. Place 

360 mL (~2 × 105 cells) in a well of eight-well chambered 
coverglasss. Allow the cells to adhere for 10 min.

 3.  Place the chamber on an inverted fluorescence microscope.
 4.  Stimulate cells by adding 40 mL of 10 mM cAMP to the 

chamber. Carefully squirt cAMP solution to avoid dis-
turbing the cells.

 5.  Capture images of cells using a 40× objective every 3 s 
for 1 min. PIP3 production peaks on the plasma mem-
brane at 5–10 s after stimulation (Fig. 3a).

3.2.2. Detection of PIP3 
Production

Fig. 3. Visualization of transient PIP3 production upon uniform cAMP stimulation. Cells 
expressing PHcrac-GFP were examined by fluorescence microscopy (a) and immunoblotting 
using anti-GFP antibody (b) after addition of 1 mM cAMP. T, 20% of input.
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B. In Vivo Translocation of PHcrac
 1.  Prepare chemotaxis-competent cells expressing GFP-

PHcrac.
 2.  Basalate cells by adding caffeine at a final concentration 

of 2–5 mM and shake for 20 min at 200 rpm.
 3.  Centrifuge cells at 500 × g for 5 min at 4°C. Remove the 

supernatant. Wash cells twice with 40 mL ice-cold PM.
 4.  Resuspend cells in 2.5 mL PM at 8 × 107 cells/mL and 

keep them on ice until used in the assay.
 5.  Aliquot cells into small plastic cup and shake at 

200 rpm.
 6.  Add cAMP at a final concentration of 1 mM (e.g., 15 mL 

of 100 mM cAMP into 1.5 mL of cells).
 7.  Take samples at 0, 5, 20, 60, 120, and 180 s as described 

below.
(a) Lyse 200 mL cells through 5 mm nucleopore filter 

into 1 mL ice-cold PM.
(b) Spin at maximum speed for 1 min at RT in 

microcentrifuge.
(c) Remove the supernatant.
(d) Resuspend the pellet with 50 mL of 1× Sample 

Buffer.
 8.  Analyze 5 mL samples using SDS-PAGE and immunob-

lotting with anti-GFP antibody (Fig. 3b).

C. Detection of PIP3 by Lipid Extractions and TLC
 1. Prepare chemotaxis-competent cells in DB-MES.
 2.  Wash twice with 40 mL ice-cold DB-MES. Resuspend 

cells at 8 × 107 cells/mL in DB-MES.
 3.  Aliquot 1.5 mL cells into a small plastic cup and shake at 

200 rpm.
 4.  Add 150 mL of 5 mCi/mL 32Pi (5 mCi Phosphorus P32 

radionucleotide: NEX) at a final concentration of 
500 mCi/mL and incubate cells for 40 min.

 5.  Basalate cells by adding 50 mL of 0.1 M caffeine and 
shake at 200 rpm for 20 min.

 6.  Wash cells twice and resuspend in 1.5 mL ice-cold 
DB-MES.

 7.  Shake cells in a small plastic cup at 200 rpm and stimulate 
with 1 mM cAMP.

 8.  Take 150 mL of samples at 0, 5, 20, 60, 120, and 180 s 
into a glass tube containing 1 mL ice-cold 1N HCl and 
mix well by vortexing for 5 min.

  9.  Add 2 mL MeOH/CHCl3 (1:1) and mix well.
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10.  Spin samples at 1,000 rpm at 4°C for 5 min.
11.  Take 1 mL of a lower phase and mix well with 2 mL 

MeOH/1N HCl (1:1).
12.  Spin samples at 1,000 rpm at 4°C for 5 min.
13.  Take 800 mL of a lower phase and dry samples in a glass 

tube under N2 gas.
14.  Pre-run TLC plate in 2% potassium oxalate/dH2O:MeOH 

(3:2) over night and dry plates in a chemical hood for 
30 min.

15.  Activate the TLC plate at 100°C for 3 min.
16.  Resuspend dried samples in 30 mL CHCl3:MeOH (2:1).
17.  Spot 10 mL of samples on the heat-activated TLC plate.
18.  Run the TLC plate with CHCl3:acetone:MeOH:acetic 

acid:H2O (30:12:10:9:6) for 200 min at RT.
19. Detect signals by autoradiography or phosphoimaging.

Dictyostelium expresses two Protein Kinase B (PKB) homologs, 
PKBA and PKBR1. PKBA is recruited to the plasma membrane 
through a PIP3-specific Pleckstrin Homology (PH) domain at 
the N-terminus, whereas PKBR1 is tethered to the plasma 
membrane via N-terminal myristoylation (6, 12). cAMP acti-
vates the two PKBs through phosphorylation within their 
hydrophobic motifs (HMs) and activation loops (ALs) via Tor 
complex 2 (TORC2) (13) and Phosphoinositide-Dependent 
Kinase (PDKs) (14), respectively. Pianissimo A (PiaA), origi-
nally isolated in a forward genetic screen for chemotaxis defec-
tive mutants, is now recognized as a subunit of TORC2 (15). 
PKB phosphorylation is significantly reduced in cells lacking 
PiaA (13). Together, the two PKBs mediate the phosphoryla-
tion of several substrates, including Talin B, PI4P 5-kinase, two 
RasGefs, and a RhoGap (13). PKB phosphorylation occurs at 
the leading edge of migrating cells and plays important roles 
in chemotaxis. This section describes methods to assess PKB 
activity using phospho-specific antibodies.

cAMP Stimulation and Sample Preparation

 1.  Prepare chemotaxis-competent cells and basalate them as 
described in Subheading 3.2.2 (see Note 4).

 2.  Resuspend cells in 5 mL PM at 2 × 107 cells/mL and keep on 
ice until used in the assay (see Note 5).

 3.  Transfer ice-cold chemotaxis-competent cells to a 5 mL dis-
posable plastic cup. Immediately add 100 mM of cAMP at a 
final concentration of 1 mM and start shaking at 200 rpm (see 
Note 6).

3.2.3. TORC2-PKB Activity
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 4.  At time points of 0, 10, 20, 30, 60, 90, 120, and 180 s, 
 transfer 100 mL cells into a microcentrifuge tube containing 
50 mL 3× SDS sample buffer, and boil the sample at 95°C for 
5 min.

 5.  Analyze samples using SDS-PAGE and immunoblotting with 
antibodies against phospho PDK docking motif, pan phos-
phor PKC, and phospho PKB substrate (see Notes 7–9) 
(Fig. 4).
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Fig. 4. PKB activation in response to chemoattractant stimulation. (a) Schematic repre-
sentation of the activation of PKBR1 and PKBA. The N-terminus of PKBR1 is myristoy-
lated while the N-terminus of PKBA has a PIP

3-specific PH domain. Upon cAMP 
stimulation, the two PKBs are activated through phosphorylation of their HMs by TORC2 
and ALs by PDK. The phosphorylation sites (P) can be detected by phospho-specific 
antibodies. (b) Wild-type cells were stimulated with cAMP, lysed at the indicated time 
points, and subjected to immunoblotting using antibodies against phospho-HM (top 
panel ), phospho-AL (middle panel ), and phospho-substrate (bottom panel ).
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Dictyostelium Ras proteins are important regulators of chemotaxis. 
Several Ras proteins, including RasB, RasC, RasD, and RasG, are 
activated upon cAMP stimulation (1, 16, 17). Activated Ras can 
be detected at the leading edge of cells undergoing chemotaxis 
(1). Two proteins, PI3K and TORC2, have been suggested to 
function downstream of Ras in regulating chemotaxis (8, 13, 18). 
Ras-binding domain (RBD) from yeast Byr2 or human Raf-1, 
which specifically interacts with the GTP-bound form of Ras, has 
been used to monitor Ras activation in Dictyostelium. The RBD 
of Byr2 is capable of binding to all four Ras GTPases that are 
activated by cAMP, whereas the RBD of Raf1 is capable of bind-
ing to RasB, RasD, and RasG, but not to RasC (1, 17). This sec-
tion describes biochemical and real-time imaging methods to 
assess Ras activation. In the biochemical assay, activated Ras pro-
teins in cell lysates are pulled down by GST-fused RBD of Byr2 
and glutathione-sepharose beads. In the cell imaging assay, GFP-
fused RBD from Raf1 is used to detect activated Ras in vivo.

A. Preparation of GST-RBD-Byr2 Attached Beads
 1.  Transform Escherichia coli with GST-RBD-Byr2 expres-

sion construct according to the manufacturer’s instruc-
tion (see Note 10).

 2.  Pick up a single colony, inoculate into 50 mL LB with 
50 mg/mL ampicillin, and grow overnight at 37°C with 
shaking at 250 rpm.

 3.  Measure OD600 of the overnight culture. Transfer into 
1 L LB containing 50 mg/mL ampicillin at an OD600 of 
0.05. Grow cells at 37°C with shaking at 250 rpm until 
OD600 reaches 0.4–0.6 (see Note 11).

 4.  Turn the temperature of the air shaker down to 20°C 
(see Note 12).

 5.  Add IPTG at a final concentration of 0.5 mM to induce 
protein expression. Shake the culture at 20°C for 18–20 h 
(see Note 13).

 6.  Harvest the cells by centrifugation at 4,000 × g for 10 min 
at 4°C (see Note 14).

 7.  Remove the supernatant. Resuspend cells in 50 mL sus-
pension buffer (see Note 15).

 8.  Add 100 mg/mL lysozyme to cell suspension and incu-
bate on ice for 20 min.

 9.  Sonicate cells. (see Note 16).
10.  Add Triton X-100 at a final concentration of 2% and 

incubate on ice for 10 min.
11.  Centrifuge at 10,000 × g for 15 min at 4°C (see Note 17).
12.  Transfer the supernatant to a 50-mL tube and add 1 mL 

glutathione-sepharose 4B (see Note 18).

3.2.4. Ras Activity
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13.  Rotate at 4°C for 1 h.
14.  Spin down the sepharose by centrifuging at 500 g for 

2 min at 4°C.
15.  Remove the supernatant and wash five times with 40 mL 

ice-cold 1× PBS.
16.  Remove the supernatant after the final wash and add 

equal volume of ice-cold PBS to make a 50% slurry. Store 
at 4°C (see Note 19).

17.  Check GST-RBD-Byr2 production by SDS-PAGE and 
Coomassie Brilliant Blue staining (see Note 20).

B. GST-RBD-Byr2 Pull Down
 1.  Prepare chemotaxis-competent cells and basalate them as 

described in Subheading 3.2.2.
 2.  Wash glutathione-sepharose beads carrying GST-RBD-

Byr2 three times with lysis buffer. Aliquot the beads car-
rying 30 mg GST-RBD-Byr2 into microcentrifuge tubes. 
Keep on ice until used in the assay (see Note 21).

 3.  Resuspend basalated cells at 4 × 107 cells/mL and keep 
on ice.

 4.  Transfer 3 mL cells to a 10 mL disposable plastic cup. 
Immediately add 100 mM of cAMP to a final concentra-
tion of 1 mM and shake at 200 rpm.

 5.  At time points of 10, 20, 40, 60 s, transfer 350 mL cells 
into a microcentrifuge tube containing 350 mL ice-cold 
2× lysis buffer. Quickly mix by inverting the tube a few 
times and put the tube back on ice.

 6.  For the time point of 0 s, mix 350 mL unstimulated cells 
with 350 mL 2× lysis buffer.

 7.  Clarify the lysate by centrifugation at 15,000 × g for 
10 min at 4°C.

 8.  As a total cell lysate control, take 50 mL of the superna-
tant and mix with 25 mL 3× SDS sample buffer. Heat the 
sample at 95°C for 5 min.

 9.  Transfer the remaining supernatant (~600 mL) to the 
microcentrifuge tube containing GST-RBD-Byr2 beads.

10.  Rotate for 45 min at 4°C.
11.  Centrifuge at 2,000 × g for 30 s at 4°C.
12.  Remove the supernatant carefully. Wash beads four times 

with 1 mL wash buffer.
13.  After the final wash, carefully aspirate the supernatant 

and add equal bead volume of 2× SDS sample buffer. 
Quickly move the tubes to a heat-block that is set to 
95°C, and boil the sample for 5 min.
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14.  Analyze the pull-down product by immunoblotting with 
anti-pan-Ras antibody (see Note 22) (Fig. 5a).

C. Time-lapse Imaging of Ras Activation in Response to Global 
Chemoattractant Stimulation
 1.  Prepare chemotaxis-competent cells expressing GFP-

RBD-Raf1 (see Note 23).
 2.  Resuspend cells with DB at 5 × 105 cells/mL. Place 

360 mL (~2 × 105 cells) into one well of a eight-well 
chambered coverglass. Allow the cells to adhere for 
10 min.

 3.  Place the chamber on a fluorescence microscope.
 4.  Capture images using a 40× objectives every 3 s (see 

Note 24).
 5.  Stimulate Ras activation with 40 mL of 10 mM cAMP 

(see Note 25) (Fig. 5b).

 1. A potential complication, which one might encounter during 
analysis of chemotaxis mutants, is that mutant cells show 
defects in differentiation. Failure in formation of multicellular 
structure is an indication for chemotaxis defects since chemot-
axis is required for aggregation. However, this phenotype 
may simply result from defects in differentiation itself. One 
way to test if differentiation is affected is to examine the 

4. Notes

Fig. 5. Ras activation in response to chemoattractant. (a) cAMP stimulation triggers rapid 
and transient activation of endogenous Ras proteins, which can be pulled down by GST-
RBD-Byr2. (b) Fluorescent images of GFP-RBD-Raf1 in wild-type cells before and after 
cAMP stimulation.
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expression of developmentally regulated genes including 
cAMP receptors (cAR1) and adenylyl cyclase (ACA). If dif-
ferentiation is impaired, their expression will be delayed or 
inhibited. If differentiation is found to be affected, one could 
take alternative approaches to bypass this defect and study 
chemotaxis. For example, mutants defective in producing 
cAMP, including aca-, crac-, and piaA- cells, are unable to 
relay cAMP and therefore show developmental as well as 
chemotactic phenotypes. Artificial cAMP pulse mimicking 
the cAMP wave can help these cells to undergo differentia-
tion and bypass the defects, allowing one to specifically exam-
ine chemotaxis in these mutants. It is also possible to analyze 
chemotaxis toward folate in vegetative cells since folic acid 
activates essentially the same downstream reactions as cAMP. 
Although receptors for folic acid have not yet identified and 
chemotactic responses to folate are relatively weaker com-
pared to cAMP, this experiment will enable one to study 
chemotaxis independent of differentiation.

 2. Instead of measuring a selected region frame by frame manu-
ally, the process can be performed with a macro. Under 
Plugins, click New to open a Macro editing window and type 
in the following script: for (i = 1; i < 1000; i++) {setSlice(i); 
run(“Measure”);} Click Ctrl + R to run the Macro.

 3. Since YFP can be directly excited to a smaller extent by 
457 nm, YFP emission is not entirely the result of FRET. Due 
to variations in expression levels of Ga2-CFP and Gb-YFP 
from cell to cell, however, it is not possible to determine the 
absolute magnitude of FRET at the single-cell level only from 
emissions at 480 nm and 535 nm. Instead, the changes in the 
intensity of CFP and YFP emissions as well as the YFP/CFP 
ratio are used as surrogates for FRET changes.

 4. Caffeine inhibits the TOR kinase activity and therefore needs 
to be removed for measuring PKB activation.

 5. If cells are not maintained on ice, they will spontaneously 
secrete cAMP and respond in ~7 min.

 6. A styrofoam rack for 50-mL conical tubes makes a convenient 
holder for multiple cups.

 7. The primary antibody can be kept at 4°C in TBST containing 
5% (w/v) BSA and reused for additional one to two times.

 8. To compare sample loading, stain the membrane with 
Coomassie Brilliant Blue solution for a few minutes, destain 
for suitable amounts of time, and finally rinse with H2O 
briefly. Let the membrane dry at room temperature.

 9. As shown in Fig. 4, the addition of cAMP triggers rapid phos-
phorylations of the HM of PKBR1 and the ALs of PKBR1 



46726 Analysis of Chemotaxis in Dictyostelium

and PKBA, which peak at 30–60 s and decline to pre-stimulus 
level by 2–3 min. The anti-phospho PKB substrate antibody 
detects a few bands before stimulation. Following cAMP 
stimulation, about ten new bands appear and display similar 
kinetics as that of PKB phosphorylation. The signals from 
phospho-proteins (pp)-350, 280, 200, 180, 140, 110, 90, 
and 65/67, are significantly reduced in cells lacking PKB 
activity, such as pkbR1- and piaA-, and are therefore consid-
ered as PKB substrates. Five of the putative PKB substrates 
(TalinB, GefN, GefS, PI5K, GacQ) have been identified by 
immunoprecipitation followed by mass spectrometry. A few 
of these bands (pp250, pp30, and pp23) are not PKB sub-
strates as their phosphorylations are independent of PKB 
activity. They presumably contain the consensus motif 
RXRXXS/T that is recognized by other kinases.

 10. It is important to use E. coli strains that have low protease 
activity, such as BL21 or BL21 (DE3).

 11. It is important to use exponentially growing cells for protein 
induction.

 12. It usually takes 20–30 min for the air shaker to cool down. 
The cells continue growing during this period of time to an 
OD600 of 0.6–0.8.

 13. GST-RBD-Byr2 has low solubility when expressed in E. coli. 
Inducing protein production at 20°C increases the solubility.

 14. Protein induction can be checked by SDS-PAGE and 
Coomassie Brilliant Blue staining. Mix cells (0.5 of OD600 
unit) before and after IPTG induction with 50 mL 1× SDS 
sample buffer. Load 10 mL on SDS polyacrylamide gel.

 15. Cell suspension can be frozen at −80°C at this stage. When 
used later, thaw the cell suspension and add fresh 1 mM 
PMSF.

 16. Place the tube containing the cell suspension in an ice-filled 
plastic cup to keep the sample cool. Sonicate for 30 s each time 
and six to eight times with 30 s intervals until cells are lysed.

 17. It is optional to filtrate the supernatant with 0.45 mm filter 
attached to a 60 mL syringe. Two or three filters may be 
required because the filters tend to get clogged.

 18. Glutathione-sepharose 4B is stored in 20% ethanol. Before 
use, wash three times with 10 mL PBS.

 19. GST-RBD-Byr2 sepharose beads can also be stored in 
PBS/50% glycerol at −20°C and are usually stable for a few 
months.

 20. Use BSA or any quantified protein as a control.
 21. The volume of the beads containing 30 mg GST-Byr2-RBD 

should be between 10 and 20 mL.
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 22. 12–15% SDS polyacrylamide gel is ideal for separating Ras 
proteins. The Ras10 antibody detects several Dictyostelium 
Ras isoforms.

 23. For stable expression of GFP-RBD-Raf1, 20 mg/mL G418 is 
used.

 24. Adjust exposure time and frequency to minimize 
photobleaching.

 25. Add cAMP carefully into the chamber to avoid disturbing the 
attached cells. Ras activation peaks at about 3–5 s after 
stimulation.
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Chapter 27

Integrins in Tumor Angiogenesis and Lymphangiogenesis

Philippe Foubert and Judith A. Varner

Abstract

Angiogenesis, the formation of new blood vessel, plays an important role for the growth and metastasis 
of malignant tumors. The recent identification of specific growth factors for lymphatic vessels and of new 
lymphatic-specific markers provided evidence for an active role of the lymphatic system during the tumor 
growth and metastasis processes. Tumor lymphangiogenesis has been shown to play a role in promoting 
tumor growth and metastasis of tumor cells to distant sites. Integrins play keys roles in the regulation of 
angiogenesis and lymphangiogenesis during normal development and several diseases. Indeed, integrins 
control vascular and lymphatic endothelial cell adhesion, migration, and survival. Importantly, integrin 
inhibitors can block angiogenesis and lymphangiogenesis. In this chapter, we will highlight the role of 
integrins during angiogenesis and lymphangiogenesis as well as the function of individual integrins 
during vascular development, postnatal angiogenesis, and lymphangiogenesis. We discuss the role of 
integrins as potential therapeutic targets for the control of tumor angiogenesis, lymphangiogenesis, and 
metastatic spread in the treatment of cancer. We also describe methods to analyze expression and function 
of integrins during angiogenesis and lymphangiogenesis.

Key words: Cancer, Integrins, Angiogenesis, Lymphangiogenesis, Migration, Adhesion, 
Immunohistochemistry

Angiogenesis and lymphangiogenesis (the development of new 
blood vessels and lymphatic) play critical roles during embryonic 
development, physiological processes such as wound healing and 
reproduction and numerous diseases, including inflammation, 
tumor progression, and metastasis.

Angiogenesis is the process by which new blood vessels develop 
from the existing vasculature (1). Angiogenesis is not only a 

1. Introduction

1.1. Angiogenesis
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critical physiological mechanism for embryonic development and 
tissue repair, but it also promotes diseases such as tumor growth, 
diabetic retinopathy, and arthritis.

The principal cells promoting angiogenesis are endothelial 
cells, which line all blood vessels. To achieve new blood vessel 
formation, endothelial cells need to escape from their quiescent 
and stable location by degrading the basement membrane. Then, 
endothelial cells migrate toward a gradient of angiogenic factor 
such as VEGF-A (Vascular Endothelial Growth Factor-A) or bFGF 
(basic Fibroblast Growth Factor), released by activated cells. These 
cells may include platelets, tumor cells, tumor-associated mac-
rophages and fibroblasts. Furthermore, endothelial cells also 
proliferate, thereby providing enough new cells, which will be 
organized into the tubular structures that form blood vessels.

All of these steps (basement membrane disruption, cell migra-
tion, proliferation, and tube formation) are regulated by members 
of the integrin family and which can consequently serve as targets 
to control the development of new vessels (2).

The formation of new lymphatic vessels, or lymphangiogenesis, 
provides one of the main routes for tumor metastasis, especially 
for tumors of the breast, lung, and gastrointestinal tract, which 
frequently colonize draining regional lymph nodes. Compared to 
the blood vasculature, little is known about the biology of the 
lymphatic vessels in tumors, the regulation of tumor lymphangio-
genesis or the mechanisms that determine the interactions of 
tumor cells with the lymphatic vessels (3). Recently, specific 
growth factors inducing the development of lymphatic endo-
thelial cells have been characterized. These factors, VEGF-C and 
VEGF-D, bind the endothelial cell-specific tyrosine kinase recep-
tors VEGF-R2 and VEGF-R3 (3). VEGF-R2 is a crucial mediator 
of angiogenesis, whereas VEGF-R3 regulates growth of lymphatic 
vessels.

Many human tumors express VEGF-C, and increased 
VEGF-C expression correlates with lymph node metastasis in, for 
example, thyroid, prostate, gastric, colorectal, and lung cancer. In 
breast cancer, VEGF-C expression correlates with lymph node 
positive tumors, whereas VEGF-D showed expression predomi-
nantly in inflammatory breast carcinoma (3).

Studies using various rodent models have provided evidence 
that tumor lymphangiogenesis facilitates lymphatic metastasis. 
In a transgenic mouse model, overexpression of VEGF-C in the 
b-cells of the pancreatic islets increased lymphangiogenesis 
around the primary tumor and enhanced tumor cell spread to the 
draining lymph nodes (4). More importantly, tumor growth, 
lymphangiogenesis and lymph node metastasis is inhibited by a 
blocking antibody VEGFR-3 (5). Finally, new findings indicate 
that select integrins can modulate lymphangiogenesis and conse-
quently may affect tumor metastasis (6).

1.2. Lymph
angiogenesis
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Integrins are a family of heterodimeric transmembrane  glycoproteins 
mediating cell–cell and cell–Extra Cellular Matrix (ECM) inter-
actions. The integrin family consists of 8a and 18b subunits that 
can associate to form 24 unique integrin heterodimers (7). Each 
integrin receptor heterodimer binds a specific set of endogenous 
ligands, which may include ligands in the ECM (collagen, 
fibronectin, vitronectin, for example), soluble ligands and ligands 
on other cells surfaces such as VCAM-1 (Vascular Cell Adhesion 
Molecule-1) or ICAM-1 (InterCellular Adhesion Molecule-1) 
(Fig. 1).

Each integrin subunit consists of an extracellular domain, a 
single transmembrane region and a short cytoplasmic region. Upon 
ligand binding, as series of intracellular signaling events is initiated. 
Integrin ligation to its ligand promotes integrin clustering and 
subsequent integrin-mediated intracellular signal transduction. 
This integrin signaling promotes endothelial and lymphatic 
endothelial cell migration, proliferation and survival (8).

Angiogenesis depends on a timely and spatially interaction 
between vascular cells, ECM, growth factors, and proteases. 
Integrins can mediate cell adhesion to the components of the 
extracellular matrix and to other cells, as well as make trans-
membrane connections to the cytoskeleton and activate many 
intra cellular signaling pathways (9). Endothelial cells are anchor-
age-dependent cells. Integrins facilitate endothelial cell binding 
to the ECM. Thus, the upregulation of endothelial cell integrins 

1.3. The Integrin 
Family of Adhesion 
Receptors

1.4. Role of Integrins 
in Angiogenesis

Fig. 1. The integrin family of adhesion of adhesion receptors and their ligands. There are 18a and 8b subunits which 
assemble to form 24 different heterodimers. Heterodimer composition confers ligand specificity. The main ligands for 
integrins in the extracellular space are extracellular matrix proteins, such as laminin, collagen, vitronectin, and fibronectin. 
Moreover, integrins can also bind cellular counter-receptors (VCAM-1 or ICAM-1) and soluble molecules (fibrinogen).
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by pro-angiogenic factors sustains cell viability, increases cell 
sensitivity to growth factors and is required for migration. 
Endothelial cells have been reported to express up to ten differ-
ent integrins (Table 1); a1b1, a2b1, a3b1, a4b1, a5v1, a6b1, 
a6v4, avb3, avb5, and avb8 (10).

During angiogenesis, integrins a1b1 and a6b4 are often 
downregulated, and integrins a5b1 and avb3 are upregulated or 
expressed de novo (8). Pathological angiogenesis is often associ-
ated with upregulation of the expression of certain integrins, 
including integrin a5b1 and avb3 (11). Integrins a2b1 and a1b1 

Table 1 
Role of integrins in angiogenesis and lymphangiogenesis

Integrin Major ligands Mouse phenotype

a1b1 Collagen, laminin a1−/−: normal vascular development; reduced 
adult angiogenesis

a2b1 Collagen, laminin a2−/−: normal vascular development; enhanced 
tumor angiogenesis

a4b1 CS1 fibronectin, VCAM-1 a4−/−: embryonic lethal; 50% die at E9.5-10.5, 
failure of chorion-allantois fusion; 50% die at 
E11.5 owing to cardiovascular defects

a5b1 Fibronectin, L1-CAM a5−/−: embryonic lethal E10-11; yolk sac and 
embryonic vessel defects

a6b1 Laminin a6−/−: embryonic lethal; lethal skin defects; no 
vascular defect

a9b1 Tensacin, fibronectin,  
thrombospondin, VCAM-1, 
collagen, laminin

a9−/−: postnatal lethality P8-P12; chylothrorax 
(accumulation of lymph in the pleural 
cavity)

aMb2 ICAM-1, fibrinogen aM−/−: normal development

avb3 Fibronectin, vitronectin, von 
Willebrand factor, tensacin,  
DEL-1, osteopontin

av−/−: 80% embryonic lethality E9.5; 20% die 
P20 with brain hemorrhage

b3−/−: 50% embryonic and early postnatal 
lethality; enhanced angiogenesis in surviving 
adults

avb5 Vitronectin, osteopontin,  
DEL-1

av−/−: 80% embryonic lethality E9.5; 20% die 
P20 with brain hemorrhage

b5−/−: normal development; reduced adult 
angiogenesis in response to certain angio-
genic factors

avb8 Collagen, laminin, fibronectin b8−/−: disrupted brain blood vessel formation

a6b4 Laminin 5 b4−/−: normal vascular development but lethal 
skin defects

This table summarizes the effect of genetic ablation of different integrin subunits on the vascular and lymphatic devel-
opment in mouse embryo and during postnatal life
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are known to promote cell migration, proliferation, and matrix 
reorganization, and thus they are important in nonquiescent cells 
during dynamic situations, such as angiogenesis. VEGF signifi-
cantly induces their expression on the endothelial cell surface. 
Inhibiting the function of integrins a1b1 and a2b1 by antibodies 
leads to selective inhibition of VEGF-driven angiogenesis in vivo 
without any effects on the pre-existing vasculature. Therefore, it 
has been suggested that integrins a1b1 and a2b1 play roles in 
pathological angiogenesis (12). Interestingly, it has been shown 
that tumor angiogenesis is markedly reduced in a1-null mice. 
This reduction may be caused by overexpression of metallopro-
teases (MMPs) and consequent generation of angiostatin, an 
inhibitor of angiogenesis proteolytically derived from plasmi-
nogen (13).

The av integrins play important roles in angiogenesis. Integrin 
avb3 is selectively expressed on growing blood vessels. Importantly, 
in vivo angiogenesis in corneal or chorioallantoic membrane 
model induced by bFGF depends on avb3, whereas angiogenesis 
initiated by VEGF-A depends on avb5 (14). While results from 
studies of integrin antagonists indicate that av integrins promote 
angiogenesis, genetic deletion studies indicate that av integrins 
are not required for angiogenesis. Integrin avb3-deficient mice 
show normal developmental angiogenesis, but increased patho-
logical angiogenesis (15). In contrast with these genetic studies, 
blockade of integrin avb3 as well as avb5 function using integrin 
antagonists disrupts tumor angiogenesis (16). Both integrins 
avb3 and a5b1 mediate pro-apoptotic signals when they are unli-
gated or occupied by a soluble ligand (17). One hypothesis to 
explain this conflict is that av integrins act as negative regulators 
of angiogenesis; once deleted in development, angiogenesis 
occurs at an accelerated rate. An alternative hypothesis is that 
animals lacking av integrins develop compensatory changes in 
VEGF signaling that permit angiogenesis to occur during 
embryogenesis. In fact, b3 null mice exhibit enhanced tumor 
angiogenesis compared with normal mice, with strongly upregu-
lated VEGFR-2 expression and signaling (18). Taken together, 
these studies suggest that compensatory VEGF-R2 signaling 
changes may play a role in the survival of b3-deficient animals.

Additional approaches have clarified the much-disputed role 
of av integrins in angiogenesis. Animals expressing the point 
mutations Y747F and Y759F in the integrin b3 cytoplasmic tail 
develop normally, but exhibit reduced growth factor and tumor-
induced angiogenesis in vivo (19). Mutant endothelial cells 
exhibit impaired adhesion, spreading, migration, and tube forma-
tion, as well as impaired complex formation between VEGF 
receptor-2 and b3 integrin. These results provide genetic evidence 
that integrin b3 plays an important role in promoting angio-
genesis. Together, these diverse results can be interpreted to indicate 
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that integrin avb3 plays an important role in angiogenesis and 
that loss of expression of this integrin in development can be 
partially compensated for by upregulation of other angiogenesis 
signaling pathways. Recently, it has been discovered that avb3 
integrin binds to MMP-2 and thus this co-operation may regulate 
endothelial cell migration and other functions necessary for 
angiogenesis (20). Similar to the integrin b3, integrin b4 plays an 
important role in angiogenesis. The loss of integrin b4 signifi-
cantly inhibits tumor angiogenesis suggesting a role for integrin 
a6b4, although its expression is usually downregulated during 
angiogenesis (21).

The important role of integrins during in tumor angiogenesis 
has led to the development of antagonists of integrins as a thera-
peutic tool for controlling tumor progression. Preclinical studies 
have suggested that antagonists of several integrins might be use-
ful to suppress tumor angiogenesis and growth either alone or in 
combination with current cancer therapy (22).

Although the role of integrins in angiogenesis is well documented, 
little is known about the expression and functional relevance of 
integrins during lymphangiogenesis.

The first evidence of the role of integrins in lymphangio-
genesis has been provided by Huang et al. Indeed, this study 
suggests that the a9 integrin is required for the normal develop-
ment of the lymphatic system, including the thoracic duct, and 
that a9 deficiency could be one cause of congenital chylothorax 
(accumulation of lymph in the pleural cavity) (23). Moreover, in 
murine embryos, expression of VEGF-R3 and integrin a9 is 
increased in Prox1-expressing lymphatic endothelial cells (LECs). 
Knockdown of Prox1 expression in human LECs led to decrease 
in the expression of integrin a9 and VEGF-R3, resulting in the 
decreased chemotaxis toward VEGF-C, suggesting integrin a9 
may function as a key regulator of lymphangiogenesis acting 
downstream of Prox1 (24). Importantly, a9b1 integrin can bind 
VEGF-C and VEGF-D then promotes cell adhesion and 
migration (25).

Moreover, it has been shown that VEGF-A enhances expres-
sion of both integrin a1b1 and a2b1 in lymphatic endothelial 
cells, promoting their capacity to form cords and their migration. 
Interestingly, systemic blockade of these integrins potently 
inhibits wound-associated lymphangiogenesis in vivo (26). More 
recently, the integrin b1 has been found to be expressed in lym-
phatic endothelial cells isolated from patients with lymphangioma 
(27). Several lines of evidence are consistent with a role of a5b1 
integrin in lymphangiogenesis mediated through VEGF-R3 
signaling. It has been shown that integrin a5 is expressed by 
human lymphatic endothelial cells in culture (28) and by a sub-
population of resting and proliferating lymphatic vessels in mouse 

1.5. Role of Integrins 
in Lymph angiogenesis
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cornea (29). Selective inhibition of a5b1 integrin reduces 
lymphangiogenesis in a mouse model of suture-induced corneal 
inflammation (29). More recently, it has been shown that a5b1 
integrin blockade reduces lymphatic sprouting and growth in 
airway inflammation after M. pulmonis infection but does not 
reduce blood vessel remodeling or macrophage recruitment (6). 
Furthermore, endostatin, which can inhibit endothelial cell 
migration by binding to a5b1 integrin (30) reduces lymphangio-
genesis in skin tumors (31). Our studies reported that the integrin 
b4 is expressed on tumor lymphatic endothelium. Selective 
blockade of this integrin can block lymphangiogenesis and tumor 
metastasis (32). However, it seems that av integrins do not play a 
role in tumor lymphangiogenesis (32). Therefore, several integ-
rins can regulate lymphangiogenesis in physiological and patho-
logical conditions (Table 1). Importantly, antagonists of these 
integrins may be useful to prevent tumor lymphangiogenesis 
and metastasis.

Blockade of integrin/ECM–ligand interactions inhibits tumor 
metastasis and angiogenesis and can be achieved by function-
blocking antibodies, small organic molecules, and peptidomi-
metics. Antagonists of pro-angiogenic integrins, such as avb3, 
avb5, and a5b1, are under clinical evaluation (Table 2).

Integrins avb3 and avb5 are involved in angiogenesis and 
expressed in malignancies such as melanoma, gliomas, and can-
cers of the breast, prostate, and colon.

Abegrin, (Medi-522), a humanized anti-avb3 antibody, was 
the first anti-integrin therapeutic agent to be tested in clinical 
trials for cancer (33). A recent study in patients with solid tumors 

1.6. Integrins  
as Therapeutic  
Agents in Oncology

Table 2 
Integrin antagonists tested in clinical trials for cancer therapy

Drug name Target Drug type Tumor type (trial phase)

Abegrin  
(MEDI-522)

avb3 Humanized antibody Colorectal, melanoma, renal (Phase II)

CNTO 95 avb3 and avb5 Human antibody Advanced refractory cancers (Phase I)

Cilengitide avb3 and avb5 Peptide Brain, head and neck, glioblastoma, 
leukemia, melanoma, prostate 
(Phase II/III)

Volociximab 
(M200)

a5b1 Chimeric mouse– 
human antibody

Non-small lung, melanoma, pancreatic, 
renal (Phase II)

ATN-161 a5b1 peptide Malignant glioma (Phase I/II)

This table summarizes the effect of different integrin antagonists on angiogenesis and tumor progression in cancer 
patients
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showed that Abegrin had functional efficacy by reducing focal 
adhesion kinase activity in blood vessels (34). Based on these 
results, phase III cancer clinical trials are being to be evaluated.

On the basis of preclinical studies showing that both integrins 
avb3 and avb5 regulate angiogenesis, a human monoclonal 
antibody directed against both avb3 and avb5 integrins, CNTO 
95 has been developed. CNTO 95 reduced angiogenesis and 
tumor growth in human melanoma xenografts in nude mice and 
rats (35). CNTO 95 is now under evaluation in a phase I/II 
clinical trial for the treatment of patients with melanoma (36). 
As CNTO 95 inhibits both integrins avb3 and avb5, two of the 
integrins that promote tumor angiogenesis, it might have wide-
spread clinical utility. Additionally, most carcinoma cells express 
integrin avb5, which has been shown to promote tumor cell 
invasion (37). Targeting the av integrins might thus block both 
tumor cell invasion and metastasis and tumor angiogenesis.

For these reasons, Cilengitide (EMD-121974), a synthetic 
cyclic penta-peptide small-molecule inhibitor of avb3 and avb5 
integrins has been developed (38). The peptide has demonstrated 
anti-angiogenic and antitumor activities in vitro and in vivo. In a 
phase 1 trial in patients with advanced solid tumors, Cilengitide 
was administered twice weekly every 28 days and was well toler-
ated with no dose-limiting toxicities observed at the tested dose 
levels (39). This agent is currently evaluated in phase II and III 
trials for glioblastoma, non-small-cell lung cancer, melanoma and 
pancreatic and prostate cancer (40).

Integrin a5b1 is expressed mainly on vascular endothelial 
cells and upregulated together with fibronectin in tumor neovas-
culature. Volociximab is a chimeric human IgG4 against a5b1 
that inhibits angiogenesis independent of VEGF/VEGF-R and 
induces apoptosis in proliferating, but not quiescent, endothelial 
cells in preclinical experiments (41). Volociximab was evaluated 
in phase II clinical trials for metastatic melanoma, renal cell carci-
noma, and non-small-cell lung cancer (42). Volociximab is being 
tested in advanced ovarian cancer and in combination with 
gemcitabine in metastatic pancreatic cancer (43). Another inhibi-
tor of integrin a5b1, the peptide ATN-161, is also developed in 
clinical trials. In animal models of colon cancer, ATN-161 reduced 
metastases and improved survival when combined with chemo-
therapy (44). Thus, these two integrins a5b1-inhibiting agents 
might offer future benefit to cancer patients.

Nevertheless, as many integrins can promote tumor angio-
genesis and metastasis, it is not yet clear whether targeting one or 
more than one will have the most significant effect on tumor 
progression. Moreover, it is also likely that integrins antagonists 
may be combined with radio-chemotherapy or with other angio-
genesis inhibitors such as VEGF inhibitors (Avastin).
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 1. Endothelial Growth Medium (EGM) (Cambrex) supple-
mented with 10% fetal bovine serum (FBS), bFGF, and 
VEGF.

 2. Solution of 0.25% trypsin and 1 mM ethylenediamine tetraa-
cetic acid (EDTA).

 3. Incubator 37°C, 5% CO2.

 1. Wash buffer: Phosphate-Buffered Saline pH 7.4 containing 
2% FBS.

 2. Primary antibodies diluted in PBS 2% FBS: mouse anti-human 
a4b1 (HP1/2), mouse anti-human a5b1 (JBS5), mouse anti-
human avb3 (LM609), and mouse anti-human avb5 (P1F6).

 3. Fluorochrome-conjugated secondary antibody diluted in PBS 
2% FBS.

 4. Paraformaldehyde 0.5% in PBS.
 5. FACS Calibur flow cytometer (BD Biosciences).

 1. Non-tissue culture 48-well plate.
 2. Extracellular Matrix Proteins (ECM): vitronectin, fibronectin, 

CS-1 fibronectin diluted in PBS (5 mg/ml).
 3. Blocking solution: PBS containing 2% heat-denatured bovine 

serum albumin (BSA).
 4. Adhesion Buffer: Hanks Balanced Salt Solution, 10 mM 

Hepes pH 7.4, 2 mM MgCl2, 2 mM CaCl2, 0.2 mM MnCl2, 
1% BSA.

 5. Paraformaldehyde: 3.7% in PBS.
 6. Crystal violet 2% in sodium borate.
 7. 10% acid acetic.
 8. Antibodies: anti-human a4b1 (HP1/2), anti-human a5b1 

(JBS5), anti-human avb3 (LM609), and anti-human avb5 
(P1F6). These blocking antibodies are used as competitive 
inhibitors of cells adhesion to ECM proteins.

 9. Plate reader to measure absorbance at 560 nm.

 1. 24-well plate.
 2. 8-mm Costar Transwells.
 3. Blocking solution: PBS containing 3% BSA.
 4. Migration Buffer: DMEM, 10 mM HEPES, pH 7.4, 1.8 mM 

MgCl2, 1.8 mM CaCl2, 0.2 mM MnCl2, 1% BSA.

2. Materials

2.1. Cell Culture

2.2. Flow Cytometry

2.3. Cell Adhesion

2.4. Cell Migration
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 5. Paraformaldehyde: 3.7% in PBS.
 6. Crystal violet: 2% in sodium borate.

 1. Humid chamber.
 2. Coplin jars.
 3. 100% cold acetone.
 4. 1× PBS, pH 7.4.
 5. Hydrophobic pen.
 6. Normal goat serum.
 7. Polyclonal rabbit anti-mouse LYVE-1 (RDI).
 8. Monoclonal rat anti-mouse CD31 (MEC 13.3, BD 

Biosciences).
 9. DAPI.
 10. Fluorescent mounting media.
 11. Clear nail varnish.

 1. HUVEC and LEC are grown in endothelial growth medium 
(EGM-2) containing 10% fetal bovine serum (FBS), bFGF 
and VEGF.

 2. Expression levels of human integrin a4b1, a5b1, avb3, and 
avb5 on HUVEC and LEC are determined by flow cytometry.

 3. HUVEC and LEC are washed in PBS then detached with by 
trypsin treatment for 5 min (see Note 1).

 4. Cells are resuspended in EGM-2 containing serum and 
washed twice in cold PBS containing 2% FBS.

 5. Cells are then incubated for 1 h on ice with primary antibodies 
(1–10 mg antibody diluted in PBS containing 2% FBS). Cells 
are also incubated with isotype control antibodies IgG2a and 
IgG2b as negative control.

 6. Cells are washed twice with PBS containing 2% FBS and incu-
bated for 1 h with fluorochrome-conjugated goat anti-mouse 
secondary antibody on ice, in the dark.

 7. Cells are washed twice by centrifugation with PBS containing 
2% FBS, fixed with 0.5% paraformaldehyde and then analyzed 
by flow cytometry.

To determine whether specific integrins regulate HUVEC and LEC 
adhesion, 48-well plates are coated with different ECM proteins.

2.5. Immunohisto
chemistry on Frozen 
Mouse Tissue Sections

3. Methods

3.1. Integrin Expression 
on Human Umbilical 
Vein Endothelial Cells 
and Lymphatic 
Endothelial Cells

3.2. In Vitro Adhesion 
Assay
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 1. Wells are coated overnight at 4°C with PBS containing 5 mg/
ml vitronectin, fibronectin or CS-1 fibronectin. Wells that are 
not coated are used as negative controls. Perform triplicate 
samples per group.

 2. The next day, plates are blocked with PBS 5% BSA for 2 h at 
37°C.

 3. After detachment, HUVEC and LEC (250,000 cells/well) 
are resuspended in adhesion buffer in the presence or not of 
blocking antibodies (25 mg/ml).

 4. Cells are incubated at 37°C, 5% CO2 for 10–30 min.
 5. Plates are carefully washed three times with warm adhesion 

buffer, and nonadherent cells are removed by aspiration.
 6. Adherent remaining cells were then fixed by incubation in 

3.7% paraformaldehyde for 1 h.
 7. Cells are then stained with 1% crystal violet in sodium borate 

for 1 h.
 8. Plates are well washed with distilled water to remove excess 

crystal violet, air-dried overnight, and extracted by incuba-
tion in 200 ml of acid acetic.

 9. 100 ml of each of these extracts is measured at 560 nm using 
a plate reader.

To determine whether specific integrins regulate HUVEC and 
LEC migration, cell migration assays are performed using Costar 
Transwells.

 1. Inserts are coated overnight at 4°C with PBS containing 
5 mg/ml vitronectin, fibronectin or CS-1 fibronectin. Inserts 
that are not coated are used as negative controls. Perform 
triplicate samples per group.

 2. Nonspecific binding sites are blocked by incubation with 3% 
BSA in PBS for 1 h at 37°C.

 3. Resuspend cells in migration buffer.
 4. Add 50,000 cells in the presence or not of integrins blocking 

antibodies to the upper chamber and incubate at 37°C, 5% 
CO2.

 5. Cells are allowed to migrate from the upper to lower chamber 
for 4 h at 37°C, 5% CO2.

 6. Remove nonmigrating cells from the upper chamber by wip-
ing the upper surface with a cotton swab.

 7. Cells that had migrated to the lower surface of the Transwell 
insert are fixed for 15 min with 3.7% paraformaldehyde and 
incubated in a 2% crystal violet in sodium borate.

3.3. In Vitro Migration 
Assay
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 8. Wash extensively with distilled water to remove excess crystal 
violet.

 9. Count the number of cells that had migrated to the bottom 
of the insert in 5 random 200× fields per replicate.

To identify blood and lymphatic vessels in tissue, mouse tumor 
cryosections (from Lewis Lung Carcinoma, B16 melanoma 
models, for example) are immunostained to detect CD31 or 
Platelet-Endothelial Cell Adhesion Molecule (PECAM), a specific 
marker for vascular endothelial cells and LYVE-1, a marker of the 
lymphatic endothelium.

 1. Allow slides of sections 5 mm thick to equilibrate at room 
temperature.

 2. Label slides with a pencil, noting specimen.
 3. Place slides in a glass coplin jar containing 100% cold acetone 

(pre-cooled at −20°C) for 2 min to fix.
 4. Carefully dry the slides using tissue and draw a box around 

each specimen with a hydrophobic pen to retain the antibody 
volumes on the section.

 5. Wash slides twice for 5 min in PBS (see Note 2).
 6. Create a humidified chamber by placing a damp paper towel 

in the bottom of a plastic box with a sealing lid.
 7. Place slides flat on the staining tray and block nonspecific 

antibody-binding sites by applying approximately 100 ml of 
8% Normal Goat Serum (NGS) in PBS on each encircled 
section.

 8. Incubate 2 h at room temperature overnight at 4°C.
 9. Apply primary antibody (anti-CD31 or anti-LYVE1) at 5 mg/

ml in 2% NGS in PBS. Apply only block buffer to some 
section that serves as a negative control (see Note 3).

 10. Incubate for 2 h at room temperature.
 11. Place slides in a coplin jar containing PBS and wash slides 

three times for 5 min with agitation.
 12. Carefully dry the slides and apply 100 ml of secondary anti-

body (488-conjugated goat anti-rat IgG for CD31 and 
488-conjugated goat anti-rabbit for LYVE1) diluted at 
1:1,000 in 2% NGS in PBS (see Note 4).

 13. Incubate for 1 h at room temperature.
 14. Place slides in a coplin jar containing PBS and wash slides 

three times for 5 min with agitation.
 15. Carefully dry slides and apply 100 ml of DAPI to stain the 

nuclei.
 16. Incubate for 5 min.

3.4. Identification  
of Blood  
and Lymphatic Vessels  
in Tumor Tissue
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 17. Place slides in a coplin jar containing PBS and wash slides 
three times for 5 min with agitation.

 18. Carefully dry slides and apply fluorescent mounting media.
 19. Place a coverslip gently on the section.
 20. Seal each slide by painting around the edge of the coverslip 

with clear nail varnish.
 21. Store slides in the refrigerator in the dark.

Angiogenesis and lymphangiogenesis have crucial roles in pro-
moting tumor growth and metastasis. A substantial body of 
experimental evidence indicates that integrins regulate endothe-
lial cell migration and survival during tumor angiogenesis and 
lymphangiogenesis. Indeed, changes in integrin expression and/or 
function are directly involved in angiogenesis, inflammation, tumor 
growth, and metastasis. Therefore, the development of integrin 
antagonists might be useful in blocking tumor metastasis in cancer 
patients. Preclinical evidence indicates that integrins are valuable 
targets for the design of novel cancer therapeutics (Fig. 2).

3.5. Concluding 
Remarks

Fig. 2. Role of integrins in tumor angiogenesis and lymphangiogenesis. The tumor microenvironment activates or upregu-
lates expression of integrins such as a1b1, a2b1, a4b1, a5b1, and avb3 on blood vessels and a1b1, a2b1, a4b1, 
and a9b1 on lymphatic vessels. Then, these integrins promote endothelial and lymphatic cells migration and survival 
during invasion of tumor tissue. Angiogenesis and lymphangiogenesis promote metastasis to local and distant organ 
such as lung.
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 1. Cell confluency could influence integrin expression. Therefore, 
always use cells at the same confluence (70–80%) to analyze 
integrin expression.

 2. It is beneficial from this stage onward to ensure that the sec-
tions do no dry out. Therefore, the slides should be dried in 
small batches (2–4 slides) before adding the next solution.

 3. The use of a negative control antibody is necessary to confirm 
the validity of the staining. This should either be an isotype-
matched antibody or serum from the relevant species.

 4. LYVE1, while a widely used marker for lymphatic endothe-
lium, is expressed by other cell types, including macrophages 
which are abundant in the tumor microenvironment. 
Therefore, LYVE1 staining should be identified with care. 
Moreover, other lymphatic markers such as podoplanin, 
Prox1 or VEGFR3 should be tested to confirm the presence 
of lymphatic vessels in tumor.
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Chapter 28

PET-Radioimmunodetection of Integrins: Imaging Acute 
Colitis Using a 64Cu-Labeled Anti-b7 Integrin Antibody

Jason L.J. Dearling and Alan B. Packard 

Abstract

Integrins are involved in a wide range of cell interactions. Imaging their distribution using high-resolution 
noninvasive techniques that are directly translatable to the clinic can provide new insights into disease 
processes and presents the opportunity to directly monitor new therapies. In this chapter, we describe a 
protocol to image, the in vivo distribution of the integrin b7, expressed by lymphocytes recruited to and 
retained by the inflamed gut, using a radiolabeled whole antibody. The antibody is purified, conjugated 
with a bifunctional chelator for labeling with a radiometal, labeled with the positron-emitting radionu-
clide 64Cu, and injected into mice for microPET studies. Mice with DSS-induced colitis were found to 
have higher uptake of the 64Cu-labeled antibody in the gut than control groups.

Key words: Colitis, Inflammatory bowel disease, Radioimmunodetection, Integrin targeting, 
Copper-64, Monoclonal antibodies, Positron emission tomography imaging

Inflammatory bowel diseases (IBDs) affect 0.5–2% of the popula-
tion (1). This is a group of conditions, including Crohn’s disease 
and ulcerative colitis, which can have a severe impact on quality of 
life. Diagnosis and evaluation of the severity of intestinal inflam-
mation is important but is usually made through invasive 
techniques, such as colonoscopy, which is operator-dependent, 
lacks objectivity, and can only assess part of the intestine, giving 
an incomplete indication of the extent of disease (2). An objective, 
global method for the detection and description of intestinal 
inflammation is clearly needed, and medical imaging, such as 
Positron Emission Tomography (PET), is potentially a way to 
solve this clinical problem.

1. Introduction
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Here, we describe the steps necessary to use radioimmuno-
detection to identify the sites and extent of colitis in vivo by 
targeting an integrin involved in the disease. A major part of gut 
inflammation involves aberrant behavior of leukocytes, including 
lymphocytes. These are recruited and retained in the gut through 
expression of the integrin monomer b7 (3). The antibody 
FIB504.64 was originally raised against b7 in order to investigate 
its function (4). The antibody was produced from its hybridoma 
cell line, purified, exchanged into acetate buffer, and then conju-
gated to a bifunctional chelator. The resulting immunoconjugate 
was labeled with the positron-emitting radionuclide 64Cu, injected 
into mice with chemically induced acute colitis, and microPET 
images were collected over 2 days. These images showed higher 
uptake of the radiolabeled antibody in the gut of mice with colitis 
compared to mice in the control groups.

 1. The anti-b7 antibody FIB504.64: Produced from its hybri-
doma (FIB504.64 (4)) and purified using a HiTrap Protein G 
column (GE Healthcare).

 2. Control antibody rat IgG2a.
 3. EDC (1-ethyl-3-(3-(dimethylamino)propyl)carbodiimide 

hydrochloride): Stored over anhydrous calcium sulfate in a 
−80°C freezer prior to use.

 4. S-2-(4-aminobenzyl)-1,4,7,10-tetraazacyclododocane tetraa-
cetic acid (p-NH2-Bn-DOTA) (Macrocyclics, Dallas, TX).

 5. Metal-naive pipette tips (Rainin, Oakland, CA) (see Note 1).
 6. Chelex 100 Resin.
 7. 0.1 M Sodium acetate buffer, pH 5.0: Used for both antibody-

bifunctional chelator conjugation and antibody radiolabeling.
 8. High-Performance Liquid Chromatography (HPLC) 

equipped with a BioSep SEC-S3000 size-exclusion column 
(300 × 7.8 mm, Phenomenex, Torrance, CA).

 9. 0.1 M NaOAc buffer.
 10. Centrifugal filters (0.45 mm pore size).
 11. Amicon centrifugal filter devices (30 kDa MWCO): Used for 

antibody concentration.
 12. Chelator solution: Make a stock solution of p-NH2-Bn-DOTA 

in Me2SO (e.g., 20 mg in 50 mL = 400 mg/mL), and add 3 
volume equivalents of 0.1 M sodium acetate buffer (pH 5.0) to 
give a final bifunctional chelator concentration of approximately 
100 mg/mL. Bring the pH to 5.0 by addition of 1 M or 5 M 
NaOH. This solution can be aliquoted and stored at −20°C.

2. Materials

2.1. Conjugation of 
Bifunctional Chelator 
with Antibody
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 1. Female C57/BL mice (20–25 g, 2–3 months old): Kept in 
standard conditions, with food and water available ad libitum.

 2. Dextran sodium sulfate (DSS, 36–50 kDa MW).

 1. Copper-64: Ordered from IsoTrace Technologies (O’Fallon, 
MO) or MDS Nordion (Ontario, Canada).

 2. Ethylenediamine-tetraacetic acid (EDTA): Dissolve Na4EDTA 
in phosphate buffer (pH 8) to give a 100 mM solution. Adjust 
pH to 8.0 by addition of 1 M NaOH and sterile filter.

 3. Instant Thin-Layer Chromatography plates (ITLC) (Si Gel 
impregnated glass fiber sheets; Pall Life Sciences, Ann Arbor, 
MI): Cut into approximately 6 cm lengths, and dried in an 
oven at 110°C before use.

 4. Saline.
 5. Acrodisc 4-mm syringe filters with 0.45-mm nylon membrane.

In this section, we describe the three processes necessary to label an 
antibody with a radiometal. The antibody is purified using semi-
preparative size-exclusion HPLC chromatography and reconcen-
trated to approximately 10 mg/mL. Then, the antibody is conjugated 
with the bifunctional chelator. Finally, the  immunoconjugate is 
repurified and frozen in aliquots ready for radiolabeling.

 1. Equlibrate the Size Exclusion Chromatography column 
(SEC). High Performance Liquid Chromatography (HPLC) 
column with degassed ultrapure water, then with degassed 
NaOAc buffer.

 2. The HPLC is run in isocratic mode with 0.1 M NaOAc buf-
fer as mobile phase at 1 mL/min.

 3. Filter the antibody through a 0.45 mm centrifugal filter. All 
proteins should be filtered (0.45 mm) before injection into 
the HPLC.

 4. Clean (i.e., draw up, then expel) a 0.5-mL Hamilton syringe 
thoroughly with ethanol, water, and buffer (3× each).

 5. Draw up the antibody solution (e.g., ~3 mg in 500 mL) into 
the syringe, and then expel bubbles.

 6. Inject the antibody into a 0.5-mL HPLC injection loop, and 
initiate the run.

 7. The antibody (MW ~150 kDa) has a retention time (RT) of 
approximately 8 min in the system described. A trial run 
should be carried out with a small aliquot of antibody to 
establish the RT in each laboratory’s system.

2.2. Induction of Acute 
Colitis in Mice

2.3. Imaging  
of Distribution  
of Radiolabeled 
Antibody in Mice

3. Methods

3.1. Conjugation  
of Bifunctional 
Chelator with Antibody

3.1.1. Antibody Purification 
and Re-concentration
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 8. Collect 1-mL (i.e., 1 min) aliquots of samples into 1.5-mL 
centrifuge tubes at the time points from 5 min onwards, then 
0.5-mL aliquots from 7 min on. Proteins usually elute from 
the column by 9.5 min. The antibody is usually in approxi-
mately 2–3 fractions (2–3 mL).

 9. Concentrate the fractions containing antibody using the 
Centricon filter units. Pipette 400 mL of antibody solution 
into the top of the filter unit and 360 mL of buffer in the 
bottom (total 760 mL – the total volume in the bottom of the 
unit is limited to 660 mL). At least 100 mL will be retained in 
the top, and the antibody will not dry out. Centrifuge at 
5,000 rpm (2.3 rcf), or follow manufacturer’s guidelines for 
different devices and centrifuges. Discard the buffer in the 
bottom of the cup after each concentration, replace it with 
360 mL of fresh buffer, and refill the top to a volume of 
400 mL with additional antibody solution. The time taken to 
reduce the volume in the top will increase as the concentration 
of antibody in the top of the unit increases.

 10. Once all the antibody is concentrated in the top, place 310 mL 
of fresh buffer in the bottom and add buffer to the retentate 
to a total volume of 400 mL, then centrifuge. This will 
 concentrate the antibody to a volume of 50 mL in the top. 
Carefully remove the antibody using a P200 pipette set to 
50 mL, adjusting the pipette to remove all liquid, and place in 
a fresh centrifuge tube. Note total volume of liquid removed 
from the filter unit. Subtract this volume from 210 mL and 
divide the result by 2. For example, if the total volume of 
liquid in the top of the filter was 60 mL, 210 mL – 60 mL = 150 mL. 
150 mL/2 = 75 mL. Use this volume of buffer (e.g., 75 mL) to 
rinse the top of the unit twice, removing as much protein as 
possible from the unit, and add the washings to the antibody 
solution in the centrifuge tube. The antibody should now be 
in a total volume of 210 mL of buffer. Remove bubbles from 
the solution by briefly centrifuging.

 11. Add 10 mL of the antibody solution to 490 mL of buffer and 
measure the absorbance at 280 nm, using the appropriate 
molar extinction coefficient and the formula C = A/E × l 
(where C = concentration, A = absorbance, E = molar extinction 
 coefficient, and l = path length) to calculate the protein 
 concentration. The antibody concentration should be approx-
imately 10 mg/mL for the conjugation reaction (see Note 2).

 1. To conjugate 1 mg of Ab (stock concentration 10 mg/mL), 
add 100 mL (1 mg, 6.67 × 10−6 mmol) of antibody solution to 
a 1.5 mL centrifuge tube. Add a 250-fold molar excess of 
chelator solution to the tube. For the stock chelator solution, 
this would be 8.5 mL (1.7 × 10−3 mmol). Add buffer to achieve 

3.1.2. Conjugation with  
the Bifunctional Chelator
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a final Ab concentration of 5 mg/mL (200 mL total solution 
volume for 1 mg Ab; e.g., 78.9 mL (200 – 100 mL Ab solu-
tion + 8.5 mL chelator solution + 12.6 mL EDC solution (vide 
infra))). Finally, add 500 molar equivalents of EDC solution, 
prepared immediately before use in ultrapure water. For an 
EDC solution of 50 mg/mL (0.261 M), a 500-fold molar 
excess would be equal to 12.6 mL (3.3 × 10−3 mmol) (See 
Notes 3 and 4).

 2. Gently mix the reaction mixture by pipetting, briefly centri-
fuge to remove air bubbles, confirm the pH to be 5.0 (see 
Note 5), and then place the reaction vessel in a 37°C water 
bath. The final concentration of Me2SO should always be less 
than 5% (typically ~1%).

 1. After 30 min, separate unbound chelator from the immuno-
conjugate using size-exclusion HPLC as described in 
Subheading 3.1.1 (Fig. 1).

 2. Pool purified immunoconjugate fractions, concentrate 
(Subheading 3.1.1, step 9), measure the protein concentra-
tion, and store in aliquots at −80°C. Size of aliquots will 
depend on how much protein is required per radiolabeling. 
Aliquots of ~50 mg are useful for trial radiolabelings to confirm 
that the chelator is successfully conjugated to the protein. 
Repeated freeze–thaw cycles should be avoided, as the protein 
is denatured (see Note 6).

 1. Dextran sodium sulfate (DSS), which is known to induce 
inflammation throughout the bowel (5–8), is included in the 

3.1.3. Immunoconjugate 
Re-purification and 
Storage

3.2. Induction of Acute 
Colitis in Mice

Fig. 1. Immunoconjugate Re-purification by size-exclusion HPLC. A HPLC diagram shows 
that unbound chelator (B) is separated from the immunoconjugate (A, and arrow ).
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drinking water for 8 days prior to initiation of the imaging 
study at 2.0% (W/V).

 2. Observe mice and record total body weight for each animal 
every day.

In this section, we describe the final steps in this process. Initially, 
the protein is incubated with radionuclide to confirm that it can 
be radiolabeled. Then it is radiolabeled on the first day of imag-
ing, injected into the mice, and the microPET and microCT 
images are collected. Finally, tissues are collected to measure the 
biodistribution at the final time point. This data can be used to 
calibrate the data obtained from images.

The radionuclide used in these studies, 64Cu, emits beta particles, 
positrons, and gamma rays. Use of any radionuclide presents a 
safety hazard. Laboratory workers should always follow institu-
tional guidelines, all applicable regulations and minimize expo-
sure to ionizing radiation.

We use Instant Thin-Layer Chromatography (ITLC) to assay the 
radiochemical purity of the radiolabeled antibody, i.e. to deter-
mine how much “free” radionuclide is present in the sample. As 
metal ions can be adventitiously attached to antibody molecules, 
it is necessary to incubate the sample in an EDTA solution before 
performing the ITLC to remove unchelated radiometal from the 
antibody.

 1. Take an 1-mL aliquot from the radionuclide/immunoconju-
gate reaction vial.

 2. Add this to 9 mL of 100 mM EDTA in pH 8.0 phosphate 
buffer.

 3. Incubate for 5 min, and then place 1 mL of this solution on a 
TLC strip. Place it at 1 cm above the solvent level in the TLC 
bath. Allow to air dry.

 4. Run the TLC using 100 mM EDTA in pH 8.0 phosphate 
buffer as the mobile phase.

 5. When the solvent front is approximately 0.5 cm short of the 
top of the strip, remove it from the bath and cut into 4 equal 
portions.

 6. Measure the radioactivity in each portion. Under these con-
ditions, the radionuclide attached to the antibody remains at 
the baseline, and “free,” radionuclide travels with, or close to, 
the solvent front. Calculate the radiochemical purity (RCP) 
of the radiolabeled antibody by dividing the activity in the 
bottom of the strip by the total activity on the strip. The RCP 
should be >95% for imaging studies.

3.3. Imaging  
of Distribution  
of Radiolabeled 
Antibody in Mice

3.3.1. Radioactive Isotopes

3.3.2. Radiochemical 
Purity
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 1. Thaw one of the vials of the immunoconjugate.
 2. Add pH 5.0 acetate buffer to the stock 64Cu solution to 

neutralize the acid that it is delivered in and bring it to pH 
5.0. For example, to 2 mCi 64Cu in 5 mL HCl (0.04 N) add 3 
volume equivalents (15 mL) of pH 5, 0.1 M acetate buffer. 
This should be sufficient to raise the pH. Low pH can damage 
antibodies and proteins, resulting in loss of function.

 3. Incubate immunoconjugate with radionuclide in sodium 
acetate buffer (0.1 M, pH 5.0) at 64Cu-to-protein ratios of 
1:1, 5:1 and 10:1 mCi/mg.

 4. Perform TLC measurements of the radiochemical purity of 
the radiolabeled antibody at the different 64Cu-to-protein 
ratios. Calculate the radiochemical purity of the radiolabeled 
antibody for each 64Cu-to-protein ratio.

 5. From this data, the amount of radionuclide that can be added 
to the protein can be measured. For example, if the antibody 
is 100% labeled at 1:1, 100% labeled at 5:1, and 50% labeled at 
10:1, this indicates that the maximum specific activity of the 
labeled protein is between 5 and 10 mCi/mg. This will vary for 
different specific activities (i.e., purities) of the radionuclide.

For imaging studies, immunoconjugates were radiolabeled with 
64Cu as described in the test labeling Subheading 3.3.3.

 1. Neutralize the acidic radionuclide solution (see Test Labeling, 
step 2) and aliquot the amount of radionuclide required into 
a 1.5-mL microcentrifuge tube.

 2. Add the antibody in acetate buffer, and incubate for 30 min at 
25°C. The amount of antibody used varies depending on the 
number of animals to be imaged (50 mg of antibody per mouse).

 3. Add 1 mL of the reaction mixture to 9 mL of phosphate buffer 
(0.1 M, pH 8) containing 100 mM EDTA, and measure 
radiochemical purity using TLC as described in Subheading 3.3.2 
(>95% required for injection).

 4. If there is more than 5% free radiometal in the reaction, the 
antibody needs to be purified using the Centricon filters. The 
atomic weight of the radionuclide is less than the 30 kDa cut-
off for the filters, so it passes through the filter and collects in 
the bottom of the unit. After three cycles of concentration, 
re-test the antibody radiochemical purity.

 5. Dilute radioimmunoconjugate with saline and dispense to 
100-mL aliquots. sterilize samples using a 0.2-mm filter.

The methods of imaging and biodistribution vary for different 
antibodies, different radionuclides, different disease models 

3.3.3. Test Labeling

3.3.4. Radiolabeling

3.3.5. Biodistribution 
Studies
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and organs. Figure 2 shows an example of biodistribution data 
of the antibody radiolabeled using the methods described in 
this chapter.

 1. Throughout this method, the levels of metals in the experi-
mental environment are reduced where possible. This is nec-
essary because the bifunctional chelator will chelate many 
metals that it encounters. This results in the chelator being 
occupied and not available for 64Cu chelation, and reduces 
the specific activity of the radiolabeled antibody (i.e., the ratio 
of radioactivity to mass of protein).

Ultrapure water produced by a filtration system with 
resistivity of greater than 15 M Ohms is used throughout, 
including in buffer preparation. All glassware should be 
scrubbed with hot water and a detergent, rinsed thoroughly 
with distilled water, then with ultrapure water, rinsed with 
10% HNO3, left to soak overnight, then rinsed thoroughly 
again with ultrapure water. Consider autoclaving glassware 
before beginning this cleaning process if it is shared, as bioac-
tivity is a major source of metal contamination. Once glass-
ware has been cleaned in this way it should be stored filled 

4. Notes

Fig. 2. A representative microPET imaging of 64Cu-labeled anti-b7 integrin antibody in DSS-induced colitis. The data for 
colitis mice injected with anti-b7 integrin antibody (Group 1), healthy mice injected with anti-b7 integrin antibody (Group 2), 
and colitis mice injected with isotype control antibody (Group 3) are shown. Coronal (C), sagittal (S), and transaxial (T) 
views are shown. An arrow in Group 1 indicates an accumulation to the inflamed gut. L, liver; B, blood.
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with ultrapure water in a cold room (4°C) if it is not going to 
be used immediately. Plasticware should be washed with 10% 
HNO3 if possible, and then rinsed with ultrapure water. Items 
such as filters, which might be damaged by acidic conditions, 
should be washed with ultrapure water and then with buffer 
(e.g., 3× each) before drying in a fume hood.

Use Chelex 100 resin to reduce the metal contaminants 
in the buffer. This can be accomplished by preparing a col-
umn through which the buffer is then passed, or Chelex 100 
can be added directly to a volume of buffer, stirred overnight, 
and then sterile filtered (i.e., 0.2 mm). The resin has to be 
cleaned before use according to manufacturer’s instructions. 
In addition, the resin must be cleaned to remove organic con-
taminants, such as iminodiacetate, which as a metal chelator 
may reduce the specific activity of the final product (9).

 2. Retain UV samples by pipetting them out of the cuvette. 
These can be used as HPLC samples to confirm that the anti-
body has been purified, which is particularly important after 
the conjugation reaction. It is very important to confirm that 
unreacted chelator has been removed from the antibody. The 
conjugation reaction is very inefficient, with only about 1–2% 
of chelator reacting with the antibody. Wash the Hamilton 
syringe carefully and perform an HPLC run with buffer only 
to see if there is any chelator remaining in the syringe or 
HPLC injector. Then inject the UV sample and compare the 
UV absorbance at 278 nm at approximately 8 min (antibody) 
and 11 min (free chelator) (Fig. 1).

 3. EDC is very susceptible to loss of reactivity following inter-
action with water (10). Upon delivery, the solid should be ali-
quoted into several glass vials and stored over drying agent in a 
−80°C freezer. Shortly before the conjugation reaction will be 
carried out, take the ECD vial out of the freezer, and allow it to 
come to room temperature before opening in order to avoid 
condensation collecting in the vial. Weigh out the required 
amount of powder (~50 mg) in a centrifuge tube, and then 
immediately reseal the container and close the centrifuge tube.

 4. A number of calculations are required for the conjugation 
reaction, and an Excel spreadsheet is very helpful in carrying 
these out. The molecular weights, concentrations of stock 
solutions, and necessary mathematical formulae can be 
entered to give the volumes of each reactant required for the 
final reaction. Once the EDC has been weighed, the weight 
can be entered into the spreadsheet, and the concentration 
for a given volume of water to be added is calculated (N.B. 
use water, not buffer, to bring the EDC into solution – it has 
a longer half-life in pure water). Use the Excel “goal seek” 
function to alter the volume of buffer to be added to adjust 
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the concentration of antibody to 5 mg/mL. Add the buffer 
to the antibody solution and then add the bifunctional chelator 
solution. Have the necessary pipettes ready for bringing EDC 
into solution, adding it to the other reactants, and mixing the 
whole volume. Carry out these three steps as quickly as possible, 
vortexing the EDC/water solution.

 5. Check the pH of the buffers, conjugation reactants, and the 
conjugation reaction itself with a pH microprobe, not pH 
paper. The reaction is very sensitive to pH variations (11).

 6. The BFC used in this method has an –NH2 group which 
reacts with a –COOH group on the antibody. If there is a 
–COOH group in the CDR of the antibody then DOTA 
(1,4,7,10-tetraazacyclododocane-N, N ¢, N ″, N ″¢-tetraacetic 
acid) can be used (12). DOTA has 4 –COOH groups which 
could react with –NH2 groups on the antibody. Alternatively, 
if loss of immunoreactivity is a potential issue, then both 
methods could be used in a trial study using a small amount 
of antibody, and antigen binding studies could be carried out 
to indicate which BFC is most suitable for use with that 
particular antibody.
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Chapter 29

Integrin-Targeted Nanoparticles for siRNA Delivery

Noa Ben-Arie, Ranit Kedmi, and Dan Peer 

Abstract

Integrins are heterodimeric membrane glycoproteins composed of noncovalently associated a and b 
subunits. Integrins support cell attachment and migration on the surrounding extracellular matrix as well 
as mediate cell–cell interaction in physiological and pathological settings. Constant recycling of integrins 
from the plasma membrane to the endosome makes integrins ideal receptors for the delivery of drugs to 
the cell cytoplasm. RNA interference (RNAi) has evolved not only as a powerful tool for studying gene 
expression and validating new drug targets, but also as a potential therapeutic intervention. However, the 
major challenge facing the translation of RNAi into clinical practice is the lack of efficient systemic deliv-
ery to specific cell types. Utilizing integrins as delivery target, we have recently devised a strategy to target 
leukocytes termed Integrin-targeted and stabilized NanoParticles (I-tsNPs) that entrap high RNAi pay-
loads and deliver them in a leukocyte-specific manner to induce robust gene silencing.

Key words: Leukocyte integrins, Gene silencing, Nanoparticles, Hyaluronan, siRNAs, Nanomedicine

RNA interference is a cellular mechanism that can be induced 
either by synthetic small-interfering RNAs (siRNAs) or by vec-
tors that express small hairpin RNAs (shRNA) (1). This mecha-
nism mediates sequence-specific gene silencing by cleavage of 
the targeted messenger RNA or by suppression of the translation 
machinery (2, 3). To realize the potential of siRNAs for in vivo 
drug discovery and therapy, there is a need to overcome the con-
siderable hurdles of systemic and intracellular delivery of pay-
loads into the cell (4). siRNAs are subjected to a rapid renal 
clearance and can be degraded by serum RNases, shortening 
their half-life in vivo and thus, suitable nanocarriers that protect 

1. Introduction
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the RNAi payloads need to be employed (5). Devising such 
carriers equipped with integrin ligands or their antibodies enable 
cell-specific delivery and intracellular release of siRNAs to the 
cell cytoplasm (6, 7). Herein, we describe a method that exploits 
integrin internalization to introduce siRNAs to the cytoplasm of 
leukocytes (7), which are known to be difficult to transduce with 
nucleic acids (8).

 1. Lipids: l a-Phosphatidylcholine (PC Egg, Chicken), 
1,2-Dipalmitoyl-sn-Glycero-3-Phosphoethanolamine 
(DPPE), cholesterol (Chol) (Avanti polar lipids, Inc., 
Alabaster, AL). All lipids are stored as powders at −20°C 
freezer.

 2. Rotary evaporator (Buchi Corporation, Switzerland).
 3. Thermobarrel Lipex extruder™ (Lipex biomembranes Inc., 

Vancover, British Columbia, Canada).
 4. Nucleopore membranes with 0.1–1 mm pore size.
 5. 20 mM HEPES-buffered saline (HBS), pH 7.2.
 6. 1 × 0.1 M MES buffer pH 6.0.
 7. Hyaluronan (HA, 751 kDa, intrinsic viscosity, 16 dL/g, 

Genzyme Corp., Cambridge, MA): Stored as a powder at 
−20°C freezer in a desiccator.

 8. 1 M Borate buffer, pH 9.0: Diluted to 0.1 M with H2O.
 9. 400 mmol/L 1-(3-dimethylaminopropyl)-3-ethylcarbodim-

ide hydrochloride.
 10. 400 mmol/L Sulfo-N-Hydroxysuccinimide.
 11. Monoclonal antibody FIB 504.64 Rat anti-mouse IgG2a 

against b7 integrin: Adjusted to 10 mg/mL.
 12. 1 M ethanolamine hydrochloride, pH 8.5.
 13. Size exclusion column with sepharose CL-4B beads.
 14. Alpha 1-2 LDplus lyophilizer (Christ, Osterode, Germany).

 1. 3H-hexadecylcholesterol (Perkin Elmer, Boston, MA).
 2. 5% (w/v) Ammonium molybdate.
 3. Fiske & Subbarow 0.5 g in 3 ml DDW.
 4. Perchloric acid (phosphorus free).
 5. Phosphate standard.

2. Materials

2.1. I-tsNPs Production

2.2. Characterization 
of I-tsNPs

2.2.1. Lipid Mass  
Assay ( 7, 9)
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 1. Malvern Zetasizer nano ZS™ (Malvern Instruments Ltd, 
Southborough, MA).

 2. 1× PBS, pH 7.4, at 20°C.

 1. Flow cytometer: We use FACScan flow cytometer or 
FACSCalibur (BD Biosciences).

 2. FACS buffer: PBS, pH 7.4, 1% FBS, 0.01% sodium azide.
 3. TK-1 cells (ATCC): Grown in RPMI1640 supplemented 

with 1% antibiotics (penicillin and streptomycin), 4 mM 
l-glutamine, and 10% fetal calf serum (FCS).

 4. Primary antibodies: FIB 504.64 (BD Pharmingen) and isotype 
control rat IgG2a.

 5. Secondary antibody: Alexa488-labeled anti-rat IgG2a antibody.
 6. Fix-and-Perm Kit (Caltag Laboratories, Burlingame, CA): 

Used for intracellular staining.
 7. Antibody to Ku70 (purified mouse anti-Ku70, Santa Cruz 

Biotechnology, Santa Cruz, CA): Used for intracellular 
staining.

 1. Ku70-siRNAs (Dharmacon Inc., Boulder, CO): The following 
four sequences are used in equimolar ratios.
siRNA Sequence #1:
Sense: 5¢-GCUCUGCUCAUCAAGUGUCUGdTdT-3¢
Antisense: 5¢-CAGACACUUGAUGAGCAGAGCdTdT-3¢
siRNA Sequence #2:
Sense: 5¢-UCCUUGACUUGAUGCACCUGAdTdT-3¢
Antisense: 5¢-UCAGGUGCAUCAAGUCAAGGAdTdT-3¢
siRNA Sequence #3:
Sense: 5¢-ACGGAUCUGACUACUCACUCAdTdT-3¢
Antisense: 5¢-UGAGUGAGUAGUCAGAUCCGUdTdT-3¢
siRNA Sequence #4:
Sense: 5¢-ACGAAUUCUAGAGCUUGACCAdTdT-3¢
Antisense: 5¢-UGGUCAAGCUCUAGAAUUCGUdTdT-3¢

We recommend to use 2¢-o-metheyl-modified siRNAs; 
pre-designed ON-TARGETplus siRNA SMARTpool, Gene 
ID 14375 for mouse Ku70 (Dharmacon Inc., Boulder, CO); 
or lock nucleic acid (LNA)-modified siRNAs (Life 
Technologies, Austin, TX).

 2. Nuclease-free water (Ambion Inc., Austin, TX).
 3. Human recombinant Protamine (Abnova, TaipeiCity, Taiwan).
 4. Quant-iT RiboGreen RNA assay kit for percent entrapment 

efficiency (Invitrogen, Carlsbad, CA).

2.2.2. Particle and Zeta 
Potential Analysis

2.2.3. Binding to Cells  
and Transfection

2.2.4. siRNA Entrapment 
Efficiency in I-tsNPs
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 1. C57BL/6 mice: Housed in a specific pathogen-free animal 
facility.

 2. 30-gauge needle with a tuberculin syringe: Used to inject to 
a mouse tail vein.

 3. Bath sonicator: Used to briefly sonicate the I-tsNPs suspension 
prior to intravenous injection to avoid aggregation.

I-tsNPs are nanometer-sized hyaluronan-coated neutral lipo-
somes possessing targeting moieties (antibodies to integrins on 
leukocytes) on their surface. The preparation involves two critical 
steps: (1) preparation of stabilized nanoparticles (NPs) by chemi-
cal conjugation of hyaluronan that coats the surface of the lipo-
somes and (2) introduction of targeting molecules (mAbs) on the 
surface of the stabilized NPs (Fig. 1).

 1. Prepare multilamellar vesicles (MLV), composed of phos-
phatidylcholine (PC), dipalmitoylphosphatidylethanolamine 
(DPPE), and cholesterol (Chol) at molar ratios of 3:1:1 
PC:Chol:DPPE using conventional lipid-film hydration 
method (10, 11). Weight the appropriate amounts of lipids to 
a final concentration of 40 mg/mL in a round-bottom flask.

 2. Dissolve the lipids in the round-bottom flask with 20 mL of 
96% ethanol by stirring for 30 min at 65°C. Then, evaporate 
the ethanol using rotary evaporator until complete dryness 
(usually takes ~1 h) and look for the appearance of a thin film 
layer on the round-bottom-flask. Upon completion of the 
drying process, blow nitrogen to the round bottle flask for 
10 min (see Note 1).

 3. Hydrate the lipid film with 20mM HEPES pH 7.4 to create 
MLV (40mg/mL). Thoroughly vortex until a thin milky 
liposome suspension is formed.

2.3. In Vivo siRNA 
Delivery Using I-tsNPs

3. Methods

3.1. I-tsNPs Production 
and Purification

Fig. 1. The steps of producing Integrin-targeted and stabilized nanoparticles (I-tsNP). Multilamellar vesicles (MLV) pre-
pared from neutral lipids are excluded to form unilamellar vesicles (ULV). ULV are surface-modified with a covalent 
attachment of hyaluronan that stabilized the particles (sNP). An antibody against integrin is then covalently attached to 
the hyaluronan scaffold, generating I-tsNPs. To encapsulate siRNAs, lyophilized I-tsNPs are rehydrated with a protamine-
condensed siRNAs solution.
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 4. Incubate the MLV suspension in a shaker (~200 rpm) at 37°C  
for 2 h to ensure complete mixing and homogeneity (see Note 2).

 5. Extrude the resulting MLV into small unilamellar vesicles 
(ULV) with a Thermobarrel Lipex extruder™ with a circulat-
ing water bath set at 65°C (above the transition temperature 
of the lipids) under nitrogen pressures of 300 to 550 psi.

 6. Carry out the extrusion in a stepwise manner using progres-
sively decreasing pore-sized membranes (from 1, 0.8, 0.6, 
0.4, 0.2 to 0.1 mm), with ten cycles per pore-size.

 7. ULV are surface-modified with high molecular weight 
hyaluronan (HA) (751 kDa, intrinsic viscosity: 16 dL/g) as 
described below.

 8. Dissolve 20 mg HA in 10 mL of double distilled water. Adjust   
pH 4.5 with HCl. Add 400 mg EDAC and adjust the pH to 
4.5. Stir at 37°C for 30 min to fully dissolve HA. Centrifuge 
the extruded ULV for 1 h in a high speed ultracentrifuge 
(640,000 × g, 4°C) and resuspend the pellet (with the same 
volume) in 0.1 M borate buffer pH 9.0. Combine the acti-
vated HA with the ULV suspension in a 1:1 volume ratio and 
adjust the pH to 7.4 then incubate for 2 h at incubate 37°C, 
with gentle stirring. Adjust pH to 8.6 with NaOH and incu-
bate overnight. Separate the resulting HA-ULV (stabilized 
nanoparticles; sNP) from free HA by washing three times 
with 0.1 M MES buffer pH 6.0 by ultra-centrifugation 
(640,000 × g, 4°C, for 1 h). Make sure to resuspend to the 
original volume after the last washing step (see Note 3).

 9. Perform the coupling reaction of sNP to mAbs using an 
amine-coupling method (7). Incubate 50 mL of sNP in 
0.1 M MES buffer pH 6.0 with 200 mL of 400 mmol/L 
EDAC and 200 mL of 400 mmol/L sulfo-NHS (at this 
order) for 20 min at room temperature (RT) with gentle 
stirring. Make sure the pH is 6.0 if not adjust accordingly. 
Separate the sNP from unbound EDC and S-NHS by add-
ing 2.5 ml of 10 mM PBS pH 7.4 and wash with Mini-ultra-
centrifugation (sorvall) (6.4 × 105 g, 40°C, for 1 h) resuspend  
in PBS to 450 ml. All cross-linkers must be freshly prepared 
from powder.

 10. Mix the EDAC-NHS-activated sNP with 50 mL of mAb 
(10 mg/mL FIB 504 in HBS or PBS, pH 7.4) and incubate 
for 3 h at RT with gentle stirring. At the end of the incuba-
tion, add 20 mL of 1 M ethanolamine HCl, pH 8.5 to block 
the reactive residues and stir for 10 min at RT (see Note 4).

 11. Purify I-tsNPs to remove uncoupled antibody using a size 
exclusion column packed with sepharose CL-4B or CL-6B 
beads equilibrated with HBS, pH 7.4. Test lipid mass and 
adjust the lipid concentration for in vitro or in vivo use.
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 12. Prepare the purified I-tsNPs suspensions for lyophilization. 
Snap freeze 0.2-mL aliquots in a mixture of 96% ethanol and 
dry ice for ~20–30 min; freeze the aliquots for 2–4 h at −80°C 
and lyophilize for 48 h using an alpha 1–2 LDplus lyophilizer 
(see Note 5).

 13. Store lyophilized I-tsNPs at −20°C until further use.

Determination of phospholipids is preformed either by including 
a 3H-hexadecylcholesterol trace in the particles membrane (7) or 
by using a modified Bartlett assay (9). The sensitivity of the assay 
is in a 0–200 nM phosphate range. The color produced in this 
assay is proportional to the concentration of phosphorous up to 
1.5 mM in each sample.

 1. To create a standard curve, add 0, 10, 20, 40, 80, and 100 nM 
phosphate from phosphate standard (sigma) to six tall glass 
tubes. Sample volume should not exceed 200 nM phosphate 
and volume of 200 mL.

 2. Add 400 mL of 70% perchloric acid and place the tube in the 
oven heated to 180°C for 30 min. Use chemical hood to add 
the perchloric acid and perform all experiments inside a 
chemical hood.

 3. After 30 min, let tubes cool down to RT and add 1.2 mL of 
H2O and vortex well.

 4. Add 200 mL of 5% (w/v) ammonium molybdate.
 5. Add 50 mL of Fiske & Subbarow and vortex well.
 6. Place tubes in 100°C water bath and boil for 7 min.
 7. Let tubes cool down to RT.
 8. Read O.D. values at 830 nm.

The diameter and surface charge (zeta potential) of nanoparticles 
are measured using a Malvern Zetasizer nano ZS™ (Table 1).

Flow cytometry is used to ensure that conjugated antibodies are 
functional.

3.2. I-tsNP 
Characterization

3.2.1. Lipid Mass 
Determination

3.2.2. Particle and Zeta 
Potential Analysis

3.2.3. Binding Efficiency  
of I-tsNPs

Table 1 
Particle size and zeta potential measurements

Particle type Hydrodynamic diameter (nm) z potential (mV)

IgG sNPs 127 ± 13 −18.5 ± 1.2

b7 I-tsNPs 139 ± 21 −23.7 ± 2.6

All measurements were done in pH 6.7 (with 10 mM NaCl) at 20°C in a Zetasizer nano 
ZS, Malvern. Data presented as an average ± SD from n = 4 independent experiments
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 1. Dispense TK-1 cells to FACS tubes at 0.5 × 106 cells per tube.
 2. Add to each tube 1 ml of FACS buffer, centrifuge at 300 × g, 

5 min, 4°C, and aspirate supernatant.
 3. Add to each tube 100 mL of FACS buffer containing appro-

priate antibodies at 10 mg/mL concentrations.
 4. Incubate samples on ice for 30 min.
 5. Add to each tube 1 mL of FACS buffer, centrifuge at 300 × g, 

5 min, 4°C, and aspirate supernatant.
 6. Add to each tube 100 mL of FACS buffer containing 1 mg/

mL secondary antibody Alexa488-Anti-Rat Ab IgG2a.
 7. Incubate on ice for 20–30 min.
 8. Add to each tube 1 mL of FACS buffer, centrifuge at 300 × g, 

5 min, 4°C, and aspirate supernatant.
 9. Resuspend the cell pellets in appropriate volume of FACS 

buffer and analyze samples by FACS (Fig. 2).

 1. Mix siRNAs (e.g., Ku70-siRNAs) with full-length recombi-
nant protamine in a 1:5 (siRNA:protein) mole ratio, in nucle-
ase-free water in a total volume of 200 mL (per each tube) and 
incubate for 20 min at RT to form a complex.

 2. For siRNA entrapment in I-tsNPs, rehydrate the lyophilized 
nanoparticles (e.g., 0.5–1.5 mg lipids for in vivo experiments 
and 10–100 mg lipids for in vitro experiments) (see Note 6) 
by adding 0.2 mL nuclease-free water containing protamine-
condensed siRNAs (1–4 nM for in vivo experiments and 
50–500 pM for in vitro experiments). Perform the entrap-
ment procedure immediately before use in vitro transfection 
or intravenous tail-vein injection.

3.2.4. siRNA Entrapment 
Efficiency in I-tsNPs

Fig. 2. FACS histograms showing binding of b7 I-tsNPs to TK-1 cells.
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 3. Determine siRNAs entrapment efficiencies by a Quant-iT™ 
RiboGreen™ RNA assay (Molecular Probes, Invitrogen) 
(Table 2).

 1. Seed TK-1 cells in a six-well microtiter plate at 2.5 × 105 cells 
in 300 mL per well. Culture cells overnight at 37°C, 5% CO2.

 2. Add to each well 50 mL of b7 I-tsNP entrapping Ku70-
siRNAs. Appropriate controls should be included: cells with 
no treatment; cells with Ku70 siRNA alone; cells with nega-
tive control siRNA (e.g., silencer firefly Luciferase siRNA or 
scrambled siRNA).

 3. Culture cells for 48–72 h at 37°C, 5% CO2. Perform intra-
cellular staining (as described below) to detect Ku70 protein 
expression.

 1. Transfer TK-1 cells to 96-well V bottom plates.
 2. Fix and permeabilize cells with Fix-and-Perm Kit™ (Caltag 

Laboratories, Burlingame, CA).
 3. Add to cells 100 mL-aliquots of FACS buffer containing 

10 mg/mL of Ku70 antibody.
 4. Incubate samples on ice for 30 min.
 5. Counter-stain cells with 1 mg/mL Alexa 488-conjugated goat 

anti-mouse IgG antibody.
 6. Wash cells with FACS buffer and perform FACS analysis to 

measure Ku70 expression (Fig. 3).

 1. Prepare mice for a tail vain injection. Pre-heat mice with a 
small U.V. lamp for 3–4 min in order to expose the tail veins. 
Alternatively, expose the mouse’s tail to pre-warm water 
(37°C) until you clearly see the veins.

3.3. Ku70-siRNA 
Delivery In Vitro  
in TK-1 Cells

3.3.1. Intracellular Staining 
and Flow Cytometry

3.4. Delivery  
of Ku70-siRNA In Vivo

Table 2 
Entrapment of siRNAs molecules in I-tsNPs

siRNAs entrapment  
(No. of molecules)

Encapsulation efficiency  
of condensed siRNA

Nanoparticles type Mean ± SEM Mean ± SEM

IgG sNPs 3,750 ± 1,300 78 ± 10

FIB I-tsNPs 4,000 ± 1,200 80 ± 12

The amount of siRNAs that was used for encapsulation was known. Upon encapsula-
tion a RiboGreen™ assay (Invitrogen) was preformed according to the manufacturer 
instructions to assess the amount of siRNAs that was entrapped
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 2. Sonicate the I-tsNP suspension for 1.5 min in a bath sonica-
tor to dissolve any potential aggregates.

 3. Inject 150 mL of I-tsNP suspension to the tail vein with a 
27-gauge needle with a tuberculin syringe (see Note 7). 
Initially inject 50 mg of siRNA entrapped in 500 mg of I-tsNPs 
per mouse as a starting dose. After checking the level of silenc-
ing, you may modify dosing.

 4. At 48 or 72 h after injection, sacrifice the mice and harvest 
spleens.

 5. Prepare a single-cell suspension of splenocytes.
 6. Perform an intracellular staining with anti-Ku70 mAb as 

described in Subheading 3.3.

 1. MLV preparation: a water bath of the rotary evaporator is set 
to 65°C and the chiller is set to be at least in −10°C to make 
the evaporation process more efficient. After the evaporation 
of ethanol, it is advisable to pass any inert gas such as argon 
or nitrogen for 10 min to completely remove traces of etha-
nol and prevent oxidation of lipids.

 2. The MLV suspension can be stored at 4°C until extrusion 
procedure. However, prior to extrusion, the MLV should be 
pre-warmed to 37°C to enable easy extrusion process.

4. Notes

Fig. 3. FACS histograms showing knockdown of the DNA repair protein, Ku70 in mouse 
T-cell lymphoma (TK-1 cells). Ku70 expression in cells mock-treated (NE), treated with 
100 pM Ku70-siRNAs delivered via b

7 I-tsNPs (KD1), and treated with 500 pM Ku70-
siRNAs delivered via b

7 I-tsNPs (KD2).



506 N. Ben-Arie et al.

 3. sNP can be stored at 4°C for 2 weeks. However, the sNP should 
be pre-warmed to RT before further modification is done.

 4. mAb coupling reaction: EDAC/NHS-activated sNP with 
antibody reaction mixture is incubated overnight at RT and 
then blocked with 20 mL of 1 M ethanolamine-HCl, pH 8.5. 
Alternatively, coupling is made at lower pH 5.0 in 0.1 M 
acetate buffer. Antibody is in 0.1 M sodium acetate pH 5.0 at 
a concentration of 10 mg/mL. The sNP are in 0.1 M Borate 
buffer pH 9.0. Added antibody to the sNP at a molar ratio of 
1:250. Then, add buffer and 500 molar equivalents of 50 mg/
mL EDC made up immediately before use in ultrapure water. 
Mix the sample gently by pipetting. Centrifuged to remove 
air bubbles. Adjust pH to 5.0 with 0.1N HCl. Place the 
sample in a 37°C water bath while gentle shaking for 2 h.

 5. Lyophilization of I-tsNPs: Prior to lyophilization of purified 
liposome fractions, I-tsNP suspensions should be tested for 
antibody-binding efficiency by flow cytometry. Pool only the 
fractions that give good binding. Add 0.2 mL aliquots of the 
I-tsNP suspension into amber glass vials prior to lyophilization.

 6. We usually use the following lipid ranges in each vial. For 
in vitro transfection 10–100 mg lipids per vial. For in vivo 
delivery, 0.5–1.5 mg lipids per vial.

 7. I-tsNPs are in saline containing 5% glucose for in vivo injection.
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Chapter 30

Humanized Mice for Studying Human Leukocyte  
Integrins In Vivo

Sang-Soo Kim, Priti Kumar, Chunting Ye, and Premlata Shankar 

Abstract

Humanized mice have recently emerged as powerful translational animal models for studying human 
hematopoiesis, immune interactions, and diseases of the human immune system. Several important 
advances in the humanized mouse technology have been reported over the last few years, thereby 
resulting  in improved engraftment, high levels of human chimerism, and sustained human hematopoiesis. 
This chapter describes the detailed procedures for generating various humanized mouse models including 
hu-PBL, hu-HSC, and BLT models and discusses considerations for choosing the appropriate model 
system.

Key words: Humanized mice, Immunodeficient mice, Integrin, Hematopoietic stem cells, 
Xenotransplantation, Stem cell transplantation, Human fetal tissue, hu-PBL, hu-HSC, BLT

The lack of an appropriate small animal model is a major impediment 
for investigation of the human immune system in vivo. Over the 
years there has been a considerable effort to develop “humanized” 
mouse models harboring a functional human immune system. 
Although technically, it is possible to enforce human transgene 
expression in immunocompetent mice, only immunodeficient 
mice are receptive to engraftment with human hematopoietic 
or lymphoid cells or tissues (1). Such humanized mice provide 
valuable new tools to translate basic research findings into clinical 
applications for various human diseases including autoimmunity, 
transplantation, infectious diseases, and cancer for which appro-
priate small animal model are unavailable (2). HIV research, in 

1. Introduction
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particular, has gained a tremendous boost with the development 
of humanized mouse models that are permissive to the uniquely 
human-tropic HIV-1 and display symptoms that closely mirror 
human HIV infection (3, 4).

Successful transplantation of human cells or fetal tissues with 
hematopoietic potential was first achieved in severe combined 
immunodeficient (SCID) mice, which lack functional T and B 
lymphocytes. However, these were not ideal animal models 
since they still possessed significant levels of active innate immune 
responses that hindered complete engraftment of human 
hematopoietic cells. Therefore, several other mouse strains were 
developed in the quest for a model that can support the stable 
engraftment and growth of human hematopoietic cells (exten-
sively reviewed in (1)). NOD/SCID mice, which were created 
by back-crossing the SCID gene onto the non-obese diabetic 
(NOD) background, proved a better engrafting strain as they 
have impaired natural killer (NK) and antigen-presenting cell 
function in addition to lacking functional T and B lymphocytes. 
However, engraftment and long-term maintenance of human 
cells was still inadequate due to residual innate immune activity. 
A further advance that represents a major leap forward is the 
development of immunodeficient mouse strains lacking a func-
tional IL-2 cytokine receptor gamma chain (IL2rg null), including 
NOD/Shi-Scid IL2rg null (5, 6), NOD/SCID IL2rg null (7), and 
BALB/c-Rag2null IL2rg null mice (8). Since the IL2rg  functions as 
a common component of receptors for the interleukins 2, 4, 7, 9, 
15, and 21, the IL2rg null mice completely lack adaptive immune 
function and display multiple defects in innate immunity, features 
that allow heightened levels of human hematopoietic/lymphoid 
cell engraftment. In addition to better engraftment, many of the 
recently described IL2rg null mouse strains also have a longer life 
span, so they can serve as better models for human diseases com-
pared to the previously available strains (1).

IL2rg null strains can be used for short-term reconstitution 
with human peripheral blood mononuclear cells (PBMCs) or 
long-term de novo generation of immune progeny cells from 
engrafted human hematopoietic stem cells (HSCs). The PBMC 
model (hu-PBL) utilizes leukocytes isolated from peripheral 
whole blood for rapid reconstitution with functionally mature 
lymphocytes. The advantages of this model are the simple proce-
dure of generation and quick availability for experimentation as 
animals are reconstituted within 3–4 days of PBMC transfer. This 
model is best suited for short-term experiments (upto 4 weeks) 
because of the short duration of human reconstitution and the 
development of graft-versus-host disease (GVHD). In this model, 
adoptively transferred human T cells undergo expansion in response 
to xenogenic stimulation so they display a predominantly activated 
phenotype. Therefore, the hu-PBL model is suitable for the study of 
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activated human lymphocytes but not resting T cells. For example, 
the availability of antibodies that selectively target the activated 
form of the integrin leukocyte function-associated antigen-1 
(LFA-1), would make it possible to evaluate targeted delivery 
approaches to activated leukocytes. The hu-PBL model would 
serve well for validating RNA interference (RNAi)-based inter-
ventions for autoimmune diseases, GVHD, and septic shock 
where selective delivery of small interference RNA (siRNA) to 
activated leukocytes can prove useful for silencing genes involved 
in the proinflammatory cascade and/or T cell activation (9).

The HSC model (hu-HSC) utilizes CD34+ HSCs isolated 
from human cord blood or fetal liver tissue to reconstitute immu-
nodeficient mice. The advantage of the hu-HSC model is that the 
human T and B lymphocytes that develop from human stem cells 
engrafted in these mice are tolerant of the mouse host, possibly 
because of negative selection during lymphocyte differentiation 
in the mouse thymus. In addition, in contrast to T cells from hu-
PBL mice, which display a predominantly activated phenotype, 
the T cells in this hu-HSC model are predominantly naive and 
unactivated. This model allows for the investigations of hemato-
poietic lineage development, and the generation of primary 
immune responses by a naive immune system. Accordingly, novel 
drug delivery systems driven by antibodies targeting the LFA-1 
integrin receptors in a nonactivated conformation can be tested 
for in vivo applicability in this model (10).

Although now widely popular, this model still suffers from 
drawbacks of inefficient human thymopoiesis in the xenogenic 
recipient thymus (11). In an earlier NOD/SCID hu/HSC model, 
human fetal liver derived HSCs were transferred into surgically 
implanted human fetal thymic tissue which resulted in successful 
development of human T cells (human thymopoiesis) within the 
autologous human thymus graft. However, the usefulness of the 
human fetal tissue grafted mice was limited because the distribu-
tion of human cells was confined to the implant only (12, 13). To 
mitigate this problem, the approach has been modified recently, 
with the additional step of intravenous transfer of autologous 
CD34+ HSCs obtained from fetal liver along with the surgical 
implantation of human fetal thymus/liver tissues (11, 14). In 
this humanized mouse model, referred to as BLT (for bone mar-
row, liver, and thymus) mice, HSCs take up residence in the mouse 
bone marrow and give rise to immune progeny consisting of all 
major human hematopoietic lineages including T and B cells, 
monocytes, macrophages, and dendritic cells (11). Furthermore, 
BLT mice also exhibit extensive infiltration of organs including 
liver, lung, gastrointestinal tract, and female reproductive tissues 
with human immune cells (4). Education in the autologous 
human thymic milieu provided by the surgically implanted tissue 
is also likely to be lead to the proper development of the T cell 
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repertoire in these mice. All these reasons uphold the BLT mice 
as a useful in vivo model for an authentic study of the human 
immune system. In fact, this mouse model has been demonstrated 
to successfully support long-lasting HIV infection with both 
macrophage and T cell tropic strains of HIV (4, 15, 16). A disad-
vantage of the hu-HSC and BLT models, in comparison to the 
hu-PBL model, is the longer reconstitution time (10–12 weeks) 
for the complete development of the human immune system 
from engrafted HSCs. These models also involve more compli-
cated generation procedures.

While any of the IL2rg null mouse strains (5–8) are good hosts 
for generating humanized mouse models, this chapter will detail 
the generation of the hu-PBL, hu-HSC, and BLT models by 
engraftment of immunodeficient NOD/SCID IL2rgnull mice with 
human PBMCs, HSCs, or fetal liver/thymus tissues and CD34+ 
fetal liver cells, respectively.

 1. Healthy donor peripheral blood.
 2. Dulbecco’s phosphate-buffered saline (PBS) 1× sterile, without 

calcium and magnesium.
 3. Complete RPMI 1640 medium: RPMI 1640 supplemented 

with 10% heat-inactivated fetal bovine serum (FBS), 50 U/
ml penicillin, 50 mg/ml streptomycin, 2 mM glutamine, 
1 mM sodium pyruvate.

 4. Ficoll (GE Healthcare Bio-sciences, Piscataway, NJ).
 5. Nonobese diabetic–severe combined immunodeficient NOD.

cg-PrkdcscidIL2rgtm/Wjl/Sz (NOD/SCID IL2rgnull) mice (male 
or female, 5–12 weeks old; Jackson Laboratory, Bar Harbor, 
ME) (see Note 1).

 6. 25-G needles.
 7. 1-cc syringes.
 8. Alcohol swab.
 9. Sterile gauze pad.

Although successful hematopoiesis for most lineages is achieved 
by HSC engraftment of adult mice, T cell reconstitution is variable 
and not always efficient. HSC engraftment of newborn mice 
requires technical proficiency but results in more robust human 
HSC engraftment and consistent reconstitution of all hematopoi-
etic lineages, including T cells.

 1. Human umbilical cord blood (see Note 3).
 2. Dulbecco’s PBS 1× sterile, without calcium and magnesium.

2. Materials

2.1. hu-PBL Model 
(Fig. 1a)

2.2. The hu-HSC  
Model (Fig. 1b)
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 3. Ficoll.
 4. Complete RPMI 1640 medium: RPMI 1640 supplemented 

with 10% heat-inactivated FBS, 50 U/ml penicillin, 50 mg/
ml streptomycin, 2 mM glutamine, and 1 mM sodium 
pyruvate.

 5. Anti-CD34 microbeads (Miltenyi Biotech, Auburn, CA): 
Used for magnetic-activated cell sorter (MACS) separation.

 6. MACS separation apparatus and MACS LS separation columns 
(Miltenyi Biotech).

 7. Nonobese diabetic–severe combined immunodeficient NOD.cg-
Prkdc scidIL2rgtm/Wjl/Sz (NOD/SCID IL2rg null) breeder pairs.

Fig. 1. Schematic representation of transplantation techniques for generation of humanized 
mice. (a) hu-PBL model. (b) hu-HSC model. (c) BLT model.
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 8. Cesium gamma irradiator or X-ray biological irradiator.
 9. Sterile autoclaved mouse housing device for irradiation.
 10. 27-G 1/ 2-in. winged infusion set.
 11. Nasal decongestant like Vicks Vaporub.
 12. Heat lamp.
 13. Alcohol swab.
 14. Sterile gauze pad.

 1. Human fetal thymus and liver tissues (gestational age of 17–20 
weeks; Advanced Bioscience Resource, Alameda, CA).

 2. Complete RPMI 1640 medium.
 3. Collagenase/dispase solution: Complete RPMI 1640 medium 

supplemented with 1 mg/ml collagenase/dispase (Roche, 
Mannheim) and 0.5 U/ml DNase I (Roche).

 4. 70-mm nylon mesh or cell strainer.
 5. Razor blade.
 6. Dulbecco’s PBS 1× sterile, without calcium and magnesium.
 7. Ficoll.
 8. Anti-CD34 microbeads for MACS separation.
 9. MACS separation apparatus and MACS LS separation columns.

 1. Nonobese diabetic–severe combined immunodeficient NOD.
cg-Prkdc scidIL2rgtm/Wjl/Sz (NOD/SCID IL2rg null) mice 
(female, 6–8 weeks old).

 2. Cesium gamma irradiator or X-ray biological irradiator.
 3. Ketamine/Xylazine.
 4. Buprenorphine: Add 200 ml of 0.3 mg/ml buprenorphine to 

5.8 ml sterile saline.
 5. Alcohol swab.
 6. Ophthalmic ointment (Vetropolycin; Pharmaderm Animal 

Health, Melville, NY).
 7. Electric hair clipper.
 8. Temperature-controlled heating pad.
 9. Betadine (PDI Inc., Orengeburg, NY).
 10. Surgical scalpel.
 11. Sterile gauze pad.
 12. Sterile saline.
 13. Autoclaved tip with a blunt ball-shaped front.
 14. 18-G blunt head spinal needles.
 15. 4–0 absorbable vicryl and non-absorbable sutures.

2.3. BLT Model 
(Fig. 1c)

2.3.1. CD34+ Cell Isolation 
from Fetal Liver Tissue

2.3.2. Preconditioning  
and Tissue Implantation
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 16. 29-G needle/syringe from ultra-fine II insulin syringes.
 17. 1-cc syringes.
 18. 27-G needles.
 19. Heat lamp.
 20. Mouse restrainer.

 1. Isoflurane.
 2. Vacutainer heparinized blood collection tube.
 3. Heparinized micro-hematocrit capillary tubes.
 4. Red blood cell lysing buffer.
 5. Anti-human monoclonal antibodies to CD3, CD4, CD8, 

CD11c, CD19, CD34, CD45, and CD45RA; anti-mouse 
monoclonal antibody to CD45; and isotype control mono-
clonal antibodies (BD PharMingen, San Diego, CA).

 6. FACSCanto II and FACSDiva software (Becton Dickinson, 
Mountain View, CA).

 1. Isolate PBMC from whole blood by Ficoll density gradient 
centrifugation.

 2. Resuspend cells at 5–10 × 106 per 0.5 ml of sterile RPMI 
media.

 3. Inject 0.5 ml of cell suspension (5–10 × 106 PBMCs) into 
peritoneal cavity using 1-cc syringe with 25-G needle.

 4. Monitor mice daily for signs of distress (see Note 2).
 5. Test cell engraftment 3–4 days after PBMC-transplantation.

 1. Monitor breeder pairs for the birth of new litters. Engraftment 
procedures are performed on 24–48 h postnatal newborn 
pups.

 2. Isolate mononuclear cells from human umbilical cord blood 
using Ficoll density gradient.

 3. Isolate CD34+ cells from mononuclear cells using the MACS 
separation system with anti-CD34 microbeads.

 4. Resuspend isolated CD34+cells in a complete RPMI media 
(6 × 105 cells per 0.1 ml RPMI media) and keep on ice until 
transplanted.

 5. Stain a small proportion of the isolated CD34+ cells with the 
mouse anti-human monoclonal antibodies to CD34 and 
CD3, and analyze by flow cytometry for CD34 expression 

2.4. Analysis  
of Reconstitution

3. Methods

3.1. hu-PBL Model

3.2. The hu-HSC Model
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and residual CD3+ T cells to assess the efficacy of magnetic 
bead isolation (see Note 4).

 6. Place pups in autoclaved sterile irradiation container.
 7. Irradiate pups with 100 cGy whole-body irradiation.
 8. Place irradiated pups on a gauze pad on ice for 5–10 min, 

until gross movement ceases (ensure that there is no direct 
contact with ice).

 9. Load the CD34+ HSC cell suspension into a 1-ml syringe 
fitted with a 27-G 1/2-in. winged infusion set.

 10. CD34+ cells can be transplanted through several routes; 
however, the two described below are the most reproducible 
and yield the best efficiencies
(a) Intracardiac injection: Upon sufficient anesthesia, visual-

ize the apex of the heart and insert the needle slightly 
above the apex in an upward direction. A little flicker of 
blood will appear at the base of the needle. Slowly inject 
3 × 105 CD34+ cells in a 50-ml volume.

(b) Intrahepatic injection: 3 × 105 CD34+ cells in a 50-ml vol-
ume directly into the liver taking care not to pierce the 
entire liver.

 11. Place the pups on a warming pad or under an incandescent 
lamp for 1–2 min.

 12. Apply a small amount of nasal decongestant to the snout of 
both parents before returning pups to prevent scents that 
have transferred to the pups during handling.

 13. Wean pups between 3–4 weeks of age and verify engraftment 
at 12 weeks of age.

 1. Cut fetal liver tissue into small pieces (~1 mm3) using an 
autoclaved surgical scalpel (see Notes 5 and 6).

 2. Digest small tissue pieces using sterile filtered complete RPMI 
supplemented with 1 mg/ml collagenase/dispase and 0.5 U/
ml DNase I at 37°C for 1 h.

 3. Gently disrupt the tissues by mixing every 15 min.
 4. Filter the cell suspension through a 70-mm mesh.
 5. Apply filtered cells on Ficoll to separate mononuclear cells.
 6. Isolate CD34+ cells from mononuclear cells using the mag-

netic-activated cell sorter (MACS) separation system with 
anti-CD34 microbeads.

 7. Resuspend cells in a complete RPMI media (1–5 × 105 cells 
per 0.2 ml RPMI media) and keep on ice until transplanted.

 8. Stain a small proportion of the isolated CD34+ cells with the 
mouse anti-human monoclonal antibodies to CD34 and 
CD3, and analyze by flow cytometry for CD34 expression 

3.3. BLT Model

3.3.1. CD34+ Cell Isolation 
from Fetal Liver Tissue



51730 Humanized Mice for Studying Human Leukocyte Integrins In Vivo

and residual CD3+ T cells to assess the efficacy of magnetic 
bead isolation.

 1. Place mice in an autoclaved irradiation container and condition 
with sublethal whole-body irradiation using X-ray Biological 
Irradiator or Cesium gamma irradiator.

 2. The dose of irradiation varies from 240 to 375 cGy depending 
on the mouse strain and irradiation source (see Note 7).

 3. Anesthetize mice with ketamine (80 mg/kg) and xylazine 
(12 mg/kg) by intraperitoneal injection in PBS (10 ml/kg) 
based on individual animal body weight (see Notes 8 and 9).

 1. After inducing anesthesia, shave anterior abdominal skin 
using an electric hair clipper.

 2. Place the body on a sterile support and fix the limbs with 
scotch tape.

 3. Disinfect the skin of abdomen with betadine.
 4. Make a 2–3 cm long midline incision of the abdominal skin 

and peritoneal membrane using a surgical scalpel.
 5. Gently pull the intestines and spleen to the opposite side of 

the kidney and cover them with pre-warmed moisturized 
gauze pad.

 6. After exposing the surface of the left kidney completely, gently 
puncture the renal capsule and make a tiny hole (1 mm) with 
a pair of fine forceps.

 7. Insert an autoclaved micropipette tip with a blunt ball-shaped 
front (made by melting a normal pipette tip) into the hole to 
gently separate the renal capsule from the kidney parenchyma 
in order to make space to contain the fetal tissue.

 8. Suck both the human fetal thymus and liver fragments mea-
suring about 1 mm3 together into an 18-G blunt head spinal 
needle attached to a 1 ml syringe.

 9. Insert the needle through the hole into the space between the 
renal capsule and kidney parenchyma.

 10. Push the fetal liver and thymus tissues deep inside the renal 
capsule and slowly remove the needle from the kidney (see 
Note 10).

 11. Allow the bleeding in the surgical area to coagulate and carefully 
put back replace all the intestines into the abdominal cavity.

 12. Clean the muscle and skin and separately suture with absorb-
able sutures.

 13. Administer 40 mg/kg dose of gentamycin (intramuscular) 
and 0.05 mg/kg dose of buprenorphine (subcutaneous) after 
the surgery (see Note 11).

3.3.2. Preparation  
of Immunodeficient Mice

3.3.3. Human Fetal Tissue 
Implantation
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 14. Keep the animals warm with a temperature-controlled heating 
pad until the mice regain consciousness.

 1. Mice subjected to tissue implantation receive cell preparations 
that were purified from the same donor on the day of human 
tissue transplantation.

 2. Put mice under a heat lamp to increase blood flow to the tail 
vein and then transfer to a holding device, which restrains the 
mouse while allowing access to the tail vein.

 3. Inject 0.2 ml cell suspension (1–5 × 105 CD34+ cells) into the 
lateral tail vein of recipient mouse (maximum volume 10% body 
weight) using 1-cc syringe with 27-G needle (see Note 12).

 4. Monitor mice daily for signs of distress.
 5. Allow human HSCs to engraft in mice for 10–12 weeks.
 6. Test human cell engraftment.

 1. Mice should be monitored for engraftment levels of human 
cells over a 5–15 day period for Hu-PBL mice and 10- to 12-week 

3.3.4. Intravenous Transfer 
of CD34+ Cells

3.4. Analysis  
of Reconstitution

Fig. 2. Flow cytometric analysis showing reconstitution efficiencies in (a) Hu-PBL mice and (b) Hu-HSC and (c) BLT mice. 
Data were obtained 5 days (a) and 12 weeks (b and c) after the transplantation.



51930 Humanized Mice for Studying Human Leukocyte Integrins In Vivo

period for Hu-HSC by multicolor flow cytometric analysis for 
detection of lineage markers on human hemato-poietic cells 
in the mouse peripheral blood.

 2. Induce anesthesia using isoflurane chamber.
 3. Collect whole blood (~100 ml) from all mice to be tested by 

retro-orbital bleeding using a heparinized capillary tube.
 4. Isolate mononuclear cells by ficoll centrifugation of periph-

eral blood after lysing red blood cells using red blood cell 
lysing buffer and resuspend in PBS containing 2% FBS.

 5. Add appropriate antibody mix to the cell suspension and 
incubate for 30 min at 4°C to label the antibody.

 6. Wash cells in PBS containing 2% FBS.
 7. Resuspend cells in 200 ml of PBS containing 2% FBS for flow 

cytometric analysis.
 8. Collect and analyze flow cytometric data using FACSCanto 

II and FACSDiva software (Fig. 2).

 1. Immunodeficient mice should be housed in a specific pathogen 
free (SPF) environment, using sterile techniques and in micro-
isolator cages. All the animals are fed with sterile food and water. 
General health monitoring. Mice should be monitored daily 
and must be cared for if they show signs of ill health such as 
hunched posture, inactivity or loss in appetite/dehydration.

 2. The use of human hematopoietic stem cells requires appro-
priate Institutional Review Board (IRB) approval.

 3. Most experiments should be done within 4 weeks post-PBMC 
injection before xenogenic GVHD symptoms develop. If 
there are signs of GVHD development (weight loss of >15%), 
animals should be euthanized.

 4. This protocol yields greater than 90–95% pure CD34+ cells and 
less than 1.0% CD3+ T cells. If necessary, depletion of CD3 
T cells can be performed using anti-CD3 MACS beads.

 5. Human tissues and mice engrafted with human tissues should 
be considered potential biological hazards and handled with 
proper personal protective equipment at animal biosafety 
level 2 (ABSL2), in accordance with governmental and insti-
tutional biosafety guidelines.

 6. All cell isolation and surgical procedure must use sterile 
techniques.

 7. The sublethal irradiation dose should be adapted based on 
the irradiator and age of the mouse used. The transfer of mice 

4. Notes
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from the microisolator cages to the sterile autoclaved container 
should be done in a laminar flow biocontainment hood to 
minimize exposure of the immunodeficient mice to environ-
mental infectious agents.

 8. General anesthesia suppresses the heat-regulating mechanisms 
of the body. Thus, it is important to maintain body tempera-
ture in appropriate thermostatically controlled incubators or 
by other heat sources during and after operative procedures.

 9. Smear sterile ophthalmic ointment onto the eyes to prevent 
drying during anesthesia.

 10. The fetal tissues can be easily seen through the kidney capsule 
after injection and should remain compact after injection.

 11. Buprenorphine is given as an analgesic and additional doses 
should be given every 6–8 h during the first 48 h following 
the surgery.

 12. Surgical implantation of fetal tissue for the BLT protocol may 
be performed on the same day as, or up to 72 h following 
irradiation.
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