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Preface

Th is book aims to review the work done in psychology and linguistics on language process-
ing and to relate it to the learning of a second language. It is aimed at the student language 
teacher who will also be studying aspects of linguistics such as phonology alongside psy-
chological theories and theories of language learning. It is an attempt to pull together the 
two disciplines with a specifi c focus on the second language learner. It will also be of inter-
est to postgraduate students in off ering them a wide variety of sources for further research. 
It is also, I hope, an aid for the experienced teacher who is interested in putting current 
theories of language learning and teaching into a new perspective. In particular, the inclu-
sion of the neuropsycholical evidence for established psycholinguistic models provides a 
interesting perspective for the more general reader who is interested in language processing.

Much of the material on psychology will be familiar to the psychologist and likewise, 
to the linguist, many of the observations about the structure of languages will be well 
known. To the purist in either discipline, the ideas may seem overly simplifi ed and some 
may disagree with the interpretations off ered in this book. However, the views in this book 
are from the perspective of the language teacher and it represents an interpretation of the 
ideas from both disciplines as they have become incorporated in methods of teaching. 
In terms of content, the book does not set out to be ground-breaking, but it sets out to 
provide an interpretation of the fi eld of language processing for an applied audience. By 
examining the theories and theoretical models from the point of view of the second lan-
guage learner this book provides a platform of theory on which the student and teacher 
can evaluate diff erent learning approaches and the learning processes of students. What 
is diff erent about the book is not the information that it contains per se, but the way that 
information is juxtaposed and the interpretations drawn. It is written by someone who cut 
his educational teeth on audio-lingualism, but has spent most of his professional career 
in a communicative language teaching environment. Th e ideas provided from within the 
communicative paradigm are certainly important, and powerfully felt by the writer. But, 
from my experience as someone who has also viewed second language learning in a wide 
variety of less well resourced settings, the communicative route to language learning can 
only off er part of the answer. Th e reliance of many classrooms worldwide on more tra-
ditional forms of learning attests to the power of these forms of learning in many minds 
and this book hopefully shows that there is considerable psychological evidence from 
learning theory to support these more traditional approaches to teaching. Such traditional 
approaches are oft en employed more in elementary and intermediate contexts – again 
contexts which are probably the most common in the world. Th is book concentrates on 
learners in such contexts rather than more advanced learners.



In a similar way, the changes in methodological approaches, from drilling and practice 
to communication, are underpinned by movements in psychology, from a behaviourist to 
a cognitive psychological paradigm. Th e early attempts of the behaviourists to concentrate 
solely on the matching of external stimuli with observable behaviour and the lack of atten-
tion paid to the internal operation of the mind seemed disappointing to me as a young 
prospective psychology undergraduate in the early sixties. Yet my experience as a teacher 
of English as a second language, and my own introspection as a struggling second lan-
guage learner, has made me aware of the fundamental importance of many of the concepts 
involved in basic associative learning procedures. 

Central to all, it seems to me, is memory, and this is the starting point of this book. As 
set out above, it is not designed as an exhaustive review of either psychology or linguistics – 
that would be well beyond the scope of this book. It is a selection of, what are to me, key 
ideas in both fi elds and their application to second language teaching and learning.

Mick Randall
May 2007
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      Introduction 

            Background 

 Language is uniquely human. No other animal has the ability to communicate with any-
thing like the complexity that humans do. Th e size 1  and complexity of the brain is also a 
major distinguishing feature of human beings. No other species has the billions of neurons 
and interconnections of the cerebral cortex. Indeed, palaeontologists classifi ed and diff er-
entiated early hominid species by the evolving size of the cranium. Although other animal 
species have been shown to have systems of communication, none has anything remotely 
comparable in complexity to that of human beings. Th e size and complexity of the brain 
has allowed human beings to engage in reasoning and conceptualising way beyond that of 
other animal species. As a consequence of this, humans have been remarkably successful 
as a species in their ability to alter their environment through the capability of thinking 
and reasoning. Th inking and language are closely connected and any study of the unique-
ness of human beings should involve the connection between the remarkable organ which 
produces thought, the brain, and the artefact that is produced, language. 

 Th is book is essentially about the connection between language and the processes 
which produce it. Traditionally, the study of language is the province of linguistics and 
the study of mental processes is the province of psychology. Th is book is about the con-
tributions that both of these disciplines can make to our understanding of the way that 
languages are processed and from that, how fi rst languages are acquired and how second 
languages are learnt. 2  It will provide an introduction to important ideas and theories which 

1. Th e dolphin brain is similar in size to the human brain and has a larger temporal lobe, but this is 
probably dedicated to the processing of echo-location signals.

2. Th e terms ‘acquired’ and ‘learnt’ will be used throughout this book to describe the processes 
by which people go about gaining some sort of mastery of a language. The book will say that a 
language is ‘acquired’ when the processes involved are not conscious, when the processes are largely 
‘implicit’ rather than ‘explicit’. Th is is obviously true of the early stages of gaining fi rst language 
mastery (although during schooling, fi rst language speakers will also be ‘taught’ features of the lan-
guage). Learning, however, involves conscious attention to the process. Th is is the process which is 
used to a large degree in instructed second language learning – where second languages are learnt 
in a classroom situation (R. Ellis, 1990), although it is not suggested that processes of acquisition do 
not also take place in instructed language contexts. Th us the terms ‘acquired’ and ‘leant’ are basically 
related to the processes undertaken, but they also have a close relationship to the learning contexts.
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have shaped thinking in psychology and linguistics through the perspective of second 
language learning and teaching. Th is examination will concentrate on bottom-up processes 
of decoding, both of the spoken and written word, and will use this focus to examine dif-
ferent approaches and methodologies for teaching second languages, particularly ESL. 

 Both psychology and linguistics have undergone profound changes in the last half of 
the twentieth century. Th ey have both moved from a ‘descriptive’ approach which dealt 
with the measurement and description of external behaviour to a more speculative approach 
based on using behaviour to build models of cognitive processing. Th e diff erent approaches to 
psychology and linguistics have infl uenced second language learning and teaching. From 
the audio-lingual methods, which drew their inspiration from the work of the behaviourist 
psychologists and structural linguists, through to communicative language teaching (CLT) 
methods, which derive their theoretical underpinning from cognitive psychologists, genera-
tive linguists and sociolinguistics, fi ndings from psychology, linguistics and psycholinguis-
tics have had a strong infl uence on second language teaching methodologies. What these 
methods have drawn from psychology and linguistics is a concern with, on the one hand, 
the structure and operation of the human mind, and, on the other, models of language. 
Th e aim of this book is to provide an overview of the contributions of the two disciplines, 
psychology and linguistics, to our understanding of how languages work and in particular 
how this knowledge may be applied to the teaching and learning of second languages. 

 In addition, the later half of the twentieth century saw the arrival of new technologies 
which provide detailed images of the internal workings of the brain. Th is, along with studies 
of patients with diff erent language impairments, saw a growth in interest in the discipline 
of neuropsychology, which again concentrates on the internal workings of the brain. Th is 
is in contrast to the study of external manifestations of behaviour, which had been the 
concern of the fi rst half of the twentieth century. Th is book, then, will also look at neuro-
psychological evidence to see how it can be used to substantiate the processes derived from 
psychology and linguistics.  

  The structure of the book 

 Th e book is divided into two sections. Section one provides an overview of the fi eld, 
examining the diff erent aspects of language processing and learning. It is designed as an 
introduction and discussion of the topic and is aimed at teachers, students studying second 
language teaching, and those with an interest in second language learning. Section 2 is a 
Workbook. It provides a number of exercises/examples of the issues discussed in Section 1. 
Th ese examples can be used by the individual reader to exemplify the theories and models 
discussed in the fi rst section, but they can also be used by tutors in group sessions with 
students to provide a basis for discussion in more formal learning situations.  

  Section 1 

 Chapter 1 provides a discussion of the sort of evidence that can be gained from the dif-
ferent disciplines associated with language processing and learning and discusses the shift  
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from behaviourist to cognitive psychology. It introduces the main information process-
ing model of language comprehension and the major cognitive structures implied by this 
model. It specifi cally discusses the concepts of neural networking, connectionism, and 
back-propagation which are central to cognitive models of language processing and looks 
at the evidence that exists for such concepts, particularly the contribution that is being 
made by neuropsychological evidence from brain imaging techniques. 

 Chapter 2 examines the way that the brain deals with perception, pays attention to 
signifi cant features of language and works on the incoming information to make sense of 
the sounds we hear. It discusses the role of the Sensory Register and Working Memory 
in these processes and the way that psychological evidence supports linguistic theory in 
providing a working model of language perception. It describes the contribution that 
phonology has made to our understanding of decoding sounds, and discusses the diff erent 
ways this can be accommodated using serial and parallel processing approaches. It also 
identifi es the problems faced by the second language speaker and specifi cally the adult 
second language learner in using such a system for extracting the signifi cant features of the 
second language from the information provided by the senses. 

 Chapter 3 then examines the way that written language is processed through the use 
of the information processing model. It further explores the feature detection theories and 
the application of connectionist thinking about language processing, paying particular 
attention to word recognition. It looks at the two ways we can recognise words (as whole 
words or as a sequence of letters) as they apply to English and discusses them in relation 
to other languages. It looks at word recognition in diff erent scripts and the way that these 
scriptal systems may eff ect the way that words are recognised. 

 Chapter 4 then discusses the role that top-down processes work on both speech and 
writing. It looks at the role that knowledge of syntax and language form play in the compre-
hension of language. It also examines the part that knowledge of the wider world – cultural 
schema and personal knowledge – plays in understanding and interpreting text. Th is is 
discussed initially from the point of view of the fl uent L1 speaker and the implications of 
this approach are then discussed with regard to the second language learner. 

 Chapter 5 continues with an examination of the way that language is stored in Long 
Term Memory. It reviews the diff erent models of the mental lexicon, its structure and the 
form that words might take, again drawing evidence from both linguistics and psychology. 
Th e models describe the way that native speakers store vocabulary and this architecture is 
again questioned from the perspective of the second language learner. It also examines the 
issue of the use of L1 in the storage and retrieval of words in the L2. 

 Chapters 2 to 5 examine the role that memory plays in language comprehension. 
Chapter 6 turns its attention to the role that memory plays in learning a language. It exam-
ines diff erent learning theories as applied to language. It also critically examines relevance 
to second language learning of approaches which emphasise acquisition and explores 
the concepts of implicit and explicit learning within the context of second languages and 
general psychological models of learning .

 Chapter 7 then applies the ideas generated in the book to classroom methods. It reviews 
currently accepted general communicative language teaching approaches, and discusses 
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these in the light of ideas which have been developed of cognitive processes involved in 
second language learning. It also examines some more ‘traditional’ techniques used in 
many low-resourced classrooms from the same standpoint. It specifi cally examines those 
methodologies associated with so-called ‘Confucian’ societies, and tries to draw some con-
clusions concerning their usefulness, again in the light of the psychological theories that 
the book develops.  

  Section 2 

 Th is section, the Workbook, contains a series of exercises which complement the discus-
sion in the fi rst section. Whilst the fi rst section acts as an explanation of the major theories 
and the evidence for them, the second section provides the opportunity for the reader or for 
a class of learners to explore for themselves the ideas presented in the fi rst half. Attention is 
drawn in Section 1 to exercises in the workbook which illustrate the ideas being discussed. 
Th e workbook section can either be used in tutorials and seminars for students to work 
on in pairs or groups to either exemplify the psychological/linguistic points being made in 
the main text, or transfer the ideas to a specifi c language learning/teaching situation. Th e 
same activities can be also be used by the individual reader to further explore the areas for 
themselves.   



    Chapter 1 

    Looking critically at the Field 
 What sort of evidence do psychology and 
linguistics provide about SLL? 

 

1.1  Behaviourist and cognitive psychology

1.2  Psycholinguistics, acquisition and modularity

1.3  The information processing framework

1.4  Short Term versus Working Memory

1.5   Neural networking, connectionism and parallel 

distributed processing

1.6  Cognitive neuropsychology

1.7  Brain imaging and cognitive neuroscience

1.8  Summary

      As stated in the introduction modern ideas about how languages are processed and learnt 
have drawn heavily on the disciplines of psychology and linguistics. Both disciplines have 
undergone major shift s in thinking in the second half of the last century and this chapter 
will provide a background to these shift s and evaluate the insights gained from psychology 
and linguistics into the way that languages are processed and learnt. It will also discuss the 
evidence that can be supplied from cognitive neuroscience. Th is includes evidence from 
language impairment following brain damage and the evidence from imaging technolo-
gies allowing us to look inside the brain and view its activity. It will examine the type of 
evidence each approach provides and will answer the following questions:

 1.   What is the diff erence between behaviourist and cognitive psychology?  
2.   How did psycholinguistics change the view of language learning?  
3.   What is the evidence for a language-specifi c module in the brain?  
4.   What are the cognitive structures thought to be involved in processing information?  
5.   How does connectionism contribute to our understanding of language processing?  
6.   What evidence can be supplied from studying the physiology of the brain?  
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     1.1 Behaviourist and cognitive psychology 

 Th e Behaviourist psychological tradition was concerned with providing an explanation of 
human and animal behaviour. It attempted to manipulate conditions and measure behav-
iour so that general laws could be formed about how external infl uences, stimuli, aff ected 
human and, more oft en, animal behaviour. One of the central concepts in behaviourist 
thinking was learning through trial-and-error. Th is involved non-directed, ‘random’ be-
haviour, some aspects of which become reinforced by a positive reward. Th e basic pro-
cedure involved the stimulus, the response and the diff erent conditions in which the two 
happened, the reinforcement. Positive reinforcement was shown to be a major factor in 
shaping behaviour, and the more oft en the response was reinforced, the stronger the re-
sponse was associated with the particular stimulus and the more rapid it was. Th e process 
of tying a response to a particular stimulus is known as associative learning and it still 
forms a major explanation of how certain aspects of language are learnt. Another of the 
central conditions for eff ective language learning is that of making language processing 
automatic. Th e tying of a particular stimulus to a response through a process of intensive 
practice is an obvious mechanism for attaining such automatic processes. 

 However, there are a number of problems with this view of learning when it comes to 
language learning. Many of the experiments were carried out with animals (in the famous 
‘Skinner Box’) and the fi rst diffi  culty concerns the transferability of fi ndings with animals 
to complex human behaviour, of which language is a prime example. Th e second concerns 
the lack of attention paid to the role that the brain plays any part in shaping the behaviour; 
it is a ‘Black box’ which is acted on by external factors. 

 In terms of language learning and use the theory viewed paired associates such as 

  “Did you go home?” 
 “Yes I did” 

  as the basis on which languages worked. Th e surface form of “did” in the past form ques-
tion and answer become automatically linked to the verb through the association of a 
stimulus and response. Th ere was no suggestion that the brain is involved in thinking, in 
deciding to use the past tense, in choosing “did” rather than “do”, or in deciding to provide 
information. Responses are automatic reactions to stimuli. 

 Th e behavioural tradition seeks to discover verifi able relationships between observ-
able facts and external behaviour. Indeed, the discipline of neuroscience continues this 
tradition by trying to establish relationships between behaviour and brain activity through 
imaging studies. General ‘laws’ such as the Power Law of Practice state that there is a rela-
tionship between the number of times a task has been practiced and the speed with which 
it is executed (if the two are plotted as log values on a graph, then they generate a straight 
line). Th ese powerful ideas still underpin much later thinking about learning in general 
and are obviously applicable to certain aspects of language learning, particularly second 
language learning. However, the power law relates observable behaviour to factors in the 
environment, e.g. the frequency and number of repetitions, but in Behaviourist Psychology, 
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there was no explanation in terms of the way that the brain may have been eff ected by 
such repetitions, about the concept of memory and storage or of the way that the process 
of memorisation may have been aff ected by attentional processes in the brain. Th e subject/
actor was a passive recipient of outside forces and played no signifi cant part in the process. 
Memory was purely a set of relationships between stimuli and responses. 

 However, with the arrival of cognitive psychology in the late nineteen fi ft ies, psycholo-
gists turned their attention to the mind and mental representations leading to the role of 
cognition and volition in shaping behaviour. Psychologists continued to use the evidence 
from behaviour, but they began to use behaviour to hypothesise about the mechanisms 
which might create the behaviour, to build models of how the brain might operate based 
on observations of behaviour. Th us, the famous series of experiments which discovered 
that roughly seven (plus or minus one or two), but not more, bits of information could be 
repeated back immediately (Miller, 1956), provided evidence for the long-held hypothesis 
(see James, 1890, primary and secondary memory) that there exists within the brain diff erent 
types of memory a short term memory (STM) store with a restricted capacity which is dif-
ferent from a long-term memory (LTM). Similarly, Sperling’s work with briefl y presented 
arrays of letters (Sperling, 1960) led to the conclusion that there exists a temporary percep-
tual store where incoming material is held for a brief time before being passed to the STM 
for further processing. Evidence such as this led to the information-processing models of 
Atkinson & Shiff rin (1968) which we shall use as the central framework for our examina-
tion of how the mind works (see this chapter, p 14 and for a description of the cognitive 
revolution, and Anderson, 2000). 

 Th is extension of the range of psychological thinking from the external to the internal 
is an important paradigm change and forms the background to much of the discussion in 
this book. However, there are two important points of caution that need to be stated before 
we look at the major models of cognitive processing which evolved in the fi ft ies and sixties.

 1.   Th e fi rst is that constructs such as short term memory, working memory and long 
term memory are only models, not physical realities.  

  2. Secondly, cognitive psychologists build their models on the observation of individuals 
working on tasks, oft en in laboratory settings. For example, much of the work on learning 
concerned relatively simple and certainly highly artifi cial tasks such as the learning of lists 
of words under diff erent conditions. Such tasks (which have a long history in psychology 
going back to the 19 th  century) are a far cry from the complex tasks involved in natural 
language processing and learning.  

   However, there is a branch of cognitive psychology which emerged in the late nineteen 
fi ft ies which combined psychology and linguistics: psycholinguistics. Th e psycholinguists 
also use behaviour to derive cognitive models, but the behaviour they concentrate on is 
language itself. Th eir explanation of the way that languages are used and processed are 
based on models supplied from linguistics. Th e behaviour they observed is language in a 
naturalistic setting, most notably the way that fi rst languages are acquired.  
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  1.2 Psycholinguistics, acquisition and modularity 

 Eysenck and Keane (1995: 1) describe a meeting at MIT in 1956 when, among others, 
Miller presented a paper on the magic number 7 in short-term memory and Chomsky 
gave a preliminary paper on his theory of language. 1956 also saw the foundation of AI 
(artifi cial intelligence) and, whilst we shall not be concerned with AI as such, the use of 
computational models to understand language processing is important in the develop-
ment of connectionism which has become highly infl uential in thinking about language 
learning. 

 We have already alluded to the use of Miller’s observation of behaviour to postu-
late the existence of a short-term memory store and we shall further investigate the 
processing implications of the short term memory later in this chapter, but here we shall 
examine the eff ect that Chomsky has had on thinking about language and about language 
acquisition. 

 Th e most problematic aspect of Behaviourist thinking on language is the attempt to 
explain all learning in terms of stimulus-response chains. It was this aspect for which 
Skinner was critically taken to task by Chomsky in his famous review of Skinner’s Verbal 
Behaviour (Skinner, 1957) in the journal  Language  (Chomsky, 1959). Th e dramatic change 
in thinking about language learning which was ushered in by Chomsky’s review and the 
subsequent criticism of Behaviourist approaches to language led to a completely diff erent 
way of looking at language. Behaviourists had seen language as in no way diff erent from 
other forms of activity. Languages were learnt by specifi c stimulus-response connections 
in the way that a pigeon could be trained to produce certain actions in response to certain 
rewards and these could be linked together, step by step, to form more complicated actions 
by a process of chaining. More complex behaviours could be explained as a succession of 
learned S-R steps. Language knowledge was accommodated through the notion of ‘verbal 
associations’ (see the description of Gagn é  ’s (1985) hierarchy of learning in Chapter 6 of 
this book) and a notion of grammar was accommodated by a process known as ‘analogy’, 
but the process was essentially driven by primary associations between stimuli and responses. 
Chomsky’s contribution was to point out that there are an infi nite number of sentences 
which can theoretically be produced in any language and the ability of humans to under-
stand and produce quite novel utterances which had never been encountered before. Such 
factors are diffi  cult to explain through simple learnt stimulus-response mechanisms. His 
response was to suggest that:

 �    Language is a unique human attribute;  
  �  Language is an autonomous cognitive ability;  
  �  Language acquisition is an innate ability hard-wired into the human brain, and that 

all children will learn a language given the necessary environment.  

   Furthermore, the suggestion was that, through the study of language, we could understand 
human cognition (Chomsky, 1972). Th at the study of language structure would, by itself, 
shed light on the operation of the mind. 
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 Th e three consequences of this approach which we wish to consider here, and which 
have had a powerful infl uence on the last fi ft y years of thinking about language learning are:

 1.   Languages are acquired naturally; language acquisition is innate. Th ere is a specifi c 
module in the brain which processes language, the Language Acquisition Device (LAD) 
and that this device is ‘hard-wired’ into the human brain.  
2.   Th is device works on a series of ‘principles’ and ‘parameters’. Principles are common to 
all languages and the parameters are set by each diff erent language. Th ese basic principles 
are defi ned by a Universal Grammar (UG) but realised in diff erent languages by diff erent 
switches or parameters. Children apply principles to learn a language.  
3.   Th at speakers have an underlying abstract knowledge of the language (‘competence’) 
which is separate from the actual language produced (‘performance’). It is the language 
‘competence’ which enables speakers to understand and produce the infi nite number 
of actual sentences which can be produced in any language. Th is competence refers to 
an idealized, internal, mental representation (Chomsky refers to ‘I-language’) of a set of 
generative rules which can be used to construct the actual language produced (Chomsky’s 
‘E-language’) (for a discussion, see Lyons, 1996).  

   Th ese four consequences lead to three important approaches to language comprehension 
and use; the modular, the symbolist and nativist approaches. 

  Th e Modular approach to language processing.  Th e fi rst of Chomsky’s constructs, the 
LAD, has had a profound infl uence on thinking about language processing. One approach, 
which we shall describe in the next section, is to suggest that there are common infor-
mation processing systems for all types of information; they are not language specifi c. 
Such a notion is central to Macwhinney’s Competition Mode (Macwhinney, 1987) and 
to connectionist thinking about language. Th e Chomskian approach, however, suggests 
that there exists a separate, dedicated device for learning language which is an innate 
characteristic of all humans. Th e idea is a powerful one and rests on evidence from cross-
cultural studies of fi rst language acquisition. In particular, it attempts to explain the 
non-linear development in language acquisition where child language develops through 
phases based on developing sets of internal ‘rules’. Th ese rules are not the rules of the 
mature language, but are formulated by the child from the exposure to data. For exam-
ple, the child learning the irregular past tense in English would typically go through the 
following stages: 

1. Th e verb “go” and a past tense marker “I go yesterday”
2. Th e verb “went” in set phrases “I went yesterday”
3.  An attempt to use the regular past tense rule with 

go, “goed”
“I goed yesterday”

4.  Finally, the correct irregular form of “go” in all 
circumstances

“I went yesterday”
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  Th is universal tendency for children to develop their own internal rule systems and to 
generate 1  “incorrect” sentences like 3 above, which they can never have heard, is obviously, 
a strong argument against the simple behaviourist view that language is learnt by pure imita-
tion (for a powerful exposition of the modular and nativist approach, see Pinker, 1994 and 
for the evidence of the cross-cultural universality of L1 language development, see Slobin, 
1985). Evidence such as this led to the suggestion that there exists an innate mechanism for an-
alysing and generating language, diff erent from a simple associative learning mechanism. 

 Th e suggestion that there exists a separate language processing mechanism has led 
to a debate within psychology as to the existence of such a system which is separate from 
normal cognitive processes (the ‘modularity’ debate). It has also had a profound infl uence 
on thinking about second language acquisition (see Chapter 6), although its applicability 
to second language learning (i.e. a second language learnt in classroom settings) is not 
without controversy and is an area to which we shall return many times. In particular we 
shall examine the following questions:

   �  To what extent does the ‘modular’ approach to language processing provide a good 
model for explaining how languages are processed?  

  �  What role would an LAD play in instructed second language learning situations?  

    Th e Symbolist Approach.  Closely associated with the existence of an innate processing 
system is the concept of Universal Grammar. Th e UG concept is based on the premise that 
all languages use a limited number of symbolic systems to communicate.

 �    All languages are able to use rules to generate a possible infi nite number of sentences 
e.g. ‘the cat sat on the mat, that was close to the door which was in the house which .…..’ 
Th is is known as the principle of recursiveness or recursion.  

  �  All spoken languages use a restricted number of phonetic signs, combined in diff er-
ent ways to achieve meaning.  

  �  All languages use syntactic devices to express basic syntactic relations between word 
classes (nouns and verbs, for example).  

  �  All languages conform to general principles such as the uniqueness principle, the late 
closure principle and the principle of minimal attachment (Aitchison, 1998).   2 

  �  All languages have means of expressing basic meaning contrasts (such as singular, plural).  

1. Th e term ‘generate’ in linguistics and in UG/TGG (Transformation Generative Grammar) has a 
specifi c meaning which relates to the use of abstract rules to transform one linguistic form into another 
and so to generate and comprehend an infi nite number of sentences. It does not refer to the produc-
tion of sentences. Unless otherwise stated, this book will use the term ‘generate’ in its more general sense.

2. Th e search for such principles has been the aim of much UG research. Th e aim was to fi nd a 
restricted set of principles which could be used by Transformational Grammars to construct all 
languages. Such principles could also be used to defi ne language as separate from other cognitive 
processing systems and animal communication. Recently, Chomsky has adopted a minimalist position 
which suggests that the recursive principle is the essential feature of human language (see Hauser et al 
(2002) and the discussion between Fitch et al (2005) and Jackendoff  & Pinker (2005)).
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   Each language uses diff erent mechanisms for achieving these ends and the goal of UG 
researchers has been to search for basic linguistic universals which are then realised in 
diff erent languages by turning on diff erent ‘parameters’. Examples of such parameters are 
the pro-drop parameter, Binding Th eory and the head-direction parameter (Cook, 1993). 
It is fair to say that the search for such universals in syntax has produced little of use for 
language teachers (although see the discussion of SL and UG in Cook, 1993). However, 
although related primarily to syntax, the concept of parameters is a useful one and is par-
ticularly relevant in the production and perception of sounds (See Chapter 2). 

 Following on from such an approach, one of the powerful concepts is that grammar is 
essentially generative, i.e. that the person’s knowledge of the language is used to generate 
language. From such a perspective, the general notion of using grammar to generate rather 
than describe language is a powerful one. Chomsky (1964) outlines the following ‘mentalist’ 
as against behaviourist approaches to language acquisition, 

 

a. Utterance            Structural description

b. Primary
linguistic data Generative grammar

A

B

       (From Cook, 1993: 15) 

 In (a) the heard utterance works on the surface structure to produce patterns of words in 
order to be able to put the patterns into use. However, in (b) the language input is used to 
construct a ‘generative grammar’ out of the input it receives. Th e device ‘B’, generates ‘deep 
structure rules’ which it can then use to create novel utterances. Th is forms the linguis-
tic competence, the I-language, of the speaker. Th e box ‘B’ is the LAD and it indicates 
how people learn languages. Th e aim of the linguist is to understand the operation of this 
box. Th is box clearly operates on linguistic principles. “We can think of general linguistic 
theory as an attempt to specify the character of the device B” (Chomsky, 1964: 26 cited 
in Cook, 1993). Th us, to Chomsky, the operating principles for the LAD are essentially 
linguistic, symbolic in nature. In a UG approach, the underlying principles are syntactic, 
linked to phonological and lexical (semantic) systems. Universal grammarians have spent 
much energy searching for universal principles, largely at the level of syntax but it is fair to 
say that the actual tool used by Chomsky, Transformational Generative Grammar (TGG or 
TG) has had little practical application in language teaching. However, in a broader sense, 
the idea that evidence from language structure can be used to model mental processes has 
been a powerful concept in developing ideas about the operations involved in language 
processing and the LAD has had a strong infl uence on ways of thinking about approaches 
to second language learning. In the semantic fi eld symbolic linguistic approaches have 
contributed to concepts of lexical storage and retrieval (see Chapter 4 where concepts of 
semantic distance, drawn from theoretical linguistics, can be verifi ed under experimental 
conditions) and in terms of decoding oral language, the linguistic insights of phonetics are 
central to our understanding of the way that language is processed (see Chapter 2). 
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 Th e contribution that phonology and semantics have made to the study of the way 
that sounds and words are processed indicates the infl uence that linguistics has made 
to our understanding of mental processing. Linguistics explains the way that language 
symbols provide meaning. Th e nature and form of language itself generates the cogni-
tive models which are necessary for explaining language production and processing. 
Th e evidence is thus drawn from the study of language structure which is oft en highly 
abstract and does not primarily draw its data from language in use. It employs essen-
tially introspective judgments about grammaticality rather than examining raw data. 
From this theoretical study of language form (linguistics), inferences are made about 
how language is processed which can then be tested in more controlled situations. As an 
example, MacWhinney’s investigation of his Competition Model (MacWhinney, 2001) sets 
out to establish whether speakers of diff erent languages are sensitive to diff erent salient 
features such as word order and morphology. Linguistic analysis of diff erent languages 
suggests that in some languages (e.g. English) word order is the most salient feature to 
decide actor/recipient relationships in clauses, whereas in other languages (e.g. Spanish) 
infl ections will be more important. Th ese two factors are typical of UG ‘parameters’. Th is 
theoretical analysis of languages then leads to suggestions of mental processes which can 
be tested by presenting speakers of diff erent languages with sentence contexts in which 
word order and morphology are manipulated. Th e speed with which speakers of the dif-
ferent languages respond to either word order or morphology will indicate which appears 
more salient to the speaker. 
  Th e Nativist Argument.  Th e other major consequence of the psycholinguistic movement 
initiated in the sixties is the emphasis on studies which concentrate on learning or acquir-
ing languages in naturalistic contexts. Much of the evidence from psychological studies has 
been based on highly artifi cial controlled experimentation. We have already mentioned 
the validity of transferring hypotheses drawn from highly controlled learning tasks from 
the experimental tradition on to more complex human activity. Th e approach established 
in acquisition studies has been quite diff erent. Although conditions may be controlled 
to some extent, this tradition seeks to study language learning in a more naturalistic en-
vironment. Whilst this clearly relates to studies of fi rst language acquisition, it has also 
had an eff ect on second language learning studies, where the data is oft en gathered from 
classroom interaction and observation of learning rather than experimental studies. Th is 
has led to a whole research tradition, Second Language Acquisition (SLA) (for further dis-
cussion see R. Ellis, 1990, 1994 and Chapter 7). One of the essential questions which will 
reappear throughout this book is:

   �  To what extent is second language learning diff erent from fi rst language acquisition?  

    1.2.1 The Critical Age hypothesis 

 One infl uential theory, initially proposed by Lenneberg (1967), is that there exists a 
period, usually extending up to puberty, when the brain is especially receptive to learning 
languages and that, beyond this point, the ability to learn a language decreases. It may even 
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be impossible to achieve full competence in a language aft er this age. Th ese observations 
were based on the evidence from certain children who failed to learn their fi rst language 
in early childhood. Most famously, this included studies of  enfants sauvages  – rare cases of 
children who for one reason or another were isolated from normal human conduct until 
their early teens. Such children never achieved full fl uency in language. Th e arguments for 
the critical age hypothesis usually rest on two factors; the decrease in plasticity of the brain 
as children get older and the availability of the LAD later in life. Lenneberg suggested that 
the neurological basis for a critical period may lie in the plasticity of the brain which de-
creases with age. He suggested that both changes in neural connections and lateralisation 
are complete by early puberty. Both of these arguments have since been modifi ed. Whilst 
changes in neurological connections do continue aft er this period, lateralisation is largely 
complete by the age of six and the neurological connections for speech production, for 
example, have been shown to be complete by the same age. 

 In addition, studies of pathological cases of fi rst language children may not be relevant 
to second language learners, although the concept of a critical period has been the subject 
of considerable debate in SLA studies. In particular, the concept of age of onset is one 
that has been considerably researched and is an important concept in bilingualism (see 
Hamer and Blanc, 2000). Th e decreasing plasticity of the brain is possibly best supported 
in second language learning in the area of phonology. Th e ability to pronounce sounds 
accurately relies very strongly on establishing automatic motor-neural pathways in the 
brain which entails the ability to perceive diff erent patterns in the second as compared to 
the fi rst language (see Chapter 2). A number of studies have indicated that late bilinguals 
are much more likely to retain a foreign accent than early bilinguals. Typical of such stud-
ies is that carried out by Oyama (1976) who studied 60 Italian male ESL students in the 
USA. Th e results indicated that the strongest eff ect on accent was age of arrival. Th is eff ect 
was much stronger than the length of exposure. However, in many other aspects, second 
language learners seem to outperform fi rst language learners and there are many factors 
involved in second language learning (for a review of the factors eff ecting phonology, for 
example, see Moyer, 2004). 

 Whilst the strong version of the critical age hypothesis (i.e. there is a defi nite 
cut-off  point beyond which it is impossible to acquire languages naturally) is no longer 
maintained, in its weak form it is still relevant, especially as it relates to the applica-
bility of psycholinguistic thinking to second language learning. It is perhaps better to 
think of the situation as one of a sensitive period in which the adaptability of the brain 
allows for ease of language learning, a sensitivity which gradually decreases with age 
(Aitchison, 1998). 

 Th e psycholinguistic movement which we have been describing above represents 
one of the powerful movements within cognitive psychology. However, there is another 
powerful strand within cognitive psychology which examines general cognitive processes 
rather than the language-specifi c modular approach of the psycholinguistic movement. 
Th e central framework used within such studies is that of information processing and its 
associated cognitive architecture. It is this which we shall examine next.   
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  1.3 The information processing framework 

 Th e principal concept which has dominated thinking about cognitive processing for the 
last fi ft y years is that of information processing which operates by means of a series of 
memory stores. Th e one which is generally adopted is that of Atkinson and Shiff rin, 1968, 
with its three types of memory, the Sensory Register, the Working or Short Term Memory 
and the Long Term Memory. Th ese three stores represent diff erent stages of processing 
information from the outside world. 

 Th e outline of the general framework of information processing is as follows: 

 

Sensory
Register.
Iconic/
Echoic
memory

Working 
Memory
(Short Term
Memory)
Verbal
Visual

Permanent/
Long-Term 
Memory
Semantic
Episodic
Procedural

Control Processes
Plans and strategies for processing

Input 
from
environ-
ment

attention

 Figure 1.1. A diagrammatic representation of information processing (adapted from Atkinson 
and Shiff rin, 1968) 

    Th e model is seen as a fl ow of information from the stimuli in the environment, 
through a short-lived sensory register (where essential information is extracted from the 
mass of stimuli coming into the brain), into the working memory (where the material 
which has been selected as important is further processed). Th e fi ltered message is then 
passed on to a long term permanent store. Th is Permanent/Long Term Memory (LTM) 
contains information about the world, from our experiences about language and shapes 
(the Semantic Memory), the cumulative experiences which we have had in life (the Episodic 
Memory) and the automatic procedures involved in skilled behaviours (the Procedural 
Memory). 

 Making sense of the world is seen as a two-way process, with data being passed up the 
line from the senses to the longer term processing mechanisms whilst being worked on 
and made sense of by the knowledge contained in the long term store. At each stage in the 
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process the raw data is being ‘interpreted’ in the light of our previous experience and thus 
‘packaged’ into shapes/concepts which make sense and which thus form themselves into 
more manageable chunks. 

 Coupled to these three stages of processing is the concept of restricted capacity. 
Incoming information is selected and fi ltered by the Sensory Register and the Work-
ing Memory. Th e system, including the STM/WM has a limited capacity, and this is a 
crucial concept for our understanding of second language processing. It is the opera-
tion of this central store, the WM, which underpins much of the discussion about how 
languages are processed. Th e general characteristics of STM/WM are thus important to 
understand.  

  1.4 Short Term versus Working Memory 

 It may seem odd that a concept which is so crucial to this book and to the understanding 
of how language is processed can have two diff erent terms. Th e two terms derive from 
two diff erent characteristics of the memory. Th e fi rst, short term memory, refers to the 
temporary  nature  of the store and is associated more with a serial model of language pro-
cessing. Sounds/words/phrases come into the STM/WM and are held for a short time 
whilst new information is heard/read. Th is then assumes that language is received and 
assembled in a serial fashion, sound by sound, word by word or phrase by phrase. Th e 
second term, working memory, refers more to the  function  of the memory store, and is 
the more recent. It is more associated with parallel processing models of language compre-
hension. Sounds, words and phrases are taken in and combined with other information 
(e.g. the wider context, knowledge of grammar and so on). Both aspects are important to 
our understanding of the way that we process language. Th is book will tend to use the term 
Working Memory (WM) as we are principally interested in function rather than temporal 
characteristics, but both will be used, from time to time, depending on what aspect is 
being discussed. 

  1.4.1 Limited capacity 

 We mentioned above that limited capacity was one of the central concepts in the information-
processing framework. Research has shown that our working memories can hold about as 
much information as we can recite in about 1.5 to 2 seconds and we have already alluded 
Miller’s discovery that on average we can store 7 ± 2 bits of information at any one time 
(Miller, 1956). Th is can be demonstrated by repeating a list of random letters or numbers 
(see Wkbk 2.2). Look at each list of letters without repeating them, then close your eyes 
and try to say them. As the list increases in length this becomes increasingly diffi  cult until 
it fi nally becomes impossible for most people when the list reaches eight or nine items. 
Storage capacity can be increased by chunking information (in the case of lists, by putting 
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numbers and letters into groups) demonstrating that the WM can hold 7 ± 2 ‘chunks’ 3  of 
information. Th us the integration of individual sounds into larger linguistic units greatly 
facilitates the amount of material which can be temporarily stored and used to make sense 
of the message. 

 Th e sensory stores act as the guardians to our minds by selecting and fi ltering infor-
mation, thus avoiding us being inundated with too much information. Th ey pass the se-
lected information on to WM which is the central site for the receipt and interpretation of 
this data. Th is is the place where thinking and analysis take place. It is oft en equated with 
consciousness and, in language terms, it can be described as where ‘meaning’ is extracted. 
Although top-down processes operate on the Sensory Register, (the LTM will supply rou-
tines for recognising sounds, letters etc), it is in the WM where the linguistic symbols 
from the Sensory Register are assembled into meaningful units. To do this, incoming sym-
bols are stored long enough to be compared and integrated with subsequent input. It is 
the place where the incoming language is constructed into longer stretches of meaningful 
text and where contextual information such as cultural schema can be brought to bear 
on the message. Once the message has been fully understood and interpreted it can then 
be passed on to LTM for long-term storage. WM in terms of information processing can 
be described as a scratch-pad on which incoming data can be noted down, joined with 
previous information and interpreted in the light of what we know about the world. All 
conscious processing takes place in the WM, but conscious processing uses space in the 
WM (rather like programmes take up space in a computer’s RAM). As the WM has a lim-
ited capacity this fact is crucial to understanding the problems faced by second language 
learners in comprehending language.  

  1.4.2 Working Memory 

 Th e major model of WM which underpins thinking about memory derives from the 
work of Baddeley and Hitch (1974) and culminates in Baddeley’s three component model 
(Baddeley, 1986) which is still the most commonly accepted model in cognitive psychology. 

 Th e concept of STM was initially incorporated into the information processing frame-
work as an explanation of the concept of limited capacity. Initially, the emphasis was on 
two aspects of the store, its limited capacity and its temporary nature. Although also 
temporary in nature and limited in capacity, the concept of the WM in the Baddeley model 
is widened to include both storage and processing. Th e model, drawing on analogies from 
computer processing, postulates a central executive (or supervisory attentional system, SAS), 

3. Miller, in his 1956 paper uses bits in a technical sense as it is used in information theory and 
discusses the diff erence between ‘bits’ and ‘chunks’. However, the concept of chunking has become 
an important concept in language processing so we shall use this term in its more general sense as it 
has come to be used in language processing rather than the technical term ‘bits’ as used in informa-
tion theory.
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linked to two slave systems, a phonological buff er (or phonological loop) and a visuo-
spatial sketchpad. What is important for language processing is that the phonological loop 
takes in verbal material and holds it in memory by a process of repetition/rehearsal. 

 

Central Executive/
Supervisory Attention 

SystemVisuo-spatial
sketchpad Phonological loop

 Figure 1.2. Th e components of Working Memory adapted from Baddeley and Hitch (1974) 

      Th e architecture suggested by Baddeley includes both storage and processing func-
tions and is designed to respond to a range of eff ects found from experiments involving 
recall of lists:

 1.   Th e phonological similarity eff ect where similar sounding words interfere with recall 
supports the idea that part of WM, the phonological loop, is speech-based;  
2.   Th e word length eff ect which shows that memory is better for short words than long 
words, thus arguing for a restricted capacity in a phonological memory and;  
3.   Articulatory suppression where the repetition of words/syllables restricts verbal 
memory but not visual memory argues for the separation of the memory into two stores, 
the visual and phonological stores.  
    (For a review of evidence, see Andrale, 2001 and Cowen, 1995) 

 Although there are a series of diff erent models of WM (see Miyake and Shah, 1999), there 
is consensus among researchers that  WM “is those mechanisms that are involved in the 
control, regulation and active maintenance of task-relevant information in the service of 
complex cognition.”  (Miyake and Shah, 1999: 450). It is the place where information is 
analysed and meaning extracted. 

 Th ere are arguments put forward for a more integrated model of STM/WM and LTM 
(for a critique of the WM, see Cowen, 1995 and Ward, 2001). Th e criticisms point out that 
some of the frequency and serial eff ects previously associated with WM alone can also 
be seen to operate in LTM under certain conditions. Of particular interest for language 
processing is a recent model (Baddeley, 2000) which suggests that a section of the episodic 
LTM may also act as a temporary store for material expressed in a symbolic form (i.e. as 
language or visual semantics), and this will be further discussed in Chapter 6. 
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 In addition to the general information processing framework and the specifi c memory 
structures it subsumes, there is also another set of ideas which have emerged from cogni-
tive psychology which have been very infl uential in guiding thought about language pro-
cessing; connectionism and parallel distributed processing (PDP). Th ey deal with the way 
that connections are formed within the brain and the way that material is processed.   

  1.5 Neural networking, connectionism and parallel distributed processing 

  1.5.1 Serial and parallel processing 

 Before looking at connectionst models  per se,  there is another issue which has concerned 
psychologists, that of serial or parallel processing. To what extent should the processing 
of language be characterised as a serial process (fi rst identify sounds, combine them into 
words and then into sentences) or to what extent should it be seen as a number of diff erent 
processes acting at the same time and at diff erent levels? 

 Th e information processing model described above, although not stating it explic-
itly, suggests a serial processing approach; information is taken in via the senses and then 
various features extracted through a series of memory stores. Th e symbolicist approach 
(following from linguistic descriptions which are hierarchical in nature) also suggests 
serial processing of language input. From this perspective, syntactical processing precedes 
semantic processing. Th e brain fi rst of all decodes the input from a rule-governed syntactical 
viewpoint which then accesses a semantic representation (for language comprehension). 
Th e brain uses a similar reverse path for language production; the semantics generate the 
syntax which then produces output (for a discussion of symbolism and mental representa-
tion, see O’Halloran, 2003 and Chapter 5 in this book). 

 However, serial processing models have been challenged by parallel processing models. 
Based on what we know about the structure and function of the brain, a simple serial model 
would seem to be inadequate (although there will be times that a serial approach will 
provide good explanations of how language can be interpreted). Th e brain contains a vast 
number of neurons connected into neural networks which carry out myriad simultaneous 
and complex operations. Th is neural architecture has led to a general theory of language 
processing and storage known as connectionism (also known as “parallel distributed pro-
cessing”, “interactive activation” or “spreading activation”). Th ese theories postulate that 
the brain is able to carry out multiple levels of activity simultaneously and thus several 
processes can take place at the same time and not in a serial order, spreading activation 
through many parts of the brain through a highly complex system of neural networks. 

 Let us take an example from general cognition. Let us say that we know someone such 
as Lynn Brown. Th ere are all sorts of facts we know about her. We know her name, her 
age (about 35), what she looks like, her job, her personality, and we remember the times 
we have met her and what we did. Th ese are all connected together in a web of informa-
tion, or a neural network. Accessing any one of these pieces of information will activate all 
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the other pieces of information to some degree or other. Th ese activations will obviously 
depend on the strength of the information held (we may not know her very well, we may 
not have met her very oft en) but they will all be activated simultaneously, for example, on 
being shown a photograph or hearing her name. 

 In the same way, parallel distributed processing envisages diff erent processes being 
carried out in diff erent parts of the brain simultaneously. Th e diff erence between serial and 
parallel distributed processes working on sounds can be represented as: 
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 Figure 1.3. Th e diff erent processes involved in serial and parallel distributed models of 
understanding language 

    Parallel distributed processing and connectionism rest on the strength of the con-
nections between diff erent language features (such as words) and present a very diff erent 
picture of language processing than is assumed by symbolist approaches (for discussion of 
the symbolist/connectionism distinction, see Hulstijn, 2002).  
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  1.5.2 Connectionist models of language 

 One of the earliest connectionist models was McClelland and Rumulhart’s “interactive 
activation model” (1981) designed to explain how individual letter features can be seen to 
produce word recognition (see Chapter 3 for a more detailed description). Connectionist 
approaches set out to explain how language can be decoded through the operation of sim-
ple processes whereby large numbers of neurons co-operate to process information. Th e 
process is described in more detail in Chapter 3, but it involves the simultaneous activa-
tion of internal ‘nodes’ within the brain. Th ese nodes also interconnect to either inhibit 
or suppress the activation of all the other nodes involved until a threshold point has been 
reached. A simplifi ed diagrammatic representation of the process is given in Figure 1.4. 

 

Output patterns

Input patterns

Feature
production
nodes

Internal
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nodes 

 Figure 1.4. A general diagram of the connectionist model adapted from Rumelhart and 
McClelland 1986 

    Nodes are assumed to be numerical processors and the information passed between 
them is numerical rather than symbolic. Th e output from a node is assumed to be the 
numerical sum of its inputs. Th e strength of connections between the nodes can be given 
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a numerical value representing the probability that one node will co-exist with another. 
Th rough this process the interconnectivity in the brain refl ects the probabilistic relations 
between features in the language. Th e input from the language data will ‘train’ the network. 
Th us, the brain ‘learns’ a language from the input. Language rules ‘emerge’ from the input 
as a series of probabilities of the co-occurrence of certain features not as symbolic repre-
sentations such as grammar rules. 

 Th us, the simple sentence “ It is running”  would be seen as a correct piece of language 
and *  “Th ey is run”  as incorrect due to the fact that

 1.   the verb form “is” is highly frequent aft er “it” and not aft er “they”  
  2. a verb in the “-ing” form frequently follows “is”, but not a verb in its base form.  

   Th e input node “it” would activate a node for “is” which would then activate nodes for “-ing”. 
A symbolic representation, however, would describe the situation in terms of grammatical 
features, such as subject-verb agreement, the auxiliary verb “to be” and a present parti-
ciple, the present continuous tense form. Th e counetonist model relies on basic associative 
learning principles as did behaviourist principles, but with the associative learning con-
nected into associative networks. 

 Evidence for the validity of such systems involve the degree to which artifi cial systems 
can be set up to mirror actual human learning. For typical examples of the process see 
Rumelhart and MacClelland (1986) who produced a computer model to replicate the 
learning of the irregular past tense in English that we have described above or Van Heuven’s 
evaluation of how second language scripts are processed (Van Heuven, 2005). 

 Although the evidence from such investigations is highly computational, refl ecting, 
as it does, the close connection of PDP with artifi cial intelligence, the theory is a power-
ful metaphor for understanding possible mechanisms for language learning and language 
processing. It has instigated a number of interesting lines of research. For example, in the 
study cited above, MacWhiney (2001) demonstrated that the salience of diff erent language 
features across languages is refl ected in diff erent patterns of noticing by the native speakers 
of those languages. MacWhinney suggests that such evidence demonstrates the psycholog-
ical validity in language processing of the frequency of surface features within a language. 

 Connectionism off ers an explanation of the micro-processes though which language 
structure (grammar and semantics) is implemented based on a highly plausible model of 
neural activity. Connectionism is designed as a complete explanation of language process-
ing, but only a few areas of language activity have, as yet, been investigated, such as letter 
recognition and past tense acquisition (cite above). However, it can be seen as a promis-
ing alternative explanation of language processing, combining language performance with 
neurological mechanisms. It is also possible to suggest that language processing “ can be 
described at two levels: at the psychological level, in terms of symbol processing; and at the 
implementation level, in neuroscientifi c terms (to which connectionism approximates) ” 
(Chater & Christiansen, 1999: 236). At times the symbolic level may appear to be most 
applicable (for example in designing a language programme) at others the connectionist 
model may be more applicable (for example in designing the types of activity). It is precisely 
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these two levels which we shall be investigating in this book and in the next sections we 
shall look at language activity in the brain from neuroscientifc perspectives.   

  1.6 Cognitive neuropsychology 

 One of the most important areas of information about brain function in general and lan-
guage processing in particular comes from cognitive neuropsychology. Cognitive neuro-
psychology involves studies of individuals who have sustained some sort of neurological 
damage which has led to a specifi c impairment of cognitive processing, including impair-
ment of language functions. Most of these individuals have suff ered strokes which led to 
diff erent forms of aphasias (for example, acquired dyslexias). Prior to their strokes they all 
had normal language functions, but aft er the stroke, lesions in one area of the brain left  
them without the ability to perform certain language functions. Studies of such individu-
als have a long history. In the late nineteenth century two scientists, Broca and Wernicke 
investigated diff erent forms of aphasia. Broca investigated an individual who had almost 
totally lost the ability to speak, although he retained some ability to understand language. 
A post mortem on the brain of this person revealed a large lesion in the area in the left  
frontal lobe, an area which has come to be known as  Broca’s area.  Wernicke discovered that 
similar damage to another area in the left  hemisphere of the brain, the superior temporal 
lobe, led to an inability to process language input, and this area is known as Wernicke’s area. 

 However, neuropsychological evidence is not restricted to the anatomical investiga-
tion of the functional anatomy of the brain, it is also used in its own rights to suggest 
models of brain functions which are not specifi cally located in any particular area. For 
example, the existence of separate short-term and long-term memory stores is supported 
by cases of amnesic patients who have extremely poor long term memory but virtually 
normal short-term memory as evidenced by memory span for free-recall of digits (Baddeley 
& Warrington, 1970). Shallice & Warrington (1970) describe a patient who had the reverse 
problem: a relatively intact long term memory, but a digit span of only two or three items, 
well below the norm of seven plus or minus two (Miller, 1956). Th e separate WM func-
tions of storage and rehearsal have also been shown to possibly have discrete anatomical 
locations by a study of two patients with brain lesions in diff erent places. One patient was 
able to store phonological information but was less able to rehearse. Th e other showed 
symptoms of impaired storage but the ability to rehearse was intact (Vallar et al, 1997). 
Th ere is also considerable neuropsychological evidence for other aspects of WM; for the 
separation of the phonological loop and the visuo-spatial sketchpad, for separate neu-
ral systems for object and spatial WM and for the diff erence between verbal storage and 
retrieval (see Henson, 2001, for a review). 

 In language processing, studies of patients with aphasia have suggested two broad 
categories of reading impairment, phonological and surface dyslexia. In the former, 
patients have lost the ability to retrieve words from sounds. Th ey can read real words 
(including irregularly spelt words) but have problems with reading non-words. In the 
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surface dyslexic, irregularly spelt words will cause problems but they can read aloud in-
vented nonwords using letter-sound correspondences. Th ese fi ndings have led support to 
the Dual Route theories of lexical access (Coltheart et al, 2001) and these models will be 
discussed in detail in Chapter 3. 

 In both of the above examples, neuropsychological evidence has been used to support 
cognitive models of brain function. Th e argument is that if a specifi c function has been lost 
in a particular individual aft er a brain trauma of some description, then this is evidence 
that there exists within the brain a specifi c system to perform that function. Th e evidence 
would seem to support the model of short- and long-term memory in terms of general 
cognition and the dual route theory of lexical access in word recognition. Th e early studies 
of Broca and Wernicke can also be used to support the modular concept of language pro-
cessing; there clearly exist specifi c areas of the brain which support language processing. 
However, although such studies are persuasive, they are oft en based on single case studies, 
and, although the fi ndings of Broca and Wernicke seem quite robust, there are diff erences 
between individuals in the degree of impairment. In the case of phonological and surface 
dyslexics, rarely are the routes completely impaired. Th e inability to read diff erent types of 
word are partial rather than total, suggesting a much more complex set of structures within 
the brain for processing written words. 
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 Figure 1.5. Th e left  side of the brain and areas associated with various language tasks (from 
Byrnes, 2001, p. 132) 

      1.7 Brain imaging and cognitive neuroscience 

 Th is chapter began with a discussion of the behaviourist approaches to psychology 
and the unwillingness to speculate beyond observable data. Th e mind was a ‘black box’. 
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Th e chapter has traced the movement of cognitive psychology in its endeavour to open 
this black box and to speculate about the processes and representations which may be 
within it. In the information processing framework, diff erent models of memory have 
been constructed and tested against behaviour. However, all these models have been 
inferences built on observations of behaviour. Apart from the anatomical work discussed 
in the last section, none of these brain functions have been physiologically located. In 
the last twenty years, new advances in scanning technology have allowed us to peel away 
the fi nal wrapping of the black box and look directly at the mind at work through the 
examination of such factors as metabolic activity, blood fl ow, and magnetic fi elds. It is the 
description of the processes by which the pictures of the mind at work are taken and criti-
cal examination of the information provided by such pictures which form the basis of this 
last section. 

 Along with ERP (event-related potential) which measures electrical potential of parts 
of the brain from surface electrodes, the two technologies which have provided the most 
stunning images of the brain at work are positron emission tomography (PET) and func-
tional magnetic resonance imaging (fMRI). Although the two types of scan use diff erent 
techniques, both work by taking images of slices through the brain showing areas which 
have increased blood fl ow at any given moment (PET measures blood fl ow through the 
monitoring of a weak radioactive dye and fMRI measures the fl ow through the magnetic 
properties of components of water, blood and several chemical compounds in the brain). 
Th e argument is that areas of the brain which are actively engaged in a task will have in-
creased blood fl ow. Th us, ‘hot spots’ with greater blood fl ow are areas which are processing 
the information. Th ere are issues concerned with the timing of these slices (the slices are 
taken aft er a short time delay in fMRI scans), but the pictures that have been produced by 
these methods have revealed a great deal of information about areas which are involved in 
diff erent tasks. 

 On the most general level, brain imaging has confi rmed that language processing is 
highly lateralized. Most language tasks excite areas located in the left  hemisphere of the 
brain, although it is interesting to note that areas in the right brain are involved in some 
aspects of processing. Areas in the right hemisphere, for example, have been shown to 
activated when listening to music and the processing of intonation patterns will thus use 
such areas. An interesting investigation into the processing of Mandarin as against English 
indicated that, in addition to the activation of areas in the left  temporal lobe universally 
associated with language processing, areas in the right temporal lobe where also activated 
when listening to Mandarin (Scott et al, 2003). It was suggested that this could be due to 
the necessity to process tones in Mandarin. 

 One of the fi rst observations about brain activity is its complexity. Even with the 
simplest of tasks many areas are activated. Th is lends a great deal of support to the neural 
networking models which underlie connectionist thinking about language. In order to 
be able to isolate the signifi cant areas involved in any particular process (such as reading a 
word aloud) experimental techniques have been evolved which compare the brain 
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activation patterns under diff erent task conditions and then subtract one image from the 
other. For example, in a typical task a subject is asked to look at a simple fi xed point. A 
scan is taken of the activated areas under this condition to act as a ‘base line’ to compare 
with activated areas on other tasks. Th e subject could then be asked to read a word silently 
and a second scan taken. Th en the subject could be asked to read the word aloud and 
fi nally asked to generate a verb from the noun. At each stage an image is generated and by 
subtracting the original image (the ‘base line, fi xation image’) from the image generated 
under the diff erent tasks a picture can be built up of the areas involved in silently reading, 
in reading aloud and in generating a new word. 

 

Passively viewing words Listening to words

Generating verbsSpeaking words

 Figure 1.6. Examples of PET scans of the left  side of the brain during diff erent tasks (from 
Posner & Raichle, 1994: 115) 

    Such techniques have already begun to confi rm many ideas about the working of 
the brain. On a macro level, in addition to the localisation of language activities in the 
left  hemisphere, the importance of special language processing areas such as Broca’s and 
Wernicke’s have been confi rmed both in normal subjects and in subjects with brain 
lesions. However, imaging techniques have also shown that many other areas are also 
actively involved in the comprehension and production of language, including areas 
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in the right hemisphere. Brain imaging has also shown that functions predicted by the 
WM model discussed, such as the diff erentiation between the maintenance of visual and 
phonological material, between storage and rehearsal functions and executive functions, 
such as monitoring, do appear to have diff erent patterns of activity in the brain (see Henson, 
2001). In particular, there is strong evidence that certain areas are heavily involved in 
executive tasks. One, called the  anteria cingulate gyrus  seems to be activated in tasks which 
require some sort of target detection or manipulation, suggesting that this area is involved 
in directing attention (see Byrnes, 2001 and Henson, 2001). Th is area is closely connected 
to structures involved in WM and Semantic Memory and would seem to validate the 
existence of a Supervisory Attention System as part of WM. 

 Information about brain activity can thus be built up by varying the tasks set. Brain 
activity can be compared across a number of individuals (and the results aggregated) and 
comparisons can be made between diff erent groups of subjects. For example, readers of 
diff erent languages can be compared to see if the processing systems for the diff erent scripts 
are similar (e.g. ideographic versus alphabetic scripts). Dyslexic readers can be compared 
with normal readers and bilingual subjects can be compared working in their diff erent 
languages. 

 Although imaging techniques, especially fMRI, are able to provide much more de-
tailed information than previously, such pictures are still fairly coarse-grained. It is still 
rather like a satellite picture of the earth at night – areas of habitation show up clearly, but 
to draw detailed inferences about social organization from such images is very diffi  cult. 
Th e brain images can provide broad confi rmation that macro-processes involved in lan-
guage do seem to be taking place in certain areas as predicted by theory, but are oft en not 
fi ne-grained enough to tell us about diff erences on the micro-level.  

  1.8 Summary 

 Th is chapter has sketched the background for the later discussions of second language 
learning contained in this book. It has traced the development of thinking in psychology 
and to some extent linguistics over the last half a century and introduced the main frame-
works within which the discussion of second language learning will be located. Starting 
from the Behaviourist ideas which established the importance of associative learning with-
out any speculation about the mechanisms that brought this about, the chapter has exam-
ined the movement from the concentration on behaviour  per se  to a closer examination of 
the internal workings of the brain, concluding with the even more detailed views of brain 
activity provided by brain imaging. 

 One of the reasons for carrying out this examination of the diff erent approaches was 
to evaluate the reliability of the diff erent sources of evidence provided by each approach. 
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Th e approaches, the sources of evidence and their strengths and weaknesses is summa-
rized in the table on pp. 28–29. 

                 Th e fi rst break away from Behaviourist models of language was provided by the 
‘psycholinguistic’ movement which argued that the complexity of language and its ability 
to generate and understand new utterances made it diffi  cult to describe language learning 
in purely stimulus-response terms. It introduced the possibility that there exists a separate 
module for processing language, but as shall be pointed out later in the book, provided no 
explanation of how this might work. In some ways the ‘black box’ of the behaviourists was 
recreated in a diff erent form. As against this modular approach, the chapter outlined the 
common cognitive framework of information processing with its constructs of diff erent 
types of memory store, and in particular, the importance of WM within this process. It is 
this framework which will be adopted and examined in this book. It will be argued that 
the WM model provides a very useful concept in examining second language learning 
as against ideas of fi rst or second language acquisition. In fact, the concept of the WM is 
central to connectionist ideas about how natural languages may be learnt. Connectionist 
thinking has returned to simple associative learning concepts to explain language learning 
and this approach provides a plausible explanation of the way that a specialized language 
module might operate. Th is argues against the modular theory if language processes can be 
described in general cognitive processing terms. Th e WM and the central executive within 
it, with its emphasis on language related features such as phonology, may well encompass 
the function of the language acquisition device. It is not impossible to speculate that the 
development of such a sophisticated device as the WM in humans is primarily related to 
language processing. Whether this is so, or whether in evolutionary terms humans have 
developed this sophisticated device to handle language does not concern us here. What is 
important is that it is a central metaphor for helping us to consider how second languages 
are learnt. 

 Finally, the chapter examined the emerging physiological evidence for the models of 
memory which have been outlined. It found that, in general terms, there is good evidence 
from brain imaging to substantiate these general models, although the possibility of locat-
ing something such as WM in any one place is not possible. Th ere are areas of the brain 
which are implicated along with others in certain tasks, but none of these areas can be 
exclusively allocated to any one specifi c task. Th e picture emerging is that of combinations 
of areas working cooperatively in any given task, much as assumed by the connectionist 
approach. Evidence from brain imaging and neuropsychology will be presented where 
appropriate throughout the book to highlight the degree to which the ideas presented 
in the discussion of language processing and learning have been substantiated by these 
approaches. 

 In the next chapter, we shall examine the way that the information processing approach 
can be used to explain the comprehension of spoken language and the implications for the 
second language learner.  
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Further Reading    

  Andrew Ellis and Andrew Young (1995).  Human Cognitive Neuropsychology: A Textbook with Readings.  
Hove: Psychology Press. 
Contains a series of articles concerning issues such as memory and dyslexia with original articles 
exemplifying the neuropsychological approach to cognition. 

 Michael Posner and Marcus Riachle (1994).  Images of Mind . New York NY: Scientifi c American Library. 
Although written some time ago and only dealing with PET imaging, this is a fascinating read and 
a very clear and accessible account of the diff erent functions of parts of the brain. It contains really 
good, clear images with good explanations in relatively plain English. 

 Jackie Andrade (ed.) (2001).  Working Memory in Perspective.  Hove: Psychology Press. 
A good collection of articles on diff erent aspects of Working Memory with a good introduction 
surveying the main issues. 

 Ruth Lesser and Lesley Milroy (1993).  Linguistics and Aphasia: Psycholinguistics and Pragmatic Aspects 
of Intervention.  London: Longman. 
Provides a very interesting discussion of the use of psycholinguistics in aphasia with good examples 
of actual aphasic patients and the way data is interpreted.     
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       In the previous chapter we examined various issues concerned with language processing. 
We introduced the idea of a general information processing system and its component parts. 
We also looked at issues connected with a separate language module and the degree to 
which languages can be considered innate, or the degree to which they can be seen as learnt. 
In this chapter we are going to consider the implications of these broad approaches for 
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the perception and processing of spoken language. Th e questions which we shall be asking 
are:

•   How do we get from a series of sounds to meaningful language symbols? 
•   How do the diff erent components of the information processing system provide a 

model for the perception and analysis of these sounds and their interpretation as 
language symbols? 

•   What are the important (salient) features of sounds which enable us to interpret them 
as language symbols? 

•   What evidence is there for the fact that the processes of noticing such features are 
innate in fi rst language acquisition? 

•  What are the implications of this for the second language learner? 

   In essence, we shall be looking in detail at the micro-processes involved in listening 
comprehension from the bottom-up, in the decoding of spoken input. Th e chapter will 
concentrate on the processing of what Hulstijn (2002) calls the ‘lowest end’ of the linguistic 
domain, discussing its integration with the higher ends of the domain and the interaction 
between bottom up and top down processes. 

 To examine the fi rst stage in this process, this discussion will commence with a brief 
discussion of general recognition processes used by the brain and how visual data is inter-
preted. Although this does not deal with language as such, the operation of many general 
principles can be more clearly seen in visual pattern detection.  

  2.1 Perception and attention 

 Th e brain receives information from the senses. Th e raw information is received in the 
form of physical properties. In the case of visual information it is in terms of colour, pat-
terns of light and dark, movement and edge detectors. In the case of touch it is in the 
form of pressure, in taste and smell, through various chemical compounds and in hearing 
through sounds at diff erent frequencies and intensities. Most processing of input from the 
senses is carried out unconsciously and rapidly, and we are usually unaware of the actual 
physical properties of the input; we ‘perceive’ the world as meaningful concepts. Perception 
is not a photographic process, but the result of an information processing system which is 
constantly interpreting incoming information in the light of previous experience. 

  For example, let’s examine the following simple illusion: 

 



 Chapter 2. Taking in and sorting out the information 33

     At fi rst glance this would appear to be two silhouetted heads looking at each other. In 
fact, what is hitting the retina is two solid black blocks and this information is being trans-
ferred through the optic nerves to an area in the brain which deals with the processing of 
optical information (an area at the back of the cerebral cortex, the occipital lobe). However, 
as well as the physical information coming in from the eyes (the bottom-up information) 
there is information being fed back from the long-term memory as to the interpretation of 
this physical data and the extraction of signifi cant features from it. Th e information used to 
interpret the physical data is stored in long term memory which has been built up through 
our experience with the world. Typical of such information (or ‘schema’) is the fact that we 
generally see dark shapes as foreground on a white background. Th us, the two ‘heads’ are 
usually seen fi rst as the brain automatically tries to make sense of what it considers is the 
most salient information, and assigns this to the foreground. Th e ‘heads’ are highly stylised 
and are far removed from any real head which may have been actually experienced physi-
cally. Again, drawing on schema stored in long term memory, certain salient ‘features’ are 
extracted from the physical image. Th e profi le of the nose, forehead and chin and their 
relationship to each other are extracted as signifi cant features and constructed by the brain 
into the concept of a face in silhouette. Th ese stylised features are not real noses, chins or 
foreheads, they are symbolic representations. Th ey represent noses, chins and foreheads 
through some sort of extraction of signifi cant features from a whole range of individual 
noses, chins and foreheads which have been experienced. 

 It may also be that our brains are ‘hard wired’ to extract face-like features from visual 
input. It has been shown that neonates from a very early age actively respond to caricatures 
of faces, suggesting that there is an innate capacity for processing images which resemble 
faces. Th us, there can be argued to be a specifi c mechanism in the brain for recognising 
faces in the same way as there is an argument for a specifi c module to process language. 
Further support for specifi c modules in the brain for processing faces comes from patients 
with prosopagnoisia, a neurological disorder in which suff erers are quite able to recognize 
common objects, but have lost the ability to recognize faces. Studies of patients with brain 
lesions have shown damage to the organisation of the extrastriate visual cortex (in the 
occipital lobe). Th is, in humans, is a common factor in this condition, and the use of these 
areas for processing facial features is a factor we share with nonhuman primates. 

 However, although certain facial characteristics may be ‘hard wired’ in the sense that 
our brains are pre-tuned to notice face-like features, the specifi c features in the above illusion 
are not free from cultural factors (the silhouettes are clearly not African, for example). 
Cultural experience can be seen to play an even more important role when we examine the 
second image which is involved in the illusion; that of the candlestick. If the fi rst interpreta-
tion of the illusion is usually two faces due to experience with foregrounds and backgrounds, 
then the second interpretation involves the suppression of this general assumption and the 
viewing of the white area between the two dark shapes as the foreground – as a candle-
stick or vase. Th e ability to ‘see’ this will clearly be very heavily determined by cultural 
experience with such objects – not all cultures have such artifacts. But the ‘seeing’ of this 
interpretation of the illusion illustrates another of the automatic interpretative functions 
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of the perceptual process – the ability to see things as wholes, to delineate objects, mak-
ing connections where none actually exist. Th us, when we see the candlestick, the brain 
‘draws’ imaginary horizontal lines at the top and bottom of the white space to connect up 
the candlestick into an object. Th is ability to impose order on to incoming shapes and to 
form closure was extensively studied by Gestaldt psychologists. 

 Th e fi nal point to note about the illusion is the way that it is quite diffi  cult to see both 
interpretations at once. Our attention can be switched from the faces to the candlestick, 
indicating conscious control over attention. Certain ‘sets’ of features would appear to be 
supplied automatically from long term memory, but which set of features are called up 
seems to be under more conscious control. 

 We thus have the following process taking place when interpreting incoming visual 
information: 
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   Figure 2.1. Interpretation of visual images by the brain 

      Further examples of visual illusions are provided in Workbook 2.1. So powerful are 
the judgments that we make due to our prior experiences and established concepts, that 
it is oft en quite diffi  cult to ‘unlock’ the straight jacket imposed by the permanent memory 
and allow us to see the stimuli in another light.  Figure 1  shows how diff erent features can 
be highlighted to give diff erent versions of the picture.  Figure 2  illustrates the diffi  culty of 
changing foreground and background decisions and  Figures 3  and  4  the order which the 
brain imposes on simple linear sketches. Examples of the sort of order that is imposed 
on our perception from our long term experience is the inability to see the two vertical 
lines as equal ( Figure 3 ) and the long-established ‘gestalt’ eff ects, where processes such as 
‘closure’ (F igure 4 ) enable us to see a head rather than a series of lines. Closure shows the 
brain’s predilection for making sense of visual input and relating lines and shapes to some 
established schema. Th is ability to create meaningful images from partial information as 
demonstrated by the closure eff ect is centrally important in language processing, especially 
when listening to the fl ow of speech in the diffi  cult environments that characterize most 
oral interaction. It may be that such an automatic cognitive tendency to construct order 



 Chapter 2. Taking in and sorting out the information 35

is ‘hard-wired’ into the brain. It may be this which is an innate ability, not specifi cally a 
language module (N. Ellis, 2001).  

  2.2 Sorting out the important information from the background 

 In the above discussion we showed how we could direct attention to certain aspects of the 
data and how attention could be consciously directed. Such an ability probably resides in the 
Supervisory Attention System (see Chapter 1), and has obvious importance for second lan-
guage listening where attention will need to be paid to diff erent sets of features involved in the 
second as against the fi rst language. However, there is another aspect of attention which needs 
to be considered; that of the routine, usually unconscious fi ltering of incoming information. 

 Our senses are bombarded with an amazing amount of information, yet we are actually 
consciously aware of only a small portion of this as little is actually passed on beyond the 
sensory store. On an aural level this can be demonstrated by the ‘cocktail party phenomenon’ 
(Wood and Cowan, 1995). In such situations we routinely block out much of the surround-
ing noise and concentrate on what our neighbour is saying. However, should our name be 
mentioned, it is likely that our attention will immediately be diverted, thus indicating that 
the surrounding noises, although mentally blocked out most of the time, are being moni-
tored and are available for attention if required. Similarly if we are briefl y presented with a 
picture we are able to take it in, recognize it again, but unable to recall all the details. 

 Th e nature of the mechanism by which such brief images are stored was investigated by 
Sperling (1960). When subjects are presented with stimuli for very brief periods (up to 50 
milliseconds), they are not consciously aware of what has been presented, but are able to ac-
curately report 4 or 5 characters from 12. Th is would indicate the presence of a brief sensory 
store (which he called the Iconic Memory) which has a capacity of 4 or 5 characters. Th is, 
in itself, would not necessarily indicate anything unusual; the senses could just be acting as 
a narrow conduit for information, only allowing a severely limited amount through. How-
ever, Sperling presented the subjects with 12 letters displayed in three rows with four letters 
in each row. Immediately aft er exposing the subjects to the visual displays, they were asked 
to report the top row of letters if a high-pitched bell was rung, the middle row of letters in 
response to a middle-pitched bell, and the bottom row for a low-pitched bell. He found that 
under these conditions the subjects were able to report up to three out of four from the desig-
nated rows. As they had no idea which row was going to be chosen when they were exposed 
to the letters, it therefore followed that they had all three rows available for them to extract 
information from. From the investigation of the length of time that such information was 
available to the subjects, it appeared that the facility only lasted for about one second aft er the 
bell was played; aft er this period the recall of the letters became no better than chance. 

 A similar sensory register (the Echoic Memory) has been found to exist for sounds 
but here, interestingly, the duration of the advantage seems to be something like 4 seconds 
(Darwin, Turvey and Crowder, 1972). Th is longer storage is probably crucial in our perception 
and processing of speech sounds. Visual images usually exist permanently outside us and 
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can be inspected for a longer period. In speech, the sounds are entirely transitory and thus 
extracting features from the fl ow of speech will need the mental record to exist longer in 
the brain. Th e sounds, unlike the pictures, are not physically available for re-inspection. 

 Th ese experiments suggest a short-term sensory store in which visual and auditory in-
formation is briefl y stored, features extracted and then the resulting information passed on 
to the Working Memory for further processing. As we saw in the discussion of the visual 
illusion, the criteria on which such selection is made will be supplied from the LTM.  

  2.3 Deciding what is salient in speech 

 We shall now look at the raw data for spoken language and examine how the information 
processing system, and particularly the sensory register could work on this data to extract 
meaning from what is, essentially, a set of sound waves. 

 What is speech? It is a series of sound waves at diff erent frequencies. Th e following is a 
speech spectrogram of someone saying “And he cleaned the car again this morning”. 

 & n d I k l i: n D @ k A: r @ g e n D I s m O: n I N

 Figure 2.2. A voice spectrogram of “And he cleaned the car again this morning” 

    Th e pitch frequencies are shown on the vertical axis and the time is shown on the 
horizontal axis. Th e dark bands on the spectrogram indicate the pitch frequencies which 
are being sounded at any particular time. Th e darker the bands, the more intensive the 
pitch at any given frequency. Under the spectrogram are the representations of the English 
phonemes which are involved in the utterance. The symbols represent the  sounds  1  
of the language. What we are going to examine is the sort of information which needs to 

1. Th e symbols used here are the phonemic symbols used to describe the signifi cant sound symbols 
used in English. Phoneticians diff erentiate between the actual sounds (called ‘phones’) and the abstract 
symbols (called ‘phonemes’). Th is is analogous to writing where there are any representations of a 
letter, such as ‘a’ ‘a’, ‘A’ etc., but they all represent the same general letter in the alphabet. Phones are 
represented within square brackets [ ] and phonemes within slashes / /. For the sake of simplicity this 
book will refer to phones as ‘sounds’ and will generally transcribe spoken data using phonemic script.
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be retrieved from the LTM to be able to make sense of these bands of sound at diff erent 
frequencies; to turn raw sounds into language symbols.  

  2.4 Evidence from linguistic theory: The phoneme 

 Th e concept of the phoneme is central to all linguistic analyses of spoken language. Each 
language has a limited set of phonemes which are sounds which have  contrastive signifi -
cance ; which make a signifi cant diff erence to the word if changed. Th us, the two sounds [p] 
and [b] represent a phonemic contrast in English because the substitution of one for the 
other in words means that the meaning of the word changes (e.g. ‘pad’ and ‘bad’ are dif-
ferent words). Both sounds are made by the lips and are thus called ‘bilabial’ consonants. 
Both sounds are produced by stopping the fl ow of air with the lips and then opening them 
producing a release of air and are thus called ‘stop’ or ‘plosive’ consonants. Yet they are 
heard as diff erent by English speakers. Th e simplest description of the diff erence between 
/p/ and /b/ is that one is ‘voiced’ (/b/) and one is ‘voiceless’ (/p/); with /b/ the vocal cords 
are vibrating while the sound is produced and with /p/ they are not. Voicing can then be 
seen as a  distinctive feature  for distinguishing between consonant phonemes. 

 Every language in the world uses a restricted set of features to make sounds and linguists 
have shown that every language has a set of around 40 phonemes with which it com-
municates. Th is restricted set of features and the fact that all languages can be shown to use 
these features in similar ways is a powerful argument in favour of a  universalist approach  to 
language processing associated with the ideas of Chomsky, Halle and the ‘psycholinguistic’ 
movement of the 1960s and 1970s. All languages, for example, use the voiced/voiceless 
distinction, but the implementation of this feature will vary from language to language, 
and thus each language has a diff erent set of phonemes. 

 However, closer acoustic analysis of the diff erence between the two shows that it is not 
that one lacks voice completely, but that, in a word in which /p/ and /b/ are followed by a 
vowel, /b/ the voicing starts very quickly aft er the beginning of the sound whereas in /p/ the 
voicing starts later. Th is distinction is known as voice onset time (VOT) and it has received 
a lot of attention in terms of trying to understand the way that sounds are decoded. Th e 
delay in voicing for voiceless phonemes can be clearly seen in the white band (silence) 
following the /k/ consonant in the above spectrogram, but not aft er the /g/ consonant 
(a voiced phoneme). Th us, in terms of extracting features from incoming speech, one of 
the basic procedures would be to scan the raw data making distinctions between consonant 
sounds in English based on the amount of delay between the beginning of the consonant 
and the start of the voicing. Th e sounds would be temporarily held in the Sensory Register 
while the diff erences in VOT between voiced and voiceless consonants in English will be 
retrieved from the models stored in LTM and ‘downloaded’ to work on the sounds in the 
Sensory Register and decoded into linguistic symbols or phonemes. 

 Th e actual realisations of VOT will vary from language to language and a specifi c 
value of this distinguishing feature will be ‘set’ within any particular language. One way 
of understanding this approach to speech comprehension is to borrow the concept 
of  parameter setting  from Universal Grammar. We can consider these features such as 
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voicing as ‘parameters’ which are turned ‘on’ or ‘off ’ or activated in diff erent ways in dif-
ferent languages. 

 For example, in English the voicing feature is set to ‘on’ for the contrast between /p/ 
and /b/ and the critical time for hearing the voicing is 25 milliseconds. A bilabial plosive 
will be heard as a /p/ if the listener detects no voicing before 25 milliseconds, or a /b/ if 
voicing is detected before then. In Arabic, for example, this feature is turned ‘off ’ for the 
bilabial plosive; there is no /p/, /b/ distinction in Arabic. However, the [p]  sound  does exist 
in Arabic. Th e standard spoken dialect does ‘devoice’ the /b/ before another voiceless con-
sonant. Th e word for dam, /hibs/ is pronounced [hips], but this change from a [b] sound 
to a [p] sound is not signifi cant to the listener in Arabic, but would be in English. Th is 
realisation of the phoneme /b/ as [p] is what linguistics call an ‘ allophone ’. 

 Arabic also has a set of ‘emphatic’ (or velarised) consonants (consonants in which the 
back of the tongue is raised, producing a sound similar to the [t] sound in the English word 
“Tom”). Th us, for an Arabic speaker the [t] sound in Tom would be perceived as a diff er-
ent phoneme from the [t] sound in “tin”. For an English speaker the two sounds, although  
phonetically  diff erent, are part of the same  phoneme ; they are allophones of /t/. Th e distinctive 
feature of ‘emphasis’ is not signifi cant in English but it is in Arabic. 

 Let’s take another example, from India. In Bengali there are four alveolar plosive con-
sonants, the voiced/voiceless distinction between /t/ and /d/ as made in English, plus a 
diff erence between an unaspirated /t/ and an aspirated /t h / (a t-sound which is followed by 
a puff  of air as English speakers produce normally at the beginning of a word like “tea”). 
Similarly, Bengali has an unaspirated /d/ and an aspirated /d h /. Th us the aspiration feature 
is signifi cant for phonemic discrimination in Bengali, but not in English .

 Th e following Table illustrates the three languages we have been talking about and 
the way that each sees diff erent features of the input as ‘signifi cant’ and represents them as 
diff erent ‘letters’ in their orthographies. 

 Table 2.1. Th e diff erent choices made by English, Arabic and Bengali on the signifi cant 
features for alveolar plosive consonants in the 3 languages

ENGLISH  ARABIC  BENGALI 
1 phoneme (1 letter) 4 phonemes (4 letters) 4 phonemes (4 letters)

Feature Letter Feature Letter Feature Letter

[– voice] t [– voice]  ط [– voice]  ট

  [+ velar]  [+ aspiration]
  [– voice]  ت [– voice] ঠ

  [– velar]  [– aspiration]
[+ voice] d [+ voice]  ض [+ voice] ড

  [+ velar]  [+ aspiration]
  [+ voice]  د [+ voice] ঢ

  [– velar]  [– aspiration]
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                If we accept this view of the perception of language, these  distinctive features  will 
play an extremely important role in the initial fi ltering of speech sounds in the sensory 
register (an inventory of such features is provided by Chomsky and Halle, 1968). Th e 
use of such evidence for explaining how languages are processed is essentially ‘sym-
bolist’ in its approach – it sees language as a set of symbols which are determined by 
a set of characteristics. For the first language these search characteristics will be set 
through long term constant exposure. Speech sounds will come to be processed automati-
cally in the Sensory Register, using established routines stored in the LTM. For second 
language learners without such large amounts of exposure, however, such routines will 
need to be learnt. Th e features will need to be ‘reset’ for the new language. It is likely that 
the ‘distance’ between the target language and the fi rst language in terms of the over-
lap or separation of features will infl uence the ease with which the second language is 
learnt and thus a Contrastive Analysis (CA) of the fi rst and target language is likely to 
prove useful in determining the areas to be taught in the second language. Although 
the CA approach has proven disappointing in terms of predicting grammar errors of 
second language learners, it has proved extremely valuable in predicting segmental 
phonetic problems. Th is diffi  culty which second language learners have with phonemes 
suggests the psychological relevance of the symbolic/linguistic framework we have been 
discussing. 

 Th e phoneme is not a physical reality – it does not correspond to any particular 
waveform – it is an abstract concept, a symbol which exists in the mind of the speakers. 
Just as the nose in the visual illusion above cannot be absolutely defi ned as one set of lines, 
a phoneme cannot be defi ned as a unique set of physical characteristics. It is a mental con-
struct which exists in the mind of the speaker/listener. Th e central challenge of psychology 
and linguistics is to provide an understanding of the way that the physical reality of raw 
data can be transferred into the abstract symbolic representations of language.  

  2.5 Modularity and attention 

 From the above, we can see that the ability to make immediate sense of incoming language 
stimuli depends on

  a. the attention to data which is specifi c to language and the rejection of other data; and 
 b.  the extraction of salient information from this specifi c data to create language 

‘symbols’ from the raw physical input. 

   How are these salient features learnt? One argument would be that they are learnt by 
exposure to language. However, there is a strong argument that our ability to diff erentiate 
and pay attention to certain features is not simply learnt, but is an innate feature of the 
human brain. Th ere is evidence that there are certain features of incoming language data 
for which the brain is physiologically adapted. For example, there is a lot of evidence 
that certain time delays for the onset of voicing in the voiced/voiceless consonant distinc-
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tions (e.g. /p/; /b/, /f/; /v/ etc.) of 20 and 40 milliseconds are used by many languages 
in the world (see below for further discussion of voice onset time research). Th ere is also 
evidence that similar diff erences are recognised by other mammals such as the chinchilla 
(Kuhl and Miller, 1978), thus leading to the speculation that attention may be governed, 
at least in part, by the physiological construction of the ear and its connection with the 
nervous system. Th is would position the voicing distinction as part of an evolutionary 
legacy. Th us, there would seem to be some support on a neurological/physiological level 
for the observations made by language universalists that all natural languages make 
use of a very restricted range of physical cues to create the highly diverse languages 
which exist. 

 However, in addition to the common neurological/physiological constraints which 
may play a part in explaining how sounds are processed, the much more important debate 
is on the way that the brain acts on the incoming data, and there are also strong argu-
ments as we have seen for the existence of a separate set of processes in the brain which are 
specifi c to language; the modular approach. 

 Th e existence of specifi c structures involved in language processing owes much 
to the writing and thinking of Chomsky (1972) and, in particular, to his hypothesis 
that our brains are ‘hard-wired’ to acquire language. Th is suggests that we all possess 
an innate capacity to make sense of and learn languages. In the way that our interpre-
tation of visual features is largely unconscious, we are largely unaware of the way that 
we process languages. Pinker describes the eff ortless and automatic way that we per-
ceive language; “phonetic perception is like a sixth sense. When we listen to speech the 
actual sounds go in one ear and out the other; what we perceive is speech.” (Pinker, 
1994: 159). Th e implications which can be drawn from this approach in terms of learn-
ing will be discussed in further detail in later chapters when we examine language 
acquisition and learning, but here we are concerned with the grounds for believing that 
there are specifi c cognitive structures which exist for processing language. Th e diff er-
ence between Unitary and Modular approaches for language processing are illustrated 
in  Figure 2.3 . 

   In the previous chapter we have seen that the neurological evidence from brain scan-
ning experiments and from neurological damage following traumas lead us to believe that 
there are functionally diff erent areas within the brain for dealing with verbal/linguistic 
material or visual/spatial material. Amongst these studies, there are also fMRI studies which 
have examined the existence of specifi c areas associated with phonological, syntactic and 
semantic processing. Whether these constitute completely separate routes or separate 
components within a general processing structure remains to be seen. However, from the 
point of view of trying to understand language processing in general, and second lan-
guage processing in particular, evidence will be used from both to try to provide the best 
explanation that we can of the facts about language learning. At times a unitary view 
will provide a better explanation, while at others the concepts derived from the modu-
lar approach will supply better metaphors with which to explain the processes which we 
observe.  
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  2.6 Nativism vs. Learning: Discrimination in infants 

 One of the ways to examine the degree of ‘hard-wiring’ in the brain is to look at studies 
which deal with extremely young children and neonates. If it can be seen that very young 
babies possess certain processing capacities, then it can be argued that such processing sys-
tems are “innate”. In terms of general perception, neonates have been shown to be particu-
larly attentive to certain shapes. Abstract shapes which approximate to faces or checkered 
surfaces, the boundaries between light and dark shapes (Fantz, 1963) and particular faces, 
such as that of the mother (Walton et al, 1992), have been shown to capture the attention. 
All of these show that the infant brain is not a  tabula rasa  but is predisposed to pay atten-
tion to certain features of the visual input. 

 However, more germane to this enquiry are the studies which attest to the sensitivity of 
neonates to language features. Young babies have been found to synchronise their move-
ments to the prosodic features of speech, only making movements in between syllable 
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boundaries (Condon and Sadler, 1974). Other studies have shown the intricate synchroni-
zation of mother and baby paralinguistic gestures as a precursor to full verbal communication 
(Clark and Clark, 1977). 

 In this regard, perhaps the most signifi cant fi nding is the series of experiments which 
suggest that children are born predisposed to diff erentiate between diff erent phonemic 
characteristics (Eimas et al, 1971). Th e classic demonstration of this was shown in the 
ability of 1- and 4-month olds to distinguish between the sounds /p/ and /b/, and, in 
particular, their ability to make a categorical decision based on varying voice onset 
times (VOT). 

 As discussed above, in English, the distinction between a /p/ and a /b/ is described as 
a voiced/voiceless distinction (with the former being voiceless and the latter voiced). In 
auditory terms, this can be expressed as diff erent voice onset times for each sound. Normal 
English-speakers will hear any sound where the voicing starts before 25 milliseconds as 
a /b/ and any sound which starts later than 25 milliseconds as a /p/. Infants were presented 
with continuous sounds in which the onset of voicing was constant. When a sound was 
initially presented, the infants showed a lot of interest. Th is interest was measured by the 
rate on which they sucked on a dummy. Gradually, however, they became habituated to 
the repetition of a sound and their sucking rate declined. If a sound with a diff erent onset 
time was introduced which they perceived as diff erent, their interest was again roused 
and their sucking rate increased. In this experiment, the infants were presented with 
sounds in which the VOT was either 0 or 20 milliseconds (within the adult range for /b/) 
or 40 and 60 milliseconds (within the adult range for /p/). If the VOT was changed from 
0 to 20 milliseconds or from 40 to 60 milliseconds, the infants showed no renewed inter-
est, i.e. suggesting that they treated them as the same sound. However, when the VOT was 
changed to cross the adult threshold (e.g. from 20 to 30 milliseconds), the infants showed 
extra interest. Th is would indicate that they ‘heard’ the latter sounds as diff erent (those 
which crossed the threshold) but the former (i.e. those which did not) as the same. 

 It could be argued that the children had had experience of speech sounds in the womb 
corresponding to the VOT of English. However, studies with Guatemalan infants born into 
Spanish-speaking environments (Lasky et al, 1975) found this not to be the case. Th ese infants 
were sensitive to distinctions which were not made in their language. Th ey were exposed 
to the English VOT distinction and a prevoiced/voiced distinction which is phonemic in 
Th ai, but not Spanish or English. Similarly, the Th ai distinction was also ‘noticed’ by infants 
born into English-speaking environments (Aslin et al, 1981). However, the ability to hear 
these phonemic distinctions from other languages than their own appears to decline quite 
rapidly. Studies by Werker et al (1981) and Werker and Tees (1984) demonstrated that this 
ability disappears sometime between the age of 6 months to a year as the infants experience 
more of the language in which they live. Th is would argue that children start with an “open 
channel” which is predisposed to look for voicing distinctions and are naturally interested 
in such diff erences, be they those made by their own or other languages. As they gain more 
experience with their own language, they lose the ability to notice the distinctions made 
by other languages. Such fi ndings are supported by studies of brain plasticity which show 
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that the plasticity of the brain (i.e. its ability to adapt diff erent areas for diff erent functions) 
decreases with age (for a discussion see Greenfi eld, 1997). It would also lend some support 
to the critical age hypothesis (Lenneberg, 1982) which, as we have seen, argues that there 
is an age at which languages are naturally acquired and an age (oft en identifi ed at about 
13 years) beyond which it is diffi  cult to acquire language. 

 Whilst discrimination between features used in the native language and similar fea-
tures used in another language declines with experience, it has been shown that the ability 
to distinguish completely strange features such as Zulu click consonants does not decline 
(Best et al, 1988). Th is ability to continue to discriminate between these highly ‘marked’ 
sounds (i.e. sound distinctions which are used by very few languages) supports cognitive 
theories of attention which suggest that the degree of attention is aff ected by the distinc-
tiveness of the target feature (see Eysenck & Keane, 1995). 

 Th e predisposition of infants to notice, apparently innately, voicing in language which 
becomes honed in on their own native language features is an example of a language learn-
ing instinct which rapidly gets adjusted to one language. ‘Noticing’ as a mechanism for fi rst 
and second learning is becoming an increasingly central issue in language learning and the 
degree to which such noticing happens unconsciously (implicit learning) or needs to be 
directed (explicit learning) is keenly debated. It would seem from the above evidence, that, 
at least on the lowest level of sound discrimination, the innate ability to notice features 
in strange (i.e. non-native) languages is one which rapidly declines, but that exposure to 
highly marked situations will still be noticed. Th e noticing of marked features may best be 
explained in general cognitive terms of directed attention to highly unusual features rather 
than innate processes of language acquisition.  

  2.7 Distinctive features and language parameters 

 Th us, it would appear from the evidence, that young children are born with a pre-determined, 
hard-wired, ‘scanner’ which is designed to pay attention to a range of sound features used 
by all languages in the world (universal features). Th is is attested by their interest when 
such features are changed. If we use the universal grammar analogy, these features, such 
as voicing/devoicing, VOT, and aspiration will, initially, be set to a default value and then 
set to “off ” or “on” depending on the way they are used in the native language. Babies 
then have to ‘calibrate’ their scanners to the way that these features are realised in their own 
language. Th e parameter-setting metaphor for the recognition of phonemes provides an 
ideal mechanism for explaining how the Sensory Register might go about the business of 
fi ltering incoming sounds, converting them into linguistic symbols and passing them on to 
the next stage of the information processing system, the Working Memory. 

 However, the superfi cial attraction of such a model of phoneme recognition is some-
what complicated by the variation that exists between the acoustic footprints (the actual 
sound features) of the phonemes when they appear in diff erent environments. Th is is oft en 
called the  problem of invariance  and we shall consider this in the next section.  
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  2.8 The problem with distinctive features 

 Th e distinctive feature of voiced and voiceless has traditionally been one of the most 
obvious features for distinguishing between pairs of stop consonants (/p/ v. /b/, /t/ v. 
/d/, /k/ v. /g/). Consequently the psychological reality of VOT has received a lot of at-
tention from experimental studies. Several experiments have shown that adults are able 
to separate speech sounds into two categories, either voiced or voiceless and that these 
judgments happen across very narrow VOT boundaries. Th e crossover value for /p/ 
and /b/, as we have mentioned, is 25 msecs. (Abramson & Lisker, 1970). However, the 
voice onset time for plosive consonants produced at diff erent places in the mouth vary. 
For the /t/ /d/ pair (produced at the back of the teeth, on the alveolar ridge), VOT is 
35 msecs, and for the /k/ /g/ pair (produced at the back of the tongue, on the velum), 
VOT is 45 msecs. Th us, there is no single measure of VOT which can be used to identify 
the voiced/voiceless feature. 

 However, there is a high degree of redundancy in the speech signal. Th e [± voice] 
feature is not the only feature which diff erentiates between the plosive consonants. Th ey 
also diff er in the presence of aspiration. In initial positions in English voiceless plosive con-
sonants are aspirated whereas voiced ones are not. Listeners thus have a choice between 
which features to use to distinguish between consonants such as /p/, /b/; / t/, /d/ and /k/, /g/. 
Th ere is evidence in experiments with /k/ and /g/ of a trade-off  in the types of cues used 
to distinguish between the two sounds (Summerfi eld and Haggart, 1977). If one feature is 
more indicative of /k/ (for example, VOT), then it can off set the information from another 
feature (for example, the pitch characteristics, formant frequency) which would indicate a 
/g/. Th e point is that people will categorise quite diff erent sounds as a /k/, depending on a 
combination of features, not just a single feature. 

 Th e challenge from the linguists is to provide a description of workable distinctive 
features which can be shown to be salient from a perceptual point of view. Traditional 
phonetic descriptions have concentrated on the way we produce sounds using articula-
tory terms such as ‘bilabial’, ‘alveolar’ (indicating where the sound is produced) and ‘stop’, 
‘plosive’ (indicating how the sound is produced) or impressionistic-phonetic terms such 
as ‘fricative’, ‘voiced’. Such terms are not purely perceptive and attempts to use purely per-
ceptual descriptions have not been very successful. Th e challenge for the psychologist is 
to provide a mechanism which can respond to these features, particularly as we shall 
see below that there is a great deal of variability in the features associated with any one 
phoneme. However, before considering the variability problem, there is one theory which 
suggests that articulation is important in perception and can perhaps provide a solution 
at both levels.  

  2.9 The motor theory of speech perception 

 Carroll (1999) suggests that one of the answers to the problems of variance in categorical 
perception (i.e. the diffi  culty of recognizing phonemes which are produced in very diff erent 
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ways in diff erent phonetic environments) lies in a theory of speech perception deriving 
from Liberman (Liberman et al, 1967). Th is suggests that the perception of speech relies 
on the activation of similar neural processes which are involved in speech production. 
Th us, instead of there being separate modules for reception and production of sounds, 
both production and perception share the same modules. Deriving evidence from stud-
ies which show the importance of visual features such as lip movements and position in 
speech perception (MacDonald and McGurk, 1978), Liberman developed a theory of 
phonetic ‘gestures’. 

 Th is is an idea which is also supported by Halle in his later work (Halle, 2002). One 
of the arguments used by Halle to support the use of articulatory features to describe 
phonemes rather than using perceptual terms is that such a description is more parsimo-
nious, it is more effi  cient. To a linguist, an explanation which is the most straightforward 
is the most acceptable. Th is exposes one of the problems of using linguistic, symbolist 
approaches to give insights to psychological processes. Linguists are primarily interested 
in deriving consistent and economic systems for describing language structure, but the 
brain may not operate in the same way (for further discussion see Lessor and Milroy, 1993, 
Chapter 3). 

 However, although the motor theory of speech perception is far from being univer-
sally accepted and remains controversial, there is evidence from brain imaging (Fadiga & 
Craighero, 2003, St Heim et al, 2005) that perception and production of sounds activate 
common areas in the brain. In particular, areas associated with speech production (in the 
central motor area), are activated when listening to words. From another perspective, it 
also off ers an explanation as to how a second language learner may implicitly learn distinc-
tive phonological features of a second language by practice of that language. Traditional 
drill activities provide intensive practice of sounds and lay down motor neural pathways 
which then get utilized for perception.  

  2.10 Listening to sounds in context: The variability problem 

 In addition to describing the distinctive features of a consonant in isolation, when we 
examine the perception of consonants in real word environments, the subtlety and com-
plexity of the operations that the processing mechanism has to undertake are awesome. 
Consonant phonemes change their acoustic properties depending on their place in a 
word. Th e /t/ in tar, /tA;/, is very diff erent for the same sound in train, /treIn/, (the former 
will have strong aspiration, the latter may even be realized as /tS/). It is quite diff erent 
from the same sound in Tom /tom/ (where the sound is velarised – as we saw, a phonemic 
feature in Arabic, but not in English). Another contrast will be provided with the /t/ at the 
end of a word like ‘cut’ /kVt/ (where aspiration will be less). As we have discussed, these 
diff erent realisations are described as ‘allophones’. Any speech perception process must 
provide an explanation of how these diff erent sounds are recognised as one phoneme. 
In the fi nal position, the consonant may not be released at all and the strongest indica-
tor of its presence will be the fact that it considerably shortens the /V/ sound before it, 
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in contrast to the longer /V/ before a /d/ as in cud, /kVd/. Th erefore, a simple serial pro-
cessing system which compares incoming sounds one by one with a “phoneme template” 
constructed of a set of distinctive features will not suffi  ce. Th e system will need to contain 
a large number of diff erent templates to account for the large variation of actual sounds 
that constitute one phoneme. In addition the system will need to be sensitive to the posi-
tion of the sound in a word in order to select the correct template for each environment. It 
thus needs to be iterative and to consider the incoming sounds in relation to other sounds 
in the environment. 

 Th us, even on a basic template comparison level, any model devised must be able to 
take account of the position of the sounds as well as their acoustic features. It will need 
to take account of subsequent sounds as well as the current sounds, and thus will require 
some feedback mechanism, a backward as well as a forward pass, which, in operation, can 
be characterised as a feedback loop or ‘back-propagation’ (Harley, 2001). By examining 
in detail the processes which need to be involved in such a recognition system a number 
of micro-procedures which are central to current thinking about language processes will 
become obvious. 

 Let us take as an example the four words cut, cart, cud and card.  Table 2.2  shows the 
traditional linguistic explanation of the diff erence between the words. 

    Table 2.2. Th e phonemic distinctions between ‘cut’, ‘cart’, ‘cud’ and ‘card’ 2  

    cut     cart     cud     card   

     /k/ + /V/ + /t/     /k/ + /A;/ + /t/     /k/ + /V/ + /d/     /k/ + /A;/ + /d/  
    consonant + short  consonant + long consonant + short consonant + long
 vowel + unvoiced   vowel + unvoiced  vowel + voiced  vowel + voiced
 consonant      consonant      consonant      consonant  

      Phonemic theory suggests that these four words are distinguished in RP by the diff erent 
phonemes in each word. Each word diff ers from the next by a single phoneme (they are 
minimal pairs). Th us, the words are diff erentiated by the vowel (importantly the length 
of vowel – either short or long) and/or the fi nal consonant (either voiced or voiceless). 
However, this symbolic description does not match the actual realisation of the sounds. 
We have already mentioned that the fi nal consonant may not be fully released and that the 
main clue to the fi nal consonant may be the eff ect it has on the preceding vowel. Th us the 
/t/ at the end of ‘cart’ will shorten the /A;/ sound so that it may be of the same duration or 
even shorter than the short vowel /V/ in ‘cud’. 

2. Note that the pronunciation illustrated here is that of an RP (Received Pronunciation) speaker. 
With speakers of ‘rhotic’ dialects (e.g. Scottish and GA) ‘cart’ and ‘card’ may also be diff erentiated by 
the addition of a weak [r] sound aft er the vowel.



 Chapter 2. Taking in and sorting out the information 47

 In a serial model of processing the following would be the way of accessing the word: 

 

Listen to the
first sound,
extract
features and
compare to a
template,
decide
phoneme
e.g.= /k/ 

Listen to the
second sound,
extract features,
compare to
template, decide
phoneme

e.g. =  /A;/

Listen to the
third sound,
extract features,
compare to
template, decide
phoneme

e.g. = /t/

Assemble 
word

= ‘cart’

 Figure 2.4. A serial model of processing the word ‘cart’ 

    Th e problem with such a model, as we have seen, is that there does not exist a single, 
simple template which can be used in all cases for phonemes in all positions. A serial 
template model would need to store multiple sets of features for the phonemes in their 
diff erent environments. Th e length of the vowel phoneme, which is one of the crucial 
features in deciding between “cut” and “cart”, is not absolute, but relative to the following 
consonant. Th ere thus needs to be a way of adjusting the decision as to which vowel is 
heard based on the information from the rest of the word, a back-propagation.  

FEATURESlong short mid back
Next

sound /t/

context

/k/ + /A;/ /V/

cut

HIDDEN 
LAYER

WORD 
ACCESSED

/t/+

cart

Vowel decision in
THE CART WAS MADE IN FRANCE

Excitatory connections

Inhibitory connections

open

Figure 2.5. Diagram showing the way that a connectionist model would deal with the distinction 
between the vowels in ‘cut’ and ‘cart’ based on the McCelland and Rumelhart (1981) interactive 
activation model of visual word recognition
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  2.10.1 Connectionist models 

 Connectionist models as described in the previous chapter suggest that incoming fea-
tures do not specify any particular phoneme immediately, but that features of the input 
raise the possibility of certain phonemes whilst inhibiting others. Th e models suggest 
an intermediate level of hidden representations or ‘nodes’, which mediate between the 
incoming sound features and the linguistic representations. Subsequent sounds (and the 
wider context) will equally raise or inhibit hidden nodes, which will, themselves, inhibit 
diff erent words. Figure 2.5 illustrates the way that such models can deal with such on-going 
adjustments. 

     At the bottom level of the diagram is a simplifi ed representation of the features of the 
incoming sound. Th e distinctive features of the sounds are described as: 

Length Whether the vowel is a long or short vowel is one of the most basic criteria 
for vowel recognition in English according to phonological theory

Quality

Th e degree of openness of the mouth aff ects the size of the resonating oral 
cavity and thus the pitch of the vowel. Here the vowels are described as 
‘open’ or ‘close’ (produced at the top or bottom of the mouth)
Th e position of the tongue in the mouth will also change the pitch of the 
vowel. Th e phonological descriptors for vowels describe whether the tip of 
the tongue is at the front, in the middle or at the back. Here the distinction 
would be between the middle or the back.

    As such features are detected they will excite or inhibit certain nodes in the hidden 
layers. Th e similarity between the vowel sounds will mean that there is a mixture of raising 
or lowering the potential of the 2 vowels. Th is will mean that one or other of the vowels is 
more likely to be judged to be the intended vowel. However, a decision will not be made 
until further information about the narrow linguistic (phonological environment) or the 
wider semantic context is received. Th ese extra sources of information will also send posi-
tive or negative feedback to the hidden nodes, resulting in the fi nal selection of one vowel 
or the other. Th is back-propagation mechanism is proposed as the way that the issue of 
variation can be dealt with in processing sounds.  

  2.11 Guessing rather than knowing 

 From the above, it is clear that phoneme identifi cation is not a simple one-to-one matching 
of a sound with pre-existing criteria as would be suggested from phonological theory. It is 
suggested that the brain is making a series of ‘guesses’ about what is heard. Identifi cation 
of a sound is thus not absolute, but the acceptance of the most likely possibility. Another 
way of looking at this process is given in  Figure 2.6 . 
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     In the same way, the incoming word is shown as consisting of three sounds, an initial 
consonant, /k/, a long back vowel /A;/ and a fi nal /t/. On the left  are two critical distinctive 
features which are used (as above) to decide between the two vowels (/V/ and /A;/); pitch 
features (the physical properties of quality) and length features. In this model, the brain is 
characterized as making a series of progressive estimates as to the correct vowel based on 
the incoming data. Th e vowel selection is based on the choice which has the least chance 
of error. Th ere are two sources of information on which the decision can be made, quality 
or length, thus leading to a trade-off  decision. In terms of pitch information (quality), if 
the listener decides to assign the sound as /A;/ there will be a smaller chance of error than 
if the choice is /V/. However, information from the length feature may lead to the opposite 
conclusion; there will be more chance of error with the /A;/ choice than with the /V/ choice 
as in this situation the length of the /A;/ vowel is reduced by the fi nal /t/ sound. Th erefore, 
at this point the chance of error is about even using the information from the pitch and 
length formants. 

 However, if we then add in the information that the next sound is a /t/, a voiceless 
plosive consonant, it changes the balance of probabilities in assigning the vowel to either 
the /A;/ or /V/ phonemes. Th e knowledge that voiceless plosive consonants decrease the 
preceding vowel length and voiced plosive consonants increase it provides more chance 
of error with the choice of /V/. Th is tips the balance of probabilities in favour of /A;/. Th is 
choice of /kA;t/ as the incoming word which is heard will then be passed on up the pro-
cessing system. Th e combined sounds will be compared with memories of words stored 
in the lexicon and compared with other information from the particular context in which 
the word appears. 

 Th is discussion highlights two important features which are central to connectionist 
models of language processing.

/kA:t/ or /kVt/?

Feedback from 
following consonant

Length features

Pitch Features

Input

ErrorError

Low error with /A:/

Short: some error with /A:/

Voiceless consonant decreases 
chance of error with /A:/

Smaller chance of error with /A;/ 
therefore choose /kA:t/

/kA:t/ or      /kVt/

/kA:t/

Some error with /V/

Short: low error with /V/

Voiceless consonant
increases chance of error
with /V/

Figure 2.6.  Making as guess about the vowel sound in ‘cart’. Estimating the chances of getting 
it correct.
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  1. Th e fi rst is that the incoming data is not immediately assigned to one representation 
alone. Th e system subsumes a number of “nodes” corresponding to the diff erent vowel 
phonemes in English. It assumes that these nodes contain the distinctive features of the 
phonemes such as length and pitch. Features from the incoming data are extracted and 
matched to a range of nodes which share common features. At this point a number of 
potential candidate nodes will be activated (in this case we have shown two, /A;/ and /V/) 
and these will be diff erentially activated according to the chance of them being the correct 
choice (we have shown this as the chance of error). 
 2. Th e activation of the diff erent nodes are then eff ected by information further along 
the incoming data stream, i.e. the activation is either enhanced or inhibited by later infor-
mation. Th is means that the sampling process is essentially ‘iterative’ in that it involves 
constant re-assessment of information in the light of new information being activated 
and received. 

     2.12 Neuroscientifi c evidence 

 Th e evidence for a separate language module rests to a degree on the studies, especially 
aphasic studies mentioned in Chapter 1, which identify Broca’s and Wernicke’s areas as be-
ing centrally involved in all language processing. Studies of acquired language disabilities 
have also indicated diff erent areas of the brain which deal with specifi c language tasks. 
Phonological processing seems to be associated with the superior temporal lobes and the 
angular gyrus (Byrnes, 2001), and studies of dyslexia indicate that it is a disorder within 
the phonological processing system as separate from other subcomponents of the lan-
guage system (Shaywitz & Shaywitz, 2005). However, there are studies which have shown 
activation of motor production areas as we have noted in the discussion of the Motor 
Th eory Speech of Perception, above. Th ese areas which deal with phonological processing 
are quite separate from those which deal with orthographical processing, which includes 
visual processing as well. Th e areas associated with orthographical processing are centred 
in the visual area and an area just outside the occipital lobe, the extrastriate area. Semantic 
processing is associated with Broca’s area in the frontal lobe and areas in the medial tempo-
ral lobe. Th ese studies would seem to confi rm that there are separate areas which deal with 
phonological processing as distinct from other aspects of language such as orthography 
and semantics. 

 Interestingly, although we have discussed the changes that a second language learner 
will need to make to the L1 ‘parameters’, the processing pathways would seem to be the 
same in both languages. An fMRI study of bilinguals performing a number of diff erent 
tasks in both their L1 and L2 by Klein et al (1995) shows that the neural pathways activated 
by bilinguals are identical in both languages. Th ey were asked to repeat words in the L2, 
provide synonyms in L1 or L2 or translate words from L1 to L2. Each of these tasks was 
compared to a simple repetition task in either the L1 or L2 and the brain images in the sim-
pler tasks subtracted from the more complex tasks. Although the degree of activation in 
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the tasks varied (again, according to task complexity with more complex tasks producing 
greater levels of activity), the same left  frontal area (Broca’s area) was found to be involved 
in both L1 and L2 activities. Th is not only reinforces the argument for neural pathways 
which are common to language processing, but that both these areas are used in fi rst and 
second languages.  

  2.13 Summary 

 Th is chapter has looked in detail at the key processes involved in decoding spoken mes-
sages. It examined the mechanisms which would need to be used by the brain in paying 
attention to signifi cant features of the message and selecting what is passed up the line. Th e 
general framework used to examine these processes was that of information processing as 
put forward by Atkinson and Shiff rin, 1968, and a parallel was drawn between visual and 
verbal information processing. 

 Th e chapter examined the nature of the features involved in the assignment of symbols 
(phonemes) to incoming sounds as seen by linguists as an example of the symbolist ap-
proach to verbal processing. All languages use a restricted number of articulatory mecha-
nisms and acoustic features to communicate. However, the combination of these features 
diff ers from language to language and the fi rst job of the second language learner is to ad-
just to the new combination of features used in the second language. At birth it seems that 
the child is hard-wired to notice these features and to learn them implicitly, but it seems 
that this ability to notice signifi cant sounds from other languages quickly disappears. Th e 
ability to respond to language features at a very early age, it was suggested, provides evi-
dence for the theory that there exists a language-specifi c modular route for language learn-
ing, certainly as far as fi rst language acquisition/learning is concerned. 

 It was also seen that an approach which relies heavily on linguistic theory to determine 
signifi cant features of messages would be consistent with the idea that within a language 
module there may also be separate modules for handling separate components such as pho-
nology, semantics etc. It would seem from neurolingustic evidence that this may be the case. 

 Th e feature recognition process is controlled in fi rst language speakers by fully auto-
matic procedures from the Long Term Memory. For second language learners, however, 
such  procedures  will be automatic (all languages use similar distinctive features such as 
voicing) but the  features  will be calibrated for their fi rst not the second language. Th e im-
plications for this are twofold:

  a.  the second language learner will need to re-calibrate the feature detection system for 
the new language, and that this system will need to become highly automatic; 

 b.  until second language learners achieve automaticty in this area, they will need to be 
more consciously aware of such features and this will have problems for the locus of 
attention that they can bring to bear on interpreting the message; they will need to 
spend more processing capacity on formal, bottom-up features than on contextual, 
top-down features. 
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   However, the more mature second language learner may have lost the ability to unconscious-
ly notice diff erences. Th e degree to which such unconscious acquisition procedures may 
operate in second language learning is a major area of debate within the fi eld. However, at 
the very least, given the linguistic analysis of how languages work phonologically, the sec-
ond language learner will need a structured environment to be able to hear the diff erence 
between the signifi cant features in the second language. From the point of view of noticing 
diff erences, exercises such as minimal pairs, exercises which have long been criticised as 
lacking in communicative purpose, may well be essential for second language learning. 

 In the discussion of the mechanisms which need to be involved in the conversion of raw 
data into linguistic units, in this case phonemes, it was shown that a basic feed-back process 
is necessary to understand at even the simplest feature level how language recognition takes 
place. Given the complexity of identifying the diff erent forms by which phonemes can be 
represented, it was suggested that simple serial processing models would not suffi  ce, neither 
would static template models based on distinctive features. Any model devised would need 
to be highly iterative – it would need to take account of incoming data and initially assign 
such data to symbols but be ready to alter this initial decision in the light of the environ-
ment in which the sounds appeared. Th us, it needs to be iterative, using information from 
the linguistic context along with incoming information to make an estimate of the sound 
heard. It was suggested that connectionist models would off er a mechanism by which such a 
process could happen. However, such a process places an extremely heavy cognitive load on 
working memory; a load which is considerably increased in the case on the second language 
learner who lacks the automatic procedures of the fi rst language speaker. 

 Having looked at the way that the brain deals with the extraction of specifi c language 
features from the incoming stream of spoken data, in the next chapter we shall consider 
the way that the brain may deal with information in the written mode.  
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Berlin: Mouton de Gruyter. 
The introduction provides an overview of the development of thinking about phonology from a 
more theoretical point of view.        
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            In the previous chapter we considered the role diff erent types of memory played in the 
intake and decoding of sounds. We considered the implications that current information 
processing models might have when operating in a second language as seen from the view-
point of the spoken language. In this chapter we wish to turn our attention to the other 
central process involved in language comprehension, that of decoding print. 

 In this chapter we shall be setting ourselves similar questions to those we used in Chapter 2:

 •   How do we get from arbitrary marks on a page to meaningful linguistic symbols?  
  •  Does this process simply involve the conversion of these marks into sounds and then 

into words?  
•   Is this the same for all languages?  
  •  What are the implications of diff erent language scripts on the processes involved in 

word recognition?  
  •  What are the implications of the above on the second language learner reading in the 

second language?  

   Processes of word recognition and especially the way that features are extracted from 
letters and words has received considerable attention within the psychological literature, 
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but relatively little attention in the methodology of language learning; the latter preferring 
to concentrate on more macro, top-down, processes of the use of context in understanding 
the printed word. Indeed, proponents of the new literacy approach, such as Street (1984) 
and the ‘London Group’, have pointed out the inadequacies of relying on ‘autonomous 
literacy’ as the only approach to literacy. Th e implications of this methodological view in 
second language learning will be discussed in Chapter 7. However, in our examination of 
the mental processes involved in language comprehension, we shall begin by considering 
the diffi  culties involved in the decoding of print. 

 Within this examination there are two broad strands which will inform our discussion. 
Th e fi rst concerns what is known about word recognition in English and the second is to 
examine these theoretical models in the light of other languages and the second language 
learner of English.  

  3.1 Word recognition and reading 

 We shall begin our examination of the reading process by examining the way that fea-
tures are extracted from the incoming visual stimulus and converted into meaningful 
units – words – in the same way that we examined the incoming sounds and their conversion 
into words. We saw in the last chapter that the mind actively works on and interprets 
the incoming stimuli according to previous experience possibly driven by innate mecha-
nisms. We noted the way that the mind imposes order on the incoming visual informa-
tion. Th e interpretation of most visual images relies on recognising the picture from the 
features on the page based on our experience of the world. Th e images are not ‘arbitrary’. 
Th ey have a one-to-one relationship with the things that they represent. Th e stimuli exam-
ined were generally pictorial, but if we look at the way that the word “LET” in Workbook 
2.1, Figure 2, becomes a powerful template for interpreting the image once it is seen, it 
is clear that letters/words can also have a powerful eff ect on perception. “LET” is diff er-
ent in that the shapes/marks are arbitrary. Th ere is nothing inherent in either the whole 
word or the individual letters to indicate what they represent. Th ey are only given sig-
nifi cance by reference to a language system, in the same way that sounds and words 
do not have any meaning in themselves, except as part of a language system. It is the 
arbitrary nature of language which many psycholinguists claim is a very important ratio-
nale for a symbolic approach to language processing and learning (see Aitchison, 1998). 
In this chapter we shall be examining the mental processes in interpreting these linguistic 
symbols. 

 Th e process for word recognition thus implies a serial process in which the Iconic 
Memory extracts features from the visual image, constructs these into meaningful linguistic 
units which are then combined into longer chunks in the Working Memory (see Figure 3.1): 
As we shall see, as with a simple serial information processing approach to speech recogni-
tion, such a model is probably too simplistic, but it is within this general framework that 
much of the thinking about word and letter recognition has taken place. 
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 Figure 3.1. A simple serial processing model of letter recognition 

    Th ere have been two broad approaches to the mechanisms involved in word recognition 
and lexical access in English which are closely related to the symbolic and connectionist 
concepts of language processing. Th e symbolicist approach is best encapsulated in Forster’s 
search model (Forster, 1976, 1979 and 1994) and the connectionist approach in McClelland 
and Rumulhart’s interactive activation model (McClelland and Rumulhart, 1981). Th e latter 
relies on a series of models deriving from Morton’s Logogen model (Morton, 1979). As 
these concepts are so powerful in thinking about visual word access and about the pro-
cesses involved in moving from visual features to meaningful word recognition, it is worth 
examining them in some depth. 

  3.1.1 The search models 

 Forster’s autonomous serial search model envisages that words are stored in the mental 
lexicon in a master fi le which is accessed via a series of ‘bins’ or access fi les, the ortho-
graphic, phonological and syntactic/semantic access fi les (see, Figure 3.2). Th is refl ects the 
‘modular approach’ to language processing which was discussed in the last chapter; with 
diff erent modules for processing the diff erent aspects of language, orthography, phonology 
and syntax. 
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 Figure 3.2. Forster’s serial search model of lexical access (based on Foster, 1976, taken from 
Harley, 2001) 

    Within each access fi le, words are stored in decreasing order of frequency and a search 
is initiated by searching though each fi le from top to bottom. When a match is found 
between the incoming stimulus and an entry in the fi le the entry provides a pointer to the 
master fi le (lexicon) which contains all the information concerning the word. Th e syntactic/
semantic access fi le is then used to confi rm the fi nal selection in the mental lexicon by a 
process of cross-referencing. 
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 Although the model is intuitively simple and it accounts for the frequency eff ect on 
word recognition (we recognise common words more quickly than less common words), 1  
one of the main criticisms of the model is that it is essentially a serial search process 
and would seem to be inherently slow (although Forster, 1994 has adapted the model 
to allow for parallel processing). Th e model rests on a dictionary analogy and does not 
have the multiple interconnectivity of the connectionist models. Th e model does not 
allow easily for the interaction between elements such as context in word recognition. 
However, another important diff erence is that words are represented symbolically (as words 
themselves) within the store, not as potentials, as in the Logogen models, which will be 
considered next.  

  3.1.2 The Logogen Model 

 Th e alternative model initially proposed by Morton (1969) is the Logogen Model. Th e 
logogen concept has underpinned much of the thinking behind connectionist approaches. 
Th e logogen models are characterised as ‘direct-access’ models. Unlike search models, 
the features of the word access the semantic store by directly comparing an individual 
word with a single complete entry of that word in the memory. Central to all these mod-
els is the concept of the logogen, which is an ‘information-gathering’ device (Coltheart 
et al, 2001). 

 According to the logogen model, each word in the lexicon has its own individual entry, 
the logogen, which contains all the information necessary for the word to be recognized. 
As with the search models, there are separate input, output, visual and auditory logogens. 
Lexical access is achieved by a particular input logogen becoming activated above a certain 
threshold level. Incoming data which matches the stored information in the logogen in-
creases the level of activation within that specifi c logogen until a predetermined threshold 
level is reached, the logogen is ‘fi red’, and lexical access occurs. Each logogen has a ‘resting’ 
threshold level, depending on factors such word frequency. Th us a high frequency word 
has a much lower threshold than a low frequency word and less activation will be needed 
to ‘fi re’ and thus access this word see Figure 3.3. In this way the model accounts for the 
frequency eff ects of words in a diff erent way, by using the activation and raising of potentials 
within diff erent words. 

         Th e logogen is analogous to a stored word ‘template’ which is activated when enough 
information is received to identify the word. As with the Foster search model, Morton 
sees his logogen model as working for both visual and auditory input. (Morton, 1979). 
In postulating words as independent ‘nodes’, the logogen concept provides a useful base 
mechanism which is incorporated into interactive processing and connectionist models of 
lexical access, for example Bock and Levelt’s (1994) ‘lemma’ model (see Chapter 5).  

1. For a review of word frequency research, see Harley, 2001.
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  3.1.3 The Interactive Activation and Competition (IAC) Model 

 In fact, although we considered connectionist models when talking about spoken language 
in the last chapter, the earliest connectionist model was based on written word recogni-
tion, not on spoken language. McClelland and Rumelhart’s interactive activation and com-
petition (IAC) model (1981) was designed to show how individual letter features could be 
used in combination to recognise a word. Th e ideas which they introduced have, in one 
form or another, underpinned approaches to word recognition for the last twenty years. 

 Th ey introduced two additions to the basic logogen idea, which are common to all 
connectionist models of language processing. Firstly they suggested that there exists a series 
of hidden units (nodes) which take part in the processing of language (see Figure 1.5). 
Th ese turn ‘raw’ features into symbols. Th e second major idea is that these processing units 
can have either an excitatory eff ect or an inhibitory eff ect on other nodes in the system. 

       Th eir original model envisaged three levels involved in word recognition, a feature 
level, a letter level and a word level. Incoming information (e.g. letter features such as hori-
zontal lines, vertical lines, diagonal lines, curves etc.) will tend to increase the activation of 
letters at the letter level containing such features (see Figure 3.4). Th is is a partial network 
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Figure 3.3. Diagrammatic representation of 3 logogens for the words ‘follow’, ‘fellow’, and ‘fallow’
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for looking at the word TAKE. Looking at the fi rst letter, a high horizontal line will excite 
T, G and S, but inhibit A and N. Th ese letter nodes are the hidden nodes. A vertical line in 
the centre will excite T but inhibit all the others until a letter is recognised (in this case T). 
Th is will raise the potential of a whole set of words beginning with T (TRAP, TRIP, TAKE, 
TIME) but inhibit other words (ABLE, CART). Once the second letter is recognised, then 
other words within the cohort will be inhibited, but in turn will activate words containing 
the activated letters. Th e innovatory approach with this model is that each node at each 
level will produce inhibitory as well as excitatory connections. Th us the model allows for 
new information to either raise or lower the activity of other nodes at the same level, at the 
level above or at the level below. Th e process is therefore iterative and interactive; it makes 
on-going approximations as the information evolves and feeds back information once new 
information is received. (for an example of how immediate contexts can eff ect letter recog-
nition, see Workbook exercise 3.1). 

 Such models, as discussed earlier, provide an intuitively powerful way of thinking 
about how raw features are converted into abstract symbols of language. Th e strength 
of the excitatory and inhibitory connections between the nodes will depend on the fre-
quency with which such connections exist in the language. By using mathematical models 
of probability it should be possible to model the way that language features are recognised. 

ABLE

TRAP

TRIP

TAKE

TIME

CART

A N T G S

Figure 3.4. A fragment of an interactive-activation network. McClelland and Rumelhart, 1981
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Connectionist researchers have spent much time trying to ‘prove’ such relationships by 
altering the weightings between nodes and seeing if computer simulations match what 
happens in reality. Such approaches have also been extended to second languages (see Van 
Heuven, 2005 for an investigation into how interactive activation models can be applied 
in bilingual contexts).  

  3.1.4 Letters in context – the variability problem 

 We discussed the diffi  culty that simple feature extraction explanations and serial process-
ing models have with the variability in pronunciation of phonemes in real speech and the 
recognition of writing poses similar problems. Th at such diffi  culties exist is attested by the 
diffi  culty of designing good speech recognition soft ware in unrestricted environments, or 
that the postal services have had in designing machines to read addresses. 

 On one level, there is the problem of diff erent fonts and of the diff erent forms of letters. In 
tachiscopic experiments, changing the font from upper case to lower case in one of the cues has 
surprisingly little eff ect on recognition times. It would seem that (for readers of the Roman 
Alphabet) there is a general symbolic representation of a “a”, be it “A”, “a” or “a” and that 
making comparisons works on symbolic, not a feature, level. 

 On another level, there is the variability and ambiguity which can be clearly seen in 
handwritten text, where the context is necessary to disambiguate the symbol. Consider 
these two sentences: 

 

 Figure 3.5. Th e same word shape in diff erent contexts 

    We have no diffi  culty in assigning the features of the same graphic image, “went/event” 
in one context to ‘went’, and in the other to ‘event’. One way to account for this variability 
is to propose some sort of ‘back propagation’ mechanism in the processing memory which 
assigns not one, but multiple, readings of the word which are subsequently enhanced or 
inhibited by the surrounding context. Th is is just such a mechanism which is suggested by 
the connectionist models in which a particular word is activated on the basis of probability 
and this probability changes as more information is received. Th is is sometimes referred 
to as ‘fuzzy logic’: make an approximation based on the evidence that you have, but then 
change your estimation as more information comes in. Th is is the same process as we saw 
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with assigning phonemes to sounds in Chapter 2 and a probabilistic explanation of recog-
nising “went/event” can be seen in the following: 

 

event
Jack and Jill event up the hill

The last event was cancelled
Error Error Error Error

Input event event
Visual event

?
went

event
?
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Lexical went  event went  event
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error from lexical

Large chance of error
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Therefore choose 
“event”

Therefore choose 
“went”

 Figure 3.6. A probabilistic explanation of the decisions about event/went 

      3.1.5 Implications for second language learning 

 Within the fi eld of psycholinguistics and the associated area of fi rst language acquisition, 
reading is generally considered to be a secondary, later, learnt skill in relation to oral/aural 
skills, and there is, by implication, a similar unspoken assumption oft en made about second 
language learning; reading rests on oral competence. Such a view is clearly correct as regards 
fi rst language studies. Oral competence does precede literacy and thus literacy builds on an 
extensive, though not complete, knowledge of the spoken language. Except for specifi c im-
pairments, all children learn to speak a language; not all become literate. Th us, literacy can 
be seen as more of a learnt behaviour whilst speech is more a naturally acquired skill. 

 However, the situation is not so clear cut when considering literacy in a second language. 
Th e second language reader will not necessarily be building on a sound oral competence 
in the language. Th e oral competency will oft en be developing simultaneously with the reading 
skill. Indeed, as we shall argue, second language acquisition may, in many cases, be mediated 
through print. For many second and foreign language learners, their exposure to the second 
language is likely to be largely through the medium of print. Th is reason alone must make 
the approaches to reading in a second language diff erent from those of the fi rst language. 
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 Th e models described above are an attempt to describe and make predictions about 
highly unconscious, automatic processes involved in the bottom-up processing of print. 
Much recent thinking in second language reading studies has concentrated on more holistic 
and top-down language processing as we shall discuss later, and, consequently, less attention 
has been paid to the implications on such automatic behaviours of diff erent bottom-up 
processes deriving from diff erent languages. As those interested in second language learning 
there are three questions we need to ask:

   1. Th e fi rst question concerns the features involved. Following from the feature-extraction 
models, what features are salient? On the level of the script, they are likely to diff er, certainly 
between diff erent systems. Th ey diff er between logographic and alphabetic systems, and 
within alphabetic scripts such as the Roman, Cyrillic, Arabic and Hindi (see Birch, 2002 
and Cook and Bassetti, 2005).  
2.   Given that the features are probably script-specifi c if not language specifi c, then are 
the processes involved in feature extraction diff erent from one scriptal system to another?  
3.   If these features are language specifi c rather than universal, there will clearly be a pro-
cessing cost in Working Memory for the second language learner in trying to identify the 
signifi cant features of the L2. In order for fl uent reading to take place, base processes like 
word recognition need to become automatic to reduce the processing cost. Th e question 
then becomes, how does one make such processes automatic?  

   Most approaches to second language reading have assumed that such skills will be automati-
cally transferred from the fi rst language and will not need specifi c training in the second 
language context and the acquisition/learning of such skills needs to be taken into account 
in approaches to second language reading. 

 McClelland and Rumelhart’s interactive activation model discussed above looks at letter-
level features and examines how diff erent letter features interact to recognise words. Th e 
features used by the model are those associated with the Roman Alphabet, yet it is obvious 
that other scriptal systems (e.g. Arabic, Hindi, Korean) will use diff erent signifi cant features. 
For example, Arabic uses base forms with small diacritical additions to diff erentiate between 
letters. 

    Table 3.1. Five Arabic sounds and their graphic representations (NB letters shown in their 
‘joined up’ form 2 ) 

Arabic Letter ڍ ڊ ڎ ڌ ذ
Phoneme it 
represents /j/ /b/ /θ/ /t/ /n/

base + 2 dots under 1 dot under 3 dots above 2 dots above 1 dot above

2. An Arabic letter has a diff erent form if it is the letter on its own, or a letter which is connected to 
the next letter; the ‘joined up’ form. Th e script contains rules as to which letters can combine to the 
right or the left  thus determining which of the forms of letter to be used in any context.
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     It is quite possible that the highly detailed feature recognition procedure which is 
needed to diff erentiate Arabic letters will require very diff erent processing strategies than 
the processing of the highly redundant features of the Roman Alphabet. Ibrahim et al 
(2002) in a study of word identifi cation showed that Arabic fi rst language speakers who 
had learnt Hebrew as a second language were slower at visual word identifi cation in Arabic 
(their L1) than in Hebrew (their L2). Th ey suggest that this is due to the complexity of the 
Arabic orthography as compared to Hebrew (in other respects a highly similar language). 
Another study by Eviatar and Ibrahim (2004) confi rmed the diffi  culty that Arab readers 
experience while visually processing Arabic on a CVC (consonant vowel consonant) iden-
tifi cation tasks. Th e extra demands of extracting small detail from the orthography was 
also indicated in an Egyptian study which showed that dyslexic children were less able to 
discriminate fi ne detail as compared to normal reader (Farrag et al, 2002). 

 Th ere is evidence that general perceptual systems may be aff ected by exposure to dif-
ferent language systems. In cross-cultural comparisons, it has been noted that Arab sub-
jects pay close attention to small detail in visually presented ink blots (Bleuler & Bleuler, 
1935). In an aesthetic judgment task, Heath et al (2005) compared English subjects with 
Arabic systems and found a diff erence in preferences between the two groups with the 
readers of a right-to-left  script (the Arabs) scanning pictures the opposite way from the 
readers of the left -to-right script (the English). 

 It has also been shown that languages do aff ect automatic processing strategies in 
array-scanning experiments (Green & Meara, 1987, Randall & Meara, 1988) and that such 
automatic, unconscious processing is highly stable (Randall, 1989). Array scanning ex-
periments present subjects with a target shape or character on a computer screen which is 
then removed. Th is is then followed by fi ve shapes or characters in a horizontal array. Th e 
array may contain the target shape or character or it may not. Th e position of this character 
when it is present can appear in any of the positions in the array. Th e subjects are asked 
to indicate if the shape or character is present in the array and their reaction time to its 
presence in diff erent positions is then measured. 

 

G PQHGC

TARGET ARRAY

    Native speakers of English scanning arrays consisting of fi ve shapes produce charac-
teristic U-shaped search curves in Figure 3.7b. Th e middle shapes are seen more rapidly 
than the outer shapes. However, when the target stimuli are changed to either letters or 
digits, native English speakers produce a very diff erent, yet highly stable search pattern 
where the ends of the arrays are also seen very quickly as in Figure 3.7a. 
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 Figure 3.7. Typical array search patterns with native English speakers 

    Th ese search patterns begin to emerge at a very early age (Green et al, 1983). However, 
with Arab subjects and Arabic letters, digits and with English (both in a longitudinal study 
over 2 years of learning English in England and with highly trilingual Algerians) the search 
pattern remained solidly U-shaped (Randall and Meara, 1988). 
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 Figure 3.8. Typical search patterns found with Arab subjects and arrays 
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    Work such as this would clearly indicate the sensitivity of psychological studies to lan-
guage backgrounds. Very oft en the psychological literature does not discuss the infl uence 
that the language of native English speaking subjects may have on the results of the experi-
ments. Th is is especially important in the fi eld of language processing where so much of 
the psychological experiments have been carried out with native English speakers. For 
example, the reason for such diff erences in search strategies between shapes and linguistic 
material in the native English speaker subjects shown above could be due to the well estab-
lished initial-fi nal-medial letter saliency eff ects in English (the so-called ‘bathtub’ eff ect, 
Aitchison, 1989). In English it has been clearly established that we pay most attention to 
initial letter sequences, next we pay attention to fi nal letters and medial letters least of all. 
Perhaps these saliency eff ects are peculiar to English and are part of the dual route process 
of word recognition (see below). 

 

salience

letter position
A    V    I      A        T        I        O        N

 Figure 3.9. Th e ‘bathtub’ eff ect 

    Leaving aside the issue of whether it is possible to alter such highly unconscious, auto-
matic processes, there is clearly the issue of which features need attention in the diff erent 
scriptal systems. At the early stages of learning to read in a new script, learners will need 
to consciously pay attention to these features in the new script, leading to a processing cost 
in Working Memory.   

  3.2 Whole words or spelling it out; holistic versus analytic word recognition 

 Th e above considerations of which features are salient are similar to the phonological 
“parameter” argument which we presented in Chapter 2. Just as the aural perceptual sys-
tem needs to be retuned to pay attention to the new parameters of the SL, so, too does 
the visual system. However, there are other factors involved in word recognition which 
have more to do with the way that languages combine individual letters into large units 
such as syllables and words. Word recognition can either be ‘holistic’ or ‘analytic’ or a com-
bination of the two. Th ere is a continuum whereby words can be mainly accessed through 
whole images (logographic systems), through syllables (syllabic systems) or through letters 
(phonetic systems). Clearly, logographic systems such as Chinese are very diff erent from 
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alphabetic systems. Some writing systems (e.g. Japanese) contain scripts which use both 
logographic and syllabic/phonetic systems. Japanese has Kanji, which is logographic and 
Kana, which is syllabic/phonetic. It also has Hirakana which is alphabetic and reserved for 
imported “Western” terms. 

 However, there are large diff erences within alphabetic languages. Spanish, Italian, 
German, Greek and Bahasa Malaysia are very regular languages and can be understood 
by giving each letter a sound. English is not the same. Its orthography is oft en regarded as 
highly irregular. It is certainly very complex. It is suggested that languages such as English 
cannot be accessed simply by a conversion of letters into sounds, but need to be read 
either as whole words, syllables or ONSET + RIME (the onset is the sound which starts 
the syllable and the rime is rest of the syllable). Such diff erences between alphabetic scripts 
have been characterised by Goswani et al (1998, 2003) as ‘psycholinguistic grain size’ and 
it has been shown that young readers of English are sensitive to larger units within words 
than are young readers of Greek or German (Goswani et al, 1997, 2001). It is argued that 
this diff erence is due to the transparency of Greek and German orthography (where letters 
and sounds have a very regular relationship) as against English, which is less transparent. 
It is also clear that in English we use both a ‘whole word’ method to read as well as a ‘sound 
it out’ method (for an exercise illustrating whole word recognition, see Workbook 3.2). 
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 Figure 3.10. Th e holistic/analytic continuum for diff erent scripts (from Wydell & Kondo, 
2003, p. 38) 
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    Th us, not only will the signifi cant features of the scripts vary from language to language, 
but there may also be large diff erences in the more macro aspects of word recognition, 
such as the size of the primary unit which is used to access meaning. In terms of the general 
information processing framework used in this book, there will be a need for any control 
processes to ‘learn’ new procedures for recognising words in the second language. Th is 
will involve not just the individual letter features, but also where to look inside the word; 
initial and fi nal letters, syllables, morphemes and whole words. In many ways, English with 
a highly ‘opaque’ orthography, diff ers from many other alphabetic languages. Th is factor 
may well be the reason for the apparent necessity for using dual routes to word recognition 
both whole word and phonetic assembly approaches. 

  3.2.1 Dual Route Theory of word recognition in English 

 Th is extremely infl uential model of word production and recognition for English (and its 
fi nal form, the Dual Route Cascaded model, Coltheart et al, 2001) proposes that there are 
broadly two separate routes for being able to recognise a word in English and say it out 
loud, a whole word (lexical route) and a phonological assembly (non-lexical) route. Th e 
latter is considered non- or sub-lexical as it is possible to convert the letters (graphemes) 
into sounds (phonemes) without necessarily understanding the word. Th is is very much 
like the phase of ‘barking at print’ which English children go though when learning to 
read. It is also highly pertinent when considering reading aloud in the second language 
classroom as a technique or the memory implications for the second language learner who 
does not already possess a sound oral command of the SL. 

  Th e model proposes a number of stores which can work to produce a spoken word 
from a printed image.

   •  A grapheme to phoneme store which contains the rules for converting letters into sounds.  
  •  An orthographic lexicon, which contains individual word logogens, i.e. representa-

tions of the written form of words.  
  •  A phonological lexicon which, like the orthographic store, contains representations of 

words, but represented as sounds, not letters.  
  •  A semantic store which contains the meanings of words. Th is store is accessed from 

either the orthographic lexicon (in the case of reading a printed word) or the phono-
logical lexicon (in the case of writing words from dictation).  

   Although not explicitly stated, these stores will form part of the Long Term Memory of 
the speaker. 

 Th e model in Figure 3.11 represents the process involved in reading a word aloud. Th e 
model proposes the following routes:

1.    One is a called a ‘sub-lexical’ phonological assembly route (the grapheme-phoneme con-
version (GPC) route). Th is involves assembling words from the individual letters/graphemes, 
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assigning a sound to each one. It is called sub-lexical because it does not rely on the shape 
of the whole word for access. In the representation of the model given here, this process 
involves both a serial letter-to-phoneme conversion process, and/or the assembly of the 
phonological shape of the word from the initial letter/grapheme (onset) plus the ‘rime’ – 
all the letters completing the syllable.  
2.   Another is a direct, lexical route which involves recognising the word as a complete 
unit (i.e. its shape), and then recognising its meaning in the semantic store and then out-
putting the spoken word.  
  .  

  

Print

Graphemes

Orthographic Input Lexicon
(visual input logogens)

Direct non-
semantic reading

Sublexical reading 
(graphemes and onset-rime)Semantic System

Phonological Output Lexicon 
(sound output logogens) 

Speech

Phoneme system

Visual feature units 

Excitatory connections

Inhibitory connections 

 Figure 3.11. Th e Dual Route Cascaded model of reading (adapted from Coltheart et al, 
2001).
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3. Finally, the model proposes a direct non-semantic route in which the complete word 
logogen in the orthographic lexicon connects directly to a complete word phonological 
logogen in the phonological lexicon which then produces the word

      Th e design of this model incorporates elements of the logogen models as proposed by 
Morton (1969) and much of its architecture is based on cognitive neuropsychological 
evidence from aphasia as we have suggested. For example the two routes to word naming 
accounts for surface and phonological dyslexias by providing routes to word production 
which account for such disorders. It also incorporates interactive activation by allowing 
for the diff erent elements to either excite or inhibit other elements at the diff erent levels. 
In the model the semantic system plays a part in determining the actual logogen which is 
activated in the orthographic lexicon, either by raising the activation of logogens which fi t 
the existing context or inhibiting logogens which might be emerging as candidates from 
the feature-driven system but which do not match the context. Although shown here as 
mutually exclusive routes, it is also quite possible to theorise that the diff erent routes will 
be acting in parallel and interchanging information with each other. 

 Th e metaphor of two pathways for word recognition is a powerful one and one which 
has played an important role in thinking about print decoding in English for the following 
reasons:

   •  It has a degree of intuitive soundness derived from teaching initial reading. Phonics 
versus Look and Say have been hotly debated as methods of teaching initial literacy in 
English and clearly relate to the two pathways.  

•   It provides an explanation for common types of dyslexia.  
•    It fi ts well with the highly complex orthography of English whereby many words are 

diffi  cult to access through simple sounding out of letters.  
  •  Its operation is supported by the separate visual and phonological processing struc-

tures in the brain.  

   However, there are two issues which should be raised in connection with the above:

   1.  Although there is considerable evidence that both routes are necessary for eff ective 
reading in English, are they equally necessary in all languages?  

2.    Again, English native speaking readers with defi cits in either route seem to have prob-
lems with fully eff ective reading in English, but does that mean that it is  impossible  
to use other strategies for word recognition (i.e. a purely whole word method which 
might be used by Chinese learners, for example)?  

   Although these two issues need to be born in mind, in view of the importance of the 
dual route model, we shall use the framework to explore the way that word recognition 
may work from a second language learner’s perspective.  
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 What emerges from this examination of the bottom-up processes involved in feature 
processing and word recognition is that the L2 reader will need to devote considerable 
processing capacity to the mechanical recognition of words. Th is devotion of a signifi -
cant proportion of WM capacity to this task will compromise the reader’s ability to attend 
to wider features of text or to wider aspects of topic knowledge or general schema. Th is 
theoretical perspective of the task faced by the L2 reader matches with the fi ndings from 
very many studies which show that L2 readers do not pay suffi  cient attention to wider 
context, are ‘word bound’, and concentrate on form not meaning (see Workbook 3.3 for 
illustration of the diff erential attention paid to function and content words). Th is has largely 
been interpreted within SL/FL reading methodology as the necessity to ‘instruct’ the L2 
reader in the use of the wider context and meaning to improve L2 reading profi ciency. 
What our theoretical perspective suggests is that it is probably impossible for the L2 reader 
to devote suffi  cient processing capacity to this wider perspective, until such basic feature 
recognition processes have become automatic. As the majority of L2 readers have already 
gained literacy in their fi rst language before learning their second language, much second 
language instruction has assumed that the micro-skills involved in reading have already 
been acquired in the L1 and are readily transferable to the L2. Our analysis above indicates 
that such an assumption may not be correct, and there is emerging evidence that the basic 
processes in reading are not universal, but may be quite language specifi c. 

 In the next section, we wish to take this further by looking at the general assumptions 
which underpin the models of word recognition which we have described and question the 
degree to which such models and the cognitive architecture which they describe will work 
as truly universal models, or the degree to which they are ‘linguicentric’; they have been 
devised in response to English and are highly coloured by the orthographic nature of English.   

  3.3 Phonological representation, orthography and semantics 

 Word recognition procedures, and, indeed the Dual Route model we have been examin-
ing, are based on the assumption that there is an interaction between three types of ‘code’ 
the orthographic, the phonological and the semantic. Th ey are linked into what has been 
dubbed the “triangle model”. (Seidenberg & McClelland, 1989). 

   Th e assumption is that the three sources of information, print, sounds and context 
are the primary sources of information needed for successfully pronouncing and writing 
a word. Norris (1994) argues that the Seidenberg and McClelland model does not account 
for the ability of readers to shift  strategically between lexical and non-lexical routes to word 
naming, and we wish to extend this to suggest that readers of other scripts and orthogra-
phies may well employ the diff erent routes to diff erent degrees. 

 For example, Malay has a highly consistent consonant vowel (CV) syllable struc-
ture. In such a highly regular CV orthography such as Malay, readers may well prioritise 
the phonological-orthographical pathway to the virtual exclusion of the phonological-
semantic-orthographic pathway. As Meara (1985) points out with regard to his discussion 
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of a native Spanish speaker who displayed problems with reading in English and Spanish, 
the problems were less noticeable in Spanish He argues that the use of the phonological-
orthographic route would not prove problematic in Spanish with its highly transparent 
orthography, but would cause problems in English. Another demonstration of the eff ect 
of language on reading ability is the case of a bilingual English-Japanese teenager with an 
Australian father and an English mother who was brought up in Japan (Wydel et al, 1999). 
At the age of 16 he could read perfectly in Japanese, yet was highly dyslexic in English. Th is 
would suggest very diff erent processing strategies in the two languages. 

 In a discussion of spelling errors for infl ected and non-infl ected words with Malay 
speakers, Randall (2005) has suggested that the deletion of the fi nal consonant when it is a 
past tense morpheme but not when it is part of the root word can be explained by the dif-
ferences between the phonological systems of the two languages and the processing strate-
gies. Th us, in response to the target word PLANNED, most of the students wrote PLAN. 
In response to the target word LAND (which ends in the same phonological structure), 
there were far fewer errors, and those that there were consisted of vowel misspelling e.g. 
LEND or putting the wrong consonant at the end e.g. LANT. In terms of the phonology 
the diff ering syllable structure will mean that the last consonant will not be perceived (see 
Chapter 2 for a discussion of this). However, when the last consonant is part of the root word 
it is supplied by the listener and written down. In an identical phonological environment, 

Context
Processor

Meaning
Processor 

Orthographic
Processor

Phonological
Processor

Writing Speech

 

Figure 3.12. Th e Seidenberg & McClelland (1989) “Triangle Model” of word production and 
writing (from Adams, 1990)



76 Memory, Psychology and Second Language Learning

when it is a morpheme, it is deleted. Given the lack of perceptual evidence available to the 
reader the only way to supply the morpheme would be through the use of context. Contex-
tual evidence will be supplied from a context processor. Th e failure to use such a processor 
as a principal route for reading/word recognition would explain the failure to supply the 
fi nal consonant when it is a morpheme. 

 Th e situation is quite diff erent when we consider the word recognition procedures of 
ESL students who have had initial literacy in logographic scripts. Th ere has been a con-
siderable amount of research into users of logographic scripts and the spelling of English 
real words and non-words. A wide number of studies have shown that Chinese readers do 
not in general make more spelling mistakes on real, known English words, but make con-
siderably more mistakes when presented with pseudo-words (for a review see Wang and 
Geva, 2003). Th is is interpreted as the Chinese subjects using direct, lexical rather than a 
phonological encoding route to word recognition fostered in response to basic processes 
transferred from the L1 literacy studies. Similarly Koda (1989) demonstrated that Japanese 
ESL students with initial literacy in Kanji (a logographic script borrowed from Chinese) 
showed better use of visual processing skills on lists of unpronounceable letter strings but 
were less able to use of phonological information on pronounceable letter strings. Most 
studies have been carried out on adult learners whose intial literacy training was in a logo-
graphic script, but a study by Wang and Geva (2003) demonstrated that Chinese subjects 
spelt English words better using a holistic word strategy. Th is was true even in L1 Chinese 
ESL students who had not had an intensive school-based exposure to the Chinese script. 

 Rather than seeing all language word recognition processes as the same, it is probably 
better to think of diff erent languages making diff erential uses of analytic/holistic processes 
as exemplifi ed in Figure 3.13 .

 

HOLISTIC ANALYTIC

Character-
based,
logographic
languages, e.g.
Chinese

Orthographically
regular languages
such as Spanish,
Malay

Orthographically
irregular
languages such as
English

 Figure 3.13. Use of holistic/analytical approaches to word recognition 

    Th e use of holistic, visual recognition approaches by Chinese readers on ideographs 
may well eff ect the cognitive strategies employed. It has oft en been commented that read-
ers of logographic scripts are, in some senses, reading in ‘concepts’. A Chinese listener, 
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when presented with a spoken word, will have a number of alternative characters, the cor-
rect one depending on the meaning of the word. As an illustration, 

 the hanzi (character) represents the morpheme ‘written language’, whose spoken form 
is /w@n/. Many morphemes share the same pronunciation /w@n/, but each has a diff erent 
written form: when /w@n/ means ‘to hear’ it is written as ; when it means ‘mosquito’ as ; 
when it means ‘line’ as . Meaning-based systems can be read by people who do not know 
the phonology of the language or who indeed speak diff erent languages:  means ‘written 
language’ regardless of whether it is said /w@n/, as in Standard Chinese, or /m̂n/, as in Can-
tonese. Indeed a Japanese who would read  as /buN/ would still understand it as ‘writing, 
literature’, as would a Korean who would say it as /mun/. (Cook & Bassetti, 2005: 5)

 Th us, it would appear to be mandatory for the Chinese listener to access the meaning 
of the word in order to decide on its form. In writing down a single word from dictation, 
it is not possible to work through a simple phoneme-grapheme conversion. In reading 
Chinese the favoured route may well employ the meaning processor to a greater extent 
than the GPC processor. It is quite likely that this process will be transferred to the reading 
of the second language. In this situation, the triangle model may well become a ‘hub-and-
spoke’ model (Wen & Weekes, 2003) for Chinese readers, where the Meaning Processor in 
Figure 3.12 has strong links to the Context Processor, the Phonological Processor and the 
Orthographic Processor, but there are weak links between the Phonological Processor and 
the Orthographic Processor. 

 In the reading of Bahasa Malaysia, however, with its extremely transparent orthogra-
phy, a serial GPC approach for both writing from dictation and reading aloud from print 
will produce access to meaning via the oral word and thus there is little cognitive advan-
tage to be gained by involving context in the process. 

 Finally, if we consider Arabic, we have yet another situation. Although oft en described 
as having a highly transparent orthography, in standard written form, it does not represent 
unstressed vowels. In writing words from dictation, a serial GPC approach will work well 
as unstressed vowels will be provided from the spoken word and present no problems. 
Th us, we might expect a route like that used by Malay speakers. However, in reading aloud 
words, a series of 3 written consonants (the base form of the Arabic word) can have a va-
riety of meanings, depending on the context. Th us the full phonological representation of 
the word can only be accessed via the context. 

 

Table 3.2. Th e three possible realisations of the letters س + ك + ن in Arabic

Written form Possible spoken forms Meanings

 /sAkAnA/ he lived
 /sUkinA/ he was dormant

 /sAkAn/ residence
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        Following from this, it is possible that Arabic may use more of a hub-and-spoke model 
for reading aloud, although given the highly regular correspondence between the consonants 
and their phonological representation, aspects of the GPC route may also be involved. 
Fender (2003), found in a comparison between native Arabic- and Japanese-native speak-
ing ESL learners that the Arabic native speakers were signifi cantly better at integrating 
words into larger phrase and clause structures and then using this for comprehension than 
were the Japanese. Th is would suggest that the Arabic ESL learners were, in fact, using the 
context more than the Japanese ESL learners who were using a more direct word recognition 
procedure. 

 In another study of the diff erent uses of phonological and orthographical processes, 
Arab-Moghaddam and S é n é chal (2001) examined the spelling errors in Persian/English 
bilingual children. Th ey found that the errors in English were explicable in terms of both 
orthographic and phonological processes, whereas the Persian errors were predicted by 
orthography only. Th is again, indicates the diff erent processes involved in processing print, 
and provides support for the idea that the dual route theory (i.e. the necessity of using both 
orthographical and phonological routes) may well be something which is peculiar to English 
and any other language with a less transparent orthographic system. 

 Th e diff erences between the possible uses of the phonological, orthographic and context 
processors are represented in Figure 3.14. 

   A number of points emerge from the description of word recognition models which 
we have looked at.

 1.   Th e models have very much been developed in response to reading aloud single words 
in English. Th ere is an underlying assumption that the provision of the ‘correct’ sounds to 
letter strings is crucial to word recognition. Whilst this may be true of fi rst language word 
recognition, it is problematic with regards to recognising words in a second language. 
Second language readers may understand the word but pronounce it wrongly; words may 
be eff ectively accessed in terms of their meanings, but be given quite diff erent phonological 
shapes (for example, depending on fi rst language orthography).  
  2. Th e common idea that reading involves accessing the sound of a word (i.e. the pri-
oritisation of phonology for word recognition) is perhaps a derivative of an alphabetic 
reading system and is not necessarily true of non-alphabetic reading systems.  
  3. Diff erent orthographies may well use diff erent word recognition strategies and these 
strategies will be transferred to the second language, in this case, English. Just as the direct 
non-lexical route in the Dual Route model is a response to explaining specifi c dyslexic 
tendencies in English (and thus is perhaps purely a process used in English alone), other 
orthographies may well use diff erent strategies in diff erent combinations and the overall 
architecture of word recognition needs more careful research.  

   We thus need to be careful when using cognitive models which have been devised for 
English with other languages, but the examination of the mental processes involved in 
word recognition, especially cross-linguistically, is important in trying to understand the 
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problems which second language learners face in trying to read in English. It is also clear 
that there will need to be a mechanism in the brain which is able to direct attention to dif-
ferent salient parts of the printed word and this may not be the same for all languages, but 
may have language specifi c components. If this is true, then second language learners will 
need to ‘re-learn’ such attention mechanisms in the second language.  

  3.4 Using the immediate context 

 Th roughout the discussion of word recognition, we have referred to the need to use the 
context as an aid to recognising words. Th ere are two levels at which context works. One is 
the wider context and schema within which the word and text are based, and this will be 
considered in the next chapter, but there is also the immediate linguistic context, and this 
is what we shall examine in this section. 

C C

M M

O OP P

Principal processes in Malay –
reading aloud

The hub-and-spoke model for Chinese

C C

M M

O P O P

Arabic – reading aloud Arabic - dictation

Figure 3.14. Possible lexical access routes in diff erent languages
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  3.4.1 Language form 

 Since Goodman’s work of the late 1960s in L1 reading there has been a lot of interest in the 
reader’s use of syntactic and semantic knowledge to make successive guesses about the way 
that a sentence will develop. Th is approach characterised reading as a ‘psycholinguistic 
guessing game’ (Goodman, 1967) in which the reader would make successive predictions 
about the text as it was being processed and the process of reading would become one of 
making predictions and then checking to see if such predictions are correct. Reading is 
then not so much a linear, serial process of recognising words, but a successive sampling 
process with eyes moving backwards and forwards over the text confi rming and check-
ing on predictions. Such reading behaviours can be seen in the rapid eye movements and 
fi xation points used by effi  cient readers (see Bernhardt, 1991). Th e implications for such a 
model of reading for the second language reader are:

 1.    that the reader needs to have an established knowledge of the syntactical structure of 
the language in order to make sensible predictions for later confi rmation;  

2  .  that it is necessarily based on highly automatic word recognition processes in the fi rst 
place.  

   Bernhardt (1991) demonstrated the diff erences between native and non-native reader’s eye 
movements and fi xations in reading texts. Th e native speaker made far fewer fi xations and, 
in particular, ignored the function words in the text, pausing instead on the substantive 
content words. Th is shows that native speaker readers prioritise content words for extract-
ing the meaning from the text, very much as suggested by the Goodman approaches to 
reading (and as demonstrated by the Workbook exercise 3.3). However, this process rests 
on the ability to rapidly process the function words, automatically access syntactic rules 
and fi t the content words into this pattern. Non-native speakers, on the other hand, need to 
think about both the syntax and the content words, as shown by their fi xations on function 
words. Th is demonstrates the diffi  culty that the non-native speaker has in using top-down 
approaches to reading. Processing capacity will be taken up with the processing of syntax 
via function words, leaving less capacity for processing the content words which are the 
core meaning of any text. 

 Further work with on-line fi xation studies of L2 readers has examined the way that L2 
readers interpret ambiguous sentences to see if L1 strategies are transferred to reading in 
the L2. Th e results of these studies have been somewhat mixed, some showing the transfer-
ence of L1 preferences, others fi nding no such eff ects. Felser et al (2003) found no transfer 
of parsing preferences by L1 German and L1 Greek to L2 English reading of potentially 
ambiguous sentences, but both these advanced learners showed diff erent preferences to L1 
readers. Th is suggests that the situation is more complex than a simple transfer from L1 to 
L2, but it does indicate that even advanced L2 learners do not parse sentences in the same 
way as L1 readers. 

 What, then, are the implications of these fi ndings for memory and the non-native 
speaking reader? Th e processes involved in interpreting written text are similar to those 
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we discussed earlier in aural comprehension; incoming information must be held in WM 
for a short time whilst new information is taken in and then compared to the already re-
ceived information. However, the WM processes in reading are rather diff erent from those 
of aural comprehension. In listening comprehension the already received information is 
not available for inspection or re-inspection. In processing written text, this information 
is available on the page and can be re-inspected by the reader. Th is leads to the non-linear eye 
movements observed in reading a text. However, for effi  cient reading to take place, some 
textual information must be held in the WM long enough to be worked on and integrated 
with new information. Th e longer and greater number of fi xations of the non-native speaker 
are indicative of a lack of storage capacity in WM due to

 1.   the necessity to pay attention (and thus store) both content and function words;  
2.   the need to consciously use syntactic rules to continually process the text;  
3.    the lack of automatic word recognition strategies (the longer fi xation times indicating 

time spent decoding the words).  

   Th us, native speakers, through their knowledge of the language structure, are able to take 
in and ‘chunk’ more information at one time. One way this chunking and information load 
reduction is realised is through the knowledge of the syntactic structure of the language, 
but another related mechanism by which this can be achieved is through the knowledge of 
the associations between words, their collocations and colligations.  

  3.4.2 Word associations and collocations 

 Psychologists have long been aware of the power of word associations in priming responses 
to visually and aurally presented words. A large number of experiments have been carried 
out using lexical decision tasks. In such experiments, subjects are presented with a ‘prime’ 
word, e.g. NURSE, which is then removed, and then asked to make a decision as to whether 
target word, e.g. DOCTOR is a real word or not (the lexical decision task). Th e relationship 
between the prime and the target can then be altered (e.g. they can be related by sound 
or by orthography, targets can be words or pseudowords) and the speed of response used 
to indicate the strength of the priming eff ect and, by implication, the associative bond 
between the words. Many of the models of word storage and retrieval have been based on 
such experiments (Forster, 1976, Taft , 1981, Taft  and Forster, 1975, Morton, 1979). 

 However, a more radical explanation of language comprehension has begun to emerge 
based on the highly stable relationships between words in diff erent genres and discourse 
types deriving from the large number of investigations which have been enabled by the 
studies of large corpora in linguistics (Hoey, 2003). Such ‘associative chunks’ provide useful 
models for trying to understand how language is processed and we shall return to a discus-
sion of these when we consider both lexical storage and semantic networks in Chapter 5 
and in the automatisation of basic language skills in Chapter 6. However, it is clear that 
the native speaker’s knowledge of the relationships between words and their immediate 
neighbours built up though extensive experience with the language, allows them to chunk 
the incoming text, thus reducing the processing cost in WM.   
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  3.5 Neuroscientifi c evidence 

  3.5.1 The dual route model 

 A lot of attention in brain imaging research has been paid to the attempt to verify physio-
logically the presence of such dual routes in the brain. An analysis conducted of 35 
neuroimaging studies suggested that word and pseudoword access share common procedures 
(associated with the Visual Word Form Area – see below) but that grapheme-to-phoneme 
conversion (the GPC route) seemed to rely on diff erent brain structures than lexico-semantic 
(the ‘whole word’ route) processing suggesting “the suitability of the dual route framework 
to account for activations observed in nonpathological subjects while they read” (Jobard 
et al, 2003: 693). In another experiment, Joubert et al (2004) found diff erent brain areas 
were activated at diff erent levels by lexical as against sub-lexical tasks. Th e lexical tasks 
involved subjects silently reading high frequency regular words and the sub-lexical tasks 
in reading nonwords and very low frequency regular words (which would require sound-
ing out). Using a similar methodology with regularly and irregularly spelt low frequency 
words and a spelling task, Norton et al (2007) found activation of diff erent neurological 
areas with the two types of word. Th ese studies suggest that the results show that lexical 
and sub-lexical processes in reading activate diff erent regions within a complex network of 
brain structures and lend support to a dual route model of lexical access. 

 We have made many references to the way that evidence from aphasics and the dif-
ferent forms of reading impairment and dyslexia have lead to the development of the dual 
route theories of lexical access (for discussion, see Harley, 2001) but one of the points that 
we made earlier was that subjects with brain lesions do not usually show the complete loss 
of the ability to either use one route or the other (reading regular words but unable to read 
irregular words, for example), they merely show impairment of the route, making more 
mistakes than would be expected. Th is would suggest that either the neural pathways are 
only partially damaged or that subjects can compensate for this loss by using other means 
of accessing the words. Th is would tend to support the neural networking model of brain 
function where many systems are involved in language processing. Indeed, as was sug-
gested earlier, the processing of language in the brain is a highly complex process involving 
a large number of diff erent areas working together. An fMRI study using the naming of 
irregular words, regular words and non-words (Binder et al, 2005) was also unable to fi nd 
evidence of an ‘exclusive’ dual route eff ect and the authors suggest, instead, that a model of 
‘parallel’ access routes is more acceptable.  

  3.5.2 Modular or unitary pathways 

 As with cognitive psychology in general, neuroscientists have been very much concerned 
with the question of whether our processing of language is best characterised as a single 
general cognitive ability or as a separate set of modules, specifi cally designed for this task. 
fMRI studies are providing a lot of evidence to suggest that there are specifi c areas involved 
in diff erent tasks and one of these areas has been referred to as the Visual Word Form Area. 
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 As early as 1892 a French neurologist, D é jerine, suggested that damage to a particu-
lar area could lead to pure alexia where visual input was separated from optical images 
of words. Th is suggestion has been investigated in a number of fMRI studies which have 
shown the involvement of a small area in the occipital lobe with visual word processing. 
Th is area is diff erent from the areas which are involved in other specialist object recognition 
tasks such as recognising faces, tools, and houses which we mentioned earlier. Th ere was a 
degree of controversy in the studies as to the degree to which this area, or damage to it, was 
implicated in causing alexia (for a discussion see Martin, 2006), but a recent careful case 
study carried out by Gaillard et al (2006) seems to provide evidence that the Visual Word 
Form Area does play a causal role in disrupting normal reading. In this case study, a patient 
underwent some highly localised surgical treatment as a cure for epilepsy. Prior to the sur-
gery he was carefully assessed on a wide range of language and other cognitive tasks and 
brain images were taken. Aft er the surgery, he was reassessed on a similar range of tasks and 
further brain images were taken. In tasks involving object naming and face recognition the 
surgery had no eff ect, and language skills, including writing to dictation, remained normal. 
However, he complained of diffi  culty with reading and it was discovered that he could only 
recognise words slowly though a letter-by-letter combination process and word recognition 
times lengthened considerably as the word got longer. Subsequent fMRI scans on word 
recognition tasks showed that the VWFA was not being activated during these tasks. Th is, 
the researchers argue, gives credence to the importance of this area in word recognition 
tasks and thus provides neuropsychological evidence for the importance of whole word 
recognition in reading and for the existence of language specifi c modules in the brain. 

 Th e fi ndings, then, appear to point to separate areas in the brain, not only for language, 
and, more specifi cally, for reading. However, as Martin (2006) points out, they are rather 
surprising given the relatively recent appearance of literacy as a major human activity. It 
is only in the last century or so that there has been anything like a mass access to literacy. 
For such a short period to have resulted in a specifi c module for word recognition seems 
rather unlikely in evolutionary terms. Th e evolution of language specifi c networks involv-
ing a large number of interconnecting brain structures over the last 20,000 to 40,000 years 
(although relatively short in evolutionary terms) would appear to be feasible (for a discus-
sion of language, the brain and evolution see Wills, 1994), but to suggest that there might 
be an evolutionary adaptation over such a short time is more diffi  cult to argue. However, 
McCandliss et al (2003), suggest that the VWFA is an adaptation of an existing mammalian 
perceptual expertise structure which develops a reading specifi city in humans during the 
process of learning to read. Th ey review evidence of children’s sensitivity to word features such 
as length and their ability to handle pseudowords as evidence of this developing expertise.  

  3.5.3 Brain imaging in cross-linguistic studies 

 Th e above studies attest to the importance of the dual route theory in reading and to the pres-
ence of specifi c structures in the brain which are sensitive to the processing of print. Most 
of these studies have used alphabetical European languages in their studies. However, we 
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have argued that second language readers of English may use these diff erent pathways in 
diff erent ways according to the eff ects of their fi rst language. Th e most dramatic diff er-
ences lie between readers of ideographic and alphabetic scripts and it is the investigation 
of such diff erences that has received a lot of attention from brain imaging studies. 

 Just as Binder (2005) above suggested that there is no evidence that there exists an 
exclusively visual as against GPC route for recognising words in English, Peng et al (2004) 
showed that in briefl y presented words that phonology was automatically generated for 
low frequency words, even in Chinese. It would thus seem that phonology plays a part in 
lexical processing even in languages where the orthographic – phonological mapping is 
highly inconsistent. If diff erences exist, then they probably exist on the degree to which 
the diff erent routes are used. 

 Studies involving examination of diff erences between logographic and alphabetic 
scripts have shown confl icting results. Disappointingly, in a series of experiments run at 
the Neurological Research Laboratory in Singapore which looked at the processing of 
Chinese characters and alphabetic material by diff erent subjects (bilingual English-Chinese 
subjects at diff erent levels of profi ciency), no substantive diff erences were observed on 
the tasks set (Chee et al, 1999a, 1999b). It appeared that the general language processing 
areas were being utilized under both character and alphabetic conditions. A similar lack 
of diff erence using non-fl uent Chinese-English bilinguals was found by Xue et al (2004), 
although the volume of activation in all areas was much greater in the L2 than in the L1. 
However, Tan et al (2001) found a number of right hemispherical regions activated when 
reading Chinese relative to reading English which they attribute to the need to analyse the 
complex visual information associated with the Chinese character. In studies with Koreans, 
whose script involves both alphabetic Korean words and logographic Chinese characters, 
Yoon et al (2005) also found that both alphabetic and logographic characters activated the 
same general language processing areas, but that the logographic characters also activated 
areas of the right hemisphere associated with higher order visual control. 

 Th ere is evidence from studies with developmental Chinese dyslexics to show that dif-
ferent pathways are used for reading. Whereas a number of studies across diff erent countries 
(England, France and Italy) have shown that developmental dyslexics share weak activa-
tion in the area of the posterior temporal lobe (an area associated with auditory processing) 
in a study with Chinese reading impaired children, Siok et al (2004) did not fi nd a disrup-
tion in this area, but found weak activation in an area linked to the conversion of ortho-
graphy to syllable and orthography-to-semantic mapping. Th is would tend to suggest that 
the direct mapping of character onto meaning is a route used in fl uent Chinese reading, 
although as we have seen other studies (Peng et al, 2004) have shown that phonological 
areas are activated in normal readers. 

 Studies with Hebrew and Arabic users, both of which share similar characteristics 
(they both write from right to left  and are ‘consonantal’ languages; neither mark short 
vowels in normal text) with users of alphabetic languages also show diff erences. A 
bilingual Hebrew/English acquired aphasic showed alexia in reading Hebrew but none 
when reading in English, thus suggesting diff erent pathways for the diff erent languages 
(Leker & Biran, 1999). In a study of native Arabic speakers and native Spanish speakers, 
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Al-Hamouri et al (2005) found strong activation of the left  hemisphere in both groups 
immediately aft er a reading task (200 ms), but a diff erence in the degree of activation 
between the groups aft er 500 ms. Th is would suggest the initial use of common language 
processing mechanisms across all languages, but with diff erences emerging later. Th e depen-
dence on the time selected for imaging could well be an explanation for the sometimes 
confl icting results as in the Chee studies mentioned above. 

 Th ese studies would seem to indicate that word recognition is a highly distributed 
process involving a great deal of overlap, but that there are diff erences in emphasis depending 
on diff erences between scripts.   

  3.6 Summary 

 In this chapter we have looked in some detail at the way that print is decoded and how the 
basic building blocks of reading-word recognition – is thought to proceed in English. We 
have identifi ed the dual route access model as a central framework for understanding word 
recognition and examined the importance of this framework for all languages, and, impor-
tantly, the necessity of such a route for all languages. Th ere would appear to be a degree of 
neuropsychological evidence to support diff erent access routes in the brain for the GPC 
and the whole word processes, although there is evidence that diff erent languages would 
use these routes to diff erent degrees. Th e implications for second language learning and 
structuring of the memory processes are that second language learners will probably need 
to be re-orientated to, not only the signifi cant letter features of the new scriptal system (if the 
fi rst and second language scripts are diff erent), but that more strategic control processes, 
such as the size of unit and the salient letters will also need to be changed. Th is will also be 
true of learners who use the Roman alphabet, but with diff erent orthographic frameworks, 
particularly the degree of orthographic regularity. 

 We also examined diff erent models for word recognition, and, in particular, con-
nectionist models for decoding print which allow for the use of context in the decoding 
process. In this chapter and in Chapter 2 we have very much restricted ourselves to the 
immediate linguistic environment, however, there are many arguments for the role the wider 
situational context and schema play in understanding the message, and it is this which will 
form the basis for the next chapter.  

  Further Reading  

  Vivian Cook and Benedatta Bassetti (eds) (2005).  Second Language Writing Systems.  Clevedon: 
Multilingual Matters. 
 This book contains a lot of useful pieces of research into how second language users of diff erent fi rst 
language backgrounds read and write in English. The introduction contains a very good overview of 
diff erent issues concerned with diff erent writing systems. 

 Barbara Birch (2002).  English L2 Reading: Getting to the Bottom.  London: Lawrence Erlbaum Associates. 
 This is a very good overview of many of the issues to do with the cognitive processing of English as a 
second language.    
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4.7   Summary

     In the previous two chapters we have looked in close detail at the way that the brain works 
on the incoming raw information, extracts features and recognises the base units, the 
phonemes and the graphemes. We also discussed how it begins to assemble these basic 
units into words and meaningful language strings. In the information processing frame-
work which we have adopted this process involves using established procedures and ‘rules’ 
which are supplied from the LTM. In terms of letter and sound features it was suggested 
that these procedures act unconsciously on the sensory stores which fi lter the informa-
tion being passed on to the Working Memory. Th e unconscious operation of these rules 
depends on the degree to which they have become automatic; not a problem for the fl uent 
fi rst language speaker or reader, but more of a problem for the second language learner. 

 In this chapter we are going to look at the way that other information stored in the 
LTM is used to give meaning to the linguistic data supplied from the senses. We are going 
to answer questions such as:

   • What sort of information is used to interpret texts (both oral and written)?  
  • How does this happen with fi rst language speakers?  
  • What are the implications for the second language learner?  
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     4.1 Working Memory 

 As we have discussed earlier, the term Working Memory refers to the specialised brain 
function involved in putting together units of information and making sense of data. It 
carries out a function which holds images and ideas temporarily while new images and 
ideas are added. Th e process not only involves the addition of incoming language data 
with that already received, but it also involves the comparison of this language with what 
is known about the world; the process of giving meaning to language and interpreting the 
message. Because of this, WM is oft en equated to consciousness. It acts as the coordinator 
of diff erent bottom-up and top-down processes. Th e bottom-up being the language sym-
bols and the top-down being the experience of the world.  Figure 4.1  represents the general 
function of the Working Memory: 

 

Speech

Writing

Knowledge
of people,
places,
things,
events.

UNDERSTANDING

Working
Memory

 Figure 4.1. Diagrammatic representation of the role of the Working Memory in comprehension 

    To examine this role further, we shall fi rst look at the role of the Working Memory in 
the comprehension of spoken information.  

  4.2 Listening and the real-time processing of speech 

 Th e processes of individual phoneme discrimination have been described in some detail in 
Chapter 2 in order to illustrate the complexities involved in language processing and also 
to illustrate the contribution that linguistics can and has made to an understanding of the 
mental processes involved. Much cognitive modeling has rested on linguistic insights, in 
particular the phoneme. Th e construct of the phoneme has been central to thinking about 
speech decoding for over a century and psychologists have used this concept, both to build 
models of how languages are processed and to investigate its psychological validity. However, 
such initial pattern recognition is highly automatic and unconscious in fl uent speakers 
and, as has been suggested, acts within the sensory register with information being sup-
plied from the LTM. However, once the initial decoding has been achieved, the resulting 
message is then passed on to the WM.  
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  4.3 Assembling the message: Working Memory and Long Term Memory 

 Chapter 2 examined the way that forward and backward processes can be shown to be act-
ing on the incoming ‘raw’ sound frequencies to produce linguistic symbols for the working 
memory to manipulate. Th ese symbols are then passed up the line to the Working Memory. 
We now intend to examine the processes which are thought to be taking place inside the 
Working memory by looking at the comprehension of the following simple conversation. 

     

   Husband:     I can’t believe what’s come over him. He’s been so helpful recently.  
    Wife:      Yes, he helped with the washing up and he spent all that time with you in the 

garden last weekend as well as cleaning the car.  
    Husband:     And he cleaned the car again this morning.   

 

   We shall examine, in particular, the way that the fi nal sentence, “And he cleaned the 
car again this morning” can be comprehended. Th e sound frequencies of this sentence 
were illustrated on a spectrogram earlier, Chapter 2, p 36. 

 From the general information processing framework which we have adopted,  Figure 4.2  
represents in abstract terms the symbolic processes and language modules involved in 
comprehending the sentence. Th ese processes, supplied by the linguistic modules stored 
in the LTM, act on the data held in the WM. Th e output is a new understanding, which is 
then added to the episodic memory. 

Phonology:
Phonemes
Syllables
Intonation

Working
memory

Incoming
symbols
integrated into
larger units
using
information
from the
semantic
memory

Grammar/syntax:
Identification of word
type from word order
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morphology
Verb form and internal
grammatical relationships

Mental Lexicon
Identifications of
meaning of lexical items

Episodic MemoryInterpreted
message

Long Term Memory

Semantic Memory:

Symbols
from
Sensory
Register

Figure 4.2. Th e use of language information in the LTM for extracting meaning from a 
message in the WM
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     As we have discussed in Chapter 2, the fi rst job of the information processing system will 
be to convert the frequency bands into the abstract phonological units (the phonemes). 

 Th e next task in a serial approach to processing language will be to group the sounds 
into syllables and the listener will need to think of the boundaries between syllables. Th e 
listener will need to decide which of the following is the correct way to chop up the initial 
phrase, /&ndIkli:n/. 

 

Phonemes Possible syllables 

/&n/ +  /dI/ +  /kli:n/
/&ndIkli:n/ → Or /&nd/ + /I/ +   /kli:n/

Or /&n/ +  /dIk/ +  /li:n/

 Figure 4.3. Th e possible ways of dividing the acoustic phrase into syllables 

      Th is processing at one level will depend on the rules of English. All of the above are 
‘legal’ syllables in English. Th ey follow the  phonotactic  rules for English; they can exist 
phonologically. In this example /&/ + /ndIk/ would not be possible in English. It is impos-
sible to begin a syllable with /nd/. We cannot talk about ‘a ndick’. Yet it would be possible in 
several African languages. For the second language speaker the ‘legality’ of the combina-
tions may need to be consciously thought about in order to begin to segment the stream 
of sound into separate units. We have all had the experience of initial exposure to a com-
pletely foreign language and trying to get a handle on the diff erent ‘units’ of the message. In 
addition to trying to sort out the signifi cant sounds, the task of chunking the message into 
syllables and thence into words, contributes signifi cantly to the diffi  culties that the second 
language learner faces. 

 In a ‘symbolist’, serial approach to processing, having successfully chunked the sounds 
into syllables and then into words, the learner will then need to compare the resulting words 
with representations of words stored in the Mental Lexicon in the Long Term Memory. 

 Taking a ‘symbolist’ approach, the next task for the listener is to grammatically parse 
the sentence. Which of the candidates is the verb? Which is the subject? In UG terms, 
the word order parameter will need to be set to the English SVO (subject-verb-object) 
confi guration, which may be diff erent for the fi rst language of the learner. In information 
terms, which part states the theme (what we are talking about)? Which is the rheme (what 
we are saying about the topic)? 

 Even once these processes are automatised (i.e. the learner automatically looks in the 
right places for the subject, verb and object), the listener will still have several candidates 
for choice. Is the correct interpretation for the subject/verb:

   i.  And Dick leaned?  
  ii.   And he cleaned?  
  iii.  Andy cleaned?  
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   Note that (i) can only be ruled out once the object “car” has been identifi ed, again show-
ing the iterative nature of language processing. Th ese decisions initially derive from the 
knowledge of the syntactic structure of English (decisions about word order etc.), but 
they also involve lexico-grammatical rules (‘cleaned’ can take a direct object but ‘leaned’ 
cannot) and semantic knowledge (cars are a set of objects which can be cleaned). 

 Once the listener has ruled out the fi rst interpretation, the utterance is still ambigu-
ous. Is the correct interpretation that it was Andy who cleaned the car or is it that someone 
they were talking about, ‘he’, who cleaned the car? Both are acceptable from the utterance 
in isolation. In this situation, the correct interpretation is the second, but it can only be 
arrived at from the surrounding linguistic context, i.e. that the couple are talking about 
someone they know (their son?). Th us, the ideas contained in the initial exchanges, where 
they both refer to the change that has come over someone, need to be kept in mind whilst 
the new utterance is being processed. Reference to ‘he’ rather than ‘Andy’ only emerges in 
the context of what has been said. Th is reference backwards to what has been said is also 
confi rmed by the fall-rise intonation pattern shown in  Figure 4.4 . 

 

 Figure 4.4. A spectrogram showing the intonation patterns for “And he cleaned the car again 
this morning” 

    Interpretation (ii), ‘And he cleaned’, relies partly on the wider context, but this, in 
turn, needs to be congruent with the information from the linguistic rules for stress and 
intonation. Th ese involve the contrastive signifi cance of moving the main stress (the tonic 
syllable) to the conjunction ‘and’, thus emphasising the fact that the speaker is adding 
extra information to what has been supplied. Furthermore, fall-rise intonation patterns 
in English, according to the discourse intonation system (Brazil, 1997), are used when 
speakers are referring to something which is shared between them. Th e pattern thus 
indicates that the speaker is referring back to what has already been said or understood. 
Th is combination of matching information from context with that of language decoding is 
the essential iterative processes working at a ‘higher’ level. However, it is very demanding 
in the use of cognitive resources (for a consideration of how these issues relate to second 
language learners, see Workbook 4.1). 
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 Other powerful cues in the interpretation of this message will also come from the 
episodic memory of the two speakers. Th is memory relates to all of the events which have 
happened in a person’s life. Th ese two speakers obviously share memories of a particular 
person and his characteristics. Th ey don’t mention his name, they don’t need to as both 
understand who is meant by “he”. Th e likelihood of him cleaning the car twice in a week 
will thus help with the interpretation of the linguistic signal – the element of surprise in 
the voice of the speaker. 

 Finally, the conversation takes place within a particular cultural setting and the two 
speakers will also share cultural expectations about washing cars, doing the washing up, 
and the gardening. Th ese cultural expectations will certainly be diff erent in diff erent soci-
eties and thus will not necessarily be shared by the second language learner participating 
in such an exchange. Th us cultural ‘schema’, knowledge of the social norms of the society, 
play a part in the interpretation of spoken messages and these schema are supplied from 
the LTM of the speakers. 

 Th e use of the wider context to interpret messages, and the use of schematic and 
episodic memory in particular is known as top-down processing. If we add these to our 
model,  Figure 4.4  represents the fully functioning information processing system, show-
ing the reverse information fl ow from the Long Term Memory as well as the incoming 
information from the senses. 
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 Figure 4.5. A diagram of the information processing involved in listening 
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    It is clear from this analysis that a simple serial processing approach to the analysis 
of incoming sounds will not be suffi  cient. Th e process needs to be highly iterative, even 
within the limited domain of linguistic information. Information from the rules of pho-
notactics needs to be combined with syntactic, semantic and wider episodic/schematic 
information through parallel processing. 

 Areas such as semantics will be further explored when the structure of the lexicon is 
discussed in Chapter 5 and the role of schema in understanding messages is discussed in 
terms of reading strategies later in this chapter, but the most important aspect to note from 
this analysis is that the second language learner, in diff erent degrees at diff erent stages of 
the learning process will need to spend Working Memory processing capacity on linguistic 
parsing and analysis (see Workbook exercise 4.1 for an exploration of this aspect). Th is 
means having less capacity for

a.    holding longer stretches of language for integrating with incoming information and,  
  b. thinking about the wider contextual environment with which to interpret the text.  

   Th ese two factors lead to the complaints noted by second language teachers that:

1.     second language speakers face diffi  culties with longer spoken texts and,  
2.    that learners try to interpret word by word and do not harness the wider context in 

interpreting the message.  

   Th e simple answer is that they do not have the processing capacity as it is utilized in ‘lower’ 
level processing tasks.  

  4.4 Top-down processing and reading comprehension 

 Since the mid-1970s there has been a great deal of interest in the use of context in read-
ing comprehension. Frank Smith’s seminal work emphasises the importance of context in 
comprehension, and many authors have emphasised the importance of what the reader 
brings to the text and the reading process as being an interactive process between the 
reader and the text (Smith, 1978). Th e recent applied linguistic interest in genre 1  has led 
again to an emphasis on top-down processes in reading comprehension. However, the use 
of such schema approaches to second language learners will have a defi nitive cost in terms 
of processing capacity. Does the second language learner have the capacity in WM to both 
analyse the incoming data and to relate this to larger schema? Th is is a major issue which 
will be examined in this chapter from the point of view of approaches to reading. 

1. Applied Linguistics and language teaching currently emphasise the importance of studying the 
macro-aspects of text organisation and the way that this organisation is diff erent in diff erent dis-
course situations, for example diff erent academic genres, journalism, narratives etc.
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 Much of the work in psychology and in second language work in the area of textual com-
prehension has involved studies of memory. Typically, subjects are presented with some 
written language and then tested for what they can remember aft er diff ering amounts of time. 

 Th e importance of wider context in comprehension and recall can easily be demon-
strated. Read through the following text quickly, shut the book and then write down what 
you can recall. 

 

If the balloons popped, the sound would not be able to
carry since everything would be too far away from the
correct floor. A closed window would also prevent the
sound from carrying since moist buildings tend to be well
insulated. Since the whole operation depends on a steady
flow of electricity, a break in the middle of the wire
would also cause problems. Of course the fellow could
shout, but the human voice is not loud enough to carry
that far. An additional problem is that a string could
break on the instrument. Then there could be no
accompaniment to the message. It is clear that the best
situation would involve less distance. Then there would
be fewer potential problems. With face to face contact,
the least number of things could go wrong.

 Figure 4.6. From Bransford and Johnson, 1973 

    Th e text on the level of language (i.e. lexis and syntax) provides no problem at all. Yet 
on the level of coherence (making sense) it is highly incoherent. However, if the context is 
supplied, then the text becomes fully comprehensible (for the context, turn to Workbook 4.2). 
Bransford and Johnson (1973) presented texts such as this orally and then tested recall 
aft er some time. When subjects were exposed to such unusual passages without advanced 
knowledge of the context, memory, as measured by the number of details they were abler 
to recall, was severely impaired compared to situations in which they were provided with 
the context before they heard them. Provision of the context aft er exposure did not signifi -
cantly increase the recall which suggests that the framework provided by the context plays 
an important role in constructing meaning and comprehension. Although the original 
Bransford and Johnson studies were carried out through listening rather than reading 
comprehension and with fi rst language subjects rather than second language subjects, a 
large number of studies have indicated that background knowledge in terms of culture 
and topic are better predictors of comprehension than syntax or lexical knowledge (see 
Berhardt, 1991 for a discussion of these studies). 

 Th e above indicates the importance of full contextual understanding to comprehen-
sion. Other studies have shown the importance of meaning in remembering. One of the 
most consistent fi ndings of this research is that L1 readers tend to remember the informa-
tion content of messages rather than the actual form of sentences. In a typical experiment 



 Chapter 4. Using background knowledge to interpret the message 95

Sachs (1967) presented subjects with a sentence in a text. Aft er some time he presented 
subjects with a series of grammatically accurate but diff erently phrased sentences. He then 
asked which sentence they had seen. Th e responses demonstrated that as the time between 
the exposure to the sentence and the decision was increased, the subjects could not tell the 
diff erence between the words used in the sentence they had seen and the target sentences, 
but were quite clear when the meaning was changed (see Workbook activity 4.3). It would 
thus seem that although syntax must necessarily be involved in comprehension, it is the 
underlying meaning which is used to prompt recall rather than surface-level form. Other 
studies have shown that inference and what is considered to be important also play an 
important role in comprehension of text. For example Johnson et al (1973) found that sub-
jects falsely thought they had heard the word “hammer” when presented with sentences 
such as; 

 John was trying to fi x the birdhouse. He was looking for a nail when his father 
came out to watch him and to help him do the work. 
 (For another example of inference leading to false understanding see Workbook 4.4) 

 We noted in the above reading passage that the language of the text presented no dif-
fi culty to the fi rst language listeners/readers; the diffi  culty lay in the lack of understand-
ing of the context. A lack of correlation between syntactical complexity in the texts and 
comprehension in second language readers was also found by Bernhardt (1991), although 
her work demonstrated a strong eff ect of topic knowledge. Topic knowledge was found to 
be a strong determiner of accuracy of recall. However, as she points out, the syntactical 
complexity of the text does not necessarily tell us anything about the syntactic knowledge 
of the reader, which is the variable we are most interested in, and knowledge of syntax 
and topic may well be closely related, in that language form is oft en quite closely related to 
diff erent topics. 

 When discussing the infl uence of context and prior knowledge on comprehension, 
we are, in fact, examining the way that information held in the LTM can be used to make 
sense of the text by setting up predictions about what is being expressed. Th is knowledge 
is the knowledge that the reader brings to the task of comprehension and is what has 
generally been characterised as top-down processing. It consists of at least two elements; 
the episodic memories of each individual (as we saw in our analysis of the conversation 
above) and the wider socio-cultural schema deriving from living within a particular soci-
ety. Th ese schema include the generally accepted ways that people act in specifi c societies, 
sometime separately classifi ed as ‘scripts’. If we examine the Bransford and Johnson text 
and the context on p 187 in the workbook, we can see that general cultural schema and 
scripts are involved. Th e idea of courtship and serenading is deeply embedded in European 
cultures, whereas it is absent in other cultures (such as Islamic cultures). In addition, these 
schema are used in widely known stories such as ‘Romeo and Juliet’ which again may not 
be available to the second language learner from a diff erent cultural background. Th e lack 
of general schematic knowledge (courtship routines) and specifi c episodic memory (the 
story) will provide diffi  culties for the second language user. 
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 One particular type of schema which has been investigated and which has specifi c 
language manifestations is that of story grammars. Again through investigation of recall, 
research has shown how the overall organisation of text can aff ect the retention of features 
within the story. Unfamiliar story schema have been used by Bartlett (1932) to investigate 
how people remember stories (see Workbook 4.5 for an example). Both the familiarity of 
story type (see activity 4.5a) and the diff erent levels of detail within the story (see activity 
4.5b) have been shown to eff ect memory for details. Th ese fi ndings mirror the interest in 
genre analysis in linguistic studies and the fact that diff erent languages will have diff erent 
overall text organisation structures. Th us, second language readers will need to be aware of 
these diff erent genre conventions in order to be able to access texts in the second language. 
Some studies have shown that text structure is an important factor although the degree to 
which overall text structures diff er from language to language is open to question (for a 
discussion see Bernhardt, 1991).  

  4.5 Bottom-up and top-down processes and the second language reader 

 As we have mentioned, for the last two decades, second language reading pedagogy has 
been driven largely by the importance that context plays in comprehension and conse-
quently in training the second language learner in using the wider context to interpret 
texts. Th is is motivated by the research with fi rst language readers which has emphasised 
the importance of what the reader brings to the text in terms of prior knowledge and by the 
observation of teachers and research fi ndings which highlights the lack of such top-down 
processes in second language readers. 

 However, the fl uent fi rst language readers’ use of top-down schema for interpreting 
texts rests on already well-established word recognition procedures. Th ese procedures in 
fl uent fi rst language readers are highly automatic. Such procedures are not so highly pro-
ceduralised in the second language reader. Th us the bottom-up processing of text at a 
graphemic, morphological, phonological and syntactic level will occupy the reader’s con-
scious attention and will take up precious processing capacity which as a result will not 
be available for analysing the text from the wider perspective. It is not solely the case that 
the reader is unaware of the processes of using top-down information in comprehension, 
but that such procedures may be impossible to implement due to the restricted capacity 
of WM and the tasks the second language learner has to perform. Indeed, if there is any 
transfer from fi rst language reading to second language reading, then it is likely that such 
automatic, unconscious, top-down procedures are ones which will be transferred to the 
second language. 

 Whilst it is clear that fl uent reading involves both top-down and bottom-up pro-
cesses in an interactive manner, the extent of the reader’s use of top-down approaches 
has been limited by the degree of that reader’s language profi ciency. Ridgway (1997) con-
ducted a number of studies which showed that enhanced comprehension due to prior 
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topic knowledge appeared to have a threshold level of language profi ciency. Any improve-
ments in comprehension due to prior knowledge were not detectable on ESL readers below 
this threshold level. Th is would support our conclusion that the reader with a lower level 
of language profi ciency will need to devote more processing capacity to formal features 
of the text and will not have the processing capacity to pay attention to wider features of 
topic and context. Th e relationship between language level and the use of diff erent LTM 
resources is represented diagrammatically in  Figure 4.7 . 
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 Figure 4.7. Diagrammatic representation of diff ering use of processing modules at diff erent 
profi ciency levels 

    Th e initial aim of the second language reader must be to develop automatic text and 
word recognition skills to the point at which they become suffi  ciently proceduralised to 
allow for effi  cient chunking of information. Th is will free up WM capacity for carrying out 
the integration of received information with incoming information and for matching and 
interpreting this information with information stored in the LTM.  
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  4.5.1 Top-down and chunking the text 

 Th is chapter has examined the way that wider contextual features are believed to be uti-
lized in the understanding of spoken and written language in WM. It has examined the 
processes which can be seen to operate on the oral comprehension of a dialogue and it has 
examined a number of studies with fi rst language speakers on textual comprehension. It 
has demonstrated the importance of what are called ‘top-down’ processes in comprehen-
sion. Such ‘top-down’ processes are generally thought of as using the wider cultural and 
episodic memories, but it is pertinent to ask, in the light of the second language learner, 
what is meant by the ‘bottom’ and the ‘top’. 

 In Chapter 2 we argued that a simple serial assembly model would not be suffi  cient 
to explain how phonemes can be recognised. Any model would need to be able to have 
feedback from the wider context, albeit the narrow linguistic context. In the same way in 
Chapter 3 we saw how the immediate context of letter features and letters would need to 
be taken into account in any model of decoding print. All of these models have described 
an iterative process in which the brain will need to feedback from further ‘upstream’ in the 
message and to take into account wider information at the feature, word, phrase or sen-
tence level from stored procedures in the LTM. Feedback from the schematic level which 
we have been describing here is no diff erent in kind, merely diff erent in level. Th us learners 
at diff erent levels will utilize to a greater or lesser extent the diff erent forms of information 
stored in the LTM. 

 However, we have pointed out the problems that second language learners have with 
processing capacity in the WM. Th ey need to consciously process at the level of form 
whereas fi rst language speakers will have highly automatic processes for dealing with 
language form. Th e solution would seem to be for the second language learner to pro-
gressively process larger and larger chunks of text, either written or oral. Th e focus of 
attention, the top-down element, will increase in scope as the level of the learner and 
size of the chunks processed increases. At the advanced level, this will include active use 
of wider context and cultural schemas, but the less profi cient learner top-down will be 
restricted to more complex rules of the language system (see Workbook 4.1).  

  4.6 Neuropsychological evidence 

  4.6.1 Diff erent types of memory 

 From the point of view of explaining how languages are processed we have generally 
adopted a cognitive psychological viewpoint and considered the diff erent memory stores 
as separate components of the information processing framework. As such they represent 
functions which the brain performs. Th ey do not necessarily relate to any specifi c areas. 
Th e working memory, for example, does not necessarily reside in one particular place, 
although the areas associated with working memory are largely located in the temporal, 
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parietal and frontal lobes (Aboitiz and Garcia, 1997, Smith et al, 1996). Th ese diff erent 
areas in the right and left  frontal lobes have also shown to be coordinated by the prefrontal 
cortex (Goldman-Rakie, 1992). Th us it would seem to be better to conceive of the working 
memory as a complex interconnecting network of diff erent areas coordinated by a control-
ling ‘telephone exchange’ of neurons directing and inhibiting diff erent areas for diff erent 
tasks. Th is system may well have evolved form a system for holding images and ideas tem-
porarily while new ideas are added which then became adapted for use with language. For 
example, we would need such a structure for thinking about, planning and carrying out a 
series of instructions. Th us, it could be that language processing has taken advantage of a 
pre-existing structure. Th is is the argument put forward by Aboitiz and Garcia (1997), who 
argue that the language device is embedded within a wider neural network involving con-
nections between the temporal, parietal and frontal cortices which comprise the Working 
Memory and is involved in immediate cognitive processing. 

 Th e idea of separate areas (‘telephone exchanges’) which coordinate the activation 
of other areas can also be used to explain other types of memory. It seems that medial 
temporal areas such as the hippocampus play an important role in the extraction of and 
the formation of the relatively more permanent neural connections that are necessary for 
forming longer term memories. For example research has shown that the hippocampus is 
sensitive to the degree of predictability of events. Th e hippocampus triggers an extensive 
network of areas when the person needs to search for events in order to make sense of 
visual messages. (Strange et al, 1999 and also see Byrnes, 2001: 69).  

  4.6.2 Limited capacity of the working memory 

 Th is chapter and previous chapters have suggested that one of the principle problems 
faced by second language learners is the increased cognitive load imposed on WM by the 
necessity to devote extra resources to language processing. Th e diffi  culties of restricted 
capacity and language processing are nowhere clearer than in reading. One of the central 
symptoms used to diagnose dyslexic children is that of restricted capacity in short term 
memory. Th e involvement of areas associated with working memory also show diff erent 
activation patterns with dyslexics. Studies with dyslexic children, for example, indicate 
increased activation in Broca’s area but lesser activation in other areas, Wernicke’s area 
and the angular gyrus (Shaywitz et al, cited in Byrne, 2001). Similar results have also been 
obtained over a number of diff erent languages (Karni et al, 2005 for Hebrew, Georgiewa 
et al, 2002 for German and Seki et al, 2001 for Japanese). Broca’s area is located in the left  
frontal lobe, the area of the brain most associated with WM. Th is areas is also associated 
with task diffi  culty. For example, Burton et al (2005) in investigating the processing of 
auditory versus visual stimuli, found a similar increased activation in the frontal region 
for the processing of pseudowords relative to other types of stimulus. Th ey also attribute 
this to task diffi  culty. Presumably both the dyslexics and the normal subjects needed to 
work much harder to process the incoming linguistic information and thus the increased 
activity in the WM.   
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  4.7 Summary 

 Th is chapter has examined the way that information stored in Long Term Memory is used 
in the interpretation of language messages both oral and written. It has shown that na-
tive speakers of a language use stored schema from the LTM and events from their own 
episodic memories to interpret incoming information. Th ere is considerable evidence that 
information is stored, manipulated and remembered as meaning rather than form and 
that the interpretation of language symbols relies heavily on schema drawn from the LTM. 
However, this top-down process of using information from the wider context to inter-
pret the message in fi rst language users rests on highly unconscious, automatic language 
recognition procedures. With second language users, these processes are not nearly so 
automatic, and valuable space will be taken up in the working memory for consciously 
processing the language code. Th us, second language users will have more problems using 
the context and schema to interpret messages. Contrary to many of the ideas contained in 
recent pedagogies which emphasise the use of top-down processes for interpreting mes-
sages, it would seem to be sensible to concentrate on the processes for increasing the pro-
cessing of language itself by increasing the size of the language ‘chunks’ being held in the 
working memory and by helping the learner to comprehend larger chunks and transfer 
them into meaningful units (bottom-up processing). In the next chapter, we shall examine 
another crucial area concerning memory and language learning and that is the storage of 
vocabulary.  

Suggested Further Reading    

  Elizabeth B. Bernhardt (1991).  Reading Development in a Second Language; Theoretical, Empirical & 
Classroom Perspectives.  Norwood NJ: Ablex. 
An excellent review of research into second language reading connecting research with classroom 
practices. 

 Keiko Koda (2005).  Insights into Second Language reading: A Cross-Linguistic Account.  Cambridge: 
Cambridge University Press. 
A very thorough discussion of the theoretical factors involved in reading which relates 
comprehension to diff erences between the fi rst and second language. It covers a wide area of 
research into second language reading, examining both bottom-up and top-down processes.        
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            So far we have examined the way that incoming stimuli are decoded via the extraction of 
features from the raw data (Chapters 2 & 3), and in the last chapter we discussed the part 
played by stored knowledge of the world in comprehending spoken and written texts. In 
this examination we discussed how individual units are then assembled into larger chunks 
(words, phrases and sentences/utterances) and meaning derived from these chunks. Of 
these larger units, words are arguably the most important. In the models of reading which 
we examined in Chapter 3, a crucial stage in the process was comparing the graphic images 
with the words stored in the lexicon. It is the content words which carry most signifi cance 
for native speakers and the same goes for second language learners. Th e more words which 
are known, the better will be their language comprehension. Lexical items, their storage, 
retrieval and their associated structural relationships, will be the focus of this chapter. 

 Th e chapter will focus on the following questions:

 1.   What types of knowledge are involved in knowing a word?  
2.    What models have been proposed for the storage and retrieval of words with L1 users?  
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  3.  Do second language learners have a single integrated lexical store, or do they have 
separate stores for each language?  

     5.1 What does it mean to know a word? Types of word knowledge 

 Th e answer to this question may seem obvious, but there are a number of aspects to the 
answer. I might say I know a word if

 1.   I can pronounce it  
2.   I can use it in a sentence  
3.   I know how to add and subtract parts of it to make new words  
4.   And, most crucially, I know what it means.  

   Th ese four simple answers give rise to the four diff erent types of knowledge which are 
traditionally associated with knowing a word: phonological, syntactic, morphological and 
semantic. 

 

Word
e.g. “gardener”

Phonological:
/'gA;dn@/

Phonemes +
Stress +
Vowel

reduction/elision

Syntactic:
Noun +
Singular

Morphological:
garden + er

Semantic:
“someone who

works in a
garden”
+ person

+ occupation
+ countable

 Figure 5.1. Th e types of knowledge involved in knowing a word 

      Th ese areas of knowledge are similar to the language-specifi c modules which are hy-
pothesised to be present in the long term memory. As we have suggested, they come from 
a symbolist view of language processing and are derived from linguistic descriptions of 
language. 

 Psychologists, by and large, have based their approach to lexical storage on investi-
gating the psychological reality of these models. Th ey have devised experiments based 
on these theories. Typical techniques involve reaction times to lexical decision tasks (e.g. 
deciding if a presented word or phrase is a word or is true/valid) and various memory 
retrieval tasks (for an example of a lexical decision task, see Workbook exercise 5.1). It is 
argued that such tasks can illuminate diff erent storage patterns. For example, theoretical 
models which presuppose hierarchical semantic networks (see below, this chapter) can 
be tested against the time it takes subjects to make judgments on a statement such as “An 
ostrich is type of bird”. 
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 We shall use the types of knowledge derived from this symbolist tradition as a framework 
to examine what is known about the organization of the lexicon in native English speakers.  

  5.1.1 Phonological knowledge 

 Th e fi rst of these, phonological knowledge is best illustrated by the ‘Tip of the Tongue’ (TOT) 
phenomenon, investigated by Brown and McNeil (1966). Th e TOT describes the thinking 
which we go through when trying to remember a word or name. In this situation, we re-
member fragments of words and are unable to access the full word or name. In their experi-
ment Brown and McNeil induced TOT situations in their subjects and got them to report 
what features they knew about the word. Th ey found that the subjects could report diff erent 
parts of the words; the initial sounds, the fi nal sounds, the number of syllables and the stress 
patterns, for example. Th ey could also report similar-sounding words. Slips of the tongue are 
examples of speakers producing a similar-sounding word instead of the intended word and 
can also provide interesting speculation about how words are stored (see Aitchison, 1989). 

 Th e situation in which L1 speakers oft en confuse similar sounding words suggests 
that phonological features form a very signifi cant part of the information stored about the 
word even though eventual access is not successful. If we examine the TOT phenomenon 
from a connectionist point of view such as the interactive activation model of McClelland 
and Rumelhart (1981) certain nodes are being activated at a phonological feature level, 
but fail to make suffi  cient connections at the lexical level to allow a particular word to be 
identifi ed. Taking an example, the word “exacerbate”, which I oft en have diffi  culty access-
ing (but is there “on the tip of my tongue”), the interaction between the various levels in 
my TOT state might look something like this: 

“to make worse”
SEMANTIC

LEVEL

PHONOLOGICAL
LEVEL

LEXICAL
LEVEL

Begins with
/Igz/

Ends with
/eIt/

Has 4
syllables

Stress pattern:
oOoo

extrapolate excavate exterminate

Excitatory connections
Inhibitory connections

Figure 5.2. Th e possible connections involved in a TOT with the word “exacerbate” 
(/Igz&zε:beIt/)
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         Th e TOT study would imply that learning the phonological form of a word is crucial 
for lexical access. Th e L1 subjects used in the studies had acquired the language fi rst of all 
orally, and thus the ‘base form’ of any lexical item for them is likely to be the phonological 
representation. As we have argued, this does not mean that L2 learners will necessarily use 
the same route. In the L1 users, the underlying meaning of the word will be closely associ-
ated with the spoken word in L1. In L2 learners, the underlying meaning may be associ-
ated with the spoken word in  their L1  (see the later discussion on separate versus unifi ed 
lexicons), which will imply a very diff erent access process. Th erefore the pronunciation of 
words in the target language by the L2 learner may not be as central to storage and retrieval 
as they are in the L1.  

  5.1.2 Syntactic knowledge 

 Grammatical knowledge is closely associated with our knowledge of a word. At the crud-
est level, there is clearly a diff erence in the storage of grammatical/function words and 
that of open-class, content words. Th e existence of aphasic patients suff ering from deep 
dyslexia (agrammaticism), where access to content words is unimpaired but access to all 
grammatical words is, in varying degrees, impaired, argues for, at the very least, diff erent 
access pathways, if not actual storage systems, for the two types of word (see also Workbook 
exercise 3.2). However, we have seen in the fi xation studies of reading in the last chapter 
that this separation between function and content words may not be so clear in L2 users. 

 In addition, there is also the knowledge of how to connect the content words together 
to make meaningful sentences. Th is will involve information about the role the word 
plays in the sentence; the part of speech. Is the word a noun, verb, adjective or adverb? 
All this information is either stored along with the words or has close connections to the 
words. Th is knowledge can be expressed symbolically, as a series of linguistic concepts 
(e.g. place in the sentence), or it can be related to wider conceptual/schematic knowl-
edge (e.g. the concept of ‘cleaning’ involves objects (transitive verb) whereas the concept 
on ‘leaning’ doesn’t (intransitive verb) – see discussion of understanding a sentence, 
Chapter 4, p 91). 

 For example, a word such as “water” will be stored along with the syntactical infor-
mation that it does not take an indefi nite article 1  or that, in most circumstances, it cannot 
be plural. Wisniewski et al (2003) point out this knowledge can either be viewed as a lin-
guistic or a conceptual feature. Syntactic information could then be used by a sentence 
‘parser’ (analyser) to build a sentence. Conceptual knowledge will involve retrieving gen-
eral semantic information concerning the concepts or notions underlying countable objects 

1. “Water” is here used as the head noun of a noun phrase. It can be preceded by an indefi nite ar-
ticle when it is used as part of a noun phrase e.g. “a water bucket” to pre-modify another, countable 
noun. In this situation the head noun “bucket” is countable and can take the indefi nite article. Th us, 
“Bring me a water bucket” is acceptable, but *“Bring me a cold water” is not.
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versus mass substances. Th is conceptual knowledge can then be converted into meaningful 
sentences through the use of syntactic rules which specify the language form, for example, 
concerning article use and verb agreement. 

 Word storage can also be understood as a series of interconnections between word 
nodes. Th ese connections will be determined by the probability of a number of words 
occurring together as seen in the highly stable word collocations and colligations shown in 
large concordance studies. Th e syntactic knowledge stored with the word will be a series 
of connecting pathways to both associated function and content words. A connectionist 
account would argue that structural rules are built up implicitly by L1 speakers through 
repeated exposure to the language and the connections between the words. Th e mechanism 
by which they are consolidated is through repetition of diff erent neural pathways which 
will establish connections between words. Th ese connections will be based on frequency. 

 Th e three options concerning the storage of a word such as water can be represented as: 

 

water

Syntactic knowledge

Uncountable noun
Refers to mass
objects

Singular noun:
Does not take
indefinite article
Cannot be used in
the plural
Takes the verb with
third person ‘s’

Conceptual knowledge

Connectionist  knowledge

a

φ

water

Verb + φ

Verb + s

…rivers. Water is essential for life.
. We need water for irrigation.
..the use of water to clean cars is …
get enough water to maintain …..
    drinking water is needed urgently.

 Figure 5.3. Th e diff erent ways that the structural and semantic features of “water” can be 
represented 

    Increasingly, syntactic knowledge is also being seen as the way that one content word 
triggers a whole host of other connected words. At a basic level, words will activate prepo-
sitions and other grammatical features associated with them, to produce grammatically 
correct sentences as shown above. On a more refi ned level, words not only exist in correct 
grammatical sentences, they also have preferences for the type of grammatical environment. 
Th is type of grammatical knowledge about words is oft en based on the use of large-scale 
studies of corpora.  
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  5.2 Use, usage and the natural use of language 

 Structural approaches to language processing emphasise the construction of utterances 
based on underlying syntactic rules. However, the language which we use depends on more 
than syntactic criteria. Language which is structurally correct but has no communicative 
purpose was famously characterised by Widdowson as ‘usage’, but when it is embedded 
in a communicative context, can be characterised as ‘use’ (Widdowson, 1978b). Learners 
need not only need to be accurate, they also need to use the language appropriately. 

 For example, Hoey (2003) gives the examples of the word  “convince”  and the phrase 
 “have enough information”  in a piece of writing by a second language learner. Th e way 
they were used by the SL learner was very awkward, yet not syntactically ‘wrong’. Th e L2 
writer used the phrase “ if the writer wants to convince the reader about something in the ad, 
it needs to have enough information”.  For the L1 speaker,  “convince”  will normally exist in 
the framework  “convince [someone] of [something]”  Th e framework  “convince [someone] 
about [something]”  is possible (syntactically correct), but much less common, yet the latter 
is the sentence produced by the learner. Similarly,  “have enough information”  is far more 
likely to occur with denial,  “don’t have enough information”  yet the student used the phrase 
in the positive sense. Both of these native speaker ‘feelings’ for the correct environment 
for the words and word chunks were confi rmed by a study of a 100-million-word corpus. 
 Convince [someone] of [something]  appeared 238 times as against 9 for  “about”  in and there 
were 11 out of 13 instances of the negative use of  “have enough information”.   

  5.3 Symbolist versus connectionist memory models 

 Th e symbolist approach to memory storage would be that the shape and organization of 
the lexical store refl ects the abstract way the languages are organized. Th is involves a belief 
that mental processes derive from rule-governed behaviour (Hulstijn, 2002, O’Halloran, 
2003). Cognitive linguistics and the connectionist approach, on the other hand, emphasise the 
similarity between linguistic and other forms of information processing and sees knowl-
edge of language emerging from language use (Croft  and Cruse, 2004). Th us, “grammatical 
knowledge is the outcome of language use, not the other way round” (Foster 2001; 79). 
Th is approach to language comprehension on the lexical level emphasises the intricate 
connections between words within chunks. 

 However, as famously pointed out by Chomsky, language cannot be explained solely 
by ‘blind’ unmotivated connections between words. Th e problem with pure connectionist 
models is that they rely on associative learning and provide little room for creative learning 
based on rules. In order to make sense of novel utterances, we need to use a grammar to in-
terpret what the language symbols mean. Th us, L1 speakers of English may use the concept 
of mass and count nouns to decide when to pluralise or to select the correct articles. From 
the symbolist, UG-infl uenced, point of view, such behaviour is generated by parameters (as 
we discussed earlier) in that article usage for count and mass nouns will be a parameter that 
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is diff erentially “switched on” in diff erent languages. Th e L2 learner will then have a diff er-
ent set of parameters switched on for the L1, and will need to reset these parameters in the 
L2 setting. Th e mechanism by which such parameter setting happens in the L1 is, as we have 
said, largely fueled by associative learning through extensive exposure. However, it is argued 
that such a mechanism will also need to be supplemented or controlled by some innate 
language parser; the essence of the modular approach to language learning. Th e question 
for the L2 learner must be whether such processes can work in the L2, or whether a more 
symbolic approach – the explicit use of syntactical information about the noun phrase in 
English – will be more successful. Th e diff erent processes can be illustrated like this: 
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 Figure 5.4. Th e way that syntactical information is used in symbolist versus connectionist 
approaches 

    Th e implications for word storage in the mental lexicon are clear in these two models. 
In the connectionist route, each word would be stored along with connections to a whole 
series of words which exist with it. In the symbolist route, words would be stored along 
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with their grammatical characteristics and a separate syntactic module would be enacted 
to assemble the words into sentences. Th ese two approaches will have important implica-
tions for the second language learner in the context of methodology and approaches to 
learning. Th is will be considered in the coming chapters. Th e diff erent approaches are also 
important in the discussion of semantic networks, which will be considered later in this 
chapter, but before that we shall examine the issue of lexical storage and morphology, the 
third of the aspects of word knowledge.  

  5.3.1 Morphological knowledge 

 In addition to having a specifi c word stored in the lexicon, the symbolist approach suggests 
that it is also necessary to know the attendant parts which make up such a word. Many 
words are composed of roots and affi  xes. Each independent part is known as a morpheme. 
A word like “independent”, for example, is composed of a root morpheme, “depend” plus 
two affi  xes (bound morphemes) – a prefi x, “in” and a suffi  x, “ent”. Th ese affi  xes are known 
as ‘derivational’ affi  xes – they alter the class or meaning of the word (positive to negative, 
noun to verb etc.). Other affi  xes are known as ‘infl ectional’ affi  xes – they have grammatical 
functions (e.g. the “ed” on “cleaned” changes the verb from present to past). 

 Th ere has been much investigation in the psychological literature of whether words 
are stored as whole units or as roots plus affi  xes by examining diff erent access times for 
diff erent word forms. Th us, a word such as  decision  could be stored as the word  decide  plus 
the affi  x  –ion  and then assembled. From a symbolist point of view such an arrangement 
would make sense in that there is economy of storage involved in a root + affi  x storage 
system, and there is a degree of evidence in favour of such storage systems. Th e main pro-
ponents of such a system are Taft  and Foster (1975). 

 A number of diff erent experiments have shown eff ects of morphology on word recog-
nition, production. It has been shown that

   •  derivational complexity aff ects the time subjects take to derive one word from another 
(McKay, 1978). It is quicker to derive  national  from  nation  (addition of one affi  x) than 
 interdependent  from  depend  (two additions);  

•    that response times in lexical decision tasks are longer for affi  xed than non-affi  xed 
words (Snodgrass and Jarvella, 1972). It takes longer to decide if  predetermined  is a 
word than  determined ;  

•    that lexical decision times for prefi xed words such as  remind  are shorter than pseudo-
prefi xed words such as  relish  (presumably due to the time to affi  x strip and reject the 
latter) (Taft , 1981);  

  •  and even that in such pseudoprefi xed words such as  dissuade  and  persuade,  decision 
times are related to the frequency of the false root  suade  rather than the frequencies 
of the two words themselves (Taft , 1981).  

   However, although this decomposition route seems to work some of the time, at other 
times it seems that a holistic route is used for more frequent words (Rubin et al, 1979). 
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Th is does not necessarily mean that morphological decomposition is not used in lexical 
storage. Th e brain may not just use one route exclusively: it is quite possible that both 
routes can be operating in parallel and the one which comes up with the result in the 
quickest time in any particular circumstance will be the one used (Forster, 1979, provides 
a ‘horse race’ analogy, where the brain uses parallel competing strategies for each task). 
For example, economy of storage, the argument oft en used to support approaches from 
linguistics, is only one factor. It may well be a signifi cant factor in a dictionary or computer, 
but not be pertinent to mental organisation. What is clear, however, is that morphological 
decomposition is a mechanism which is used, at least in part, by L1 users. For L2 users two 
issues arise. 

 First, their own language may use morphological decomposition in very diff erent ways. 
English does not have an extended morphological derivation system compared to some 
other languages such as Arabic. Nagy and Anderson (1984) estimate the high school stu-
dents’ vocabulary store at about 45,000 word roots, in 88,533 word families. Th e fi gure of 
45,000 is a huge number of root words when compared to Arabic, where the whole lexicon 
can be derived from a very small number of triliteral word roots by a highly regular and 
systematic series of derivational rules (around 5000, Dichy & Farghaly, 2003). Th us an L2 
English Arabic speaker is likely to use morphological decomposition as a lexical access 
route quite diff erently from an L1 English user. 2  

 Secondly, the L2 learner will need to be sensitive to the syllable structure of English; 
the way to divide up the word and the signifi cance of the diff erent parts of the word. Th is 
will involve both traditional syntactic knowledge (aspect, tense, agreement and plurality 
suffi  xes) and the role played by derivational affi  xes in altering the grammatical role of the 
word (e.g. the addition of  –ion  to a verb to make a noun).  

  5.3.2 Semantic knowledge 

 Many of the approaches to lexical storage and the structure of the lexicon have derived 
their models from the study of formal semantics. Generally, this area has been interested in 
attempting to explain the way that language relates to outside reality. Th ere are three broad 
categories of models which we shall examine:

  Semantic networks – Hierarchical models and Prototypicality 
 Categorisation and Conceptual Models. 
 Spreading Activation Models 

2. Although note Abu-Rabia and Awwad (2004) did not fi nd any evidence of a priming eff ect using 
similar word forms as primes in Arabic lexical decision/naming tasks. Also, in reading tasks, Koda 
(2005) reports no diff erence between Korean and Chinese fi rst language ESL readers in morphological 
awareness to English words.
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     5.4 Hierarchical models 

 Semantic networks describe the organisation of the mental lexicon as a network of inter-
connected elements. Words exist as nodes with connections between them. Th e connections 
represent the relationships between the words. In the classical networks, this relationship is 
between the word and its referent in the real world. Th e relationships involve the classical 
semantic distinctions of hyponymy, synonymy and antonymy. Th e most obvious example 
of such a model is the hierarchical network of Collins and Quillan (1969). 
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 Figure 5.5. A hierarchical model of lexical storage from Collins and Quillan (1969: 241) 

    Th e existence of such a hierarchy was investigated by a series of semantic verifi cation tasks 
where subjects were asked to decide as quickly as possible the truth of statements such as 

 a. A sparrow is a bird 
 or b. A sparrow is an animal 

 It was assumed that the speed of response to such statements would refl ect the distance 
between the words or nodes in the hierarchy; the greater distance the longer the response. 
Sentence (a) should have a quicker response than sentence (b) as the second requires the 
connections to travel a greater distance across two levels in the hierarchy than the fi rst (for an 
example of such statements, see Workbook 5.2). Whilst the predictions for the model were 
oft en born out, there were other times when the predictions were not. Sentences like 

 An ostrich is a bird 
 actually took a longer time to consider than 
 A robin is a bird 
 despite the similar positions within the hierarchy. 
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 Th is led to the idea that there are diff erences in typicality between statements, and that 
certain features are prototypical of certain categories and that the degree of prototypicality 
of features (e.g. a bird has feathers, a bird can fl y) will eff ect the way that such statements 
are processed. Prototypical relationships have been extensively investigated. In the seminal 
work in this area, Rosch and Mervis (1975) found family resemblances among a number of 
categories such as fruit, furniture and vehicles. Th e concept of protoypicality as concerns 
birds is illustrated in  Figure 5.6 . 
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 Figure 5.6. A diagrammatical representation of “birdiness” rankings as reported in Rosch and 
Mervis, 1975 (from Aitchison, 1989: 54) 

    Th e concept of prototypicality is not confi ned to lexical storage, but has also been 
developed to cover syntax as well (see O’Hallaran, 2003).  

  5.5 Categorisation and conceptual models 

 Th e approach to investigating lexical storage has generally involved asking subjects to place 
words in categories or to explore the characteristics of diff erent categories. Rosenman and 
Sudweeks (1995) have suggested that categorisation can be seen in four diff erent ways; as 
classical, probabilistic, exemplar and distributed. 
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 Classical categorisation assumes that there are essential characteristics of any category 
and that all members need to possess these essential characteristics. Th is is the hierarchi-
cal model above and does not allow for members of classes which do not possess all the 
characteristics (e.g. birds which cannot fl y). For second language learners this raises the 
question as to whether the characteristics of a particular item in one language are the same 
in another. For example, the categorisation of food terms, fruit, vegetables or verbs such as 
peel and skin will vary between languages. Languages may also employ diff erent categories 
(see Workbook activity 5.4). 

 A probabilistic model, however, suggests that there may be a high probability of cer-
tain features in any member of a category but such features may not necessarily be present. 
In this model a weighted sum of probabilities may be the best way of describing category 
membership. Such a model would encompass the prototypicality eff ect (the most common 
features being the most prototypical). Again, for the L2 learner prototypicality will vary 
from language to language, largely depending on the wider environment where the L1 is 
used (diff erent schema). 

 Another way of categorising is the exemplar approach (Mervis & Rosch, 1981). People 
oft en resort to giving examples when asked to defi ne categories. For example, people 
will think of a car as a concept (hierarchical or prototypical) or an instance (e.g. Fred’s 
car). Th is will involve use of the individual’s own experience (Episodic Memory) in mak-
ing the decision. Th us, personal experience is important in the learning and storage of 
vocabulary. 

 Finally, notions of typicality will vary from one context to another. If the discussion 
is of farms, then  cow  or  sheep  will be typical members of the animal category rather than 
 monkey , which is more typical when discussing a rain forest context. Notions of typicality 
will be constructed in Working Memory according to the current situation. Th us, typical 
members of a category will vary from situation to situation. It is suggested that the lexical 
store in Long Term Memory is organised on a parallel distributed processing basis, with 
lexical items interconnected in diff erent ways and then extracted as required by the Work-
ing Memory in diff erent situations (the distributed model, Barsalou & Sewell, 1985). 

 Th e distributed processing models have a lot more in common with the frame semantics 
developed by Fillmore (1976). Within this approach to semantics, words are related, not by 
formal semantic relationships such as antinomy and hyponymy, but through experience. 
Th us, words such as WAITER, ORDER, MENU, BILL, STARTERS are connected through 
the concept of RESTAURANT; it is through experience that these words are primarily as-
sociated (for an example of this see Workbook exercise 5.3). Fillmore and others argue that 
a particular concept cannot be understood without an understanding of a wider concept 
with which it is intimately connected. Th us the word RADIUS cannot be comprehended 
without the base concept of CIRCLE. (for a discussion of Filmore’s frame semantics see 
Petruck, 1996) .

 Th e importance of these categorisation models for the second language learner are 
twofold.
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   1. Classical categorisation models are insuffi  ciently fl exible to adequately explain the way 
that speakers react to and associate words. Probabilistic models provide a better and more 
fl exible explanation. However, are these semantic features universal or language-specifi c? 
If the latter is correct, the L1 speaker’s knowledge schema derives from long experience 
with the language, yet L2 learners do not have this long experience.  
2.   Equally, if we accept the view of the importance of semantic frames/domains as an 
organising factor in semantic processing and storage, then the question again arises as to 
whether such domains are language specifi c or are general to all cognitive processing.  

     5.5.1 Linguistic relativity and the Whorfi an hypothesis 

 Although not traditionally associated with lexical access and retrieval, the above discus-
sion raises a related issue which is the degree to which general concepts are linked to 
language. If the general cognitive conceptual view of language processing is accepted, then 
syntactic features will be determined by general cognitive concepts such as time, place, 
or, as above notions of countability and uncountability. Th ese are ‘notions’ in notional/
functional grammars. Th e argument is that languages will have diff erent ways of splitting 
up reality (e.g. Swahili does not have male and female pronouns, in French and German 
all nouns carry gender, languages diff er in the number of colour terms, and many other 
examples). From the point of view of the learner, these notions or schematic frameworks 
for the second language will need to reset to the target language. However, an extension to 
this argument is that languages actually shape thought. 

 Th e ideas that languages may have a powerful infl uence on the way diff erent groups 
view the world was fi rst put forward by two American anthropologists and is known as the 
Whorfi an or Sapir-Whorf hypothesis aft er the names of the two researchers who worked 
in this area. Th e original theory was developed from the study of indigenous American 
Indian languages such as Hopi. It was noticed, for example, that the Hopi language had 
very diff erent ways of expressing time or of expressing physical properties such as rigidity 
(making a distinction between objects such as ropes and sticks based on their rigidity). 
Extensions of this work suggested that the Inuits, who spent much of their time in the 
arctic circle had a much larger vocabulary in their language for types of snow. It was 
hypothesised that these groups would comprehend the world diff erently from users of 
English or other languages. Th is theory was investigated in a number of diff erent situations, 
most notably with colour terms. Languages vary in the number of colour terms they use 
and experiments have been carried out to fi nd out if this eff ects the way that colours are 
perceived by diff erent language users. For example, the Dani tribe of West Papua whose 
language contains a very restricted range of colour terms (3) was compared to L1 users 
of English (11 colour terms). Initial results from this comparison suggested that the 
ability to discriminate between diff erent colours is aff ected by language, but the results 
of other studies have been less conclusive. Similarly, attempts on the syntactical level to 
link the ability to think hypothetically with the lack of a verb form which allows for 



114 Memory, Psychology and Second Language Learning

this (e.g. Bloom, 1981 who looked at Chinese speakers in Hong Kong) have also been 
challenged (for discussion of evidence of lexical and grammatical issues see Carroll, 1999: 
365–379). Th e lack of clear evidence for perceptual diff erences generally led to the aban-
donment of the strong version of the theory (i.e. that languages determine thought), but 
with the rise in interest in cognitive linguistics, increasing interest is being placed on the 
infl uences of language over thought (see Levinson, 2003). 

 It would thus seem that, if lexical knowledge is stored in hierarchical systems as sug-
gested by linguistics, that the second language learner will need to re-organise underlying 
schema in order to be able to eff ectively store second language vocabulary, or to set up a 
separate storage system for the second language organised on diff erent lines.  

  5.6 Spreading Activation Models 

 Th e model which attempts to bring together many of the observed phenomena of word 
associations is the spreading activation model, fi rst proposed by Collins and Loft us 
(1975). 

     A possible semantic network for FIRE ENGINE is represented diagrammatically in 
Figure 5.7. Th is model has words represented as nodes as in the earlier network mod-
els and these nodes are connected to each other, but the connections are not necessar-
ily hierarchical, they are determined by strength of associations. Similarly, categories are 
not determined by features, rather features appear as nodes within the network. Th eir 
relationship with any particular word and thus category membership and typicality are 
determined by the strength of association between the nodes and not the logical semantic 
relationships. Th e strength of the associations between the nodes is represented by the 
length of line connecting them. In the spreading activation model, any activation of one 
point in the network will lead to the increased activation of other nodes within the network. 
Th e nodes are similar to the logogens discussed earlier in the book; they can receive in-
put from other nodes which will increase or decrease their level of activation. Th is raised 
level of activation will prepare the mind for the recognition of that particular word. Th e 
strength of association between words as represented by distance between the nodes in the 
model can provide an explanation for category eff ects (i.e. deciding if something is within 
a category), reverse category eff ects (deciding that it is not in a category) and typicality 
eff ects (deciding if it is typical) in categorisation and verifi cation tasks. Similarly, such a 
network can explain semantic priming eff ects where, in a lexical decision task, preceding 
DOCTOR with NURSE will speed up recognition of the latter due to the fact that the node 
for DOCTOR will already have a level of activation due to the activation of NURSE. Evidence 
of stable language-specifi c connections such as this is provided by the strong stereotypical 
associations which have been found to the Kent-Rosanoff  100 word list (Palermo & Jenkins, 
1964), which are diff erent with second language speakers of English (Randall, 1980). 

 In an important extension of the spreading activation model, Bock and Levelt (1994) 
added a language level to what was essentially designed as a semantic network. Th is model 
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operates at three levels: the conceptual level, the language (lexeme) level, and an inter-
mediate level, the lemma level.  Figure 5.8  represents part of the lexical network of the 
processes involved in either listening to or reading the words for SHEEP and GOAT in 
English and French. 

   Th e conceptual level operates as a semantic network, with concepts connected to each 
other in networks. Th e lexeme level contains nodes which contain all the features necessary 
to produce or recognise a word. In addition to the conceptual level and language levels, 
they added a ‘hidden’ abstract level of knowledge which they called the lemma level. Nodes 
at this level contain the syntactical information about a word, which act as an intermediate 
level between the concept and the actual word itself, the lexeme. Th e conceptual level oper-
ates in exactly the same way as the spreading activation model, but this semantic network 
is accessed from (or could provide access to) the ‘lemma’ level of abstract representation of 
the words. In the diagram, SHEEP and GOAT are both nouns in English and French 
and thus this syntactic category “Noun” is activated in both languages. However, in English 
there is no need for the activation of the gender node, whereas in French, MOUTON is 
masculine and CH È VRE is feminine, so these nodes will be activated on the syntactic 
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level in French. Th is lemma level will then activate specifi c word nodes at the lexeme level 
where phonological and/or graphical features are stored and the word can be produced. A 
reverse process would operate for the recognition of a word in writing or speech. 

 Th e Bock and Levelt model provides a very plausible explanation of the way that 
syntactic/structural information can become involved in lexical storage and recovery. As 
with all the network models, it places a great deal of emphasis on the strength of connec-
tions between words in the mental lexicon, but it attempts to integrate linguistic features as 
well. Th e semantic models describe the relations in terms of the semantics. Th e semantic 
systems operate independently of language, either the words used or the syntax involved. 
Th e Bock and Levelt model integrates all three processes. 

 Th e Bock and Levelt model combines aspects of symbolist and connectionist thinking. 
Th e mechanisms used to produce and understand language are those of activated nodes 
which is the same as connectionism. Features of the spoken or written word fi re diff erent 
lemma nodes, which, in turn activate lexemes. It is at the lemma level that more abstract, 
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linguistic rules become involved, but again through a spreading of activation between 
actual word nodes and more general linguistic nodes such as gender, count and plural-
ity. Th is ‘hidden’ lemma level involves symbolism through grammatical features. Th e task 
for the second language learner is to restructure the lemma level categories for the second 
language. An English native speaker learning French will need to both assign gender to nouns, 
but will also need to restructure the basic knowledge framework of nouns to allow for a new 
category which does not exist in English. Th is new category is an example of the language 
‘parameters’ which according to UG proponents need to be reset for the new language. 

 Th e above model introduces the dimension of two languages, English and French rather 
than merely concentrating on the storage of one language. It suggests that both languages 
are stored in one place. However, there is also the possibility that two languages may not 
exist in one, but in separate stores, and this is the issue which will be examined next.  

  5.7 One store or two? 

 Much of the evidence we have drawn upon in our discussion of the semantic store and 
the mental lexicon has been derived from psychological studies carried out on English 
with English native speakers. However, the aim of this book is to discuss such evidence 
from the point of view of the second or foreign language learner. From the point of view of 
the second language learner the most important factor is that s/he has already acquired 
one language and we need to consider the eff ect that this will have on the learning of 
the second. In particular, we need to consider how knowledge of form from the exist-
ing language will effect the processing of the second. The learner will already have 
established and automated procedures deriving from the fi rst language in LTM, and it 
is reasonable to assume that these are the routines which will automatically be called on 
to process the second language. Th is is nowhere more important than in the area of the 
mental lexicon. 

 Th ere are two essential questions which we need to ask.

1.     Do both languages share the same processes? i.e. Is the lexicon/are the lexicons 
accessed in the same manner?  

  2.  Do both languages share the same structures? i.e. Do there exist separate stores for 
the L1 and L2?  

   In the Bock and Levelt model, both languages share the same conceptual store. It assumes that 
the concepts of sheep and goat and the associative network are common to both languages. 
It also seems to assume that the lemmas for the concepts [sheep] and [goat] contain both 
an English and French equivalent, i.e. both languages are represented in the same lemma. 
Th is model suggests that the lexicon of a bilingual stores the words in the two languages 
in the same lexicon. In such models it is oft en assumed that the two words are ‘tagged’ for 
language, one an English tag and the other French. However it is also possible to envisage 
a separate store for each language .
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 One of the early models to emerge was the dual-coding model (Paivio & Begg, 1981) 
which suggested that words are stored in two distinct ways: as a word (a ‘logogen’) or 
as an image (an ‘imagen’). Linguistic information would be stored along with the word 
and non-linguistic information stored along with the image. Th e two systems would be 
separate, and one would call up a reference to another (i.e. the word GOAT would be 
linked to the image of goat and each would lead to the activation of the other). Th e bilin-
gual would have two subsystems within the verbal store, one for each language and a 
node in the imagery system would activate words in both the subsystems. Such a model 
dealt well with a number of recall phenomena, particularly the speed of recall for simple 
repetition, synonym and word-image tasks (for a discussion see Hamer & Blanc, 2000: 
185–186). However, the model only envisaged a common store for images, and dealt 
with more complex relationships via a series of associations between the words in the two 
language stores, associations which were determined by the way that the two languages 
were acquired. 

 Th e dual-coding model did not specifi cally deal with the issue of the relative ‘strength’ 
of the two languages. Asymmetrical storage models such as that proposed by Kroll and 
Stewart (1994) were developed from the dual-coding model, and take the diff ering degrees 
of fl uency of the two languages into account. Th ese models are hierarchical and propose a 
two-layer approach to thinking about words, with a separation between the form of the word 
and its concept. As with the dual-coding models, both the fi rst and the second languages 
share a common conceptual store. L2 learners come to the task of learning second lan-
guage vocabulary with an already well established bank of words from their fi rst language, 
and an already established conceptual awareness of the world. Kroll and Stewart (1994) 
suggest there will be 2 components in the ‘form’ layer (one for each of the language) and 
these word forms will each have its own connection to the conceptual level (see  Figure 5.9 ). 
Th e L1 learner has strong links between concepts and L1 lexical entries, and the linking of 
the L2 lexical item to its concept will, at the early stages of learning, be principally via the 
L1 lexicon. As learners become more profi cient, stronger links will be formed between the 
L2 lexicon and the concepts. 
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 Figure 5.9. Th e assymetrical storage model. (Adapted from Kroll & Stewart, 1994. Solid arrows 
indicate strength of relationship and the size of boxes indicates relative size of lexicons) 



 Chapter 5. Making sense 119

    Th is diagram shows the asymmetries which have been found to exist between tasks 
involving L1 and L2 processing. Translation is quicker from the L2 to the L1 than from 
the L1 to the L2. Th e structure also accounts for the fact that learning L2 words is 
easier when the two languages share concepts and more diffi  cult when the languages 
do not share concepts as illustrated by Korean L1 learners and their problems with 
“take” and “put” (Ijaz, 1986). Th e above diagram suggests that access to the concepts 
of “take” and “put” will be principally mediated by the L1 lexicon in early bilinguals. If 
the L1 lexicon does not contain the lexical distinction, then access to the concepts will 
cause problems. Th e reliance on fi rst language concepts was shown in another study 
with Korean students learning English (Jiang, 2004). Subjects were asked to decide in 
pairs of words were the same or diff erent. If the word pairs in English shared the same 
Korean translation, the subjects reacted signifi cantly faster than if they did not share the 
translation, suggesting that the subjects were using the semantic structures from the L1 
to make the judgments. Similarly, the colour perception diff erences between the Dani 
tribe, who only have a two-colour system in their own language, and Americans, who 
have considerably more, may be more of a problem of translation rather than percep-
tion. Th e diff erences between the Dani and the Americans which is oft en taken to be 
evidence of the Whorfi an Hypothesis that language aff ects thinking, becomes, not 
so much a problem of perception (as in the Whorfi an hypothesis), but a problem of 
expressing themselves in languages which have a more complex colour system. It also 
allows for the links between the L2 lexicon and concepts to strengthen as the L2 learner 
becomes more profi cient in the L2  . 3

 Th us, in terms of memory usage and our understanding of how L2 users use and 
process language, it is quite clear from this discussion that in the early stages of lan-
guage learning considerable processing capacity will be taken up with the ‘transla-
tion’ of lexical items in the L2 to access the concepts necessary for understanding the 
message.  

  5.7.1 Monitoring the process 

 Th ere is another issue involved in the use of two languages which has received attention 
in the psychological literature and that is the decision as to which language to use; the 
issue of task direction. For example, should the output be in the fi rst or second language? 

3. Although the above models were initially devised to account for order of acquisition (L1 and L2), 
not all results have shown an order of acquisition eff ect. Sometimes the L2 will become the dominant 
language. Th is led to a revision of this model where language dominance rather than order of acquisi-
tion is the controlling variable (Heredia, 1997). Hernandez (2002) found larger cross-linguistic lexical 
priming eff ects from the dominant language to the subordinate language than vice versa indicating 
that there was a stronger link between the concept and the L1 in the dominant language than between 
the concept and the L2 in the non-dominant language.
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In terms of the mental process involved in bilingual tasks, Green proposes the following 
set of structures involved in such tasks: 
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 Figure 5.10. A diagram indicating the structures involved in controlling the bilingual lexico-
semantic system (Green, 1998) 

    Th e mode envisages a bilingual lexical and semantic store which is acted upon by a 
number of other systems. One of these systems, the conceptualiser, decides on the general 
steps needed to perform a certain goal (G). Th is may be listening for information, pre-
paring to speak, composing a letter or any other general task including translation. Th e 
language task schemas control both low-level schemas (e.g. the particular motor responses 
involved in producing a phoneme) through to higher-level schemes information (e.g. the ap-
propriate register used to respond to the person speaking). Th ese schemas and the control 
of the language to be used in the bilingual lexico-grammatical system are controlled by a 
supervisory attention system (SAS). Th e SAS plays a crucial role in directing the way that 
languages are used and as we have seen is an important element of the working memory. 

 Th us it would seem from the psychological literature that there is a good deal of evidence 
of a shared conceptual store and shared processes in both languages, but separate formal 
stores. Th ese processes are overseen by the SAS.  

  5.8 Neuroscientifi c evidence 

  5.8.1 The structure of semantic stores 

 Examples of deep dyslexia in certain patients who are unable to access words which they 
clearly know provides evidence for a separate semantic store. Patients have been described 
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who will respond FOREST when presented with the word TREE (A.W. Ellis, 1984) indicat-
ing the existence of neural networks of associated words such as the Spreading Activation 
Model proposed by Collins and Loft us (1975), but with the connections disrupted. Lesser 
and Milroy (1993) also report on patients who have lost the ability to produce a word but 
clearly have a lot of semantic knowledge about the word and will produce long circumlo-
cutions in their attempt to cue the word and produce. As they point out, it is diffi  cult to 
know whether this problem is due to the access to the semantic system, to the connection 
between the semantic store and the means of saying the word (the phonological output 
mechanism) or to a disruption of the phonological output system itself. However, it does 
indicate that there exists a semantic store and that it contains many of the organisational 
characteristics which we have discussed. One of the fi ndings from studies of patients with 
deep dyslexia is that there can be selective impairment of diff erent categories such as fl ow-
ers, animals, household objects (Warrington and McCarthy, 1984), suggesting that these 
categories exist as organisational features in the semantic store. 

 In addition, brain imaging studies show that there is a degree of separation between 
the structures involved in phonological, morphological and semantic processing, although 
there is a large overlap. In terms of lexical processing, imaging studies suggest that words 
in the brain are connected in widely distributed networks (Pulverm ü ller, 1999) and that 
there is evidence that within these networks there are distinct category-related regions. 
Diff erent areas concerned with body parts and numbers, animals and tools, a living/non-living 
distinction and colour terms as against action verbs, have been recorded (see Franceschini 
et al, 2003). Th ese studies would seem to support the idea that words are stored in categories 
as suggested by the lexical storage models we have discussed.  

  5.8.2 Separate neural mechanisms for L1 and L2 

 Th e study of diff erent types of aphasia following bilinguals who have experienced strokes 
is one way of trying to determine if languages use the same or diff erent cerebral structures 
for the two languages. By studying the language loss following such a stroke (are both lan-
guages lost or only one?), and the recovery aft er such strokes (are both languages restored 
simultaneously or does one precede the other?), it is possible to speculate on the degree 
of overlap or otherwise between the areas involved in processing the two languages. On 
balance, the evidence would seem to suggest that there do not exist diff erent areas for 
processing the two languages. In a review of a number of studies of polyglot aphasics 23% 
did show diff erential impairment and recovery (Whitaker, 1978), but in another review 
(Paradis, 1977) over half showed no diff erence; both languages were equally impaired or 
recovered at equal rates. Th is would argue for common processing mechanisms for both 
languages but does not, in itself, argue against there being separate lexical stores for the 
two languages. Th e factors involved in impairment, and, more importantly, recovery, are 
highly complex, but the fact that cases of selective impairment and recovery have been 
reported in the literature since as early as 1882 (Ribot, 1882), and the fact that 23% of cases 
did show some sort of diff erential aphasia, would suggest that certain aspects of the two 
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languages, and vocabulary in particular, do have diff erent stores, although processed by 
common language mechanisms (for a fuller debate of this issue, see Hamer & Blanc, 2000, 
Chapter 6). 

 Brain imaging studies are equally inconclusive on the issue of diff erent lexical stores. 
Despite some early studies by Ojeman & Whitaker (1978) and Rapport et al (1983) which 
appeared to show that electrical simulation to diff erent areas of the brain had diff erential 
inhibitory eff ects on the two languages spoken by the subjects, the evidence generally 
shows that the areas of the brain involved in the fi rst and second languages are largely the 
same. We have already mentioned the Chee experiments with Chinese bilinguals which 
showed no substantial diff erence between bilingual English-Chinese subjects in terms of the 
areas used for the diff erent language processing. Klein et al (1999) with Chinese-English 
subjects, Illes et al (1999) with English-Spanish bilinguals and Price et al (1999) with 
German-English bilinguals all failed to fi nd evidence of separate cortical structures 
associated with the two languages (for discussion see Fabbro, 2001). Th ese results have been 
replicated over a number of studies involving bilingual subjects with sentence comprehen-
sion, listening to stories and semantic judgment tasks (see Franceschini et al, 2003). 

 Investigations have paid particular attention to the level of bilingualism by compar-
ing early and late bilinguals. One fact to emerge from studies of early and late bilinguals 
is that there is no solid evidence of diff ering use of the left  and right brains in processing 
(laterality) as is suggested by Lenneberg’s Critical Age Hypothesis (Hamer & Blanc, 2000). 
However, Fabbro (2001) suggests that there is evidence that while brain imaging indicated 
similar cerebral representations of lexicons in both early and late bilinguals, there would 
appear to be diff erences in the representations of these lexicons in declarative memory 
and there were diff erences in the languages acquired before and aft er the age of 7 in the 
areas concerned with grammatical aspects of the languages. Th is would suggest that adult 
second language learners use declarative memory (i.e. more explanatory processes) more 
than fi rst language or early bilinguals (for a further discussion of declarative memory, see 
the next chapter and Anderson’s ACT model of skill learning) .

 Although the areas activated are generally comparable, some studies have shown the 
activation of additional areas involved with late bilinguals (Chee, 1999a) in their less profi -
cient language. Many of the studies also show increased activity of the common areas with 
late bilinguals, suggesting the extra processing costs arising from the more diffi  cult task 
of second language manipulation. Th is would then suggest that second language learn-
ers need to employ extra resources to process language at an early stage, but that these 
resources are not used once greater fl uency is attained. At this later stage of learning the 
second language learner uses the same resources as the fi rst language speaker.   

  5.9 Summary 

 In this chapter we have reviewed diff erent aspects of knowing a word and have seen that in 
many cases the categories of knowledge deriving from linguistic description have been shown 
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to have psychological reality. However, we have also seen that ideas such as prototypicality 
and associative networks also provide powerful models for explaining the way that words 
are stored and retrieved, indicating the role played by frequency (through prototypicality) 
and connectivity (through associative networks) in the mental lexicon. Th e symbolist 
approach would indicate the importance of the use of higher-order, top-down linguistic 
schema in the use and understanding of words and would reinforce the importance to the 
second language learner of establishing such L2 categories in the LTM. Th e connectionist 
approach, on the other hand, would tend to emphasise the importance of the formation of 
strong inter-word connections and thus argue for a more bottom-up, associative learning 
approach to vocabulary. Th e degree to which the two approaches, the symbolist and the connec-
tionist can be integrated into a single model is an interesting theoretical one (see Hulstijn, 
2002), but it would seem from this discussion of lexical storage that both play a part in 
learning and teaching approaches will need to encourage both the establishment of connec-
tions between words and of the grouping of words on a more symbolic level. What remains 
to be decided is the methods by which such learning most eff ectively takes place and the 
memory implications involved. Is it best achieved through implicit or explicit learning? 

 Th e second issue which has emerged from our examination of the psychology of lexical 
storage is that in bilingual subjects, there is a lot of evidence for the use of separate lexical 
representations for the fi rst and second languages, although brain imaging would suggest 
that these are not located separately in the brain. Th is raises the issue for the SL teacher 
of the role that translation and use of the fi rst language in second language learning. Th is is an 
area which has received scant attention over the last fi ft y years of second language learn-
ing. Certainly, recent second language methodology has strongly frowned on any form of 
translation strategy, explicitly encouraging the sole use of the L2. From the stimulus-response 
procedures of the Audiolingualists to the meaning-based approaches of the mentalist and 
CLT approaches, the emphasis has been on almost exclusive use of the L2 with the implica-
tion that it is important to build up L2 specifi c connections rather than mediate the learning 
of the L2 through the L1. Yet such a situation does not seem to relate to the psychological 
evidence. 

 In terms of memory usage in the second language learner, what is important is that 
this interaction between the two languages is not without processing capacity costs. Th ese 
costs are represented by the role played by the SAS in Green’s model, and are again, going 
to compromise the amount of working memory available for such processes as storing 
chunks of text and using established schema from Long Term or Episodic Memory. Once 
again, the detailed discussion of the mechanisms by which second language speakers make 
sense of and use a second language, point to the diffi  culties they are likely to experience in 
trying to use higher order, top-down processes in language comprehension and production. 

 In the discussion so far, we have examined the processing costs involved in the WM 
in working in a second language. However, there is another crucial role that WM plays in 
learning a second language, the role of actually learning the language itself; of using expe-
rience to establish routines in LTM. It is this function of WM which will be examined in 
the next chapter.  
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Further Reading  

  Jean Aichison (1989).  Words in the Mind.  Oxford: Basill Blackwell. 
An excellent and very readable account of diff erent ways that words can be stored in the mental 
lexicon providing good accounts of the development of parallel distributed processing, spreading 
activation models in their diff erent forms. 

 Josiane Hamer and Michel Blanc (2001).  Bilingualism and Bilinguality.  Cambridge: Cambridge University 
Press. 
This is a very thorough examination of a wide range of issues concerning bilingualism, ranging 
from the socio-cultural through to the cognitive. In Chapters 6 and 7 they deal with the issues of 
neuropsychological evidence and information processing systems in bilinguals and review many 
studies in these areas.     



  Chapter 6

  Making it stick 
 Learning theories applied to SL/FL learning 

 

6.1  Working Memory: The main rehearsal space

6.2  Declarative and Procedural memory

6.3  Repetition and depth of processing

6.4   Repetition and attention: Implicit versus explicit learning

6.5  Gagné’s hierarchy of learning

6.6  Neuroscientifi c evidence

6.7  Conclusion

      So far in this book we have looked at the role that cognitive structures and memory play in 
language processing and comprehension. Th is is like describing a maze which sounds and 
symbols go through to be understood. However, memory has another crucial role in language 
learning; it is actively involved in learning the maze. Not only does it store information 
about the language used and use that information to make sense and communicate, but 
it also learns the maze, builds a framework in the brain. Th ere are two, apparently oppos-
ing, learning processes which seem to be involved in such learning. One is the implicit, 
unconscious learning usually associated with the acquisition of the fi rst language, and the 
other is a more explicit, conscious process involved when a second language learner stud-
ies a language, usually in a classroom. In this chapter we are going to turn our attention to 
the way memory is involved in learning, and, in particular, its role in the more conscious 
learning process associated with learning a second language in instructed second language 
learning (R. Ellis, 1990). 

 In this chapter we shall be seeking to answer the following questions:

   • What role does WM play in learning language patterns?  
•   How do language patterns become automatic?  
•   What role does memory play in building up automatic procedures?  
•   What is the relationship between implicit and explicit knowledge of language?  
•   How can learning theories explain the diff erent levels of language knowledge?  
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     6.1 Working Memory: The main rehearsal space 

  6.1.1 Associative learning 

 In this book we have tried to examine the way that cognitive structures go about the process 
of language comprehension and learning. At every level, we have drawn attention to the 
importance of the Working Memory in the processes of comprehension and production, 
and the ramifi cation that its limited capacity has for the second language learner. At all 
levels we have seen that a major part of effi  cient language processing is involved with the 
automatisation of procedures and in this chapter we wish to explore the methods by which 
automatisation may be achieved. On the simplest level, material to be learnt is repeated in 
Working Memory using the phonological loop. Th is is the main learning process involved 
in associative learning; the establishment of bonds between diff erent items such as, on the 
simplest level, a picture and a word which represents it or a situation and an appropriate 
response. Such learning underlies the stimulus-response (S-R) of behaviourist psychology. 
Th e information processing framework, seen as an associative learning process looks like this: 
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   Figure 6.1. A model of how material can be learnt using the phonological loop in WM 

      As explained in Chapter 1, the phonological loop is a sub-system of Working Memory 
which allows verbal material to be repeated. Based on the way that we learn new material 
like telephone numbers by repetition, the phonological loop provides a verbal repetition 
process by which material in the Working Memory avoids decay. In terms of language 
comprehension, this will keep incoming material active whilst new material is integrated 
with it to form longer messages, but in terms of language  learning  this is the principle 
route by which new material is learnt. Material is learnt by repetition. In general, work on 
learning new material has shown that the greater the number of repetitions, the stronger 
the learning (the Power Law of Practice) and there has been considerable work done on 
associative learning and the eff ects of diff erent patterns of repetition (spaced repetition in 
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particular see Anderson, 1999). What emerges from these studies is the central role played 
by repetition in learning verbal material. 

 For the fi rst language child learning a language, this repetition is provided by a huge 
amount of exposure to language input coupled with an almost unlimited amount of time 
within a fi ve to six year period to practise the spoken output. Automatisation of language 
routines is implicit and unconscious and results from this long period of exposure to lan-
guage input. Th e importance of the phonological loop in this learning process is shown, not 
only by the observations of children at play and their verbal repetitions, but also by a number 
of studies which show a correlation between the phonological working memory and either 
language success or failure in fi rst language children (see Adams & Willis, 2001, for a review). 
Th is success is not solely at the phonological level, but also at the grammatical level. 

 With instructed second language learners, however, the situation is quite diff erent. 
Th ey do not have the huge amounts of exposure to the target language as fi rst language 
speakers do. Neither do they have the huge amounts of time to dedicate to the process of 
repetition and practice. If, as N. Ellis suggests, the language acquisition process  “favours a 
conclusion whereby the complexity of the fi nal result stems from simple learning processes 
applied, over extended periods of practice in the learner’s lifespan, to the rich and complex 
problem space of language evidence”  (N.C. Ellis, 2001, p. 37), then the second language 
learner is at a severe disadvantage. Yet it is clear that second languages can be learnt and 
can be learnt in formal situations without the large amounts of naturalistic immersion in 
the second language which characterize the fi rst language child’s experience. What can 
replace the random and extensive unstructured experience of the fi rst language child is a 
conscious, directed and targeted repetition of key language patterns. Th is repetition will 
take place in the Working Memory and will be consciously directed by some sort of atten-
tion mechanism. 

 An attention mechanism is also required by the fi rst language learner if language is to 
be any more sophisticated than the simple ‘parroting’ of set phrases.  

  6.1.2 Devising and using rules: The LAD 

 Th e repetition of phrases and their allocation to Long Term Memory by a process of ‘over-
learning’ is the basic building block of associative learning in behaviourist psychological 
approaches to learning. Yet this process, by itself, was found to be incapable of explaining 
the way that languages are learnt and used. Languages involve grammar and structure, not 
just a string of surface formats. Th e most famous attempt to provide an explanation for this 
phenomenon was the Language Acquisition Device (LAD) proposed by Chomsky (1959). 
He proposed, as we discussed in Chapter 1, that all human brains were predisposed to 
learn languages through a hard-wired device called the LAD. 

 Th e emergence of this concept was the result of a reaction within psychology to the refusal 
of behaviourist psychology to consider any contribution that cognition might play in the 
governing of human action. Th e mind was the famous ‘black box’ and only observable sur-
face actions were considered to be valid evidence on which to build models of behaviour. 
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Th e LAD was a mental mechanism which worked on the surface data of experience in a 
suitable environment (Bruners’ Language Acquisition Situation, LAS, Bruner, 1985) and 
provided the framework for learning and understanding languages. Attention switched 
to the discourse features of language acquisition; to inferring mental processes from 
analysis of the language produced. Th e micro-processes by which a language is ‘acquired’ 
were left  rather vague. In many ways, from a cognitive point of view, the nativists, by as-
cribing language learning and acquisition to a hard-wired, innate system, turned their backs 
as eff ectively, as had the behaviourists before them, on the problem of how language is 
handled by the brain. 

 However, it is possible to argue that the monitoring system, the SAS, within the Work-
ing Memory is the mechanism by which abstract linguistic information can operate in 
language comprehension and learning. From an nativist viewpoint, this knowledge is innate. 
From a connectionist viewpoint, this knowledge is constructed from experience with the 
language and it is the way that such knowledge may operate in the Working Memory that 
we shall consider next.  

  6.1.3 Using and devising rules in Working Memory: The connectionist view 

 Connectionism, by arguing that complex structures can be derived from models derived 
from surface forms (for a review see Chater and Christiansen, 1999 & Ellis, N.C., 2001), 
off ers both an explanation of how language structure can emerge from language use and 
also a mechanism by which these forms can be learnt. Ellis states that  “the same systems 
which perceive language represent language”  (N.C. Ellis, 2001, p. 42) and that WM is the 
key to understanding where and how this happens. 

 Ellis off ers the following model to explain how working memory may act on language 
input and how learning/acquisition can take place (Figure 6.2 ).

   Th is model shows how language and picture processing take place. Language input is 
fi rst of all processed at a phoneme level and connections are formed between the nodes 
at this level and word nodes at the next level. Th ese are again connected into established 
patterns at the phrase level. Th rough continuing exposure (in the case of the fi rst language 
user), these neural pathways become more established. Language then becomes a network 
of interconnections between nodes at the diff erent levels and the rules of the language are 
defi ned by these interconnections. Grammar, then emerges from the recurring chunks 
of language to which they are exposed (‘emergent rules’, Elman et al, 1996, MacWhinney, 
1987). Th e whole process is governed by a monitoring SAS which directs attention within 
the Working Memory to the signifi cant areas of input. Th is is where the rules of the language 
emerge. 

 With instructed second language learners the SAS also plays a part, not only in extract-
ing the rules, but in directing the activity happening in the phonological loop. With struc-
tured input (from a teacher) and purposeful practice (through rehearsal), the SAS is able 
to establish language patterns through interconnections between the diff erent levels of 
language.  
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  6.1.4 Item-based versus rule-based memory 

 Th roughout our discussion we have made the assumption that the LTM consists of modules 
(such as the phonological, semantic and syntactic) which store the ‘rules’ of the language 
and are used to interpret the incoming data according to these rules. However, there are 
other models of memory which have suggested that it is possible to explain language be-
haviour in terms of a large number of individual items (the item-based memory, Logan, 
1988). Th us, the LTM acts rather like the Episodic Memory. Such an explanation would 
fi t well with a prototypical approach to semantics (see Chapter 5) as applied to language. 
Th e language processing component of memory would consist of a series of frequent pro-
totypical patterns, not a series of rules. Such an explanation would seem to deal well with 
highly frequent words and phrases (for a discussion see DeKeyser, 2001). 

 As with other aspects of the processing of language, it is not necessary to take a defi nite 
stand one way or the other about the organization of LTM. In some instances the item-based 
approach will yield the best explanation, in others a more modular approach will be more 
appropriate. Indeed as we have argued before, the brain systems are highly complex and so 
numerous are the neural resources available that one route may be acting in parallel with 
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Figure 6.2. Th e model of working memory for language acquisition. From Ellis (2001), p. 36



130 Memory, Psychology and Second Language Learning

another in a ‘horse race’ situation, the winning strategy being chosen by the fi rst to arrive 
at the answer. However, the processes we are describing for associative learning do favour, at 
least on the initial level, an item-based, episodic approach and it is necessary to re-examine 
the architecture of the WM in the light of such thinking. 

 Th e original model of working memory advanced by Baddeley and Hitch (1974) has not 
been without criticisms. In particular arguments have been put forward for a more integrated 
model of WM and LTM (for a critique of the WM, see Cowen, 1995 and Ward, 2001). Th e 
criticisms point out that some of the frequency and serial eff ects previously associated with 
WM alone can also be seen to operate in LTM under certain conditions. In response to these 
criticisms (in particular the necessity of integrating episodic and modular factors into his model 
of WM), Baddeley (2000) has produced the following adaptation of his original model. 
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   Figure 6.3. Th e multi-component model of working memory from Baddeley, 2000 

      Th is suggests that a section of the episodic LTM may also act as a temporary store for 
material expressed in a symbolic form (i.e. as language or visual semantics). Material from 
the WM is then passed on to this temporary episodic store in LTM via an Episodic Buff er. 
Th is temporary episodic memory then acts as an interface between the WM and the LTM. 
Stored information about language works on and receives information from the language 
module in the Episodic LTM (the item-based memory), which itself feeds to and has been 
fed from the Episodic Buff er in WM.  

  6.1.5 Connectionism and the second language learner 

 As regards the second language learner, there are two linked factors which we need to 
consider:

   1.  Th e second language learner has already learnt one language and this experience can 
be brought to bear on the task of learning the second language.  

2.    Th e second language learner is carrying out the learning process in a completely dif-
ferent environment.  
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   Connectionists see language form as emerging from the surface structure of the input. 
Learners make sense of the language input and discover regularities in the input. In this 
sense the second language learner has a large advantage over the fi rst language learner. 
Given the greater cognitive sophistication of the second language learner, and the experi-
ence of learning one language, it is likely that the learner will be able to examine the data in 
a more focused manner and thus recognise these recurring patterns at a much earlier stage 
than the na ï ve fi rst language learner. Th us, the second language learner’s SAS will already 
be trained to look out for signifi cant chunks in the fi rst language. Also, in the formal learn-
ing environment of the traditional language classroom, the second language learner will 
not be exposed to unstructured and random data; language lessons are highly structured 
events where the language data is laid out in a way to emphasise the signifi cant chunks of 
which languages are built. Th us, the learners’ exposure to the new language is highly medi-
ated and in instructed second language settings, there will also be a teacher to direct the 
second language learner’s attention to the salient features of the input. 

 It is also interesting to consider the role that repetition might play in learning rules. 
It is clear that in nearly all forms of second language learning, oral repetition forms a very 
signifi cant element. If we accept the connectionist arguments that grammar and other 
schema emerge from surface form, this repetition may, by itself, allow the speaker to 
construct the formal schema (i.e. phonological and syntactical structures) which are nec-
essary for comprehension. Th is argument can, for example, provide an explanation for 
the persistence of rote learning as a method employed in many cultures, in particular the 
Confucian methods which we shall explore further in Chapter 7. It should also be noted 
that connectionist explanations provide a theoretical basis from a learning perspective 
for the way that motor response pathways established for the production of sounds can 
also act as a means by which sounds are comprehended (see the Motor Th eory of Speech 
Perception, Chapter 2). 

 Th us, connectionist explanations, with their emphasis on associative learning through 
repetition as the basic learning process and their arguments that rules emerge from such proce-
dures provide an intuitively powerful framework for looking at learning a second language.  

  6.1.6 Chunking and repetition 

 Th roughout our discussion of language comprehension we have referred to the importance 
of second language learners dealing with larger and larger chunks in order to maximize 
space in the WM for integration of new and received information; a comprehension 
perspective. However, we also need to consider the size of ‘chunk’ in terms of  learning . 
What size of chunk should the learner be repeating? 

 At the beginner level, the learner will be concentrating on the establishment of 
low-level motor-neural pathways for the phonemes of the second language or the signifi -
cant features of the writing systems (as exemplifi ed by the lowest level of  Figure 6.2 ; the 
phoneme and edge detectors). Th is will involve the repetition of words and short phrases 
which will be committed to memory in controlled contexts (e.g. as a response to a picture, 
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to a spoken prompt, or a social situation). Th e process of repetition will simultaneously 
create links to the visual/social contexts in which the speech occurs. Th is allows for an 
appropriate response to be made in these situations. It also provides exposure to the pho-
nological form, phonotactics and grammar of the second language. However, in addition 
to the amount of repetition, successful learning has also been shown to have strong links 
to attention. For eff ective learning to take place, the learner needs to pay attention to the 
salient features in the message (see ‘noticing’ Schmidt, 1990, and discussion in Chapter 7). 
Which features should be attended to will be under the control of the SAS, and this com-
ponent of WM is highly important for the second language learner. 

 From the discussion so far we can draw some important conclusions about instructed 
second language.

 1.    Th e input to be memorized needs to be extensive if the learner is to have enough data 
to make connections between diff erent patterns in the language;  

2.    Th is input should be meaningful to allow cross-modal connections to be made 
between the language form and meaning (connections between the language and 
social situations, for example);  

3.    Th e input should be selected to facilitate the noticing of the patterns;  
4.    Th e learner must be attending to the signifi cant aspects of the input.  

      6.2 Declarative and Procedural memory 

 Th e discussion so far has concentrated on the role that WM plays in the learning of new 
material by repetition. It has suggested that the repetition of language in the WM either 
through exposure to large amounts of naturally occurring data as happens in language 
acquisition or to selected data in targeted language instruction, is one of the principal ways 
that material is passed to the LTM and stored. In each of the models discussed it is necessary 
to propose some sort of monitoring/analytical device for selecting signifi cant information 
and directing the activity of the WM. In behaviourist associative learning, this mechanism 
would be concentrating on the surface form of the language and storing it as a series of 
individual examples without any analysis. Th is would suggest an item-based approach to 
memory, where individual instances are linked directly. From a nativist approach, the LAD 
would be using an innate language ‘instinct’ to process and analyse the language. Th is implies 
modular, symbolic structures in LTM. In connectionist thinking the SAS would be using 
the frequency distributions of the elements in the language to extract patterns and thus 
formulate an ‘emergent grammar’ of the language. Such approaches combine item-based 
and symbolic processes. In particular, connectionism can be seen to provide a mechanism 
by which language modules can be operationalised through connectionist networks. 

 However, underlying all three approaches (the behaviourist, nativist and connectionist) 
is the importance of maximizing the automatic nature of this process of linking concepts to 
lan guage through the implementation of language patterns. We next examine a psycho-
logical model, drawn from the study of skill learning, which concentrates on this process of 
automatisation of skills. Th is model suggests there are two kinds of memory involved, the 
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declarative and the procedural. Th is view of memory provides an important framework with-
in which to conceptualise the way that languages, and especially second languages, are learnt. 

  6.2.1 Anderson’s ACT model of skill learning 

 In the previous section we examined the way that the phonological loop and repetition 
of language chunks provided the central process for committing elements of language to 
memory. We also examined the way that formal, grammatical information about the lan-
guage can emerge from the memorization of surface strings. Th is explanation, provides 
a useful core theory about language learning, and one which, by emphasizing the power 
of repetition in learning, is immediately appealing to the experience of second language 
learners. However, it is still unclear about the actual process by which the knowledge 
of form ‘emerges’ from the surface language. At best, the SAS, it can be argued, can be 
‘trained’ in second language learners to attend to signifi cant aspects of the language, but 
at its worst, as in fi rst language acquisition studies, the way that the child constructs the 
grammar from the data is as vague as the nativist argument for the operation of the LAD. 
One view of memory which does try to provide an explanation for the way that immediate 
experience may be converted into automatic long-term memory routines (the underlying 
purpose of repetition in WM), is Anderson’s ACT (Adaptive Control of Th ought) model 
of skill learning (Anderson, 1983). 

           Th e model and its various modifi cations (see ACT-R Research Group, 2003) has 
been put forward as an explanation of the way that we learn routines of skilled behaviour 

Application
Declarative

memory
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Match
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Figure 6.4. A schematic diagram of the major components and interlinking processes in 
Anderson’s (1983, 1993) ACT models. From Eysenck & Keane, 1995, p. 386
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and the way that these become automatic. It proposes two types of long term memory, 
the Declarative and the Production (also called “Procedural”), linked to an executor. 
Learning skilled behaviour gradually moves from conscious control, where verbally ex-
plicit sets of instructions need to be accessed from the Declarative Memory, to a situa-
tion where a stimulus from the environment directly accesses automatic procedures from 
the Production Memory. It provides an explanation for the common experience all of 
us have about learning skilled behaviours such as learning to drive a car. Initially, every 
action, such as changing gears, indicating when moving off , looking in the rear view mir-
ror when pulling out, needs to be consciously thought about. Gradually these individ-
ual behaviours become chained into sequences of actions where the individual actions 
are automatically triggered by the previous action and ultimately the whole sequence is 
triggered by the desire to move off  without any conscious thought being involved. In a 
fi nal stage, added in Anderson’s last model (Anderson et al, 1997), frequently encountered 
examples can be accessed directly from the declarative memory without the need to use 
procedural rules from the production memory. In this way the ACT model of skill automati-
sation converges to a degree with item-based approaches to memory as mentioned above. 

 Such an intuitively sound procedure for learning higher order skills such as driving 
also has clear relevance to language learning. It provides an explanation of learning in 
terms of ‘higher order’ analytical skills and to a degree ‘lower order’ motor-neural skills 
as well. Th e model also provides an explanation of the way that the SAS may operate, 
and a theoretical framework for the way that procedures for second language learning in-
volve more than simple repetition; they involve the use of ‘instructions’ (formal language 
understanding), as part of the process of learning. It has generally been accepted that mere 
repetition is not suffi  cient (as audio-linguists found out) any more than simple immer-
sion (as the CLT tradition is beginning to realize). Attention needs to be focused by the 
SAS, and Anderson’s model provides a mechanism which could do that. At an initial stage 
of learning a new word in the L2, for example, ‘peach’, learners from diff erent language 
backgrounds will need to pay conscious attention to the way that the sounds are pro-
nounced. Arab learners, for example, may want to consciously ‘devoice’ the /b/ sound in 
their own language to produce the /p/ in English, or they might emphasize the aspiration 
of the /p/, as /p h /, both of which they may well have been directed to do through a language 
lesson. Initially, they will need to be conscious of this and may verbalise the task. Gradu-
ally, however, connections between various neurons in the sound production pathways 
(neuron-motor routines) will become automatic and will not need to be thought about. 
Th e sounds will be automatically assembled from the word ‘lemma’ (see Chapter 5) which 
will have connections to such procedures embedded in it. Th e lemma, then can be seen as 
the automatised entries in Anderson’s Production Memory.   

  6.3 Repetition and depth of processing 

 Baddeley’s model of WM and the phonological loop provide an explanation of how mate-
rial can be transferred to LTM through a process of repetition and associative learning. 
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Th ere is much evidence in the psychological literature of the power of frequency of rep-
etition as an explanation of the strength of subsequent learning, but there is also another 
area which can be shown to have an infl uence on the strength of learning, the depth of 
processing involved. In a typical investigation of this, Eysenck and Eysenck (1980) demon-
strated that recognition for words based on tasks which involved either semantic process-
ing or involved distinctive features was better than recognition of words which had used 
a shallow, non-distinctive, non-semantic process. Experiments such as these would seem 
to suggest that the type of processing involved in the memory task will eff ect the effi  ciency 
of the subsequent learning. However, the concept of depth of processing is one which 
lacks clarity, and there are contradictory results provided in experiments which have tried 
to demonstrate a facilitation of deeper processing. One study (Morris et al, 1977) found 
no enhancement on tasks which involved apparently deeper processing, leading them to 
suggest a transfer-appropriate learning theory. Th is suggests that enhancement will only 
occur if the deeper processing is appropriate for the task in hand. Th is observation is a 
key insight when we consider the appropriacy of rule-governed second language learn-
ing. It may well be that the added gains to learning expected from explicit rule instruction 
(deeper processing) may not be realised due to the fact that the rules may not be appropri-
ate for the task. 

 Linked to the concept of depth of processing, Ausubel developed a theory of cognition 
which stipulates that there is a diff erence between pure rote learning and more cognitive 
learning (Anderson & Ausubel, 1965, see discussion in Brown, 2000). He developed the 
idea that material is better retained (and thus less easily forgotten) when it is both mean-
ingful and cognitively related to previously learnt material. 

 If we accept that associative learning provides the basic process by which material 
is learnt, the ACT model provides an explanation by which attention can be directed to 
more than the surface features of the material to be learnt. It also provides a process by 
which skills are automatised and provides a mechanism by which ‘deeper’ processing can 
be seen to operate. In Baddeley’s latest model of WM which includes an episodic buff er 
and a section of the Episodic Memory LTM which can be devoted to short-term process-
ing of language (see  Figure 6.3  above), we have a mechanism which can explain both the 
use of symbolic approaches and the depth of processing viewpoint. Th e transfer of lan-
guage material from the phonological loop to this space in Episodic Memory will provide 
deeper processing which is cognitively managed through symbolic representations. It also 
provides a bridge to LTM, suggesting that material will fi rst be learnt as a series of items or 
exemplars and later form rules and be available to symbolic processing.  

  6.4 Repetition and attention: Implicit versus explicit learning 

 Th e models of WM which we have examined, and most of the theories derived from the 
information processing framework involve the concepts of attending to and extracting 
signifi cant features of the language data. Th e architecture of the WM proposes a supervisory 
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system (the SAS) which can direct attention to diff erent features. Th is SAS will need to be 
sensitive to the diff erent features involved in the diff erent languages being used. However, 
the question remains as to how this SAS may work. As we have shown nativists would 
argue that the SAS is hard-wired to notice certain features. In Chapter 2, we discussed 
evidence from studies of neonates which would suggest that children are born with an 
in-built mechanism for noticing phonetic features of languages. Th is innate mechanism, 
the LAD, it is argued, plays a powerful role in fi rst language acquisition. Other powerful 
evidence for this method of understanding the emerging grammar of the fi rst language 
has produced experiments such as the famous ‘WUG’ test (Berko, 1958). In this test young 
children were shown a picture of an unknown bird, a “Wug” (see F igure 6.5 ). Th ey were 
told that it was a wug. Th ey were then shown two similar birds and asked to orally com-
plete a sentence such as “Th ere are now two ”. Children were quite able to cor-
rectly produce the plural form, “wugs”, showing that they could operate the addition of the 
plural morpheme in English without any formal understanding of grammar. Th is view of 
learning sees rule learning as implicit rather than explicit. However, although implicit, it 
still sees the process as rule governed. 

 

This is a wug

Now there is another one.
There are two of them.
There are two  .

   Figure 6.5. Examples of the type of items used to test for knowledge of the plural morpheme. 
(Berko, 1958) 

      Arising from the approach which views language as rule-governed, the ‘mentalist’ 
approach emphasises the role that learning formal aspects of language play in learning 
a language. Mentalists argue that the attention mechanism can be trained to notice features by 
teaching the rules of the language, through understanding syntax, morphology and semantics. 
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Th us, the attention system can be under conscious control and use higher order processes to 
notice the signifi cant features. In this approach, attention is controlled by explicit knowl-
edge of the formal aspects of language. Th e explicit knowledge of form is one that has 
been close to many methods of formal second language instruction, which will be further 
explored in the next chapter. 

 Connectionists, on the other hand, would argue that the attention mechanism is 
trained to notice certain features from the structure of the data. 

 One of the most quoted pieces of evidence in favour of an innate language acquisi-
tion device is the way that English L1 children acquire the past tense of irregular verbs 
which we have already discussed in Chapter 1 (see Table 1, p. 9) .  As we discussed, in an 
early connectionist simulation Rumelhart and McClelland (1986) demonstrated the way 
that a connectionist approach could be used to model the normal past tense acquisition 
sequence of the L1 child. Th us, they were able to model a normal order of acquisition us-
ing a probabilistic model. However, although this demonstrates that a connectionist model 
can produce acquisition-like behaviour, it should be noted that it is modeling the implicit 
learning/acquisition of the L1 child, not the conscious learning of many L2 learners. 

 Th us we can see the following relationships between psychological approaches, learning 
processes and approaches to language form. 

 

Psychological Approaches Learning processes View of rules

Behaviourist
Associative links
between stimulus
and response.

IMPLICIT: rules
learnt by analogy

nativist
Exposure to data in
supportive
environment.

IMPLICIT: rules
fitted into innate
framework

Cognitive
mentalist

Exposure to data
and rules

EXPLICIT: rules
used to construct
language

connectionist
Exposure to data,
associative
connections
between words in
data

IMPLICIT: rules
emerge from
frequency of
connections
between words

   Figure 6.6. Relationship between diff erent approaches, learning processes and their implications 
for explicit or implicit knowledge of rules 

      Discussion of explicit versus implicit approaches to the learning of grammar in sec-
ond language learning is a major issue in approaches to SL methodology. Similarly, the 
optimum methods for directing the attention of second language learners to important 
features of the language system through Focus on Form (noticing features in the language) 
or Focus on FormS (explicitly teaching grammar) has become one of the most important 
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debates in recent SLA research (Doughty & Williams, 1998) and will be dealt with in the 
next chapter on recent methodological approaches to second language learning. 

 However, there is another way to view the cognitive processes involved in learning a 
language, and that is to consider diff erent levels of learning and their relevance for diff erent 
aspects of language knowledge/skills. Such an approach is that put forward by Gagn é .  

  6.5 Gagn é ’s hierarchy of learning 

 Th e connectionist framework provides an explanation of the way that meaning and con-
ceptual understanding can be extracted from surface language features. Th e ACT model 
provides a general explanation of the way that language learning moves from conscious 
control to automatic production. Th e fi rst rests on repetition and the second involves ex-
plicit use of rules. Teachers of second languages need to consider when it is appropriate 
to use repetition and when they should provide explanations. Th roughout this discussion 
of language learning and teaching, a constant theme has been the diff erent approaches to 
learning exemplifi ed by the associative learning tradition (the straightforward association 
of one element with another) as against the symbolist, mentalist tradition (which provides 
explanations of the way languages work). Gagn é ’s hierarchy of learning provides a use-
ful model which can act as a framework for discussing this issue further (Gagn é , 1985). 
Initially devised in 1965, this model stands at the interface between the earlier associative 
learning tradition of the fi rst half of the last century and the later mentalist approaches. Th e 
model was also devised as a framework for curriculum development and, given this book’s 
interest in learning second language in a formal classroom setting rather than acquiring a 
fi rst or second language in a natural environment, it is thus particularly relevant. 

 Rather than conceptualizing learning as either associative or mentalist, Gagn é  outlines 
a hierarchy of learning types which build on each other. It is based on the premise that any 
intellectual skill can be broken down into simpler skills on which it rests. Th e ability to 
write a sentence, for example, rests on the ability to correctly form letters. In his model, 
each type of learning subsumes and requires prior learning in order to be successful. Th e 
learning types which he identifi es (with possibly the exception of the most basic ‘Classical 
Conditioning’) all have relevance for language learning. A problem with this model is the 
implied strict hierarchical nature of the relationship between the levels. As we shall see 
both higher-order and lower-order learning types may be involved simultaneously, but the 
general concept of ‘levels’ of skill is a useful one. It is better to view his framework as a tax-
onomy of learning types many of which may operate simultaneously, but within a general 
hierarchical structure. However, all of the types have a clear relevance to language learning 
 per se  and, as a guide to the construction and understanding of classroom procedures used 
for second language instruction, they are a useful framework. Th e learning types involved 
in drilling a sentence pattern, for example, can be analysed in a quite diff erent fashion 
from those involved in writing an essay or fi lling in a grammatical exercise (see Workbook 
exercise 6.1 and 6.2). 
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 Gagn é  isolates 8 types of learning, divided into two levels, Intellectual Skills and Basic 
Forms of Learning. 

Intellecual Skills
TYPE 8 

Higher Order Rules/
Problem solving 

require as prerequisites 

↓

Problem solving is a kind of learning that requires internal 
thinking in which two or more rules are combined to produce 
a new capability that can be shown to depend on a new ‘higher 
order’ rule. Th ese ‘higher order’ rules are procedures and one 
way for them to become more complex is for several simpler 
rules to be combined to make a sequence of action steps. 

TYPE 7 
Rules 

require as prerequisites 

↓

Th e learner acquires a principle or rule which s/he may not 
be able to verbalise but which s/he is able to enact. For ex-
ample, a learner becomes aware of the diff erence between 
the defi nite and indefi nite article in English and has a general 
concept of defi niteness versus indefi niteness. Th ey then apply 
this concept to a written piece of discourse in which the fi rst 
mention of a noun is indefi nite and the later use is indefi nite. 
Th e concept (Type 6) is then used to generate rules for use.

TYPE 6 
Concepts 

require as prerequisites 

↓

Concept learning involves becoming aware of a commonal-
ity between certain patterns and the concepts that bind them 
together. Th us, recognizing the common contexts in which 
a particular verb form is used in English, say the contexts in 
which the present continuous verb form is used to refer to 
future actions, will lead to a conscious or unconscious recog-
nition of the concept involved when this verb form is used. 
Notice that, as with rule learning above, it is not necessary to 
be able to verbalise the concept to acquire the concept.

TYPE 5 
Discriminations 

require as prerequisites 

↓

Th is type of learning involves recognising that two classes of 
things are diff erent. It is the basis of all the intellectual skill 
learning procedures. It is particularly relevant to learning 
coding and decoding skills by the second language learning. 
Each language will have its own features for distinguishing 
signifi cant, meaningful distinctions between stimuli. Th is is 
particularly relevant to recognising the basic elements of the 
language code – the phonemes – but it is also relevant in terms 
of combinations of phonemes/graphemes in written and spo-
ken language as well as signifi cant grammatical and syntacti-
cal features. It is closely linked to ‘noticing’ language features.

⇓
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Basic forms of learning 
Associations and chains

TYPE 4 
Verbal Associations 

require as prerequisites 

↓

Th is is a special variety of chaining in which the responses are 
verbal. It is particularly important in human learning. Th e 
responses are happening within the brain and are thus 
covert. Th e simplest example of chaining is that of nam-
ing an object where the learner is involved in seeing a 
picture, accessing the concept, then the word for the pic-
ture, and then producing the word. Th us, the process of 
naming is not simply one of S-R, but is said to be medi-
ated by another response. A good example of mediation 
would be the learning of a new vocabulary item by using 
its L1 equivalent as a mediated response which will then be 
retranslated into English.

TYPE 3 
Chaining 

require as prerequisites 

↓

Th is type of learning involves the addition of a number of 
individual learned responses to make a chain of actions. It is 
distinguished from verbal associations in that it does not lead 
to a verbal response, although the learning might be accompa-
nied by internal or external verbalisation of the steps. A good 
example would be the learning of handwriting skills in an 
unfamiliar script.

TYPE 2 
Instrumental 
(Operant) conditioning 
Associative Learning 
require as prerequisites 

↓

Th is type of conditioning involves the reinforcement of a 
particular response to a stimulus by means of a reward in 
a S-R-R procedure. Th us, if a learner produces a correct re-
sponse to a stimulus and is praised, this behaviour will be 
reinforced. Such procedures are the basis of language drills 
and are particularly important in the acquisition of auto-
matic motor skills such as pronunciation.

TYPE 1 
Classical 
Conditioning

Th is is the type of conditioning that is involved in the origi-
nal Pavlovian experiments with dogs. An automatic response 
such as salivation at the sight of food can be conditioned 
to be made to another stimulus (e.g. a bell). It is really not 
that signifi cant in language learning, although note that 
anxiety due to a negative response or failure may become 
a conditioned response to language lessons in general, or to 
some aspect of language learning such as comprehension, or 
speaking in the class.

 Hierarchy of learning types and language learning adapted from Gagn é  (1985). 
 Taking this as a framework, we can then examine the memory implications for the 

learning types involved in his taxonomy. 
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      Type 8 
Problem solving  

 Th is is the type of learning which is most closely associated with Task 
based approaches. It is also the type of learning that Anderson used to 
develop his ACT model where experiments were done involving the 
learning of mathematical problems. In this type of learning the conscious 
mind is concerned with solving a problem and uses the WM to derive a 
solution, initially verbally, with explicit routines ‘downloaded’ from the 
Declarative Memory. In second language learning terms it is the type of 
learning which most clearly relies on prerequisites. Such problems are 
diffi  cult to solve without a great number of automatised sub-routines 
such as word/sentence recognition and phonological decoding and encod-
ing. To work on problem solving, the WM will be used to manipulate 
ideas and concepts with the language structure being supplied automati-
cally from the Production Memory in LTM. If the learner does not have 
the necessary fl uency in the language (lack of such automatic lower-order 
skills) the second language learner will probably use a translation strat-
egy. S/he will use the automatic routines from the fi rst language to provide 
the capacity within the WM to work on manipulating the ideas to solve the 
problem. It is likely that all but the most advanced second language users 
will heavily use the L1 for the ‘thinking’ part of problem solving, translat-
ing the output of the process into the L2. Whichever way the learner deals 
with the situation (either having to consciously work on the language 
input using ‘lower’ processing strategies (Types 6 and 7) or use transla-
tion (Type 4)), the capacity of the WM and the SAS will be taken up in 
these processes. Th e success of the problem solving will depend heavily 
on the ‘code complexity’ (Skehan, 1996a); with too high a code complex-
ity, more resources will need to be devoted to decoding and encoding and 
thus fewer to the problem solving itself. Th e contribution of Type 8 skills 
to successful second language learning is likely to lie in the more effi  cient 
uses of Type 6 and 7 processes, but its success will rely to a great extent on 
automatised associations and chains. 

    Type 7 
Rules  

This type of learning most clearly underpins the post-Chomskian 
mentalist approaches to language learning and, to an extent, the tradi-
tional Grammar/Translation methods. It is still the foundation of much 
second language learning instruction in school settings. In a sense it can 
also be argued to be a possible component of the Declarative Memory 
stage of skill learning. Its implication for use of memory in L2 processing 
is that it is arguably highly ‘memory-hungry’ in both language compre-
hension and production. The conscious use of rules to decode and 
encode messages restricts the capacity of WM to store information and 
to integrate on-line information with that already received and to pay 
attention to the meaning content of messages. Th ere is also an issue of 
the meta-language used in such procedures and the effi  cacy of gram-
matical terminology as a means of message comprehension and assembly. 
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Th e meta-language of grammatical description, itself, places a heavy 
memory burden on many learners; a burden which is not necessarily 
benefi cial for rapid language processing. Here, the concept of emergent 
rules is an important one and one which may lessen the memory bur-
den of rule use in the WM.

Type 6 
Concepts

Th e role of schema has fi gured prominently in all the discussion of the 
LTM and the type of information which it contains. Schema range from 
cultural practices through to the way that languages conceive of the world 
(the linguistic relativity hypothesis). Th ese schema, we have argued, need 
to be available to understand language input. On the language level, the 
types of meaning expressed by diff erent structural patterns in each lan-
guage will be diff erent and these concepts need to be learnt. In instructed 
SLL, they can be learnt through the grouping of language patterns for 
the learner with their meaning either being explicitly named, or, more 
probably, by drawing attention to such features. Again, before they 
become automatic, they will occupy memory capacity in the WM.

Type 5 
Discrimination

Th is type of learning has obvious relevance to the learning of phonology in a 
second language. It is also the type of learning which is most closely associ-
ated with the basic forms of learning. In learning to produce an unfamiliar 
sound through the establishment of motor-neural pathways which underlies 
Type 2 learning, it is also necessary to be able to discriminate between the 
sounds in one language and the other, or to notice the signifi cant features 
of diff erent phonemes in the SL. Th is type of discrimination is one which 
is well described by the ACT model, in the movement from a consciously-
controlled declarative process on to an automatic production process. For 
successful learning, the learner will need to be made consciously aware of 
the signifi cant diff erences between two sounds or two structural patterns 
alongside the actual practice of the forms (Type 2 learning). It is clear that 
discrimination does not necessarily follow from associative learning, but is 
more likely to proceed simultaneously with the basic forms of learning. Th is 
would suggest that although expressed as a hierarchy, the diff erent levels 
of skills can be used simultaneously. Whilst relating closely to more basic 
learning processes, discrimination can be seen as a necessary pre-requisite 
for the higher learning processes as it is central to the decoding process. 
Learners who still need to work consciously on such discrimination will 
have severely restricted WM capacity for higher order processes.

Type 4 
Verbal 
Associations

Th e terminology for this type of learning and its Type 3 prerequisite re-
fl ect the attempt of behaviourists to encompass more complex behaviours 
from individual stimulus-response elements – the only basis for learning 
within their theory. However, this type of learning in its architecture, if 
not its detailed operation, refl ects the importance of associative learning 
which underpins parallel distributed processing and general connec-
tionist approaches to language learning. It perhaps occupies the interface
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between the connectionist and symbolist views of language, (Hulstijn, 
2002). It stresses the importance of establishing strong associative ties 
between diff erent words and networks of words through repeated expo-
sure to such networks and through the use of the WM as mechanism for 
rehearsal. Th us, it is the phonological loop which is paramount in this 
type of learning rather than the SAS, which is more likely to be involved 
in the higher order learning processes. Verbal associations can also be 
used to explain the use of translation as a mediator for SL learning where 
the L2 word is linked to the L1 word and the concept.

Type 3 
Chaining

Th is type of learning is distinguished from Type 4 in that there is no 
specifi c verbal output and is thus much less relevant to language learning 
 per se . However, if by verbal we mean words which carry meaning, there 
are parts of language learning which involve specifi c motor-skill training 
(such as the production of sounds and their blending into words) which 
can arguably be seen as a chaining process. However, as with Type 4, the 
role of WM is more of a rehearsal space. Th e role of the SAS, then, is 
to direct the rehearsal rather than provide the more intellectual skills of 
comprehension/composition.

Type 2 
Instrumental 
conditioning

Th is is the basic type of learning on which all behaviourist theory was 
built. Th e ultimate rejection of the theory as an all-embracing theory of 
language learning was arguably due to its over-emphasis on the S-R-R 
process as an explanation for all learning, and within that on the overem-
phasis on the role of reinforcement. However, the importance of stimulus 
and response as a basic mechanism for most language performance is at-
tested to by the realisation of the importance of association and chunking 
in language production and comprehension. All explanations of language 
ability require highly automatic and unconscious responses to achieve 
fl uency. Our issue here is not with the motivational factors involved in 
the reinforcement step (important as that is in language learning), but 
in the power of stimulus-response pairings as a way of learning a second 
language. Th e great advantage in the overlearning of such pairings is the 
emphasis it placed on automaticity, which, as we have argued, is an im-
portant element within all areas of language production and processing. 
By using large amounts of repetition of basic language forms produced 
as automatic responses to external stimuli the learner lays down a basis 
without which higher order skills are not able to operate. Th e use of the 
rehearsal space in the WM to provide new neural pathways to process the 
L2 at the decoding and encoding level must remain an essential prerequi-
site for all language learning.

  Type 1
Classical 
conditioning  

Th is type of learning really has no relevance to the subject of memory 
and language learning, although it may have some relevance to anxiety 
in language learning.
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              For a further examination of this hierarchy in terms of language learning see Workbook 
exercise 6.3  .

  6.6 Neuroscientifi c evidence 

 Neuropsychology and brain imaging can provide evidence of two of the important issues 
which have been central to the discussion in this chapter. Th e fi rst concerns the evidence 
for some sort of executive control of attention and the second concerns the evidence for 
declarative memory. 

  6.6.1 Evidence for the SAS 

 Th e presence of an executive attention network is well documented. Studies have shown 
that an area known as the anterior cingulated gyrus (close to the motor area, at the base 
of the frontal lobes) is central to directing attention. Patients with damage to this fi nd it 
diffi  cult to initiate actions. Posner and Raichle (1994) report on a patient who was able 
to repeat an instruction aft er being given it (e.g. “I must press a key”) but unable to carry 
it out, suggesting a lack of ability to send messages from the language area to the motor 
area to respond. PET scans of subjects performing the STROOP test show activation of 
the same area (Posner and Raichle, 1994). Th e STROOP test is one where colour words 
e.g. RED are presented in another colour (e.g. the word is written in blue) and the subjects 
are asked to read the word or say the colour. Th is tasks clearly leads to confl ict between 
the diff erent information being received by the brain and needs quite close control by 
the subject as to which information to attend to. Other neuroimaging studies have found 
that the majority of target detection tasks involve this area (Byrnes, 2001). Green (1998) 
also cites evidence from poorer performance of frontal lobe injured patients on STROOP 
tests (Perret, 1974) and sentence completion tasks (Burgess & Shallice, 1996) to show that 
frontal lobes play a part in unilingual language tasks, and suggests that such control is also 
used in bilingual speakers. Located as it is close to the back of the frontal lobe which is so 
important in WM tasks it seems that this area performs the functions of the SAS as has 
been described in the WM models.  

  6.6.2  Declarative and implicit memory 

 Th e second issue, that of declarative versus implicit memory, has also been partially borne 
out by neurological evidence. Based on evidence from patients with brain damage a num-
ber of areas in the medial temporal lobe and the thalamus have been found to be involved 
in declarative knowledge such as facts and events, whereas diff erent areas are involved in 
the memory of sensory – motor skills, priming and refl ex pathways (see Byrnes, 2001). 
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However, whilst indicating diff erences between declarative memory and more automatic, 
refl ex areas, the defi nition of ‘implicit’ here is somewhat removed from the meaning 
as used in language studies, except perhaps for priming. Harley (2001) points out that 
there are two types of priming eff ect which can be shown to be operating in word 
recognition – one highly automatic and fast and the other requiring attention (atten-
tional processing) which is much slower. Th e association of certain brain structures (the 
neocortex) with automatic priming in which implicit (highly automatised) knowledge is 
involved, would suggest that there does exist a separate area for this type of knowledge 
which is diff erent from the declarative knowledge which would be involved in attentional 
priming.   

  6.7 Conclusion 

 Th is chapter has described the process by which basic learning of language takes place in 
Working Memory. It has been suggested that the phonological loop and repetition/rehearsal 
form a basic mechanism for transferring material into the LTM. For this to be successful, 
the material rehearsed must be selected and this selection will be made on the basis of 
signifi cance to the language being studied. Th is selection would seem to be controlled 
by a monitor system, the SAS. Th e question then becomes of the source of information 
on which the SAS works. In nativist accounts of fi rst language acquisition, the source of 
information would probably be supplied by a hard-wired innate language acquisition de-
vice. From a symbolist/mentalist point of view the source would be from language-specifi c 
modules in the LTM which contain the rules of the language. Th ese rules can either be 
derived from the nature of the frequency information as suggested by the connectionists 
or specifi cally taught as grammar rules. We also explored a skill-learning model which 
suggests that skills move from conscious control to automatic procedures which would 
also suggest that some form of formal, declarative knowledge is a necessary stage in the 
automatisation of skills. Finally, we explored the suggestion that there might be diff erent 
types of learning which are appropriate at diff erent levels. What is clear from this discus-
sion is the further cognitive load placed on the WM by its role, not only as the assembler 
and integrator of information but also in its learning role. 

 Th e task of the second language teacher is to enable the second language learner to 
make language processing in the second language automatic, in fact, to train the SAS. One 
of the major issues which has arisen is the exact nature of the knowledge used by the SAS 
in directing attention. To what extent is this knowledge explicit and to what extent is it im-
plicit? Th e nature of the input provided by the teacher is crucial to the success or otherwise 
of the language learning process. Th e issue of explicit/implicit knowledge is one which has 
been central to much of the debate about second language teaching and learning in the last 
half century and it is to the subject of methodologies and their cognitive assumptions to 
which we turn in the next chapter.  
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  Chapter 7

  SL methodologies and cognitive 
processing 

7.1  Methods, approaches and underlying theories

7.2  Communicative Language Learning and Teaching

7.3  More traditional views of learning and teaching

7.4  Teaching grammar

7.5  Translation

7.6   Repetition, memorisation and ‘rote learning’

7.7  Reading aloud

7.8  Conclusion

     In the previous chapters we have examined the way that languages are processed by the 
brain, how these general cognitive structures may operate in second language speakers and 
fi nally how cognitive structures may participate in learning a second language. Th is chapter 
will examine the methodologies of second language teaching and the implications of such 
methodologies in terms of cognitive processing. It will answer the following questions:

  1.  What model of language processing is implied by the diff erent methods and techniques 
used in second language teaching? 

2.   What models of learning underpin the diff erent methods and techniques? 
3.  How do these relate to memory processes, in particular to the operation of WM? 
4.  All three of the above will be examined in the light of:
   a.  Less traditional, well-resourced, small-group approaches to second language teaching 
  b. more traditional techniques used in less well resourced language classrooms 

       7.1 Methods, approaches and underlying theories 

 Second language teaching and in particular, ELT, has undergone a number of radical 
changes over the last 150 years. We shall take as our general framework the distinction 
between methods and approaches as off ered by Richards and Rogers (2001) where methods 
of teaching derive from theoretical models of language and learning. Th e fi rst is the concern 



148 Memory, Psychology and Second Language Learning

of linguistics and the second the concern of psychology. Th ere has been much discussion 
throughout the book on the diff erences in models of language processing which derive from 
the diff erent frameworks provided by linguistics (symbolist) as against psychology (neural 
networking and connectionism). We alluded early in the book to the profound shift  in 
thinking between behaviourist psychology combined with structural linguistics to cognitive 
psychology combined with symbolist linguistics. Th ese theories are refl ected in learning 
processes; associative learning versus acquisition. Th ese two interlocking sets of ideas from 
the two disciplines form the two major ‘paradigms’ which have dominated thinking about 
second language teaching for the last 50 years. However, they exist within emerging and 
changing thinking about second language teaching. Th e relationship between major meth-
ods, their characteristics and underlying theories of psychology and linguistics can be seen 
in the following table: 

Methods/approaches Characteristics Linguistic Th eories Psychological Th eories
Grammar-Translation Written texts 

Formal study of language 
Translation L1/L2

Formal sentence 
grammar from study 
of diff erent languages. 
Latin-based grammar

No explicit reference to 
learning or processing 
theory.

Reform movement/
Direct method

Spoken language 
Associations between 
elements in L2, not 
translation

Phonetic descriptions, 
structural linguistics

Behaviourist – 
associative learning

Audiolingualism Spoken language – 
conversation Stimulus-
response associations 
between phrases

Structural linguistics, 
phonetic descriptions. 
Error analysis 
Contrastive Analysis

Behaviourist – 
associative learning

Cognitive-code 
learning

Both oral and written 
Establishment of gram-
matical patterns leading 
to assembly of language

Symbolist 
Generative grammar, 
UG

Cognitive – Mentalist 

Communicative 
Language Teaching 
(CLT)1

Emphasis on meaning, 
not form Functions of 
language, not grammar

Symbolist 
Socio-linguistic & 
Notional/functional 
descriptions

Cognitive – Nativist 
Acquisition via LAD

Interactionalist, 
Task-based Learning, 
Lexical syllabi, Focus 
on Form2

Oral and written. 
Tasks and negotiation of 
meaning. 
Establishing connections 
between ‘chunks’ of 
language

Corpus linguistics Cognitive – Mentalist 
Connectionist

 Figure 7.1. A table illustrating the development of and connections between some of the major 
methods and the underlying theories used in second language teaching over the last 150 years  

1. It is acknowledged that this term has both strong and weak versions. In the strong version, 
associated with immersion teaching, for example, learners were only exposed to naturally occurring 
texts and is most closely associated with acquisitional approaches. In the weak version (probably 
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    Such a table only shows the major methodologies and there are, within these broad catego-
ries, a number of diff erent approaches (for further discussion of methods in detail see 
Danesi, 2003, Nunan, 1991, Richards and Rogers, 2001). However, the point we wish to 
make is that there are clear connections between psychological and linguistic concepts and 
methods of teaching which together form interconnecting webs of thought. 

 Th is chapter will begin with an examination of small-group, oft en tertiary, approaches to 
second language teaching contained within the communicative language teaching (CLT) 
traditions. Th ese approaches are characteristic of relatively well-resourced situations as 
compared to large class, oft en poorly resourced situations and have been adopted by teachers 
from certain cultural backgrounds, the BANA (British Australian and North American) 
cultures, (for a discussion of the socio-cultural background to such methods, see Holliday, 
1994). 3  It is clear that the communicative movement, whilst being very infl uential in cer-
tain situations is far from dominant in many more traditional second language settings. 
Th erefore, the chapter will also examine, in some detail, other more traditional techniques 
which exist in such settings. Such techniques are oft en ignored or openly criticised by the 
literature on second language learning, but they are worthy of examination, if only because 
they constitute a major proportion of the language teaching methods used in classroom 
language teaching throughout the world.  

  7.2 Communicative Language Learning and Teaching 

 In Chapter 1 we examined the development of psychological theories of language pro-
cessing and particularly the shift  from behaviourist explanations of how languages are 
processed and learnt to the more cognitive explanation of the mental processes involved. 
Th is revolution in thinking about cognition, the structure of the mind and language learn-
ing led to the formation of what may be characterised as the ‘psycholinguistic’ approach 
to understanding language. In this paradigm shift  attention turned from micro-processes 
of learning to more meta-cognitive aspects and the concept of natural acquisition; hard-
wired processes such as the Language Acquisition Device and modular explanations of 
language processing. Th is paradigm shift  in psychology and linguistics provided a series 

the most commonly adopted in classroom instruction, learners are exposed to more structured mate-
rial in addition to naturally occurring texts (see Howatt, 1984 for an overview). However, throughout 
the ELT community, the CLT ‘banner’ is used to cover many approaches which involve any degree of 
exposure to communicative situations, and the LAD is oft en used to justify such approaches.

2. Th is category is used as a description of evolving mainstream ELT approaches. It is similar to the 
‘post-methods era’ (Richards and Rogers, 2001).

3. Th e characterization of “BANA” approaches in the last 30 years as ‘CLT’ is clearly an oversimplifi -
cation. It does not consider the cognitive code learning approaches, for example, as a separate move-
ment, but in this discussion we shall consider these approaches as a transition between structuralist 
and communicative language teaching, partly because their impact on second language teaching 
(e.g. the use of transformational generative grammar and UG systems) had a minimal eff ect on the 
actual materials used to teach ESL.
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of methods and approaches which can be generally labeled as Communicative Language 
Teaching (CLT) and in this section we shall examine the implications for memory and 
learning derived from some of these methodologies. 

 Th e broad spectrum of approaches which we shall characterise under the general um-
brella of CLT emerged from the insights provided by psycholinguists about fi rst language 
acquisition combined with an interest in the uses of language rather than its form as exem-
plifi ed by sociolinguists such as Hymes (1964) and the Prague school of applied linguists. 
Th e principles of this movement can be seen in the work of Wilkins (1976), Brumfi t & 
Johnson (1979), Brumfi t (1984) and Widdowson (1978a). In this broad approach, the focus 
shift ed from an emphasis on form to that of communication. Interest shift ed from learning 
the system of language to the communicative processes involved. It was important to pro-
vide the context in which the learner needed to communicate and the language with which 
to communicate. In the strong version of CLT, meaning and use of language become more 
important than grammar. Th rough participation in this process, the language forms would 
be acquired by the learner, much as fi rst languages are acquired. Methods became focused 
on providing the necessary task in the classroom to allow learners to communicate in the 
SL in order to achieve communicative goals. It is through successful communication that 
they would acquire the form of the language. Th e approaches to the learning of language 
form were thus implicit rather than explicit. 

 Th erefore, the learner’s attention was focused on communicative goals rather than 
learning the code. As part of this movement, a great deal of interest has been shown in the 
macro-processes and strategies used by learners. O’Malley and Chamot’s (1990) analysis 
of the strategies used in communication and the language learning strategy research of 
Oxford (1990) both refl ect the interest in the meta-cognitive aspects of language learning. 
Similarly, within SL reading methodologies, there can be seen a similar shift  of attention 
from the bottom-up processes of decoding towards more top-down strategic approaches to 
text comprehension (see Chapter 4). Although strategies such as repetition and translation 
do appear within the taxonomies of strategies used by learners, the emphasis in the meth-
odologies became that of strategy training, raising of the learner’s awareness of diff erent 
strategies; an emphasis on the higher-order learning types. In such approaches Declarative 
Memory is trained to provide wider strategic procedures such as, in reading, skimming, 
scanning and reading for gist. As we saw in the discussion of Gagn é ’s hierarchy of learning 
types (Chapter 6), such skills need the automatisation of lower-order skills in order to be 
successful. Skimming and scanning rely on basic word recognition skills to be successful. 
By concentrating on the successful completion of meaningful tasks (i.e. the extraction of a 
specifi c piece of information) the communicative approach ignores the process by which 
the language code itself, the recognition of words, is learnt. Th e learning of the code was as-
sumed to be through a process of acquisition and secondary to the task of communication. 

 Th is emphasis on communicative goals rather than language form places the motiva-
tion of the learner (either explicit or implicit) as the driving factor in language learning. 
Th e desire to communicate will drive the learner to use the language and to acquire the 
correct forms in order to communicate better. One of the most infl uential theories within 
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the CLT/SLA tradition is that developed by Stephen Krashen and as such epitomises many 
aspects of the movement. 

  7.2.1 The input hypothesis 

 Stephen Krashen’s work (1981, 1982, 1985) produced what was the fi rst, and probably 
still the most complete, description of how second languages may be learnt, encapsulated 
in a series of fi ve hypotheses. In the fi rst of these hypotheses (the Acquisition-Learning 
Distinction) he makes a categorical distinction between conscious ‘learning’ and uncon-
scious, innate ‘acquisition’, arguing that the latter is far more eff ective than the former. One 
pillar of his argument (the Natural Order Hypothesis) is based on evidence from fi rst and 
second language studies of the order in which diff erent structural patterns are acquired, 
pointing out that there are remarkably similar orders of acquisition across languages. Th us 
his work lies centrally within the psycholinguistic tradition of writers such as Slobin (1971) 
and owes much to Chomsky’s concept of Universal Grammar (the tradition which is most 
persuasively expressed by Pinker, 1994). 

 

Krashen’s five hypotheses about second language acquisition

1. The acquisition-learning Distinction Adults have two distinct and independent
ways of developing competence in a
second language: an acquisition process similar
to the way the first language was learnt in
childhood and language learning through
the conscious knowledge of a language.
Acquisition is a powerful method by which
adults can learn.

The acquisition of grammatical structures
follows a predictable order similar to that
observed in children.

The two processes of learning and
acquisition act differently. Acquisition
allows the learner to “pick up” a language
and is responsible for fluency, while
learning acts as an ‘editor’ correcting and
re-shaping the spontaneous response. This
process is controlled by a monitor.

This states that comprehensible input is the
only necessary condition for effective
second language development. Input which is
compressible allows for acquisition to take place.

This states that the acquisition process, to
be successful should take place in a stress-
free environment. It is suggested that many
learners have an effective filter which
militates against acquisition. One of the
main causes of this filter derives from the
over-monitoring of output which itself
comes from learning language rules. 

2. The Natural Order Hypothesis

3. The Monitor Hypothesis

4. The Input Hypothesis

5. The Affective Filter Hypothesis

 Figure 7.2. Krashen’s fi ve hypotheses (from Krashen, 1982) 
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    Perhaps the most important of his hypotheses, and certainly the most controversial, is 
the comprehensible input hypothesis which states that comprehensible input is the prin-
ciple and only necessary condition for successful acquisition. He argues that conscious 
learning will interfere with acquisition (the monitor hypothesis) and that the role of the 
classroom input is to reduce this interference, to produce a stress-free environment (the 
eff ective fi lter hypothesis) in order for the innate language learning mechanism to operate 
through exposure to comprehensible input. In addition, he states that any new material 
should be at a level just above that of the current level of the learner (his famous i + 1). 

 

Current language
level of learner

Comprehensible
input

i i + 1
SUCCESSFUL

ACQUISITION

 Figure 7.3. Th e process of acquisition according the Comprehensible Input Hypothesis 

    His arguments concerning comprehensible input have been much criticised in the 
language learning literature. One example is the impossibility of defi ning the ‘i + 1’ 
(McLaughlin, 1978 – for a discussion see Brown, 2000, Mitchell & Myles, 1998), and the 
lack of any attention to output is another (see Swain and Lapkin, 1995). However, the 
theory in its weak form has a clear appeal to language teaching practitioners and materials 
writers. Th is appeal is also explicable in terms of the operation of WM and other psycho-
logical processes which we have outlined in this book.

 1.   Cognitive load in WM.  We have argued that the restricted capacity of the WM places 
an added burden on second language learners who have to use the limited capacity to 
work on the decoding of language as well as manipulating the meaning and combining 
new input to that already received. For input which is too far above the learner’s current 
level of language competence too much attention will need to be paid to the analysis and 
decoding of the input for eff ective comprehension to take place. By emphasising input 
close the leaner’s level, more processing capacity will be available to the second language 
speaker for the processing of meaning and the integration of longer chunks of language. 

  2. Depth of processing . Without meaningful comprehension, as argued by Ausubel 
(1965), retention and learning will be less eff ective. Th is hypothesis emphasises the impor-
tance of comprehension, thus increasing depth of processing. 

  3. Importance of input.  Th e emphasis on input (although not necessarily the complete 
exclusion of any production) echoes the constructionist argument that language understand-
ing and grammar derive from language data not from the application of conscious rules. 

   Th us, aspects of Krashen’s theory of second language acquisition are supported by 
models of language processing, particularly the restricted capacity of WM. However, the 
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learning processes involved are underspecifi ed. Th ey rest entirely on an innate acquisition 
device which is argued to work in the same manner in the second as in the fi rst language. 
Th ere is no place for conscious learning within his theory of second language acquisition. 
Indeed, he argues that conscious learning as carried out in classrooms actually works in 
opposition to the process of acquisition, which he argues is the most eff ective means of 
becoming profi cient in a second language. 

 It is interesting to speculate here about the combination of his  “i + 1”  model, the 
social constructivist idea of the Zone of Proximal Development (ZPD, Vygotsky, 1978) 
and the Declarative Memory concept from the ACT model of learning. Th e defi nition of 
the ZPD involves tasks which a learner can perform under guidance from another per-
son such as a teacher (an ‘expert’). Th us in social constructivism new learning is socially 
constructed through dialogue between the learner and an ‘expert’ where the latter is able 
to ‘talk the learner through’ tasks which the learner would be unable to perform without 
help (a process which has become known as ‘scaff olding’). Th ese instructions parallel the 
knowledge which is proposed to exist in the Declarative Memory in the ACT model of 
learning. Th us the  “1”  in  “i + 1”  is the learning zone on which the SAS, through classroom 
dialogue can construct learning, although the important diff erence in the Krashen model 
is that this learning does not have an explicit component as in the ACT and constructivist 
models. 

 Although defensible from within a cognitive information processing framework, it 
is interesting to note that Krashen does not use this framework to support his ideas. He 
relies on motivational arguments to support his hypotheses, which, as we have said earlier, 
is a feature of the CLT movement. He is also central to the CLT tradition in attributing 
language development to an unspecifi ed, innate acquisition device which he sees as more 
powerful than conscious learning. However, developments within the CLT movement began 
to question the reliance on such a device to account for second language learning and have 
began to reassess the role that the understanding of form may play in developing second 
language competence.  

  7.2.2 Developing and re-structuring the learners knowledge 

 Although much criticised in the SLA literature, Krashen’s controversial model has spawned 
a whole area of research into second language learning clustered around the investigation 
of how language input can be turned into language learning. Long (1985) and others 
began to question the idea that all input is equally signifi cant in leading to learning and 
began to develop the notion of quality input, input that is particularly important in pro-
ducing second language acquisition. Th is led to the question of what aspects of the input 
receive attention during processing and the diff erence between ‘input’ and ‘uptake’. Van 
Patten (1996) suggests that the prime purpose for all SL learners is to process the input 
for meaning, attending to major content words such as nouns and verbs before attending 
to structural features. Th is comprehension-based process is diff erent from process-based 
approaches where attention is given to the linguistic features of the text such as verb tenses. 
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Attention to form-meaning relationships will lead to a restructuring of the second language 
learner’s hypotheses of the new language system and thus developing competence in the 
language. 

 Van Patten’s model of the process involved in L2 acquisition involves three separate 
components; the intake, the uptake and the output mediated by a process of accommoda-
tion in which the learner’s knowledge of the second language is re-structured based on 
information from the input. 

 

I II III

Input            Intake      
Learner’s Developing
System: Interlanguage

(IL)
Uptake

       Output

I: Input processing II: Accommodation, restructuring III: Access

In which the level
and quality of
language data
offered to the
learner in the
classroom is
important.

The learner will work
on the input and
develop hypotheses
about the language
system. The success
will depend on:
1. the present state of 
the learner’s
understanding
2. any new material
which will contribute
to new hypotheses
and a new system

The nature of the new
material which is
presented in the input
will determine how the
learner will restructure
the IL

The learner will
then use the
‘rules’ based on
the hypotheses
in the IL to
produce
language or to
analyse new
input.

 Figure 7.4. Processes involved in second language acquisition (adapted from Van Pattern, 
1996: 164) 

    Th is model suggests that for successful learning to take place the input will need to 
be analysed in order to notice signifi cant features which will then participate in re-structur-
ing the understanding which the learner has of the rules of the second language, his/her 
interlanguage (IL). Th ere are clear implications here of the need for input which is com-
prehensible and which has new features which will be attended to and used to re-formulate 
the learner’s IL. In terms of the cognitive architecture involved, this process will take place 
in the WM. Th e WM will then be involved both in holding the incoming information for 
on-line processing and in extracting signifi cant features for the re-training and develop-
ment of the learner’s IL. Th is new IL can then be used to structure output incorporating 
the new insights. Th is implies the operation of a supervisory attention mechanism, not 
just as a processing tool (i.e. understanding the incoming message), but also as a necessary 
component of the learning process (i.e. helping learners to learn the rules of the language). 
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Such a model is congruent with the depth of processing argument; the deeper the processing 
the more successful learning is likely to be. Th e more successful learner is thus one who not 
only processes language for comprehension, but one who is actively involved in noticing 
and analysing the input. 

 However, the processes by which this noticing take place are not specifi ed. Is it a natural 
process built in to the SAS, or is it one that needs to be trained and taught to detect the 
signifi cant features? To what extent are the new rules extracted implicit and to what extent 
are they available for inspection (i.e. part of the declarative knowledge of the learner)? 
How can learners be led to notice signifi cant features or will exposure to the language be 
suffi  cient? Th ese are some of the questions which have fuelled recent SLA research into the 
issues of Focus on Form or Focus on FormS. Th e former involves the direction of attention 
to language form in language data, whereas the latter refers to the more traditional meth-
ods of studying diff erent language forms and providing examples of them in language texts 
(Long, 1996, and for a discussion, see Archard, 2004). 

 However, before looking at these issues, it is important to discuss another important 
hypothesis which underpins a lot of current less traditional language learning methods, 
the Interaction Hypothesis.  

  7.2.3 Learning through interaction 

 Th e strong version of CLT rested on the assumption that the best way to approach learning 
a second language was to provide the learners with large anounts of input and the oppor-
tunities to discuss and process the second language. Th e task-based learning approach of 
Prabhu (1987) and the earlier work of Breen (1984) and Candlin (1987) are good examples 
of this approach. Exposure to texts accompanied by discussion and group work has long 
formed the basis of language learning practices in the CLT classroom. 

 Th us, in the CLT tradition, interaction between students is considered to be the main 
mechanism by which languages are learnt. Whereas Krashen’s Input Hypothesis agued 
that acquisition follows comprehensible input alone, others argued that output was also 
necessary for second language acquisition (Swain, 1985). Th e ‘Interaction Hypothesis’ ar-
gues that second languages will be acquired through communicative encounters and ne-
gotiation of meaning. Long (1983a, 1983b) proposed that learners will learn by adapting 
their speech to understand and will also learn from the adjustments made by other more 
competent speakers they are interacting with (interactional modifi cations in the negotia-
tion for meaning). Th e argument is that the communicative pressure during these interac-
tions will lead to the learners adjusting their language to overcome the problems of non-
communication. In Long’s (1996) revised version of the interaction hypothesis, greater 
emphasis is placed on the importance of feedback on form during interaction. Long incor-
porates Schmidt’s concept of ‘noticing’ (Schmidt, 1990) and suggests that post-modifi ed 
input (feedback that is a reformulation of the learner’s preceeding incorrect utterance, i.e. 
a recast) is superior to pre-modifi ed input (models of the correct forms provided to the 
learner). Th e benefi t of post-modifi ed input is that it allows learners to ‘notice the gap’ 
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(Schmidt & Frota, 1986, Swain, 1998) and the readjust then IL accordingly. Some concerns 
have been expressed about learners’ ability to ‘notice the gap’ and some conditions may 
need to be fulfi lled beforehand. For example, R. Ellis (1999) argues that learners must 
possess the necessary profi ciency to process their reformulated utterance (i.e. recast) and 
the learner must be orientated to form rather than meaning. Loewen (2004) investigated 
uptake when the focus on form was incidental (i.e. lessons were primarily focused on 
the meaning, not the language) and found that there was a degree of uptake, but that it 
depended on a variety of factors such as complexity, timing and type of feedback. 

 As Doughty (2001) points out, this cognitive account of second language processing 
and learning places large cognitive demands on the learner, and, given the generally es-
tablished limited capacity of the WM, questions must be asked as to the feasibility of such 
operations being implemented. To compare what they have said with what should have 
been said, learners would:

 1.  need to be aware of the rules that they were using to make the utterance (have access 
to their own IL system) 
 2. analyse the response which they received from their attempt to communicate (in itself 
not an easy task as the feedback may well not resemble in any way what was expected due 
to the miscommunication) 
3.  then try to repair their utterance with reference to the Target Language (TL) rules 
(rather than using their own automatic IL rules) 
4.  even if the last stage (access to the TL rules) was not necessary, if the response was a 
direct recast by a teacher or more fl uent speaker, the cognitive demands on the WM for 
remembering what had been said, remembering the recast and making the comparison 
on-line is still extremely demanding. 

   Th e notion of cognitive demand has also been investigated within the task based 
language learning tradition. Skehan (1996a) and Robinson (2001a) examine the diff erent 
issues of cognitive demand placed on the learner by the complexity of the task. Th is involves 
not only the linguistic diffi  culty of the text/task, but also the wider top-down problems 
involved with cultural schema and task familiarity. Th e familiarity or lack of it with such 
factors will place large cognitive demands on the second language learner which make it 
diffi  cult for the learner to deploy cognitive resources to ‘notice’ the novel language features 
which are necessary for language development. Task-based learning is, as we suggested in 
the previous chapter, an example of Gagn é ’s Type 8 higher order learning and rests, for it’s 
success, on the automatisation of a whole raft  of lower order skills. 

 In addition, the task based learning tradition has moved from an emphasis on negotia-
tion of meaning to investigate a number of issues concerned with the timing and content 
of diff erent phases of the pre-task, task, post-task framework (Willis, J., 1996, Bygate et al, 
2001, and for a review, Skehan, 2003) and in this area mirrors the work which has been 
done within the Focus on Form area.  
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  7.2.4 Focus on Form and Focus on FormS 

 Th e interest in interaction as the main site of language learning started from a descrip-
tive base. Th e aim was to look at the interactions in the language classroom and describe 
what was happening. Language learning was assumed to be a natural acquisition process 
which emerged from the communicative event. However, as we described above, attention 
turned to the processes by which interaction could turn into learning, particularly in the 
instructed second language classroom. Within the notion of ‘noticing’ important aspects 
of the language, attention turned to the way that this noticing of form takes place in the 
learning process. According to Long (1991) there are three basic teaching options:

 1.  Teaching can be based on meaning by providing a rich corpus of appropriate language 
material and the students acquire the language through using such material (Focus on 
Meaning); 

2.  Teaching can be based on studying formal aspects of the language such as grammar 
in isolation (Focus on FormS); 

3.  Teaching can be based on student output, using this output to provide examples of 
language form which will help students to communicate more eff ectively in the future, 
thus integrating meaning and form (Focus on Form). 

   Although useful categories it is clear that the actual classroom contains examples of more 
than one approach and some activities carried out in classrooms may not fi t neatly into one 
or other of the categories. Th us R. Ellis (2001) suggests the term Form-focused Instruction 
(FFI) which encompasses a whole range of instructional types where instruction involves 
paying conscious attention to aspects of form in L2 learning. 

 What is important, though, is that there would appear to be a consensus on the need 
to raise awareness of language features for eff ective learning to take place. Focus on Form, 
however, can be manifested in a number of ways. It can range from awareness-raising 
exercises, recasts of diff erent types, explicit correction with or without the explicit reference 
to grammatical rules. Others have investigated the role that pre-teaching of grammatical 
forms may have on intake (DeKeyser, 1998), and of prior practice on task performance. 
DeKeyser specifi cally links the success of the pre-teaching of form to the use of declara-
tive memory in the ACT model of skill learning which we have discussed. It is a powerful 
argument for the success of explicit focus on form (see Norris and Ortega, 2000) and it is 
one we shall return to when discussing the persistence of traditional grammar teaching 
as an approach in many classroom situations throughout the world. A series of investi-
gations into diff erent aspects of focus on form, trying to ascertain which type might be 
more useful, are contained in Doughty and Williams (1998). Norris and Ortega (2000), in 
their meta-analysis of a large number L2 ‘type-of-instruction’ research studies (i.e. studies 
which set out to see if a diff erence could be detected in the learning with diff erent instruc-
tion types) found that there was clear evidence from all the studies examined of a sizeable 
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L2 instruction eff ect. In other words, from the 49 studies which they examined the stu-
dents who underwent some sort of L2 instruction made more progress than students who 
did not have any instruction. On the issue of Focus on Form as against Focus on FormS 
both appeared to produce substantial gains compared to students who only concentrated 
on meaning but there was no clear diff erence between the two. However, there did appear 
to be an advantage in terms of learning for instruction which incorporated explicit rather 
than implicit learning, although it should be noted that, as indicated by Norris and Ortega, 
the majority of these numerical studies used tests which measured explicit knowledge of 
language rather than implicit knowledge. However, Ellis et al (2006) carried out a careful 
study which measured implicit and explicit knowledge following either implicit or explicit 
feedback. Th ey found that both implicit and explicit knowledge benefi ted more from the 
use of explicit (use of metalinguistic explanation) rather than implicit feedback. 

 Focusing on form, noticing and restructuring of the IL can come from a variety of 
sources. In naturalistic settings it is driven by frequency and importance. It can also be 
directed by the learning situation. It can come though explicit rules (Ellis, 1994), through 
consciousness-raising activities leading to noticing (Adams, 2003) as well as communi-
cative encounters and negotiation of meaning (Long, 1983b and Pica, 1994).  Figure 7.5  
represents some of the possible ways in which a learner might ‘learn’ the use of the present 
continuous used for future arrangements in either natural or instructional contexts. 

     Skehan (1998) has summed up these infl uences and the implications for WM and LTM 
and also adds the role of task demands and individual factors in the process (Figure 7.6 ).

   Th e diagram shows how frequently encountered linguistic items are passed on to 
LTM. Th e frequency of an item is an important feature of the input. Th e more frequently a 
word or phrase is encountered, the more it is noticed and thus becomes an established part 
of the learner’s lexical store. Th is, in turn, would get fed back to the noticing system/SAS 
as an individual diff erence (ID) in terms of what features to attend to in relation to the 
individual’s language level (the more exposure the learner has had to features, the higher 
the level of language and the more features that particular individual will notice). Th e fre-
quency of items in the input trains the mental lexicon or the grammatical module in LTM 
to notice these items. Th is results in an expanded lexicon or an expanded/re-structured 
language system. Th is expanded/developed IL produces a readiness in the learner to notice 
certain language features. 

 Whilst frequency and salience are important factors, especially in the acquisition of 
the fi rst language, the model also indicates the importance of focused input such as instruc-
tion and tasks on the ability to notice language features. In the case of the second language 
learner, as we have discussed above, the noticing system will be heavily infl uenced by the 
structured nature of the classroom learning environment. 

 Despite the renewed interest in the learning of form, task-based approaches to language 
learning, growing out of communicative language learning, are central to most current 
BANA (British, Australian and North American) methodologies and are oft en seen as 
being at the ‘cutting edge’ of language learning approaches. Th ese are exported, oft en inap-
propriately, to language teaching and learning situations for which they were not devised 
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Figure 7.5. Diff erent types of input and the learning of the present continuous as future
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(Holliday, 1994). 4  Th e centrality of the task and its role in learning means that more formal 
aspects of language learning which are undertaken in many language classrooms in the 
world are oft en not considered. Neither are alternative cultural approaches to learning. In 
the next section we shall assess more traditional methods of language learning in diff erent 
learning cultures and the cognitive aspects involved.  

  7.2.5  The development of CLT and current approaches to learning in ‘mainstream’ 
ESL classrooms 

 In this section we have examined the current communicative view of language teaching 
and learning. In particular we noted the emphasis on meaning and communication as 
central factors involved in language learning. Present day CLT has moved from a primary 
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  processing
  capacity

Task demands
on processing
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Figure 7.6. Infl uences on noticing and components of working memory and long-term memory. 
From Skehan, 1998: 57

4. It is important to note here that, as suggested earlier, these approaches are oft en used in tertiary or 
post-school private institutes and that the clientele for such institutions oft en come to the learning situ-
ation with an established grounding in formal grammar from their school study of the language.
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concern with meaning to one that incorporates more attention to language form. Th is 
includes increased awareness of the importance of noticing as a criterion for devising 
tasks and learning procedures. 

 Nonetheless, these form-focused tasks and activities are provided within the context 
of communicative language activities. In the next section we wish to examine a range of 
diff erent language teaching techniques which have been and are still used in more traditional 
second language teaching and learning situations and to evaluate then in the light of what 
we understand about the operation of the brain in language comprehension and learning. 

 As suggested earlier, whilst communicative and task-based approaches acknowledge 
the importance of attention fousing, they generally pay scant attention to the automation 
and proceduralisation of knowledge and skills (except see DeKeyser, 1998, 2001). Our 
examination of the processes involved in language comprehension and production have 
consistently emphasised the importance of the automatisation and proceduralisation of 
knowledge and skills in gaining eff ective language competence. Th e computational gains 
which can be made by a process of proceduralisation account, in a large degree, for the dif-
ferences between the fi rst and second language speakers. In Chapter 6 we found that pro-
ceduralisation of knowledge crucially involved rehearsal and repetition of material in the 
Working Memory. Th e connectionist argument is that such repetition is provided through 
exposure to the language, through the processes involved in comprehending and using the 
language. Th us, learning any particular feature is a function of its frequency of occurrence 
in the learning environment. In fi rst language learning the sheer quantity of data produces 
the necessary frequency. In second language learning the frequency can be manipulated by 
focused instructional tasks, but the provision of suffi  cient repetition is another issue. 

 A model of learning which emphasises acquisition through exposure subsumes a great 
number of factors, some of which are clearly contextually and culturally bound. In order 
for the frequency eff ect to have an impact, learners need large amounts of contact with the 
language. In immersion or small-class private schools with access to high-tech resources, 
such contact is easier to arrange. In the standard low-resource school situation, contact 
with the language cannot be arranged in such ‘naturalistic’ settings. Contact with the lan-
guage in many such learning situations is through conscious study rather than the more 
communication-driven, natural situations of small group learning.   

  7.3 More traditional views of learning and teaching 

 Th is discussion leads us to a highly important diff erence between traditional and more 
communicative methodologies. Th e assumed goal in the latter is that communication is 
the end-point of learning and that, by extension, communication should therefore be the 
ostensible goal of language exercises. Apart from the fact that most second language teach-
ing takes place in formal school settings with oft en very diff erent curriculum goals (c.f. 
the grammar-translation system in Japan), the ‘exposure’ approach disregards the role that 
conscious eff ort in general and repetition in particular can have on successful learning. 
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Many of the techniques which are used in traditional teaching methods do not appear in 
the communicative arsenal. Furthermore, despite the espoused communicative goals of 
task-based learning, many of the procedures actually used by students on more communi-
cative programmes (such as simultaneous translation, silent repetition of words/phrases), 
are not seriously considered by teachers trained in the communicative tradition or by cur-
rent research into second language learning. In the same way that cognitive theories of 
learning initially ignored the earlier behaviourist work on associative learning and con-
ditioning, so too have the post-structuralist language methodologies ignored many of the 
techniques which were employed in more traditional methodologies and which are central 
to any learning of a new language. 

 In this section we shall examine a number of traditional techniques from the stand-
point of the model of language processing and memory which we have been describing. In 
particular we shall examine four common procedures:

 �  Grammar study 
 � Translation 
 � Repetition, memorisation and ‘rote learning’ 
 � Reading aloud 

   To begin, we shall examine the approach of teaching grammar, so oft en given a high 
priority in traditional teaching situations.  

  7.4 Teaching grammar 

 As we have discussed, the CLT tradition emphasises the way that second languages are 
acquired and the mechanism suggested is one of ‘noticing’. Students, as they carry out 
meaningful tasks, will become aware of their language defi cits and alter their language 
accordingly. As we mentioned above, notions of unguided ‘noticing’ as a major mecha-
nism for SL restructuring in naturalistic situations place large cognitive demands on 
WM, which is also trying to cope with problems of processing the input. In explicit 
grammar teaching such as used in the PPP (Presentation, Practice, Production) tradition, 
explanation/exposition of a grammar rule, is then followed by exemplar sentences to 
practice, and fi nally the application of the rule in a freer environment. Such a procedure 
is one which, as Skehan points out (Skehan, 1996b) is extremely persistent in very many 
language teaching contexts throughout the world. In such procedures, the cognitive load 
is much reduced.

 a.  Th e student’s attention is drawn to important features of the language. 
b.   Th e declarative, or “learned” knowledge, is readily available for use following the 

demonstration or explanation of the rule. 
c.   Th e attention mechanism, the SAS, is thus “tuned” to notice the salient features of the 

structured TL input provided during the input and practice phases. 
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 d.  Th e SAS is trained to direct the production of SL output through the declarative rules 
contained in the presentation phase. 

e.   Th rough the practice, the learned or declarative knowledge can then become gradually 
more automatic and begin to be incorporated into the procedural, or “unconscious” 
knowledge. 

   As DeKeyser points out (DeKeyser, 1998), the terms implicit (unconscious) and explicit 
(conscious) are not necessarily distinct (or indeed, as Krashen (1985) suggested, in oppo-
sition). Th ey are related. Th e process of automatisation in the ACT model provides an 
explanation of how implicit or apparently “acquired” knowledge is formed from explicit 
or conscious knowledge. As discussed above, N. Ellis (2005) argues from a cognitive and 
neurological viewpoint, that conscious processing acts as a necessary interface between 
input and the formation of implicit knowledge. Attention to grammatical form provides 
exactly that focus on form which can lead to successful implicit knowledge. 

 Th ere is a lot of evidence to show that explicit teaching of grammar can be success-
ful. As we have seen in the previous section, the Norris and Ortega meta-analysis of 
language instruction types and learning gains showed a general advantage for explicit as 
against implicit focus on form. N. Ellis (1993) demonstrated that the explicit teaching 
of grammar followed by systematic examples and practice was more eff ective than other 
forms of instruction for the learning of initial consonant changes in Welsh. Robinson 
(1996) showed that instructed ESL learners were more successful than others using dif-
ferent methods in learning certain simple grammar rules in English. Th ese studies were 
carried out under highly manipulated experimental environments but in a longitudinal 
study of L2 German FL learners in an L1 university environment, Klapper and Rees 
(2003) found a substantial learning advantage for those learners who followed an explic-
it Focus on FormS approach over those who followed a more implicit, awareness-raising 
approach (Focus on Form). In a new book DeKeyser examines the eff ect of practice 
on language learning, indicating the growing interest in more traditional techniques 
(DeKeyser, 2007). In another study, Hu (2002) took students who had studied English 
in a highly metalinguistic fashion in China to see if the metalinguistic knowledge of the 
students was demonstrated in their production of English. China is one country in which 
systematic instruction in grammar is heavily utilised in the classroom. Hu found that ex-
plicit rule knowledge was demonstrated in free written output and that performance was 
enhanced following consciousness-raising tasks, suggesting again that attentional focus on 
rules transfers into improved IL performance. 5  Th e results, of course, as indicated earlier 

5. He does, however, point out that his results may be infl uenced by cultural factors; that the 
learners in his study have received highly metalinguistic instruction and are from a culture of learn-
ing that stressed the importance of consciously applying knowledge (Cortazzi and Jin, 1996 and 
Wang, 2001).



164 Memory, Psychology and Second Language Learning

about the Norton and Ortega meta-analysis (2000), may be due partly to the fact that 
explicit knowledge is oft en used in such studies to indicate language learning. 

 It would thus seem that, from a cognitive processing point of view, there are strong 
reasons for believing that the kind of pre-teaching of grammatical rules associated with 
traditional teaching methods can be eff ective in directing the attention of learners to salient 
factors in the input. It can also provide the declarative knowledge for early practice. How-
ever, one issue which needs to be considered is the nature and complexity of the features 
to be learnt. How useful are the grammar rules to the learner in terms of understanding or 
generating new utterances? 

 It would seem that rules work well for fairly simple structures and most of the stud-
ies have looked at the learning of simple morphosyntactic rules like past tenses, article 
usage or subject-verb agreement. 6  In these situations a simple rule can be expressed 
which allows correct utterances to be produced. For example, the use of the simple past 
tenses in a core, prototypical sentence such as  “He went out to the beach a great deal 
when we lived in France”  are fairly easy to explain. Where rules are more complex to for-
mulate, such rule-governed behaviour may be less eff ective. For example, the use of the 
verb forms in more peripheral, less prototypical, sentences such as “ He would oft en walk 
on the beach in the evening when he lived in the bungalow”  is more diffi  cult to explain. 
It may be the case that the latter sentences are best learnt as individual items rather 
than through rules. For example, both DeKeyser and Hu found a diff erence between 
judgments of their learners on prototypical as against peripheral sentence forms. It 
would appear that learning of rules did not help students to make decisions about less 
prototypical sentences. 

 Another issue which has traditionally been raised concerning the use of grammati-
cal terminology is the additional cognitive load placed on the learner by the grammati-
cal terminology itself. If the grammatical terminology is already familiar to the learner 
(through the study of grammar in the fi rst language or from formal instruction in the 
second), then the use of grammatical terminology can be very eff ective. Th is is espe-
cially relevant when the second language is closely related to the fi rst language as is the 
case of European languages. However, where the two languages diff er radically in their 
structure (such as English and Arabic, English and Chinese etc.) not only is the gram-
matical terminology unfamiliar, but so are the basic grammatical concepts involved. Th e 
cognitive load involved in having to process both the language and the terminology will 
be much higher in the latter situation and thus formal grammar instruction will be less 
successful. 

6. It should be acknowledged that the concept of a ‘diffi  cult’ versus an ‘easy’ rule to learn is not an 
easy distinction to make with any real degree of delicacy. Th ere are also issues concerning descrip-
tion (e.g. the third person ‘s’ rule is easy to describe) versus acquisition (it is late to be acquired or 
learnt by many second language learners).
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 Th is would then suggest that

 1.   traditional grammar instruction works well on the use of prototypical language items 
(and may work best through their use as examples), and, 

2.   if the cognitive and memory load is increased by the learning of grammatical ter-
minology with little concomitant payoff  in terms of processing speed, then other 
forms of learning, (i.e. exemplars and simple surface analogy) may well be more 
profi table. 

   However, it would appear that there are good cognitive arguments for the teaching of 
grammar in order to train the learner’s SAS to notice features in the SL. Grammar rules, 
understood in the widest sense as rules for understanding and producing a language, are 
the basis of Declarative Memory. Th ey are useful provided the terminology used in the 
process does not, of itself, place too great a memory load on the learner. Th e rules also 
should be benefi cial in language processing and production. Th e apparent failure of gram-
mar teaching in SL classrooms may well be due to the inappropriate nature of the rules 
taught. Many of the grammar rules are descriptive rather than productive, deriving from 
early descriptive approaches to linguistics. Th ey involve the analysis of languages and the 
naming of parts with little relationship to their use to generate language. Th us explicit 
grammar teaching in second language teaching suff ers from placing an extra burden on 
WM in trying to analyse input and construct output using recipes which are not adequately 
designed for the task. Approaches to grammar which involve the noticing rather than the 
naming of patterns, are likely to be more successful.  

  7.5 Translation 

 Next, we would like to look briefl y at the role that translation plays in second language 
teaching. Even more than the traditional study of grammar, translation (largely through 
its association with the Grammar Translation method), has generally been disregarded as 
a mainstream method for second language learning in less traditional settings. 

 Traditional word-for-word translation has rightly been criticised for its ineffi  ciency as 
a method for text comprehension and language production. Th is is usually attributed to 
two main problems:

1.   the diffi  culties involved in eff ective semantic mapping from the L1 and L2, and, 
2.   the extremely slow processing speeds that result from the use of the process of having 

to ‘look up’ the L2 word in the L1 and vice versa. 

   In terms of the information processing framework of language comprehension the 
costs involved in mentally having to “look up” each L2 word in an L1 lexicon and vice versa 
leave less capacity for integrating the new information with the old. Th e traditional word-
for-word approach also diverts attention from trying to form an overall understanding of 
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the text. However, the use of the L1 is clearly one of the central methods used by second 
language speakers in learning the SL and it must be considered seriously from the cognitive 
point of view. 

 A we discussed in Chapter 5, the issue of lexical storage and access via separate 
or integrated L1 and L2 lexicons has received a certain amount of attention. Although 
the situation is not black and white, there is clearly a lot of evidence that learners do use 
both languages for lexical access and storage. Th is, in itself, should make translation an 
important area to study, but here we wish to discuss the use of translation as a method of 
language processing and, in particular, its eff ect on processing costs in WM. 

  7.5.1 Translation and the reduction of processing costs 

 Although traditionally criticised for having high cognitive costs there is also a case for 
considering translation into L1 as being an effi  cient means of utilizing space within WM. 
In a study of SL learners of French in the US using think aloud protocols on a reading 
comprehension task, Kem (1994) found that

 1.  there was not a great deal of diff erence between more profi cient and less profi cient 
learners in the degree to which they used translation; 

2.  the diff erence between the two groups appeared to lie in the ‘size’ of the chunks they 
translated; less profi cient readers translated word-for-word, but more profi cient readers 
processed larger chunks of text and then translated them into English; 

3.  the students, especially the more profi cient, reported that the reason for translation 
was to allow them ‘space’ to take in longer stretches of text. 

   Th e second language reader needs to take in information from the printed text. Th is 
involves decoding the symbols, assembling them into word units, assessing the meaning 
of these units and then integrating them into meaningful chunks. As the second language 
learner becomes more familiar with the second language, the degree of atomisation of 
these processes will increase, less attention will need to be paid to the decoding processes, 
and the less processing capacity will need to be devoted in WM to these processes. Th is 
will free up more space in WM for the storage and manipulation of incoming language 
and will allow for the incoming information to be handled in larger chunks. We have seen 
that evidence from native speaker studies suggests that language information is remem-
bered for meaning, not form (Sachs, 1967), so these chunks will be units of meaning, not 
language. Th e meaning of these larger chunks can then be temporarily stored while the 
next language is input. Given the processing costs involved in using the L2, a much more 
effi  cient process would be for the second language learner to ‘translate’ the chunks into 
the L1 whilst taking in the new information from the text. In this way, the use of the L1 to 
store meaning is a much more effi  cient mechanism in terms of using the capacity of WM 
in reading than is exclusive use of the L2. 
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 Th is can be represented like this: 
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 Figure 7.7. Diagrammatic portrayal of taking in the 3 chunks of the sentence and processing 
implications for translation 

    Studies such as Kern (1994) suggest that the role of translation as a second language 
technique need to be reconsidered. Serious consideration of and research into the use of 
translation as a method of L2 learning and teaching has been largely ignored by main-
stream SLA research, yet such studies show that not only do all learners, both good and 
bad, use the strategy equally, but that there are good reasons from a cognitive point of view 
to consider translation into L1 as a benefi cial strategy. Psychological studies also indicate 
that the L1 lexicon acts as a mediator between the L2 lexicon and the semantic store. Th at 
translation persists in all language classes, albeit in some in a clandestine fashion, attests 
to its perceived power from the point of view of the learner. For these reasons, it needs to 
be reintegrated into mainstream SL methodologies and the cognitive implications need to 
be examined more closely.   

  7.6 Repetition, memorisation and ‘rote learning’ 

 If there is one area that characterises the gulf between the communicative methodologies 
and their more traditional counterparts and between the learning approaches used in ‘Western’ 
and ‘Eastern’ classrooms, it is the use of and belief in repetition as a means of learning. 
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 At the lowest level of language processing there can be no argument about the need 
to use repetition in one guise or another to produce fully automated responses. We noted 
in Chapter 2 that there is some evidence that recognition of phonemes may involve the 
passive activation of motor speech programmes, so the ability to rapidly associate a motor 
response to a stimulus through repetition may well be a vital foundation skill in language 
perception as well as production. To do this in a second language which is being learnt in 
an instructed language classroom rather than acquired in a naturalistic setting involves 
providing a targeted rehearsal task in which enough repetition can be undertaken to 
automatise the response. Studies of associative learning indicate that the speed of response 
is a function of the amount of repetition. Th e ACT model further suggests that the process 
of proceduralisation involves breaking the learnt routine into smaller units. Th e process 
of S-R language drilling of individual language items and chaining these into larger units 
was the core of the audio lingual method. It is still the core of many traditional classrooms, 
and fi ts the sorts of successful learning patterns derived from associative learning theory. 
Similarly, the private, silent, inner rehearsal which characterizes rote learning approaches, 
also functions to provide the repetition needed for proceduralisation to take place. 

 Perhaps such observations are almost unnecessary. Th ey are obvious to all involved 
in language teaching. Yet the communicative task-based approaches do not include such 
procedures. Th eir attention is fi rmly fi xed on the task and assume that the automatisation 
and proceduralisation of knowledge and skills will necessarily fl ow from the drive to com-
plete the task. In this case, learning will be implicit rather than explicit. Learning clearly 
does take place in such conditions, but the question must be the amount of repetition and 
practice that can be provided by task-based approaches against the relative ease by which a 
great deal of rehearsal can be generated by drill and silent rehearsal associated with formal 
study procedures. Gatbonton and Segalowitz (2005) identify the rhetoric/reality gap between 
the espoused use of CLT methods around the world and the actual activities in the class-
room, which are far from those which would normally be classed as communicative. Even 
in the communicative classroom, the successful student is the one who uses a whole range 
of learning strategies (Abraham and Vann, 1987, Oxford, 1990, 1996). Common to all these 
strategy inventories are such ‘basic’ strategies as word and sentence repetition. 

  7.6.1 Confucian concepts of learning 

 If the preceding discussion of the importance of repetition/rote learning is relatively uncon-
troversial in terms of the acquisition of ‘base skills’ such as the ability to correctly articu-
late certain sounds, the use of such techniques for more advanced learning is much more 
controversial. A number of observers have dubbed repetition and rote learning as useful 
for learning ‘surface skills’ or that the rote learning/repetition leads to ‘superfi cial’ learn-
ing, rather than ‘deep’ learning (see discussion in Watkins, 1996). Brown exemplifi es the 
attitude of CLT towards rote learning and memorisation: 

  “In a meaningful process like second language acquisition, mindless repetition and 
other rote practices in the language classroom have no place” (Brown, 2000: 125) 
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  We have seen in Chapter 6 that sensory information which is more shallowly processed is 
more easily forgotten. In Western eyes, rote memorisation is associated with such process-
ing systems. In our model of the working memory, this involves merely the activation of 
the phonological loop. As such, repetition is likely to be a highly ineffi  cient means of learn-
ing. If rote learning is, in fact, only superfi cial learning, then it may indeed be one which is 
dysfunctional for successful language learning. 

 If we examine the concept of memorisation as it appears in Confucian thought, it 
is seen as an important pre-requisite for successful learning. Memorisation precedes un-
derstanding which itself precedes refl ecting and questioning (Lee, 1996). Th is connection 
between memorisation and understanding was further explored by Marton et al (1996) 
through a series of interviews with teacher educators from China where they were probed 
about what constituted successful learning and how they went about it. Although there 
was a range of beliefs about the topic (we must be careful not to fall into the trap of build-
ing a stereotype which covers all learners from ‘Confucian cultures’ (Ho, 1986)), the views 
expressed on memorisation as a stepping stone to learning indicate that the process of rote 
memorisation involves more than the activation of the phonological loop as suggested by 
the term ‘rote learning’. Th e teacher educators emphasised the importance of understand-
ing as an essential element of what they meant by memorisation. Th ey either expressed the 
view that understanding would follow from suffi  cient memorisation or that understanding 
and memorisation tend to be synchronous. Th e belief is summed up by Chu (1990) 

  Learning is reciting. If we recite it then we think it over, think it over then recite it, 
naturally it’ll become meaningful to us. If we recite but don’t think it over, we still won’t 
appreciate its meaning. If we think it over but don’t recite it, even though we might 
understand it, our understanding will be precarious (Chu, 1990: 38) 

  Th is quotation, although related to concept development rather than language learning 
 per se , incorporates two important cognitive principles which we have identifi ed with 
regard to learning and language learning in particular.

 1.   Depth of processing . Reciting the message involves more than mere operation of the 
mechanics of sound production, it involves ‘thinking it over’. Th is is not ‘mindless repetition’ 
but involves the processes of thinking and association which are associated with deeper 
processing. 

  2. Suffi  cient practice.  ‘Th inking it over’ (the sort of activity which would be associated 
with a mentalist/analytical approach to language learning) and ‘understanding’ (the princi-
ple activity involved in Input-driven approaches) are, in themselves, insuffi  cient. Without 
repetition, understanding is ‘precarious’. Without suffi  cient practice the material will be 
only temporarily stored. Repetition is the principle route to storage in the LTM. 

   In a study of the vocabulary learning strategies of two highly successful Chinese learn-
ers of English from Beijing, Gu (2003) points to the high degree of intentional learning 
undertaken by both learners and the extensive use of memorisation strategies such as list 
learning undertaken by both subjects. Th ese two successful learners utilised a number of 
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diff erent ‘elaboration’ strategies as part of their memorisation/study process. For example, 
as part of the memorisation process for words, one of the subjects annotated cards with the 
word on one side and then other ‘facts’ about the word on the other such as sample sen-
tences in which the word could occur. Th e other candidate would read through word lists, 
making up sentences for words commonly used. Th us, for both subjects, the study and 
memorisation process involved much more than superfi cial rote learning and involved a 
great deal of elaboration. 

 As an interesting comparison between cultures of learning, in the Oxford learning 
strategy research mentioned above, one of the strategies which characterises the more suc-
cessful learner is the willingness to seek out contact with the language. A successful learner 
is one who has a lot of exposure to the language, or, to rephrase the trait from a diff erent 
cultural paradigm, one who invests a great deal of time on learning. Th us, perhaps, the 
question is ultimately one of motivation. Th e task-based CLT methods would argue, draw-
ing on fi rst language acquisition studies, that the drive to successfully communicate is cen-
tral to learning a language. However, within many other cultures, for example Confucian 
cultures, much greater emphasis is placed on the amount of eff ort put in by the individual 
(Lee, 1996). 

 Th us, hard work and repetition of material can prove as eff ective as desire to commu-
nicate and extensive exposure.  

  7.6.2 Learning language chunks in the school classroom 

 Further evidence of the effi  cacy of memorisation of prefabricated chunks comes from 
Mitchell and Martin (1997) who followed a number of classes of children learning French 
in secondary schools in the UK. Whilst this study is set in a Western cultural environment, 
it is within the setting of general second language learning in schools where there is little 
access to the target language outside the classroom. Th ey noted that early learning of the 
second language was almost entirely devoted to the rote memorisation of unanalysed 
chunks of language and that children “ who did  not  internalize and retain a corpus of phrases 
of this kind, at this early stage, were highly unlikely to make any real progress subsequently, 
and in particular were never seen to move on from pragmatic communication strategies 
to grammatical control”  (Mitchell and Martin, 1997: 23, emphasis in the original). Th ey 
also noted that, amongst the children they observed over a long period of study, the better 
pupils began to notice and explore various aspects of the grammar of the chunks. Th e 
learning of chunks by heart without any specifi c focus on form was producing, of its own, 
an understanding/awareness of the diff erent language elements involved in the chunks. 

 Although taking place over a diff erent time-scale and without the extra dimension of 
the self-determination and eff ort exemplifi ed by the Chinese examples (the main rationale 
provided by the teachers for learning of prefabricated chunks in the UK study was to make 
learning ‘fun’ and less challenging for the learners) the learning processes in both studies call on 
similar cognitive processes. Th ey rely on the establishment of automatic response patterns 
to linguistic stimuli through repetition and practice. Th ey rely for their success on deeper 
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processing rather than just the exercising of acoustic and articulatory processes (in the 
Chinese study by extensive elaboration and the UK study by the attachment to the social 
and pragmatic meaning of the chunks). As this process of repetition takes place, not only 
do neural pathways become more established through use, but as the words (in the Chinese 
study) and the chunks (in the UK study) become recombined in diff erent confi gurations, a 
neural network of interconnections begins to emerge as is described earlier in the spreading 
activation models. Part of this spreading activation will also involve syntactic as well as 
lexical knowledge. For example, the article system in English is extremely diffi  cult for the 
Chinese speaker to grasp and the rules diffi  cult to explain. Th rough the memorisation of 
pre-fabricated correct chunks of language, the learner will build up a corpus of language 
data which can be used then to ‘set’ their language parameter to the English article usage. 
Similarly children in the school will have a corpus of data on which to begin to explore the 
gender aspect of the French article system (an equally diffi  cult problem for English learners 
of French). 

 Th e diff erence between eff ective and less eff ective use of repetition would appear to 
lie in the depth of processing and the type of cognitive processes employed and not in the 
technique itself. Th e diff erences between the two are illustrated in  Figure 7.8 . 
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 Figure 7.8. Cognitive processes involved in superfi cial and deep learning 

    In this section we have looked at the role that memorisation plays in second language 
learning in low-intensity, low-exposure situations. We examined the belief in memorisa-
tion exemplifi ed by attitudes and practices in Confucian societies. Some of the specifi c study 
habits utilized in these societies will be heavily shaped by cultural attitudes to learning and 
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their eff ect on individual motivation, and are not the central concern of this book, despite 
being very important. However, we explored the importance of memorisation in second 
language teaching in these societies and found the process to be important. Th is process 
has good justifi cation from the model of language learning which we have outlined in 
this book, and would suggest that language learning methodologies would do well to pay 
more attention to the process of memorisation rather than ignoring it. It is clear from our 
discussion that not all memorisation is eff ective, as it is clear from psychological stud-
ies that not all repetition will automatically produce eff ective learning. Second language 
methodologies need to pay attention to how memorisation is approached and what needs 
to be memorised. 

 Finally, we shall examine the use of reading aloud through a cognitive/memory 
framework.   

  7.7 Reading aloud 

 Nearly all mainstream SL methodologies since the 1950s have been highly critical of read-
ing aloud as a technique for learning the language. All mainstream methodologies from 
audio lingualism though to CLT have rested on the either implicit or explicit assumption 
that languages are fi rst of all learnt in an oral/aural mode and that reading and writing 
are a later addition once some level of oral mastery has been achieved. Reading aloud has 
been criticised in that it supposedly ignores meaning as part of the decoding process; that 
the reader is oft en primarily processing words through a simple grapheme to phoneme 
decoding process (the non-lexical route, Coltheart et al, 2001). Skills approaches highlight 
the lack of reading speed implied by reading aloud: skilled L1 readers achieve reading 
speeds roughly double that of reading aloud and do not, generally subvocalise when read-
ing quickly. CLT theorists also point to the low communicative value of reading aloud; it is 
not a common method of communication in most natural language situations, except for 
certain professions such as teaching and news reading. 

 Yet reading aloud of text in the classroom and private reading aloud of text by indi-
vidual learners remains a highly popular method of second language teaching in many 
traditional contexts and in the individual strategies of learners as attested by its appearance 
on lists of learning strategies. One of the reasons for its popularity and persistence may 
well be cultural; its familiarity as a technique in early literacy in L1. However, in view of its 
frequency and persistence as a learning strategy, it is important to examine the memory 
implications of its use in second language teaching. 

 In Chapter 3 we discussed the issue of lexical access routes in SL learners and the 
possibility that diff erent scriptal systems might have on lexical access. It was suggested that 
readers of logographic scripts might place less reliance on phonological access routes 
than readers of alphabetic scripts and that L2 readers are diff erent from L1 readers in that 
they do not have an established and highly developed oral knowledge of the language on 
which to base the visual word recognition procedure. Both factors would suggest that the 
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matching of phonological shape to orthographical features would be less useful than it is in 
L1 reading development. However, the power and persistence of reading aloud as a learn-
ing technique in the second language teaching may be related, not to the development of 
word recognition and reading skills as in the L1 learner, but may be more related to factors 
of learning the SL system itself. 

 Th e fi rst benefi t of reading aloud is that of rehearsal of the language and the activa-
tion of the phonological loop, which, as we have discussed, is a prime mechanism for the 
automatisation of language skills. By reading the SL material, either out loud or subvocally, 
the learner is activating the phonological loop and thus rehearsing the language and help-
ing to move the material into LTM. Th e absolute prohibition with classical audiolingual-
ism of any mediation by print during the initial rehearsal stage (no material could be read 
before it had been thoroughly drilled orally) rested on the belief that each outside stimulus 
needed to be connected to a unique oral response. Th is is the one-step item-based memory 
process of Logan (Logan, 1988). However, as we have discussed, there is a lot of evidence 
that such a simple process is not the sole process for providing automatisation and that 
reading aloud, rehearsal mediated by print decoding, is probably a powerful technique 
in providing the opportunity for such rehearsal. Evidence from L1 reading development 
shows that reading aloud is an essential stage in the learning to read process, and that, with 
greater practice, procedures such as phonological encoding, reduce in importance. With 
increasing routinisation and practice, the necessity for vocalisation becomes reduced. Th e 
same could be argued for SL learners using print as a rehearsal mechanism for oral lan-
guage production. Initially spoken language will rely heavily on the visual prompt, but 
with increasing practice, chunks will be internalized and the learner will be able to dis-
pense with the prompting from print input. Th is is particularly true in instructed second 
language teaching in traditional low resourced contexts where access to oral models for 
learning are highly restricted or almost non-existent. Print may be the principal access that 
the SL learner has to the language in large classes, and probably the only real access outside 
the classroom. Th us its use through reading aloud to provide the stimulus for rehearsal via the 
phonological loop is important. 

 Th e cognitive processes involved in the use of the phonological loop in reading aloud 
are also quite complex. In terms of the depth of processing argument, the process involves 
a number of diff erent language mechanisms see Figure 7.9. 

   Reading aloud, then, can be used as a mediator for oral production when little oppor-
tunity exists for other methods of oral production. Another benefi t of print as a mediator of 
SL oral production is that it can overcome the problems in language processing of having 
to store information in WM while taking in new information. As discussed in Chapter 2, 
this is particularly critical in listening and speaking. If the extra demands of planning 
and assembly are added to this, the ability to produce and rehearse substantial chunks of 
the SL will become severely restricted. Th e fact that printed text is permanent means that 
the temporary storage function of the WM can be replaced by the written word, allowing 
longer stretches of language to be rehearsed. Th e written word acts as a temporary store in 
place of WM. Th us, the reading aloud of dialogue and other material in classes persists in 
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language classes, despite the theoretical problems oft en expressed about reading aloud as a 
language learning technique which lacks communicative purpose.  

  7.8 Conclusion 

 In this chapter we have examined the cognitive processing implications involved in cur-
rent mainstream communicative approaches to second language learning. We have seen 
how the communicative movement has evolved from the ideas of the psycholinguists of 
the 60s and 70s, emphasising acquisition as the process of gaining competence in a second 
language. We have noted that the interests of this movement were not on the cognitive 
structures involved or, in any detail, on the processes involved in learning rules. Com-
munication of meaning became the goal and this goal, for second as well as fi rst language 
learners, was suffi  cient to lead to acquisition. We noted that the ideas contained in second 
language acquisition approaches, particularly the concept of comprehensible input, were 
highly congruent with the information processing framework for language, although such 
explanations were not off ered by CLT theorists at the time. Motivational factors deriving 
from the successful achievement of communicational goals are more important within 
these approaches. 

 We also suggested that the acquisition of language needs to be guided by some sort 
of attention mechanism, the SAS, and we examined the way that such a mechanism 
might operate. Within the SLA tradition, this might be characterised as the LAD, with the 
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principles driven by built-in, innate guidelines. However, we also examined the way that 
evolving mainstream ELT theory is beginning to focus on this area and the role that explicit 
teaching of language form can play in second language learning as against acquisition. 
It was noted that the cultural contexts in which CLT operated favoured a more inductive, 
if not implicit, approach to language form than the oft en more explicit approaches and 
traditional methods employed in other contexts. 

 We then examined four learning techniques which are employed in more traditional 
classroom settings; rote learning, reading aloud, teaching grammar and translation. We 
examined each from a cognitive point of view and found that each had considerable merits 
as an approach to second language teaching. Th e fact that they have not found favour 
within the recent mainstream approaches does not mean that they should not be considered 
seriously. Th eir merits rest on learning and study rather than acquisition and exposure and 
as such have a lot to off er to the second language teacher in many contexts.  
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    Endnote 

Modular and non-modular approaches

Acquisition versus learning

Implicit and explicit learning

Automaticity

Symbolic versus connectionist views of language

     Th e changing paradigms in psychology, linguistics and SLL methodologies have formed a 
backdrop to the discussion of the role of memory in language learning in this book. Th e 
initial concepts of behaviourism, structural linguistics and audiolingualism formed an in-
terlocking network of ideas which concentrated on surface features; in learning theories 
the emphasis was on associative learning and in language description on surface structures. 
Th is paradigm was replaced by cognitivist views of psychology, by symbolicist approaches 
in linguistics and by mentalist and communicative approaches to language learning. Th is 
second paradigm concentrated attention on innate processes involved in language learn-
ing and in language description on the role that generative grammars and, in particular, 
universal grammars played in the comprehension and production of languages. Th e view 
of language learning taken by this approach was that exposure to language would, of itself, 
cause learning to take place using innate brain mechanisms. 

 We are now standing at the beginning of a new paradigm in which connectionist con-
cepts from psychology combined with studies of corpora in linguistics are producing a 
model of language processing and description which is based, not on abstract rules but 
on the probability that certain surface features co-occur. Th e connectionist models rest on 
the view of the brain as interconnecting neural networks which cooperate in solving tasks, 
a view which is broadly supported by neuropsychology and brain imaging studies. Th e 
implications for learning theory from the connectionist ideas are a renewed interest in the 
training of neural networks and associative learning. Th e methodological implications of 
this new paradigm for second language learning are still to be seen, but the diff erent views 
of language learning and memory processes we have addressed in this book have raised 
a number of issues which we need to consider. We shall consider them from the point of 



178 Memory, Psychology and Second Language Learning

view of the WM model and suggest how consideration of this model may provide a resolu-
tion to some of the issues. Th e issues concern:

•   modular versus non-modular approaches to language, 
•  the acquisition/learning dichotomy, 
•  implicit and explicit learning, 
•  automaticty, 
•  symbolic versus connectionist views of language. 

    Modular and non-modular approaches 

 Th e approach taken in this book is that language processing and learning can be explained 
through the use of an information processing framework i.e. a common cognitive process 
for all types of information. Within this framework attention has been directed to the role 
of the WM in language comprehension and learning. We have found that current views 
of the structure and operation of WM provide a useful model for explaining the way 
that languages are perceived (through the extraction of signifi cant features from data) 
and learnt (through the use of repetition). Th ese fi ndings have largely been supported by 
anatomical, neuropsychological and brain imaging research. Th e existence of a specifi c 
language-processing module separate from general cognitive structures for processing 
information is not necessarily ruled out by the information processing framework. Th e 
WM functions of the brain are located in the front parietal lobes, but consist of a number 
of diff erent brain areas which are activated diff erently and cooperate in diff erent ways on 
diff erent tasks. Within the left  frontal region there are areas which are specifi cally and 
universally involved in all language tasks, the prime example being Broca’s area. Brain 
imaging does not as yet provide suffi  cient detail to allow any detailed examination of what 
is actually happening within such areas: it can only indicate the areas which are principally 
involved in such tasks. However, it is possible to argue that such language specifi c areas 
and their combinations in processing language do provide something of a language-
specifi c module. Th e fact that brain imaging studies show diff erent combinations of areas 
on language-related tasks such as phonological, morphological and semantic processing is 
further evidence of language-specifi c processing structures. However, the important issue 
for second language learning is the operation of these areas and in particular, the degree to 
which language learning is innate or learnt.  

  Acquisition versus learning 

 As we have discussed, this issue has dominated second language learning thinking for 
the last 30 years. Th ere does seem to be a strong case for believing that fi rst languages 
are acquired rather than learnt. However, due to the plasticity of the developing brain this 
facility may not be so easily available to adult second language learners. Again, it is possible 
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to explain acquisition and learning through the model of WM which we have developed. 
Th e model suggests a three part structure, a phonological short term store, a visual short 
term store and a supervisory system which directs attention. It is this system (the SAS) 
which directs attention to salient features of incoming information. Th ere is considerable 
evidence that this SAS in early childhood is tuned to notice the types of features involved 
in language processing, but that aft er a while this SAS becomes tuned in to the features of a 
specifi c language (the fi rst language) and is not so sensitive to features in other languages. 
Connectionist views of language suggest that the SAS is trained by the input. It learns to 
respond to diff erent language features based on the frequency of such features in the data 
from the language experienced. In this way, connectionist approaches off er a mechanism 
by which acquisition takes place and a location of the place where it takes place: the SAS. 
However, the connectionist learning processes need a large amount of data to work on 
which is provided by the naturalistic environment of fi rst language acquisition. What is 
less clear is the way that the SAS can be trained in second language learning where much 
less data is available to train the system.  

  Implicit and explicit learning 

 If the SAS is trained to notice signifi cant features as described above, the SAS in second lan-
guage learners will be tuned to notice features in the fi rst not the second language. Th e de-
gree to which ‘noticing’ can best be achieved is one that is the centre of much SLA research 
at the moment. Th e emphasis within CLT has been the concentration of extracting mean-
ing from text. Th e eff ect of this meaning-focused attention on the uptake of grammatical 
form focus of attention is not clear from SLA research studies. It relies on the assumption 
that the SAS is tuned to universal properties of language, or is tuned to frequency eff ects as 
suggested by connectionists. Th ese frequency eff ects can be enhanced in second language 
learning by the selection of specifi c instances (prototypical patterns) which exemplify cer-
tain language features such as grammatical patterns. Th e alternative argument would be 
that the use of instruction in language forms provides declarative knowledge which can be 
used in a two-stage memorisation process as put forward in the ACT model of skill learn-
ing. Th is model works with general motor and other intellectual skills, but is perhaps more 
questionable with language skills, particularly automatic feature detection skills as used in 
the SAS. However, the addition of an Episodic buff er with access to a temporary part of the 
Episodic memory would provide an opportunity for more declarative type knowledge to 
be involved in processing and production.  

  Automaticity 

 Perhaps the greatest challenge faced by SL learners is that of achieving anything like the 
levels of automaticity that fi rst language users achieve. Our analysis of the workings of 
memory on language has highlighted the complexities involved in all levels of processing 



180 Memory, Psychology and Second Language Learning

from raw feature detection through to semantic and syntactic processing. Eff ective pro-
cessing involves the recall of permanent memory fi les into the WM for processing. Th us, 
the establishment of neural connections between the WM and appropriate nodes in 
LTM are crucial. Th e more automatic such links are, the less capacity will be taken up in 
the WM and the more the SAS will be able to concentrate on directing integration of 
different sources of information for the comprehension of messages or on higher order 
cognition. Th e behaviourist and audiolingual approach to the problem was the establish-
ment of links between a stimulus and the response by substantial repetition and practice, 
a one-step memory process. Later models such as the ACT suggest that skill acquisition 
involves intermediate steps involving conscious control followed by proceduralisation. 
Again, the model of the WM with the SAS providing some direction to the work carried 
out by the phonological loop provides a mechanism for skill practice to take place. It is 
clear that both memory systems (the one-step and the two-step) are used by SL learners 
and are perhaps diff erentially applied to diff erent types of sentence. What is unquestionable, 
however, is the importance of automaticity and the role that rehearsal and practice play 
in this process. Th is rehearsal can only take place in the WM and thus its role in learning 
through repetition is unchallenged.  

  Symbolic versus connectionist views of language 

 Th e neural networking model of brain operation is now generally accepted. It fi ts with 
neuropsychological studies and is strongly supported by brain imaging. Together with par-
allel processing and spreading activation models it would appear to provide explanations 
for both feature detection at the lowest level and semantic processing at the highest level. 
Th e question remains, however, of the way that information is stored within the nodes of 
the various models. Connectionists argue that information is stored in non-symbolic form 
as a series of probabilities. However, much of the discussion of more complex networking 
models characterises the information stored as symbolic. From the point of view of the 
second language learner or teacher, it is important to know if symbolic representation 
(such as teaching grammar or concepts) does facilitate understanding. Do symbolic repre-
sentations have a psychological reality, and if so, what representations are pertinent? Th e 
possibility of ‘emergent’ grammar constructed by the learner from selected language input 
is an important idea, and is one way to approach the problem without the learner needing 
to use the highly abstract metalanguage of grammars. Th ere is perhaps a need, as Hulstijn 
(2002) points out, to unify the two approaches. However, it is also possible to suggest that 
symbolic and non-symbolic representations can be used at diff erent levels. Th e labeling 
of nodes as ‘words’, for example, is probably useful when discussing the storage of lexical 
information, even if these ‘words’, themselves are actually interconnecting features of in-
dividual nodes. Th e argument which we have made is that for successful second language 
use, larger prefabricated chunks need to be used by the learner, and the automatic access 
to larger symbolic units is part of that process. 
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 Finally, we have traced the journey of psychologists and linguists from external fac-
tors into the internal workings of the mind and identifi ed the crucial role played by the 
concept of memory and WM in particular. Perhaps the most important restraint on ef-
fective second language processing we have uncovered is the limited capacity of the WM. 
Th is limited capacity makes it diffi  cult for the SLL to pay attention to top-down factors as 
well as bottom-up factors involved in decoding and encoding. Yet recent approaches to 
second language learning, especially EFL/ESL have urged learners to make a greater use 
of top-down factors from an early stage. Whilst accepting the importance of such factors 
in comprehension, this enquiry suggests that the architecture of memory makes this very 
diffi  cult, if not impossible. 

 Future directions in language teaching methodologies need to take this into account 
to a greater degree than they do at the moment. Methodologies also need to pay greater 
attention to the basic learning mechanisms and the workings of memory than they do at 
the moment. Emphasis on such factors is still present in much of the low-resourced large 
class language teaching which takes place in the world and of the strategies used by indi-
vidual learners. Th e challenge now is to re-integrate such well tried and sound factors into 
second language learning methodologies whilst still retaining the importance of mean-
ing in language communication which was supplied from the communicative language 
learning tradition.   





    Workbook 
            Activities 

  2.1 Visual Perception. WYSIWYG or is it? 

2.1.1 Look at the following illusions. What do you see? What factors change your view 
from one perception to another? How easily can you ‘switch’? Consider cultural 
factors which might be involved.

 

   Figure 1 

  

     Figure 2 



184 Memory, Psychology and Second Language Learning

 (a) (b)         

Figure 3        Figure 4 

      2.2 Short Term Memory; Digit span 

2.2.1 EITHER read out the following lists of numbers to a partner one by one and ask 
them to repeat the numbers to you immediately without rehearsal. Note when 
they make a mistake. Now get your partner to do the same to you. OR 
Read the numbers silently to yourself once, cover up the list and try to repeat the 
number. Note when you hesitate/make a mistake. How many could you repeat?

     3 8 7 4 
 5 1 3 4 9 
 6 2 8 7 4 1 
 9 5 0 2 1 3 6 
 2 9 4 0 1 7 5 8 
 3 0 1 4 9 6 8 2 5 
 1 4 8 2 5 3 1 7 8 4 

2.2.2  If English is not your fi rst language, do the exercise again, using your fi rst language, 
or, if English is your fi rst language, try to repeat the exercise in a second language 
with which you are familiar. What are the diff erences? Did you repeat more or less? 
Discuss the possible reasons for any diff erences you encountered.

      4 9 5 3 
 7 5 2 4 9 
 1 8 2 6 4 7 
 9 5 2 3 5 7 4 
 2 1 0 9 4 6 7 3 
 8 6 4 1 9 5 4 3 0 
 5 0 3 7 8 1 2 6 4 1 
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2.2.3 Tell your partner your telephone number or say your telephone number out loud 
to yourself. How did you do it?
The following are telephone numbers. Try to remember them. How did you go 
about it?

    0 6 7 3 6 4 2 9 9 
 6 5 9 3 8 9 9 6 6 4 
 0 0 4 4 7 7 5 9 9 7 6 6 
 0 0 6 3 9 8 5 0 1 3 0 3 1  

  3.1 Contextual eff ects on letter recognition 

3.1.1 Note the way that the central image changes from that of a letter to a number 
depending on the environment (horizontal or vertical)

 

     3.2 Holistic or analytic? 

3.2.1 Read the following sentence and count the number of letter “f”s it contains.

     FINISHED FILES ARE THE 
 RESULT OF YEARS OF SCIENTIFIC 

 STUDY COMBINED WITH THE 
 EXPERIENCE OF MANY YEARS  

  3.3 Context and words 

3.3.1 Look very quickly at the following. Do you notice anything strange?
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THE
MAN SAW THE

THE BOYS SITTING ON THE
THE GRASS WITH A BRIEFCASE

I
LOVE

PARIS IN THE
T H E  S P R I N G

      4.1 Automatic Language processing 

4.1.1 Think about the utterance “And he cleaned the car again this morning”, 
"&ndIkli;ndD@kA:@genDIsmO;nIN.
With regard to a particular fi rst language group/speaker decide
1.  Which features of the message would cause comprehension problems for 

learners at diff erent levels of competence?
2. What features would be automatically processed?
3.  Which features would the learners need to think about in order to understand 

the message?

AUTOMATIC NEED TO BE THOUGHT ABOUT

Beginner 
ESL learner

Intermediate 
ESL learner

Fluent 
Bilingual
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  4.2 The context for the balloon text (Chapter 4, p @@) 

 

    Bransford et al., 1973  
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  4.3 Memory for surface structure versus meaning 

4.3.1 Cover up the sentences under the text. Read the passage. Go away and do some-
thing. Come back and decide which of the sentences below you read. OR
Read the story aloud and then ask your listeners to go away and do something, 
Then present them with the four options below and ask them which they heard.

Johannes Kepler was debating with a number of infl uential scientists in Austria about the 
motion of the inner planets. He was particularly interested in the movement of Mars, which 
was clearly visible with the naked eye. However, he could not measure the movement as 
accurately as he would like. He wanted to verify that the orbit was not a circle but an ellipsis. 
He sent a letter about it to Galileo, the great Italian scientist. Gallileo was known to have 
developed a telescope which was capable of making much more accurate observations than 
could be made with the naked eye or any of the instruments available to Kepler.

  1. He sent Galileo, the great Italian scientist, a letter about it.    
2.   A letter about it was sent to Galileo, the great Italian scientist.  
3.   He sent a letter about it to Galileo, the great Italian scientist.  
4.   Galileo, the great Italian scientist, sent him a letter about it.  

     4.4 Inferencing and shallow processing 

Read through the following quickly (or listen to someone else reading it) and 
answer the question.

 Th ere was a tourist fl ight on its way from Vienna to Barcelona. On the last leg of the 
journey, the plane developed severe engine trouble over the Pyrenees. Th e pilot lost 
control, and it crashed, right on the border. Wreckage was equally strewn in France 
and Spain, and one question facing the authorities was where the survivors should be 
buried. What was the solution? 

 Barton & Sanford (1993)  

  4.4 Story grammars and text structure 

4.4a Read the following passage and then turn the paper over and tell the story to the 
next person in your team. They should then tell the story to the next person in the 
team and so on. When the last person tells the story, tick off  the ideas which they 
have got correct. OR
Read the story, go away and do something else, and then come back and jot 
down all you can remember about it. Tick off  the ideas you remember.
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� One night two young men � from Egulac � went down to the river � to hunt seals and 
� while they were there it became foggy and calm. � Th en they heard war-cries, and � they 
thought, “Maybe this is a war party.” � Th ey escaped to the shore, and � hid behind a log. � 
Now canoes came up, and they heard the noise of paddles, and � saw one canoe coming up to 
them. � Th ere were fi ve men in the canoe, and they said,

� “What do you think? We wish to take you along. � We are going up the river to make 
war on people.”

� One of the young men said, “I have no arrows.”
� “Arrows are in the canoe,” they said.
� “I will not go along. I might be killed. � My relatives do not know where I have gone. 

� But you,” he said, turning to the other, “may go with them.”
� So one of the young men went, but � the other returned home.
And � the warriors went on up the river � to a town on the other side of Kalama. � Th e 

people came down to the water, and they began to fi ght, and � many were killed. But presently 
� the young man heard one of the warriors say, “� Quick, let us go home, that Indian has 
been hit.” � Now he thought, “ Oh, they are ghosts.” � He did not feel sick, but � they said 
he had been shot.

So � the canoes went back to Egulac, and � the young man went ashore to his house and 
made a fi re. And � he told everybody and said, “� Behold I accompanied the ghosts, and � we 
went to fi ght. � Many of our fellows were killed, and � many of those who attacked us were 
killed. � I was hit, and I did not feel sick.”

� He told it all, and � then he became quiet. � When the sun rose he fell down. �Some-
thing black came out of his mouth. � His face became contorted. � Th e people jumped up 
and cried.

� He was dead.

4.4b Read the following passage and then turn the paper over and tell the story to 
the next person in your team. They should then tell the story to the next person 
in the team and so on. When the last person tells the story, tick off  the ideas which 
they have got correct. OR
Read the story, go away and do something else, and then come back and jot down 
all you can remember about it. Tick off  the ideas you remember.

� Circle island is located in the middle of the Atlantic Ocean, � north of Ronald Island. 
� Th e main occupations on the island are farming and ranching. � Circle Island has good 
soil, � but few rivers and � hence a shortage of water. � Th e island is run democratically. 
� All issues are decided by a majority vote of the islanders.� Th e governing body is a senate, 
� whose job is to carry out the will of the majority. � Recently, an island scientist discovered 
a cheap method of � converting salt water into fresh water. � As a result, the island 
farmers wanted � to build a canal across the island, � so that they could use water from the 
canal. � to cultivate the island’s central region. � Th erefore, the farmers formed a pro-canal
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association � and persuaded a few senators � to join. � Th e pro-canal association brought 
the construction idea to a vote. � All the islanders voted. � The majority voted in favour 
of construction. � Th e senate, however, decided that � the farmers’ proposal was ecologi-
cally unsound. � The senators agreed � to build a smaller canal � that was two feet wide 
and one foot deep. � After starting construction on the smaller canal, � the islanders 
discovered that � no water would flow into it. � Thus, the project was abandoned. � 
The farmers were angry � because of the failure of the canal project. � Civil war seemed 
inevitable.

adapted from Bartlett, 1932

  5.1 Lexical decision task 

5.1.1 Read each of the words silently on the following lists one by one and say 
immediately “yes” if it is a word and “no” if it isn’t. Time yourself or your partner 
for the whole list. Discuss the results

     List 1 

 gambastya, revery, voitle, chard, wefe, cratify, decoy, puldow, rafl ot, oriole, voluble, 
bovle, chalt, awry, signet, trave, crock, cryptic, ewe, himpola 

 List 2 

 mulvow, governor, bless, tuglety, gate, relief, ruft ily, history, pindle, develop, garlot, 
norve, busy, eff ort, garvola, match, sard, pleasant, coin, maisle 

 From Carroll (1999), p. 120  

  5.2 Semantic verifi cation task 

5.2.1 Say the following to a partner. Ask them to say yes or no. See how quickly they 
respond. Discuss what happened and why

     A robin is a bird 
 A butterfl y is a bird 
 A robin can fl y 
 A goose is a computer 
 A horse is a mammal 
 A tomatoe is a vegetable 
 A muse has teeth 
 A monkey can read 
 A pickle has fi ngernails 
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 Th omas Edison invented the telescope 
 An octopus runs on batteries 
 Abraham Lincoln had a beard. 

 From Carroll (1999), p. 115  

  5.3 Frame semantics 

5.3.1 1.  Write down one word which you associate with each the 6 words in the box.
2. Compare your associations with others if possible.
3.  Place each of the words in the box into the semantic fi elds in the table.
4.  What aspects of the meanings of the words are NOT captured by this analysis?

man, boy, woman, girl, spinster bachelor.

  Semantic fi elds :

[MALE] [FEMALE]
[ADULT]
[YOUNG]
[UNMARRIED]

            From Croft  & Cruse (2004) p. 8  

  5.4 Collocation/Concept 

5.4.1 Decide which verbs go with which foods in English.
How does this compare with any other language you know?

     Which words go with which foods? 

shell peel skin
potatoes
oranges
eggs
shrimps
nuts
tomatoes
grapes
fi sh

      From Hubbard et al (1983) p. 52  
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  6.1 Processes used in learning a language 

6.1.1 Think of a language which you have learnt or interview someone who has learnt 
another language. Try to think of the mental processes and procedures which you 
went through as a beginner in the language (or ask your informant).

    What things did you have to think about as a beginner? 
 What things did you need to pay attention to when you were an intermediate user? 
Are they diff erent now? 
 Can you identify areas which have become automatic now which you had to think 
about when you were at an earlier stage of language development?  

  6.2 Use of memorization in language learning 

6.2.1 Either get a class of learners to refl ect on the following
Or refl ect on your own experience of learning a second language

       1.  Make a list of the diff erent ways in which you approached learning diff erent 
aspects of a second language. Particularly concentrate on the early stages of 
learning.  

2.   Using this list:

   • How many steps involved using memorization in some form or another? 
 •  How important were simple procedures of memorisation? 
 •  How successful were they? 
 •  Can you identify any instances where memorisation leads to understanding?    

     6.3 Hierarchy of skills in language learning 

6.3.1 Relate the following language learning activities to Gagne’s hierarchy of learning 
types, giving your reasons for your choice.

Activity Learning type
1.  A Japanese student trying to produce the 

sounds /l/ and /r/
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2.  Students practising the intonation and 
stress patterns in:

  Hello, how are you?

   Fine, thanks. How are you?
3.  A blank-fi lling grammar exercise which 

involves the diff erence between the present 
perfect and the simple past.

4.  A drill involving the teacher in holding 
up two pictures and asking the students to 
produce sentences like:

  I like potatoes but I don’t like meat.
5.  A parallel writing exercise in which the 

student has to write about her/his own 
town based on a paragraph about a town 
in Britain.

6. A minimal pair phonological exercise.

7.  Pre-questions on a reading passage which 
direct the student’s attention to the most 
important points in the passage.

8.  An exercise asking students to divide ad-
jectives into two groups; those which refer 
to women and those which refer to men.

9.  An exercise in which students are given a 
lot of advertisements and are asked to fi nd 
which job is suitable for a given person.
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            Notes on activities 

   Notes on activity 2.1  

Figure 1 This is the famous illusion, thought to derive from a German postcard in 
1888, in which the brain alternates between seeing a young woman looking 
away from the picture to an old woman looking to the left of the picture. The 
switching depends, among other things, on us seeing the lines in the middle 
as the jaw line of the young woman, or the bottom of the nose of the old 
woman. Note the importance of cultural images in the dress of the young 
woman (the feathered cap, the necklace) and the scarf and fur coat of the 
old woman. This illusion may not be so successful in other than European 
cultures.

Figure 2 As with the illusion in Chapter 2, p 32, this illusion depends on the ‘normal’ 
interpretation of the black areas as the foreground and the white as the back-
ground. It may take quite a while to ‘see’ the word, but once it is seen, it is then 
often diffi  cult to see the original shapes. You need to consciously ‘shift’ from 
one to the other.

Figure 3 The famous Müller-Lyer illusion is said to be due to our experience of the world 
which teaches us that objects further from us are smaller, thus the line which 
appears to be the ‘far’ corner of the room (the line on the right) must be longer 
than the line which appears as the ‘near’ corner of the room (the line on the 
left), even though both are exactly the same length. It is almost impossible for 
us to override this impression.

Figure 4 This is an example of the Gestalt psychological principle of ‘closure’. The mind 
interprets the lines as a face with a hat and a pipe, closing the gaps in the 
drawing. Notice, again, the culturally-bound images of the pipe and hat which 
may not be available to all cultures.

      Notes on Activity 2.2 

2.2.1 For most people the number of items which can be held and repeated like this 
varies between 5 and 9. It is the famous Miller constant of 7 ± 2 as the capacity 
for short term memory. It appears that all humans have a limited STM capacity 
of this number of units of information, although it appears to be related to the 
number of syllables (see 1.4.2 and the phonological loop, Chapter 1). One of 
the central symptoms for diagnosing dyslexic children is a restricted digit span 
(see Chapter 1).
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2.2.2 This is an interesting exercise to discuss, and the results may well vary considerably 
from individual to individual. Many balanced bilinguals report that despite their 
profi ciency in English, they still prefer to carry out ‘mathematical’ manipulations 
such as this in their fi rst language.  If this is the case,  then translation processes 
when the exercise is carried out in English may well eff ect the storage capacity 
of STM and thus limit the number of items which can be stored in the second 
language. There is also evidence that diff erent language speakers may have dif-
ferent digit spans. The mean for Chinese is 9.9, for English, 6.6 and for Welsh 5.8 
(Hoosain & Salili, 1988, Ellis & Hennelly, 1980). This has been argued to be related 
to the diff erent articulation rates between the three languages: Chinese is 265 
msec/digit, English is 321 msec/digit, and Welsh 385. This is further evidence of 
the phonological loop model of Working Memory (see Chapter 1)

2.2.3 Telephone numbers are ‘chunked’ into groups of two, three or four digits and 
these chunks are remembered. Chunking considerably increases the capacity of 
STM.

       Notes on activity 3.1 

  This illustrates the way that the immediate context eff ects the way that our brain 
interprets the central letter. It also illustrates the Gestalt ‘closure’ principle discussed 
with the visual illusions.   

  Notes on activity 3.2 

  Most fl uent readers of this text can only see 3 “f”s. In fact there are 6. A number of 
explanations can be given for this. 

 1.     the failure to see the “f”s in the 3 instances of “of” could be a confusion between 
the phonological and graphical representations of “f”. Although written with an 
“f” the sound in the weak form is, in fact, /v/.   

2.     we tend to read a text for meaning and thus concentrate on the content words, 
not the function words (see Chapter 5).   

3.     function words are stored diff erently from content words. They are read “holisti-
cally” and are thus not available for internal inspection as separate letters sounds. 
Content words, on the other hand, are available for inspection.   

     Notes on activity 3.3 

  It is quite common for readers not to notice the repeated words when reading quickly. 
The reader tends to take in the whole sentence by looking at the content words and 
not look at the function words.   
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  Notes on activity 4.1 

  These are possible areas where learners may experience problems and have to use up 
Working Memory capacity to comprehend the message. Note that a full understand-
ing of the message, with the integration of past memories is arguably only possible 
with more advanced learners; at earlier stages Working Memory will be taken up with 
trying to “decode” the message form.  

AUTOMATIC NEED TO BE THOUGHT ABOUT

Beginner 
ESL learner

Phonemes which do not diff er 
markedly from learner’s fi rst lan-
guage. Many of the individual 
consonants in this are common 
to many languages and are rela-
tively “unmarked” – c.f. /n/, /m/, 
/k/, /d/, /g/.
However, clusters are not univer-
sal to many languages (/kl/, /nd/) 
and may cause processing prob-
lems. (e.g. for Malays, Chinese)

The diff erentiation of phonemes; length 
(/A:/, /I/, /i : /) quality (/e /, / &/)
The assignment of sounds to words 
(e.g. “and” or “end”).
The segmentation of the sounds into 
syllables/words “an di” or “andi” or “and 
(h)e”
The identifi cation of the major content 
words and the grammar function words.
The identifi cation of the grammatical 
structure SVO + adv phrase

Intermediate 
ESL learner

The identifi cation of the signifi -
cant sounds, their assembly into 
words, and the general syntactic 
structure of the utterance.

Verb and tense forms and deletion of 
sounds (e.g. he → /I /, cleaned → clean). The 
intonation pattern of the sentence and 
the implication of the tonic stress on “And”.
The ambiguity of “Andy” versus “And he”; 
reference to preceding context.

Fluent 
Bilingual

All of the above language fea-
tures would be automatically 
processed, including the con-
trastive/marked tonic stress on 
“And”

The ambiguity between the interpreta-
tions “And he …” or “Andy…” would be 
checked against the immediate discourse 
context.
Knowledge of the person under discus-
sion derived from personal episodic 
memory can be used to realize the im-
plication of the statement.

         Notes on activity 4.2 

  See discussion in Chapter 4, p. 10   

  Notes on activity 4.3 

  It should be clear that sentence 4 is not one that you read/heard, however, it is prob-
ably unlikely that you could be certain about whether you had read/heard 1, 2 or 3. The 
longer between the reading/hearing and the sentences, the less certain you could be.  
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 (Sachs, 1967.)  tested memory for actual sentence immediately on reading, and 
after 25 or 50 sec delays. People rapidly forget the surface structure, but can tell the 
diff erent semantic content (i.e. knew when meaning had been changed as in #4).   

  Notes on Activity 4.4 

  Many readers do not process the details of the passage and the individual words. Thus, 
they do not notice the anomaly of burying “survivors”. Thus, the text was processed by 
assigning the meaning of the text as quickly as possible to background knowledge and 
using this to interpret what is being said. Only 33% were able to detect the anomaly in 
Barton & Salford’s experiment, yet when the context was changed to riding a bicycle, 
the detection rate increased to 80%.   

  Notes on activity 4.4a 

  This is a highly unfamiliar story structure. Most western readers will have few cultural 
schema to fit the story into. It is thus likely that many of the details will not get 
transferred/be remembered.   

  Notes on activity 4.4b 

  To a western reader this has a much more familiar structure. It is a typical semi-academic 
text that might be found in many textbooks in schools/universities. It has a clear 
hierarchical, structure which is illustrated in 4.4c. It was found that facts at the higher 
levels of the story structure were better recalled than those at the bottom as the higher 
level facts played a more important part in the general meaning of the passage.  

  4.4c 

 

Story: Circle Island

Plot

Episode 1

ThemeSetting

Location

Circle Island
Loc Occ Land Govt 11

1 2 3 4 5 7 9 12 15 Convince
senate

Subgoal

Pass
vote

17 18 19 20 21 22

161086 Attempt Outcome 27

23 24 25 26 28 29 30 31Episode 3

1

2

3

4

13 14 Subgoal Attempt Outcome Subgoat Attempt Outcome 32 33 34

Event Goal Episode 2 State

Resolution

       Plot structure for the Circle Island story
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Notes on activity 5.1 

  List 1 probably took longer to complete than List 2. The words in List 1 are of a much 
lower frequency than in List 2 and thus take longer to access and decide if they are a 
real word or not. This would indicate that word frequency is a factor in lexical access. 
Another factor which you may have felt was important was the degree of ‘legality’ of 
the pseudo-words. For example, “bovle” is further from a word in English than “sard” 
and might be quicker to reject.   

  Notes on activity 5.2 

  Times taken to decide on the truth do vary. “A robin is a bird” is very quick – a bird is 
within the same category as bird and only one level down, therefore the search ‘distance’ 
is short and decision time will be quick. Similarly “A robin can fl y” will be fast – fl ying 
will be associated closely with bird. Sentences like “A goose is a computer” take a long 
time to refute because the mind needs to travel between hierarchies – up to bird, then 
animal, across to machines and down to computer. However, there are problems if only 
distance in hierarchies are considered as the only principle. There is also the issue of 
‘typicality’. A sentence like “A tomatoe is a vegetable” often takes longer to decide upon 
as a tomatoe is not the most typical vegetable. In fact, it is somewhere between a fruit 
and a vegetable. Thus, despite being only one level below vegetable in a semantic 
hierarchy, it takes longer to make a decision.   

  Notes on activity 5.3 

  The words fi t into the semantic grid in the following way :

[MALE] [FEMALE]

man woman [ADULT]

boy girl [YOUNG]

bachelor spinster [UNMARRIED]

     You will fi nd that there are many ideas which you have associated with each of the 
words which do not fi t into the grid.  
  For example, associations for the word “man” might include, in addition to those in the grid:  
  strong, work, trousers, beard, old, husband, father, dominant, sex, drive.  
  It is likely that you will have a great deal in common with others in your associations to this 
word.  
  Spinster (a much less common word) might generate:  
  old, haggard, Dickens, Victorian, wedding cake, veil, sad.  
  These associations will belong to diff erent semantic “frames” and will depend, to some 
extent, on each individual’s experience and viewpoint.  
  You may fi nd that there will be a greater variation in the associations to this word.   
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  Notes on activity 5.4 

shell peel skin

potatoes �

oranges �

eggs �

shrimps �

nuts �

tomatoes �

grapes �

fi sh �

This exercise illustrates the particular collocations between nouns and verbs within the 
simple semantic domain of food and food preparation. Notice that the verbs and the 
nouns for the surfaces of foods do not necessarily go together. Thus we peel potatoes, 
but potatoes have skins. These collocations are a good example of neural networks 
which exist in one language but are quite diff erent in other languages. It is useful to 
speculate how such networks might be set up for a second language speaker who 
has diff erent collocation networks. Are the collocations connected to the way that the 
surface of foods are viewed in English as against other languages or are they simply 
superfi cial word associations?   

  Notes on activity 6.1 

  This activity concentrates on the way the more advanced learners are able to call on 
earlier leant routines as automatic ‘packages’ without having to be consciously think 
about them. The examples will usually come from phonology (the thinking about 
how to produce a sound, place the tongue in the mouth etc.) and grammar, structure 
(thinking of the correct endings for verbs, putting verbs into the correct tense, hav-
ing to think of correct prepositions etc.). The discussion will probably illustrate the 
phenomenon of ‘chunking’ smaller units into larger units.   

  Notes on activity 6.2 

  This is an awareness-raising exercise to elicit the ‘inner voice’ of the learner, to refl ect 
on the silent processes which learners use when participating in a language activity. 
The activity as suggested by the course book or the teacher’s plan may, for example, 
be reading or listening comprehension, for example, yet the learner may well notice 
certain chunks in the text which s/he repeats and tries to remember. This can be easily 
demonstrated by asking students what they have learnt at the end of a lesson which 
might, for example, have as its aim to listen or read for gist (a metacognitive skill). 
Invariably, students will report the content of the text (e.g. ‘spiders’) rather than the 
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skill aim. Learning strategy taxonomies (e.g. Oxford, 1990) have memorisation as one 
of the strategies, yet these taxonomies often do not refl ect the degree to which such 
strategies are employed.   

  Notes on activity 6.3 

  There are a number of possible suggestions as to the types of learning involved in these 
exercises. One of the diff erences is between the function – is the activity designed 
for learning in the sense of understanding a concept or rule, or is it for reinforcement, the 
memorisation/practice of a rule. It is also important to note the learning types are not 
necessarily strictly hierarchical; in most activities basic and intellectual skills are involved 
at the same time. However, it is important to note that the activities involving intellec-
tual skills are not possible without the automatisation of the skills at the lower levels. 
 

Activity Learning type

1.  A Japanese student trying to 
produce the sounds /l/ and 
/r/

In its base form, the learning of how to produce the 
sounds this is Type 2, basic associative learning. 
It involves the establishment of motor neural path-
ways to make the muscles in the mouth place the 
tongue etc. in the correct places. However, as ap-
proached in the classroom, it may also be linked to 
Type 5, discriminatory learning (learning to hear the 
diff erence between the sounds). This illustrates the 
fact that the types are not necessarily strictly hierar-
chical in nature, but they interact with each other.

2.  Students practising the into-
nation and stress patterns in:

   Hello, how are you?
   Fine, thanks. How are you?

Again, on one level this can be seen as either a Type 2, 
associative, or a Type 4, verbal, learning type. How-
ever, it can also involve Type 6,concept and Type 7, 
rule, learning involving concepts of ‘given’ and ‘new’ 
in information processing and contrastive stress pat-
terns in discourse intonation.

3.  A blank-fi lling grammar 
exercise which involves the 
diff erence between the 
present perfect and the 
simple past

Type 7, rule learning and Type 6, concepts (the notion 
of time in the English tense system). It also involves 
Type 5, discrimination between the forms. It is often 
used, however, in language teaching as reinforce-
ment of learning (Type 2).

4.  A drill involving the teacher 
in holding up two pictures 
and asking the students to 
produce sentences like:

    I like potatoes but I don’t like 
meat.

Type 4, verbal associations.
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5.  A parallel writing exercise 
in which the student has 
to write about her/his own 
town based on a paragraph 
about a town in Britain.

Type 6, concepts, or Type 7, rules. It involves the un-
derstanding of cultural schema, of lexis and seman-
tics and the structural rules involved in constructing 
a descriptive passage.

6.  A minimal pair phonological 
exercise.

Type 5, discrimination.

7.  Pre-questions on a reading 
passage which direct the 
student’s attention to the 
most important points in 
the passage.

Type 5, concepts. As an exercise in metacognition 
it is directing the reading strategies for a reader to 
help them develop reading skills.

8.  An exercise asking students 
to divide adjectives into two 
groups; those which refer to 
women and those which re-
fer to men.

This is mainly Type 4, verbal associations (linking 
words together), but it may also involve Type 6, 
concept development.

9.  An exercise in which students 
are given a lot of advertise-
ments and are asked to fi nd 
which job is suitable for a 
given person.

This is a Type 8 exercise, typical of task based learning 
approaches. This rests for its success on the acquisi-
tion of skills from most of the ‘lower’ types of learning.
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