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Preface

Validation of measurement methods has been used for a very
long time in chemistry. It is mostly based on the examination
of a measurement procedure for its characteristics such as
precision, accuracy, selectivity, sensitivity, repeatability, re-
producibility, detection limit, quantification limit and more.

When focussing on quality comparability and reliability
in chemical measurement, the fields of interest to this Jour-
nal, one stumbles into various interpretations of the term
validation. It is one more example of a term which is used
sometimes very consistently, sometimes very loosely or in-
deed ambiguously. Since the term is very common in the
chemical community, it is important that its meaning be
clear. Turning to the 2nd edition of the International Vo-
cabulary of Basic and General terms in Metrology (VIM)
(1993), surprisingly we do not find a definition. Webster’s
Dictionary of the English language (1992) tells us that val-
idation is ‘making or being made valid’. Obviously valida-
tion has to do with valid. The same Webster indicates the
meaning of the corresponding verb: to validate seems ‘to
make valid or binding, to confirm the validity of (Latin: val-
idare)’, where valid means: ‘seen to be in agreement with
the facts or to be logically sound’. We certainly can build
on this to have a ‘valid’ discussion. Validation of a method
clearly seems to mean making ‘valid’ the measurement re-
sults obtained by this method. The first definition ‘seen to
be in agreement with the facts’, is rather difficult to apply.
The second definition however, tells us that ‘validation of
a method is to make the method to be seen as logically
sound’. It looks as if validation of a method is a process
whereby it is tested and demonstrated by somebody or some
authority to be logically sound. Such a validation should
enable everybody to use it. That implies a list of methods
‘validated’ by competent authorities in the field concerned,
which sounds possible and useful. Is that not what AOAC
does?

Sometimes, the notion of validating a measurement result
also shows up. Apparently it means to make a result ‘valid’,
and even binding, i.e. confirming its ‘validity’. Since valid
means ‘seen to be in agreement with the facts’, that almost
sounds as a synonym for ‘accurate’. That makes sense and
there seems to be no argument as to whether a method or
a result can be validated (they can). An important question
arises: does a validated method automatically give a vali-
dated measurement result, i.e. a quantity value1 with asso-

ciated measurement uncertainty? The answer must be: no.
There can never be a mechanism or recipe for producing au-
tomatically ‘valid’ results because one can never eliminate
the skills, the role and the responsibility of the analyst.

ISO 9000:2000, item 3.8.5 defines validation as ‘confir-
mation by examination and provision of objective evidence
that the requirements for an intended use are fulfilled’. The
revised edition of the VIM (‘VIM3’), is likely to fine-tune
this definition of the concept ‘validation’ to be ‘confirmation
through examination of a given item and provision of ob-
jective evidence that it fulfills the requirements for a stated
intended use’.

Looking at simple practice, many people are looking for
a formal decision that a given measurement method automat-
ically gives them ‘valid’ i.e. reliable results. One wonders
what this has to do with ‘stated intended use’. Reliabil-
ity clearly is a property of a measurement result. Checking
whether that result fulfills the requirement for a stated in-
tended use, seems to be a totally different matter. That re-
quires the formulation of a requirement a priori, i.e. before
the measurement is made, and derived from the need for a
measurement result, not from the result itself.

This anthology contains 31 outstanding papers published
in the Journal “Accreditation and Quality Assurance” since
its inception, but mostly in the period 2000–2003, on the topic
‘validation’. They reflect the latest understanding – or lack
thereof –, of the concept and possibly some rationale(s) for
the answer to the question why it is important to integrate the
concept of ‘validation’ into the standard procedures of every
measurement laboratory.

It is hoped that this anthology is of benefit to both the
producers and the users of results of chemical measurements:
the basic concepts and the basic thinking in measurement are
the same for both.

Prof. Dr. P. De Bièvre
Editor-in-Chief
Accreditation and Quality Assurance
Kasterlee 2004-04-02

1quantity (German: ‘Messgrösse’, French: ‘grandeur de mesure’, Dutch:
‘meetgrootheid’) is not used here in the meaning ‘amount’, but as the generic
term for the quantities we measure: concentration, volume, mass, tempera-
ture, time, etc., as defined in the VIM.
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Abstract The reliability of analyti-
cal data is very important to forensic
and clinical toxicologists for the cor-
rect interpretation of toxicological
findings. This makes (bio)analytical
method validation an integral part of
quality management and accredita-
tion in analytical toxicology. There-
fore, consensus should be reached in
this field on the kind and extent of
validation experiments as well as on
acceptance criteria for validation pa-
rameters. In this review, the most im-
portant papers published on this top-
ic since 1991 have been reviewed.
Terminology, theoretical and practi-
cal aspects as well as implications
for forensic and clinical toxicology
of the following validation parame-
ters are discussed: selectivity (speci-

ficity), calibration model (linearity),
accuracy, precision, limits, stability,
recovery and ruggedness (robust-
ness).
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Bioanalytical method validation 
and its implications for forensic 
and clinical toxicology – A review

Introduction

The reliability of analytical findings is a matter of great
importance in forensic and clinical toxicology, as it is a
prerequisite for correct interpretation of toxicological
findings. Unreliable results might not only be contested
in court, but could also lead to unjustified legal conse-
quences for the defendant or to wrong treatment of the
patient. The importance of validation, at least of routine
analytical methods, can therefore hardly be overestimat-
ed. This is especially true in the context of quality man-
agement and accreditation, which have become matters
of increasing importance in analytical toxicology in re-
cent years. This is also reflected in the increasing re-
quirements of peer-reviewed scientific journals concern-
ing method validation. Therefore, this topic should be
extensively discussed on an international level to reach a

consensus on the extent of validation experiments and on
acceptance criteria for validation parameters of bioana-
lytical methods in forensic and clinical toxicology.

Over the last decade, similar discussions have been
going on in the closely related field of pharmacokinetic
studies for registration of pharmaceuticals. This is re-
flected by the number of publications on this topic pub-
lished in the last decade, of which the most important are
discussed here.

Important publications on validation 
(1991 to present)

A review on validation of bioanalytical methods was
published by Karnes et al. in 1991 which was intended to
provide guidance for bioanalytical chemists [1]. One
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2 F.T. Peters · H.H. Maurer

year later, Shah et al. published their report on the con-
ference on “Analytical Methods Validation: Bioavailabil-
ity, Bioequivalence and Pharmacokinetic Studies” held
in Washington in 1990 (Conference Report) [2]. During
this conference, consensus was reached on which param-
eters of bioanalytical methods should be evaluated, and
some acceptance criteria were established. In the follow-
ing years, this report was actually used as guidance by
bioanalysts. Despite the fact, however, that some princi-
ple questions had been answered during this conference,
no specific recommendations on practical issues like ex-
perimental designs or statistical evaluation were made.
In 1994, Hartmann et al. analysed the Conference Report
performing statistical experiments on the established ac-
ceptance criteria for accuracy and precision [3]. Based
on their results they questioned the suitability of these
criteria for practical application. From 1995 to 1997, ap-
plication issues like experimental designs and statistical
methods for bioanalytical method validation were dis-
cussed in a number of publications by Dadgar et al. [4,
5], Wieling et al. [6], Bressolle et al. [7] and Causon [8].
An excellent review on validation of bioanalytical chro-
matographic methods was published by Hartmann et al.
in 1998, in which theoretical and practical issues were
discussed in detail [9]. In an update of the Washington
Conference in 2000, experiences and progress since the
first conference were discussed. The results were again
published by Shah et al. in a report (Conference Report
II) [10], which has also been used as a template for
guidelines drawn up by the U.S. Food and Drug Admin-
istration (FDA) for their own use [11]. Besides, it should
be mentioned that some journals like the Journal of
Chromatography B [12] or Clinical Chemistry have es-
tablished their own criteria for validation. Two other
documents that seem to be important in this context have
been developed by the International Conference on Har-
monisation of Technical Requirements for Registration
of Pharmaceuticals for Human Use (ICH) and approved
by the regulatory agencies of the European Union, the
United States of America and Japan. The first, approved
in 1994, concentrated on the theoretical background and
definitions [13], the second, approved in 1996, on meth-
odology and practical issues [14]. Both can be down-
loaded from the ICH homepage free of charge
(www.ich.org). Finally, in 2001 Vander Heyden et al.
published a paper on experimental designs and evalua-
tion of robustness/ruggedness tests [15]. Despite the fact
that the three last mentioned publications were not espe-
cially focussed on bioanalytical methods, they still con-
tain helpful guidance on some principal questions and
definitions in the field of analytical method validation.

The aim of our review is to present and compare the
contents of the above mentioned publications on (bio)an-
alytical method validation, and to discuss possible impli-
cations for forensic and clinical toxicology.

Terminology

The first problem encountered when studying literature
on method validation are the different sets of terminolo-
gy employed by different authors. A detailed discussion
of this problem can be found in the review of Hartmann
et al. [9]. Therein, it was proposed to adhere, in princi-
ple, to the terminology established by the ICH [13], ex-
cept for accuracy, for which the use of a more detailed
definition was recommended (cf. Accuracy). However,
the ICH terminology lacked a definition for stability,
which is an important parameter in bioanalytical method
validation. Furthermore, the ICH definition of selectivity
did not take into account interferences that might occur
in bioanalysis (e.g. from metabolites). For both parame-
ters, however, reasonable definitions were provided by
Conference Report II [10].

Validation parameters

There is a general agreement that at least the following
validation parameters should be evaluated for quantita-
tive procedures: selectivity, calibration model (linearity),
stability, accuracy (bias, precision) and limit of quantifi-
cation. Additional parameters which might have to be
evaluated include limit of detection, recovery, reproduc-
ibility and ruggedness (robustness) [2, 4–10, 12].

Selectivity (specificity)

In Conference Report II, selectivity was defined as fol-
lows: “Selectivity is the ability of the bioanalytical meth-
od to measure unequivocally and to differentiate the
analyte(s) in the presence of components, which may be
expected to be present”. Typically, these might include
metabolites, impurities, degradants, matrix components,
etc. [10]. This definition is very similar to the one estab-
lished by the ICH [13], but takes into account the possi-
ble presence of metabolites, and thus is more applicable
for bioanalytical methods.

There are two points of view on when a method
should be regarded as selective. One way to establish
method selectivity is to prove the lack of response in
blank matrix [1, 2, 4–10, 12, 14]. The requirement estab-
lished by the Conference Report [2] to analyse at least
six different sources of blank matrix has become state of
the art. However, this approach has been subject to criti-
cism in the review of Hartmann et al., who stated from
statistical considerations, that relatively rare interferenc-
es will remain undetected with a rather high probability
[9]. For the same reason, Dadgar et al. proposed to eval-
uate at least 10–20 sources of blank samples [4]. Howev-
er, in Conference Report II [10], even analysis of only
one source of blank matrix was deemed acceptable, if
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hyphenated mass spectrometric methods are used for de-
tection.

The second approach is based on the assumption that
small interferences can be accepted as long as precision
and bias remain within certain acceptance limits. This
approach was preferred by Dadgar et al. [4] and Hart-
mann et al. [9]. Both publications proposed analysis of
up to 20 blank samples spiked with analyte at the lower
limit of quantification (LLOQ) and, if possible, with in-
terferents at their highest likely concentrations. In this
approach, the method can be considered sufficiently se-
lective if precision and accuracy data for these LLOQ
samples are acceptable. For a detailed account of experi-
mental designs and statistical methods to establish selec-
tivity see Ref. [4].

Whereas the selectivity experiments for the first ap-
proach can be performed during a pre-validation phase
(no need for quantification), those for the second ap-
proach are usually performed together with the precision
and accuracy experiments during the main validation
phase.

At this point it must be mentioned that the term speci-
ficity is used interchangeably with selectivity, although
in a strict sense specificity refers to methods which pro-
duce a response for a single analyte, whereas selectivity
refers to methods that produce responses for a number of
chemical entities, which may or may not be distin-
guished [1]. Selective multi-analyte methods (e.g. for
different drugs of abuse in blood) should of course be
able to differentiate all interesting analytes from each
other and from the matrix.

Calibration model (linearity)

The choice of an appropriate calibration model is neces-
sary for reliable quantification. Therefore, the relation-
ship between the concentration of analyte in the sample
and the corresponding detector response must be investi-
gated. This can be done by analysing spiked calibration
samples and plotting the resulting responses versus the
corresponding concentrations. The resulting standard
curves can then be further evaluated by graphical or
mathematical methods, the latter also allowing statistical
evaluation of the response functions.

Whereas there is general agreement that calibration
samples should be prepared in blank matrix and that
their concentrations must cover the whole calibration
range, recommendations on how many concentration
levels should be studied with how many replicates per
concentration level differ significantly [5–10, 12]. In
Conference Report II, a sufficient number of standards to
define adequately the relationship between concentration
and response was demanded. Furthermore, it was stated
that at least five to eight concentration levels should be
studied for linear and maybe more for non-linear rela-

tionships [10]. However, no information was given on
how many replicates should be analysed at each level.
The guidelines established by the ICH and those of the
Journal of Chromatography B also required at least five
concentration levels, but again no specific requirements
for the number of replicates at each level were given [12,
14]. Causon recommended six replicates at each of six
concentration levels, whereas Wieling et al. used eight
concentration levels in triplicate [6, 8]. Based on studies
by Penninckx et al. [16], Hartmann et al. proposed in
their review to rather use fewer concentration levels with
a greater number of replicates (e.g. four evenly spread
levels with nine replicates) [9]. This approach not only
allows the reliable detection of outliers, but also a better
evaluation of the behaviour of variance across the cali-
bration range. The latter is important for choosing the
right statistical model for the evaluation of the calibra-
tion curve. The often used ordinary least squares model
for linear regression is only applicable for homoscedastic
data sets (constant variance over the whole range),
whereas in case of heteroscedasticity (significant differ-
ence between variances at lowest and highest concentra-
tion levels) the data should mathematically be trans-
formed or a weighted least squares model should be ap-
plied [6–10]. Usually, linear models are preferable but, if
necessary, the use of non-linear models is not only ac-
ceptable but even recommended. However, more con-
centration levels are needed for the evaluation of non-
linear models than for linear models [2, 9, 10].

After outliers have been purged from the data and a
model has been evaluated visually and/or by, e.g. residu-
al plots, the model fit should also be tested by appropri-
ate statistical methods [2, 6, 9, 10, 14]. The fit of un-
weighted regression models (homoscedastic data) can be
tested by the ANOVA lack-of-fit test [6, 9]. A detailed
discussion of alternative statistical tests for both un-
weighted and weighted calibration models can be found
in Ref. [16]. The widespread practice to evaluate a cali-
bration model via its coefficients of correlation or deter-
mination is not acceptable from a statistical point of
view [9].

However, one important point should be kept in mind
when statistically testing the model fit: The higher the
precision of a method, the higher the probability to detect
a statistically significant deviation from the assumed cali-
bration model [1, 6, 9]. Therefore, the practical relevance
of the deviation from the assumed model should also be
taken into account. If the accuracy data (bias and preci-
sion) are within the required acceptance limits or an alter-
native calibration model is not applicable, slight devia-
tions from the assumed model may be neglected [6, 9].

Once a calibration model has been established, the
calibration curves for other validation experiments (pre-
cision, bias, stability, etc.) and for routine analysis can be
prepared with fewer concentration levels and fewer or no
replicates [6, 9].
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Accuracy

The accuracy of a method is affected by systematic (bias)
as well as random (precision) error components [3, 9] This
fact has been taken into account in the definition of accura-
cy as established by the International Organization for
Standardization (ISO) [17]. However, it must be mentioned
that accuracy is often used to describe only the systematic
error component, i.e. in the sense of bias [1, 2, 6–8, 10, 12,
13]. In the following, the term accuracy will be used in the
sense of bias, which will be indicated in brackets.

Bias

According to ISO, bias is the difference between the ex-
pectation of the test results and an accepted reference
value [17]. It may consist of more than one systematic
error component. Bias can be measured as a percent de-
viation from the accepted reference value. The term true-
ness expresses the deviation of the mean value of a large
series of measurements from the accepted reference val-
ue. It can be expressed in terms of bias.

Due to the high workload of analysing such large se-
ries, trueness is usually not determined during method
validation, but rather from the results of a great number
of quality control (QC) samples during routine applica-
tion or in interlaboratory studies.

Precision

According to ICH, precision is the closeness of agree-
ment (degree of scatter) between a series of measure-
ments obtained from multiple sampling of the same ho-
mogenous sample under the prescribed conditions and
may be considered at three levels: repeatability, interme-
diate precision and reproducibility [13]. Precision is usu-
ally measured in terms of imprecision expressed as an
absolute or relative standard deviation and does not re-
late to reference values.

Repeatability. Repeatability expresses the precision un-
der the same operating conditions over a short interval of
time. Repeatability is also termed intra-assay precision
[13]. Within-run or within-day precision are also often
used to describe repeatability.

Intermediate precision. Intermediate precision expresses
within-laboratories variations: different days, different
analysts, different equipment, etc. [13]. The ISO defini-
tion used the term “M-factor different intermediate pre-
cision”, where the M-factor expresses how many and
which factors (time, calibration, operator, equipment or
combinations of those) differ between successive deter-
minations [17]. In a strict sense, intermediate precision is

the total precision under varied conditions, whereas so
called inter-assay, between-run or between-day precision
only measure the precision components caused by the re-
spective factors. However, the latter terms are not clearly
defined and obviously often used interchangeably with
each other and also with the term intermediate precision.

Reproducibility. Reproducibility expresses the precision
between laboratories (collaborative studies, usually ap-
plied to standardization of methodology) [13]. Repro-
ducibility only has to be studied, if a method is supposed
to be used in different laboratories.

Unfortunately, some authors also used the term repro-
ducibility for within-laboratory studies at the level of in-
termediate precision [8, 12]. This should, however, be
avoided in order to prevent confusion.

As already mentioned above, precision and bias can be
estimated from the analysis of QC samples under speci-
fied conditions. As both precision and bias can vary sub-
stantially over the calibration range, it is necessary to
evaluate these parameters at least at three concentration
levels (low, medium and high relative to the calibration
range) [1, 2, 9, 10, 14]. In Conference Report II, it was
further defined that the concentration of the low QC
sample must be within three times LLOQ [10]. The Jour-
nal of Chromatography B requirement is to study preci-
sion and bias at two concentration levels (low and high),
whereas in the experimental design proposed by Wieling
et al. four concentration levels (LLOQ, low, medium,
high) were studied [6, 12]. Causon also suggested to esti-
mate precision at four concentration levels [8]. Several
authors have specified acceptance limits for precision
and/or accuracy (bias) [2, 7, 8, 10, 12]. Both Conference
Reports required precision to be within 15% relative
standard deviation (RSD) except at the LLOQ where
20% RSD was accepted. Bias was required to be within
±15% of the accepted true value, except at the LLOQ
where ±20% were accepted [2, 10]. These requirements
have been subject to criticism in the analysis of the Con-
ference Report by Hartmann et al. [3]. They concluded
from statistical considerations that it is not realistic to
apply the same acceptance criteria at different levels of
precision (repeatability, reproducibility) as RSD under
reproducibility conditions is usually considerably greater
than under repeatability conditions. Furthermore, if pre-
cision and bias estimates are close to the acceptance lim-
its, the probability to reject an actually acceptable meth-
od (β-error) is quite high. Causon proposed the same ac-
ceptance limits of 15% RSD for precision and ±15% for
accuracy (bias) for all concentration levels [8].

The guidelines established by the Journal of Chroma-
tography B required precision to be within 10% RSD for
the high QC samples and within 20% RSD for the low
QC sample. Acceptance criteria for accuracy (bias) were
not specified therein [12].
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Again, the proposals on how many replicates at each
concentration levels should be analysed vary consider-
ably. The Conference Reports and Journal of Chroma-
tography B guidelines required at least five replicates at
each concentration level [2, 10, 12]. However, one
would assume that these requirements only apply to re-
peatability studies; at least no specific recommenda-
tions were given for studies of intermediate precision
or reproducibility. Some more practical approaches to
this problem have been described by Wieling et al. [6],
Causon [8] and Hartmann et al. [9]. In their experimen-
tal design, Wieling et al. analysed three replicates at
each of four concentration levels on each of 5 days.
Similar approaches were suggested by Causon (six rep-
licates at each of four concentrations on each of four
occasions) and Hartmann et al. (two replicates at each
concentration level on each of 8 days). All three used
or proposed one-way ANOVA to estimate repeatability
and time-different precision components. In the design
proposed by Hartmann et al. the degrees of freedom for
both estimations are most balanced, namely 8 for with-
in-run precision and 7 for between-run precision. In the
information for authors of the Clinical Chemistry jour-
nal, an experimental design with two replicates per run,
two runs per day over 20 days for each concentration
level is recommended, which has been established by
the NCCLS [18]. This not only allows estimation of
within-run and between-run standard deviations, but
also of within-day, between-day and total standard de-
viations, which are in fact all estimations of precision
at different levels. However, it seems questionable if
the additional information provided by this approach
can justify the high workload and costs compared to the
other experimental designs.

Daily variations of the calibration curve can influ-
ence bias estimation. Therefore, bias estimation should
be based on data calculated from several calibration
curves [9]. In the experimental design of Wieling et al.,
the results for QC samples were calculated via daily
calibration curves. Therefore, the overall means from
these results at the different concentration levels reli-
ably reflect the average bias of the method at the corre-
sponding concentration level. Alternatively, as de-
scribed in the same paper, the bias can be estimated us-
ing confidence limits around the calculated mean val-
ues at each concentration [6]. If the calculated confi-
dence interval includes the accepted true value, one can
assume the method to be free of bias at a given level of
statistical significance. Another way to test the signifi-
cance of the calculated bias is to perform a t-test
against the accepted true value.

However, even methods exhibiting a statistically sig-
nificant bias can still be acceptable, if the calculated bi-
as lies within previously established acceptance limits.
Other methods for bias evaluation can be found in Ref.
[9].

Limits

Lower limit of quantification (LLOQ)

The LLOQ is the lowest amount of an analyte in a sam-
ple that can be quantitatively determined with suitable
precision and accuracy (bias) [10, 13]. There are differ-
ent approaches for the determination of LLOQ.

LLOQ based on precision and accuracy (bias) data [2,
7–10, 13, 14]. This is probably the most practical ap-
proach and defines the LLOQ as the lowest concentra-
tion of a sample that can still be quantified with accept-
able precision and accuracy (bias). In the Conference
Reports, the acceptance criteria for these two parameters
at LLOQ are 20% RSD for precision and ±20% for bias.
Only Causon suggested 15% RSD and ±15%, respective-
ly [8]. It should be pointed out, however, that these pa-
rameters must be determined using an LLOQ sample in-
dependent from the calibration curve. The advantage of
this approach is the fact that the estimation of LLOQ is
based on the same quantification procedure used for real
samples.

LLOQ based on signal to noise ratio (S/N) [12, 14]. This
approach can only be applied if there is baseline noise,
e.g. to chromatographic methods. Signal and noise can
then be defined as the height of the analyte peak (signal)
and the amplitude between the highest and lowest point
of the baseline (noise) in a certain area around the anal-
yte peak. For LLOQ, S/N is usually required to be equal
to or greater than 10.

The estimation of baseline noise can be quite difficult
for bioanalytical methods, if matrix peaks elute close to
the analyte peak.

LLOQ based on standard deviation of the response from
blank samples [14]. Another definition of LLOQ is the
concentration that corresponds to a detector response
that is k times greater than the estimated standard devia-
tion of blank samples (SDbl). From the detector signal,
the LLOQ can be calculated using the slope of the cali-
bration curve (S) with following formula: LLOQ=
k·SDbl/S (for blank corrected signals).

This approach is only applicable for methods where
SDbl can be estimated from replicate analysis of blank
samples. It is therefore not applicable for most quantita-
tive chromatographic methods, as here the response is
usually measured in terms of peak area units, which can
of course not be measured in a blank sample analysed
with a selective method.

LLOQ based on a specific calibration curve in the range
of LLOQ [14]. In this approach, a specific calibration
curve is established from samples containing the analyte
in the range of LLOQ. One must not use the calibration
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curve over the whole range of quantification for this de-
termination. The standard deviation of the blank can then
be estimated from the residual standard deviation of the
regression line or the standard deviation of the y inter-
cept. The calculations of LLOQ are basically the same as
described under the heading “LLOQ based on standard
deviation of the response from the blank samples”. This
approach is also applicable for chromatographic meth-
ods.

Upper limit of quantification (ULOQ)

The upper limit of quantification is the maximum analyte
concentration of a sample that can be quantified with ac-
ceptable precision and accuracy (bias). In general the
ULOQ is identical to the concentration of the highest
calibration standard [10].

Limit of detection (LOD)

Quantification below LLOQ is by definition not accept-
able [2, 5, 9, 10, 13, 14]. Therefore, below this value a
method can only produce semiquantitative or qualitative
data. However, it can still be important to know the LOD
of the method. According to ICH, it is the lowest con-
centration of analyte in a sample which can be detected
but not necessarily quantified as an exact value. Accord-
ing to Conference Report II, it is the lowest concentra-
tion of an analyte in a sample, that the bioanalytical pro-
cedure can reliably differentiate from background noise
[10, 13].

The approaches for estimation of the LOD are basi-
cally the same as those described for LLOQ under the
headings “LLOQ based on signal to noise ratio (S/N)” –
“LOQ based on a specific calibration curve in the range
of LLOQ”. However, for LOD a S/N or k-factor equal to
or greater than three is usually chosen [1, 6, 9, 14]. If the
calibration curve approach is used for determination of
the LOD, only calibrators containing the analyte in the
range of LOD must be used.

Stability

The definition according to Conference Report II was as
follows: “The chemical stability of an analyte in a given
matrix under specific conditions for given time inter-
vals” [10]. Stability of the analyte during the whole ana-
lytical procedure is a prerequisite for reliable quantifica-
tion. Therefore, full validation of a method must include
stability experiments for the various stages of analysis
including storage prior to analysis.

Long-term stability

The stability in the sample matrix should be established
under storage conditions, i.e. in the same vessels, at the
same temperature and over a period at least as long as
the one expected for authentic samples [1, 2, 4, 5, 9, 10,
12].

Freeze/thaw stability

As samples are often frozen and thawed, e.g. for re-anal-
ysis, the stability of analyte during several freeze/thaw
cycles should also be evaluated. The Conference Reports
require a minimum of three cycles at two concentrations
in triplicate, which has also been accepted by other au-
thors [2, 4, 6, 9, 10].

In-process stability

The stability of analyte under the conditions of sample
preparation (e.g. ambient temperature over time needed
for sample preparation) is evaluated here. There is gener-
al agreement, that this type of stability should be evalu-
ated to find out, if preservatives have to be added to pre-
vent degradation of analyte during sample preparation
[4, 9, 10].

Processed sample stability

Instability cannot only occur in the sample matrix, but
also in prepared samples. It is therefore important to also
test the stability of an analyte in the prepared samples
under conditions of analysis (e.g. autosampler conditions
for the expected maximum time of an analytical run).
One should also test the stability in prepared samples un-
der storage conditions, e.g. refrigerator, in case prepared
samples have to be stored prior to analysis [4–6, 9, 10].

For more details on experimental design and statisti-
cal evaluation of stability experiments see Refs. [4, 5, 9].

Stability can be tested by comparing the results of QC
samples analysed before (comparison samples) and after
(stability samples) being exposed to the conditions for
stability assessment. It has been recommended to per-
form stability experiments at least at two concentration
levels (low and high) [4–6, 9]. For both, comparison and
stability samples, analysis of at least six replicates was
recommended [9]. Ratios between comparison samples
and stability samples of 90–110% with 90% confidence
intervals within 80–120% [9] or 85–115% [4] were re-
garded acceptable. Alternatively, the mean of the refer-
ence samples can be tested against a lower acceptance
limit corresponding to 90% of the mean of the compari-
son samples [8, 9].
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Recovery

As already mentioned above, recovery is not among the
validation parameters regarded as essential by the Con-
ference Reports. Most authors agree, that the value for
recovery is not important, as long as the data for LLOQ,
(LOD), precision and accuracy (bias) are acceptable [1,
5, 7–10]. It can be calculated as the percentage of the
analyte response after sample workup compared to that
of a solution containing the analyte at the theoretical
maximum concentration. Therefore, absolute recoveries
can usually not be determined if the sample workup in-
cludes a derivatization step, as the derivatives are often
not available as reference substances. Nevertheless, the
guidelines of the Journal of Chromatography B require
the determination of the recovery for analyte and internal
standard at high and low concentrations [12].

Ruggedness (robustness)

Ruggedness is a measure for the susceptibility of a meth-
od to small changes that might occur during routine anal-
ysis like small changes of pH values, mobile phase com-
position, temperature, etc. Full validation must not nec-
essarily include ruggedness testing; it can however be
very helpful during the method development/pre-valida-
tion phase, as problems that may occur during validation
are often detected in advance. Ruggedness should be
tested, if a method is supposed to be transferred to anoth-
er laboratory [1, 9, 13–15]. A detailed account and help-
ful guidance on experimental designs and evaluation of
ruggedness/robustness tests can be found in Ref. [15].

Implications for forensic and clinical toxicology

Almost all of the above mentioned publications referred
to bioanalytical methods for bioavailability, bioequiva-
lence or pharmacokinetic studies. This field is of course
very closely related to forensic and clinical toxicology,
especially if only routine methods are considered. There-
fore, it seems reasonable to base the discussion concern-
ing method validation in toxicological analysis on the
experiences and consensus described above and not to
start the whole discussion anew. In the following, possi-
ble implications for forensic and clinical toxicology will
be discussed.

Terminology

As already mentioned above, there are several sets of ter-
minology in the literature. It is therefore strongly recom-
mended to adopt, in principle, one of these sets for vali-
dation in forensic and clinical toxicology and add slight

modifications, where it seems necessary. The definitions
established by the ICH seem to be a reasonable choice as
they are consensus definitions of an international confer-
ence and easily available on the homepage of ICH
(www.ich.org).

Validation parameters

Selectivity (specificity)

During pharmacokinetic studies (therapeutic) drugs are
usually ingested under controlled conditions. Therefore,
there is no need to prove the ingestion of this drug. Due
to this fact the selectivity evaluation can be based on the
acceptability of precision and accuracy data at the
LLOQ. This approach is quite problematic for forensic
and clinical toxicology, where analysis is often mainly
performed to prove ingestion of an (illicit) substance
and, therefore, qualitative data are also important. Here,
the approach to prove selectivity by absence of signals in
blank samples makes much more sense. The confine-
ment of Conference Report II [10] to only study one
source of blank matrix for methods employing MS de-
tection does not seem reasonable for toxicological appli-
cations because of the great importance of selectivity in
this field. However, discussion is needed on how many
sources of blank samples should be analysed and if this
should depend on the detection method.

It seems also reasonable to also check for interferenc-
es from other xenobiotics that can be expected to be
present in authentic samples (e.g. other drugs of abuse
for methods to determine MDMA, other neuroleptics for
methods to determine olanzapine). This can be accom-
plished by spiking these possible interferents at their
highest expectable concentrations into blank matrix and
checking for interferences after analysis. Another way to
exclude interferences from such compounds is to check
authentic samples containing these but not the analyte
for interfering peaks. This latter approach is preferable,
if the possibly interfering substance is known to be ex-
tensively metabolized, as it also allows exclusion of in-
terferences from such metabolites, which are usually not
available as pure substances.

Calibration model

The use of matrix-based calibration standards seems also
important in toxicological analysis, in order to account
for matrix effects during sample workup and measure-
ment (e.g. by chromatographic methods). Consensus
should be reached on how many concentration levels and
how many replicates per level should be analysed. From
our own experience six levels with six replicates each
seems reasonable. Weighted calibration models will gen-
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erally be the most appropriate in toxicological analysis,
as concentration ranges of analytes in toxicological sam-
ples are usually much greater than in samples for phar-
macokinetic studies. Homoscedasticity, a prerequisite for
unweighted models, can however only be expected for
small calibration ranges.

Accuracy (precision and bias)

There is no obvious reason to evaluate these parameters
differently than has been described above. Due to the of-
ten higher concentration ranges, it might be reasonable
to also validate the analysis of QC samples containing
concentrations above the highest calibration standard af-
ter dilution or after reduction of sample volumes, as it
has been described by Wieling et al. [6] and Dadgar et al.
[5]. The latter has also described the use of QC samples
with concentrations below those of the lowest calibration
standard using greater sample volumes.

Limits

The same approaches and criteria as those described
above under “Limits” could be used. All approaches
have been described to a lesser or greater extent in inter-
national publications, especially for the determination of
LOD. Nevertheless, it seems important to reach consen-
sus on this matter at least for forensic and clinical toxi-
cology, as reliable detection of a substance is one of the
most important issues in toxicological analysis. At this
point it must be stressed that for the estimation of LOD
and LLOQ via a special calibration curve, the calibration
samples must only contain the analyte at concentrations
close to LOD and LLOQ. Use of the calibration curve
over the whole range may lead to overestimation of these
limits.

Stability

The biggest problems encountered during stability test-
ing for bioanalytical methods in forensic and clinical
toxicology is the fact that there is a great number of dif-
ferent sampling vessels. Furthermore, the anticoagulants
used also differ. Both facts make it difficult to assess
long-term stability, as the workload to analyse all possi-
ble combinations of vessels and anticoagulants is of
course far to great. However, for some analytes relevant
to forensic and clinical toxicology (e.g. cocaine) stability
problems with different sampling vessels have been re-
ported [19]. Therefore, the relevance of this parameter to
forensic and clinical toxicology has to be discussed ex-
tensively. Agreement on a single type of vessel to use for
sampling of toxicological samples would probably be the

easiest solution. Another problem is the fact that storage
conditions prior to arrival in the laboratory are not
known. So this matter will also have to be addressed.

Recovery

Recovery does not seem to be a big issue for forensic
and clinical toxicologists as long as precision, accuracy
(bias), LLOQ and, especially, LOD are satisfactory.
However, during method development one should of
course try to optimize recovery.

Ruggedness

There is no obvious reason to treat this matter differently
than described above under “Ruggedness (robustness)”.

Measurement uncertainty

Measurement uncertainty, a parameter characterizing the
dispersion of the values that could reasonably be attrib-
uted to the measurand (e.g. concentration), is considered
an important concept in analytical chemistry [20]. It
comprises many components and is generally reported as
a standard deviation or as a confidence interval. Howev-
er, measurement uncertainty was not explicitly addressed
in any of the publications on bioanalytical method vali-
dation discussed in this review. One probable reason
might be that measurement uncertainties of modern ana-
lytical methods are certainly small compared to the dif-
ferences encountered between individual subjects in
pharmacokinetic studies. Nevertheless, knowledge about
the uncertainty of measurements can be very helpful or
even important for the interpretation of bioanalytical da-
ta, especially in forensic toxicology. As bioanalytical
methods are usually rather complex and assessment of
the contribution of individual components on the com-
bined uncertainty of the results would therefore be time
consuming and costly, estimation of measurement uncer-
tainty from validation data, especially precision and ac-
curacy data, would be preferable. The more the design of
validation experiments accounts for conditions during
routine application of a method, i.e. the more individual
components are comprised in one validation parameter,
the better the estimation of measurement uncertainty
from those parameters. Consequently, reproducibility da-
ta from interlaboratory experiments studies or intermedi-
ate precision data with M-factors ≥ 3 from intralaborato-
ry experiments should adequately reflect measurement
uncertainty of bioanalytical methods. However, further
components not covered adequately by validation experi-
ments might play a role for measurement uncertainty. A
detailed guide on the quantification of analytical mea-
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surement uncertainty has been published by EURA-
CHEM/CITAC [20].

Conclusion

There are only a few principle differences concerning
validation of bioanalytical methods in the fields of phar-

macokinetic studies and forensic and clinical toxicology.
Therefore, it seems reasonable to base the discussion on
validation in the field of toxicology on the experiences
and consensus already existing in the closely related
field of pharmacokinetic studies for registration of phar-
maceuticals and focus the discussion on those parame-
ters, which are of special importance for toxicologists,
i.e. selectivity, LOD, LLOQ and stability.
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Abstract The approach to valida-
tion of a computer program for an
analytical instrument as a compo-
nent of the analytical method (us-
ing this instrument with the pro-
gram) is discussed. This approach
was used for validating a new pro-
gram for atomic absorption analy-
sis. The validation plan derived
from this approach was based on
minimising the influence of all
steps of the analytical procedure
on the analytical results obtained
by the method. In this way signifi-
cant changes in the results may be
caused only by replacement of the
previous program by the new one.

The positive validation conclusion
was based on the comparison of
the results of the analysis of suita-
ble reference materials obtained
with the new program and with its
precursor in the same conditions,
and also on comparison of their
deviations from the accepted refer-
ence values for these materials,
with the corresponding uncertain-
ties.
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Introduction

The validation of analytical methods is a well-known
problem in the analytical community [1]. The interna-
tional guidance for equipment qualification (EQ) of
analytical instruments and their validation is in the de-
velopment stage [2–4]. At this time validation of com-
puter systems for analytical instruments is less elabo-
rated [5–7]. The term “computer system” comprises
computer hardware, peripherals, and software that in-
cludes application programs and operating environ-
ments (MS-DOS, MS-Windows and others) [5, 6]. Since
programs, software and the whole computer system are
elements of the instrument used by the analyst accord-
ing to the analytical method, successful validation of
the method as a “black box” [8] means successful vali-
dation of the instrument, computer system, software
and programs. On the other hand, the same instrument
may also be calibrated and validated as a smaller (in-

cluded) “black box” [9], with a corresponding valida-
tion conclusion about the computer system and its ele-
ments. Next, the computer system is again a smaller in-
cluded “black box” [10, 11] etc. It is like a matreshka –
a Russian wooden doll with successively smaller ones
fitted into it. Therefore the approach to the validation
of a computer program as a validation of a component
of the analytical method is sound. In the framework of
this approach, not all the method validation parameters
(performance characteristics [10, 11]) may be relevant
for the program validation. For example, the validation
parameter “accuracy” (bias) is meaningful in this con-
text, while the “selectivity”, “specificity” or “rugged-
ness” are not. The bias may be evaluated as the differ-
ence between the results of the analysis of suitable ref-
erence materials obtained with the new program and
with its precursor in the same conditions, and also by
evaluation of their deviation from the accepted refer-
ence values for these materials in comparison to the
corresponding uncertainties [12]. Certainly, the pro-
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gram validated in this way for the specific analytical
method cannot be considered as validated for other ap-
plications (methods).

In this paper, the present approach is used for vali-
dating the new program GIRAF for atomic absorption
analysis with the Perkin-Elmer 5000 spectrophotometer
equipped with the graphite furnace and/or flame facili-
ties. The program was developed by Tech Projects ac-
cording to specifications of the National Physical Labo-
ratory of Israel. The purpose of the development was to
replace the out-of-date Perkin-Elmer HGA Graphics
Software Package with Data System-10 (the operating
environment is PETOS) and the obsolete Perkin-Elmer
computer 3600 Data Station used with the Graphite
furnace from 1983. Moreover, the technique for atomic
absorption analysis with flame facilities included visual
reading of absorbance or emission values from the
spectrophotometer display that did not correspond to
the Good Laboratory Practice requirements. In addi-
tion to Perkin-Elmer equipment, an IBM compatible
PC with the program Quattro-Pro for Windows was
used routinely by us for the linear regression analysis
and uncertainty calculations. The same calculations
were done with the raw data of the graphite furnace
analysis (absorbance peak area or peak height) ob-
tained from Perkin-Elmer HGA Graphics Software
Package with Data System-10.

GIRAF program description

The operating computer environment is MS-DOS, and
the hardware is an IBM-compatible PC. GIRAF reads,
displays and stores data from the spectrophotometer
(absorbance or emission) as a function of time at a rate
of 50 readings per second. The raw data can be dis-
played after filtering. The filter is an exponential one
with a time constant of 0.2 s. The stored data are used
to calculate the calibration curve and the analysis re-
sults including uncertainties in accordance with [12].
The calculations are based on the linear regression of
data with replicate measurements. If the graphite fur-
nace is used, the absorbance peak area and peak height
are calculated as the data for regression analysis; if the
flame facilities are used, the average absorbance or em-
ission over the defined time are the data. The program
also provides for analysis using the standard addition
method.

Validation plan

In spite of the replacement of all elements of the com-
puter system, it is obvious that in our case only the pro-
grams can influence the analytical results. So, the plan
of GIRAF validation consisted in comparison of the re-

sults of the analysis of the reference materials obtained
with the program to be validated with the previous rou-
tinely used ones. The objects for analysis, commonly
acceptable as the simplest, were chosen for minimising
the influence of all the steps of the analytical procedure
on the analytical results. These objects are aqueous so-
lutions of lead for the graphite furnace, of copper for
flame atomic absorption, and of sodium for flame
atomic emission analysis. The preparation of the test
solutions and the solutions for the spectrophotometer
calibration (five in each calibration range) was planned
to be done from the same sources. Differences between
the results of the analysis obtained for the test solutions
with the GIRAF program Cnew and with its precursors
(no change of any other conditions) Cpre and also their
deviations from the accepted reference values for these
solutions were planned as the data for the validation
conclusion. The conclusion can be positive if these data
correspond to the following acceptance criteria:

A. hCnewPCpreh^(U2
newcU2

pre)1/2, where Unew and
Upre are are the uncertainties (95% confidence) of
Cnew and Cpre, correspondingly;

B. hCPCtrh^(U2cU2
tr)1/2, where C and U are Cnew

and Unew or Cpre and Upre, while Ctr and Utr are the
“true” concentration of the analyte in the reference
material and its uncertainty (95% confidence).

Experimental

Reagents

Merck standard solutions were used: lead(II) nitrate in 0.5 M nit-
ric acid, certified lead concentration 998B2 mg/L, shelf life up to
31. 03. 98; copper(II) nitrate in 0.5 M nitric acid, certified copper
concentration 1000B2 mg/L, shelf life up to 31. 10. 98; sodium ni-
trate in water, certified concentration 1000B2 mg/L, shelf life up
to 01. 06. 97. Nitric acid (1 vol%) as the solution for dilution of
the standard solutions was prepared from Merck nitric acid Su-
prapur (65%) and deionised water.

Mg(NO3)276 H2O Suprapur, and (NH4)2HPO4 Pro analysis,
both from Merck, were used for matrix modifier preparation for
lead determination by graphite furnace analysis.

CsCl Suprapur from Merck was used for matrix modifier pre-
paration for sodium determination by flame atomic emission
analysis.

Reference materials

The reference materials for calibration of the spectrophotometer
with the graphite furnace system were prepared from the lead
standard solution by its dilution with nitric acid 1% solution:
blank (nitric acid 1% solution), 5, 10, 20, 30 and 40 mg/L (ppb). A
solution with a lead concentration of 25 ppb (“true” value) was
used as a test solution, i.e. a sample with “unknown” analyte con-
centration.

The reference materials for calibration of the spectrophotom-
eter for flame atomic absorption analysis were prepared from the
copper standard solution by its dilution with nitric acid 1% solu-
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Table 2 Acceptance criteria

Kind of
analysis

Response Criterion A Criterion B

hCnewPCpreh (U2
newcU2

pre)1/2 hCprePCtrh (U2
precU2

tr)1/2 hCnewPCtrh (U2
newcU2

tr)1/2

Graphite
furnace

Flame

Peak
height
Peak
area

Absorbance
Emission

0.1

0.4

0.01
0.01

2.5

1.8

0.13
0.03

1.4

0.8

0.00
0.02

2.2

1.3

0.09
0.03

1.3

1.2

0.01
0.03

1.3

1.3

0.11
0.03

Table 1 Results of the experiment (average values of three replicates) for validation of the new program GIRAF. Conc., concentra-
tions; Prev., previous; prog., program; Test, test solution

Graphite furnace Flame

Pb Peak height Peak area Cu Absorbance Na Emission
conc.,
ppb

Prev.
prog.

New
prog.

Prev.
prog.

New
prog.

conc.,
ppm

Prev.
prog.

New
prog.

conc.,
ppm

Prev.
prog.

New
prog.

Blank
5

10
20
30
40

Test

0.011
0.056
0.104
0.188
0.267
0.337
0.234

0.015
0.060
0.113
0.188
0.281
0.370
0.248

0.006
0.019
0.033
0.058
0.083
0.106
0.072

0.008
0.019
0.033
0.057
0.084
0.105
0.072

Blank
1
2
3
4
5

Test

0.000
0.040
0.083
0.126
0.167
0.205
0.103

0.997
1.037
1.078
1.120
1.161
1.196
1.098

Blank
0.1
0.2
0.4
0.6
1.0

Test

P0.004
0.110
0.240
0.480
0.705
1.157
0.605

0.103
0.216
0.349
0.585
0.824
1.274
0.735

C
BU

26.4
B2.1

26.3
B1.2

25.8
B1.2

26.2
B1.2

C
BU

2.50
B0.08

2.49
B0.10

C
BU

0.52
B0.02

0.53
B0.02

tion: blank (nitric acid 1% solution), 1, 2, 3, 4 and 5 mg/L (ppm).
A solution with a copper concentration of 2.5 ppm (“true” value)
was used as a test solution.

The reference materials for the calibration of the spectropho-
tometer for flame atomic emission analysis were prepared from
the sodium standard solution by its dilution with water and addi-
tion of the matrix modifier: blank (CsCl 0.1% solution in water),
0.1, 0.2, 0.4, 0.6 and 1.0 ppm. A solution with sodium concentra-
tion of 0.5 ppm (“true” value) was used as a test solution.

It may be shown that, according to the preparation procedure
of the test solutions, the relative expanded uncertainty [12] of the
corresponding analyte concentrations is approximately 1% (rel.)
at 95% confidence, i.e. the correct concentrations Ctr and their
uncertainies Utr are 25.0B0.3 ppb for lead, 2.50B0.03 ppm for
copper, and 0.50B0.01 ppm for sodium.

Technique of the experiment

All measurements were performed with the program GIRAF and
with the previous ones without shutdown of the instrument at the
same analytical conditions (according to Perkin-Elmer “cook-
book”) by the same analyst with the same reference materials ap-
plied as calibration and test solutions. The matrix modifier for
lead determination by graphite furnace analysis was used sepa-
rately from the reference materials, i.e. was not mixed with them.
The matrix modifier for sodium determination by flame atomic
emission analysis was introduced in all corresponding solutions
(the blank and the reference materials for the calibration and
test). Three replicates of all measurements were made.

Results and discussion

Results of the analysis (C) are presented in Table 1.
Usually the display of the Perkin-Elmer 5000 instru-
ment in flame atomic absorption analysis is autozeroed
for the blank solution. For this reason the values read
visually from the display and those stored by GIRAF
differ by the value of the blank, a fact that has no in-
fluence on the results of the analysis. The uncertainties
of the results (U) are shown in Table 1 also. The uncer-
tainties of the calculated analyte concentrations in the
test solutions Utr described in the Reference materials
section are approximately one third of the correspond-
ing uncertainties of the results of the analysis (for sodi-
um it is not obvious because of rounding), and so the
use of the term “true” values in the context of the vali-
dation is permissible. All these data were used for cal-
culation of the acceptance criteria A and B formulated
in the Validation plan (see Table 2). The criteria are
satisfied for both graphite furnace and flame analysis.

It is worth while to note also that the program GI-
RAF shortens the analysis time and is more easy to use
than the previous programs, but evaluation of these pa-
rameters was not included in the validation.
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Conclusions

1. The approach to the validation of a computer pro-
gram as a validation of a component of the analytical
method (including this program as “matreshka”) is a
productive one because of the use of the final results of
the program application, i.e. the analytical results, for
the validation conclusion.

2. The performance characteristics of the program
(validation parameters) should be chosen from corre-
sponding characteristics of the method and supple-

mented, if it is needed, with other ones specific for the
program.

3. The validated program GIRAF corresponds to
the requirements of international guides to quality in
analytical chemistry [10, 11] and may be used for graph-
ite furnace analysis as well as for flame absorption and
emission analysis with the Perkin-Elmer 5000 spectro-
photometer.
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Gordon A. Ross Instrumental validation in capillary
electrophoresis and checkpoints for
method validation

Abstract Capillary electrophoresis
(CE) is increasingly being used in
regulated and testing environments
which demand validation. The de-
sign, development and production
of CE instrumentation should be
governed by qualifications which
ensure the quality of the finished
product. The vendor should there-
fore provide guidelines and proce-
dures which assist the user in en-
suring the adequate operation of
the instrumentation and especially
in designing installation qualifica-
tion (IQ) and operational qualifica-
tion/performance verification (OQ/
PV) procedures. OQ/PV should
test those functions of an instru-
ment which directly affect the CE
analysis, i.e. voltage, temperature,
injection precision and detector
function. In validation of CE meth-
ods care should be taken that

those aspects which directly affect
the precision of peak parameters
are appreciated. The relationship
between CE instrumentation,
chemistry and validation parame-
ters is discussed and guidelines are
presented for definition of a CE
method for submission to regulato-
ry authorities.
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Introduction

Capillary electrophoresis (CE) is being used increas-
ingly for quantitative analyses in regulated environ-
ments, testing laboratories and food and environmental
analyses [1]. With the maturing of the technique, instru-
mental automation and increasing familiarity of work-
ers with its operation, an increasing number of reports
show that acceptable precision can be readily achieved,
and rugged validated methods can be developed [2–9].

Validation of any instrumental analysis demands the
validation of the component parts of the analysis and
their combined function. This entails validation of the
instrumentation, the analytical method developed on

that instrumentation and their suitability for routinely
performing the intended analysis. This report is in-
tended to highlight instrumental and methodological
validation issues specifically applied to CE and to dis-
cuss the relationship between vendors and users of CE
instrumentation in environments demanding validation
of such instrumental analysis.

Validation of capillary electrophoresis instrumentation

Comprehensive validation of any instrumental method
of analysis is not achieved solely in the users analytical
laboratory. The roles of the vendor and end user of the
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instrumentation are quite different. However, these
roles do overlap significantly at the point of instrumen-
tal validation, and there are areas where the vendors
contribution can be an invaluable aid to the user.

The vendor develops and delivers the instrumenta-
tion, while the user sets criteria and specifies tests to
determine whether the instrumentation is suitable for
the intended use. The differing responsibilities for set-
ting and assessing such qualification and their overlap
are shown in Fig. 1. In order to supply reliable instru-
mentation, its development, manufacture and the man-
ufacturing process itself must be qualified. The process
begins with the manufacture of instrumentation by ven-
dors operating to ISO 9001 standards. For GLP pur-
poses, any equipment includes the instrument (hard-
ware) and any computer-operating system used with it
(software). The process of validation may be viewed as
three qualification phases. First is the design qualifica-
tion (DQ) phase, where the instrument is defined, de-
signed and developed, and second the installation qual-
ification/operational qualification (IQ/OQ) phase
where the instrument is installed and calibrated. Opera-
tional qualification is also referred to as performance
verification. Last is the performance qualification (PQ)
phase where the suitability of the analytical method for
its intended use is monitored.

Design qualification (DQ)

Hardware

Instrumental specifications set by the vendor may be
quite different from those required by the user. Vendor
specifications, while helpful in indicating to the user
whether an instrument is suitable for the analysis, are
actually intended to indicate whether the instrument
conforms to the definition of the instrument during its
design, development and manufacture. The vendor has
sole responsibility during the DQ phase of an instru-
ment’s lifecycle (Fig. 1). It is at the end of this DQ
phase that the instrument is tested for conformity to the
specifications set during this phase. These are the in-
strumental specifications. The vendor should therefore
supply some form of qualification to indicate that the
instrument conforms to the instrumental design specifi-
cations, although, as already stated, these can be quite
different from the user’s specifications. Manufacturers
are often best placed to provide guidelines and proce-
dures for operation and maintenance of the instrument
and should work closely with the user to determine
procedures such that the equipment’s operation can be
validated. However, GLP/GMP-bound end users
should implement appropriate inspection and testing
programs to test instruments for conformity to their
own specifications, which dictated the choice of the in-

Fig. 1 The relationship between vendor and user during the qual-
ification stages of instrumental and method validation

strument purchased in the first instance. The vendor
can assist in this process and reduce the burden on the
user if validation certificates can be provided with each
instrument upon delivery. In this case, the need for the
user to perform these tests is removed. A declaration of
conformity from the vendor certifies the type of tests
which the instrument has undergone.

Software

The majority of analytical processes in regulated envi-
ronments rely on computer control for automation and
for data capture and evaluation. It is therefore impor-
tant that not only is the instrument validated but also
the computer and operational software. Validation of
software is more complex than hardware validation, es-
pecially since source codes for many analytical pro-
cesses can run to several hundred thousand lines. In
this case the responsibility for validation still remains
with the user, who should have the assurance that the
computer system has been validated during and at the
end of the DQ phase. The vendor should provide docu-
mentation with a declaration that the software has been
validated to these or similar guidelines to ensure soft-
ware quality standards. Further, the vendor should pro-
vide access to the source codes if required by the
user.

Installation qualification/operational qualification
(IQ/OQ)

Installation qualification (IQ)

Installation qualification (IQ) for instrumentation is de-
fined by the vendor. IQ provides documentation which
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shows that the instrumentation was complete upon de-
livery, correctly installed and functional. The IQ is per-
formed by the vendor and should include a single test
run the results of which should be stored with the IQ
documentation.

Operational qualification/performance verification
(OQ/PV)

Manufacturers can greatly assist the user by providing
operational qualification/performance verification
(OQ/PV) procedures to be performed on site to check
the instruments performance. When an OQ/PV test
procedure is developed for an instrument it is impor-
tant to identify and test those functions of the instru-
ment which have a direct effect on its ability to perform
the analyses it was intended to undertake. This is some-
times confused with testing the instrument for confor-
mity with instrumental specifications, but as previously
stated the instrumental specifications are linked to the
DQ phase and not subsequent use. The instrumental
functions tested in OQ/PV are those which affect the
qualitative and quantitative data required from the
analysis.

The OQ/PV should be performed on installation,
after extended use (e.g. at least once per year) and after
major repair. This may also be extended to performing
an OQ/PV before starting to validate or optimise a
method on that instrumentation. OQ/PV for a capillary
electrophoresis instrument should therefore be directed
towards those specific instrumental functions which can
affect the CE analysis.

A CE instrument comprises a high-voltage source
and electrodes, containers for buffers, provision for
holding and injecting samples, a thermostatted capillary
housing and a detector. Most CE instruments use UV-
vis absorbance detection, sometimes with spectral anal-
ysis capabilities. In instrumental separation sciences
quantitative data is derived from the peak elution/mi-
gration time and peak dimensions; therefore any instru-
mental function which can affect these must be tested.

Parameters for testing in capillary electrophoresis
OQ/PV

The parameters to be tested in OQ/PV for capillary
electrophoresis are temperature stability, voltage stabil-
ity, injection precision, detector performance (noise,
drift and wavelength accuracy), and integrator func-
tionality. Additionally, the migration time of a test ana-
lyte, using a well-defined method, may be monitored as
an indication of the overall function of the instrument.
Where the test procedure is performed using a test ana-
lyte and method, the usual validation parameters of the

Fig. 2 The effect of capillary temperature on (a) peak migration
time and (b) amount injected by pressure. Conditions: buffer
20 mM borate pH 9.2, sample 0.1 mM p-hydroxyacetophenone,
capillary 48 cm (40 cm eff)!50 mm, detection 192 nm, injection
250 mbar/s, voltage 30 kV

method should be determined. In all cases, care should
be taken to develop a test procedure which directly
tests the parameter in question and is not inferred from
nor dependent on other instrumental or chemical pa-
rameters. The parameters to be tested are discussed in
detail below.

Temperature stability

The capillary temperature can affect both peak migra-
tion time and peak area (Fig. 2a, b). The effects are due
to temperature-mediated viscosity changes in the buf-
fer. The electrophoretic mobility of analyte (me) is pro-
portional to its charge (q) to mass ratio, and inversely
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related to the viscosity (h) of the medium through
which it travels (Eq. 1).

mepq/6p r h (1)

Therefore, as the viscosity decreases the mobility in-
creases and the migration time gets faster. The volume
injected via hydrodynamic injection (pressure or va-
cuum) is also inversely related to the buffer viscosity
through the Hagen-Poiseuille equation (Eq. 2).

volume injectedpDPd4 p t/128hL (2)

Therefore, as the viscosity of the buffer in the capillary
decreases, a larger volume of sample is moved into the
capillary for the same pressure differential.

The stability of the temperature setting is of more
importance to the long-term reproducibility of an assay
than to its absolute accuracy, although this is important
for method transfer. Capillary temperature can also af-
fect the selectivity in MECC or CEC analyses and also
the resolution of a separation. Direct recording of the
temperature of the thermostatting medium (air or li-
quid) is of more use than using inferred measurements,
e.g. current or migration times, since these are also de-
pendent upon non-instrumental parameters, e.g. buffer
ionic strength and capillary history. Most CE instru-
ments will provide a record of the thermostat tempera-
ture derived from probes which are part of the temper-
ature control mechanism. If this is not possible, then an
external temperature probe should be used. Typically
the capillary temperature should be stable to within
0.1 7C and accurate to within B1 7C.

Voltage stability

The applied voltage (V) divided by the capillary total
length (L) is the field strength (E), which affects the
peak migration time (mt) through its direct relationship
to the analyte’s apparent mobility (mapp), which is the
sum of the analyte’s electrophoretic mobility (me) and
electroosmotic mobility (meo):

migration time p (mecmeo)V/L or mapp E

Reproducible migration times are therefore instrumen-
tally dependent on a reproducible field strength. Using
a fixed capillary length, the voltage may be used as a
direct indication of the stability and accuracy of the
field strength. Directly recording the applied voltage is
of more benefit than using inferred measurements such
as migration time or current since these are dependent
on non-instrumental chemical parameters e.g. buffer
concentration. Where the instrument provides a record
of the voltage applied, this may be used, but the vendor
should indicate the source of the voltage measurement.
Typically voltage supplies should be stable to within
B0.1% and accurate to within B1% of the set vol-
tage.

Injector precision

The ability of CE instrumentation to repeatedly inject a
fixed volume of sample is fundamental to achieving a
precise quantitative assay. Injector precision may be
determined using a defined method (chemical and in-
strumental parameters), in conjunction with a test sam-
ple, by examining the precision of the reported cor-
rected peak area (peak area/migration time). It is im-
portant to use the corrected peak area since this will
remove minor fluctuations in migration time, due to
chemistry, from the analysis of injector precision. While
it is useful for the sample to be traced to national or
international standards, this is not mandatory provided
that the supplier operates to quality standards such as
ISO 9001. The sample concentration should be such
that it falls within the linear range of detection for that
sample with that method and should provide sufficient
signal-to-noise so that injector precision is not coloured
by integration fluctuations. Optimally this should pro-
vide a peak with a signal-to-noise ratio of around 500.
Other instrumental functions must be verified prior to
performing this test where they can affect the amount
injected or the reported peak area, i.e. detector lin-
earity, capillary temperature and integrator function.
Most CE instruments inject sample by applying a fixed
or variable differential pressure for a fixed time. Their
ability to precisely reproduce the injection is compro-
mised for very short (ca. 1 s) injection times, therefore
time of injection should be greater than 3–4 s. Simply
dipping a capillary into a sample will result in a small
volume being injected. In order to minimise the effects
of this extraneous injection on the analysis of injector
precision, a reasonable injection volume should be used
to provide data. An injected volume of around 1–5% of
the total capillary volume is recommended.

Detector performance

The majority of CE instruments are equipped with UV-
vis absorption detection. The most important charac-
teristics of UV-vis detectors which should be tested are
the noise and drift. These should first be determined in
the absence of a capillary using the ASTM method so
that the detector is appraised directly and the measure-
ments are not affected by the capillary. Fixed and vari-
able wavelength detectors should be verified for accu-
racy of the detection wavelength. DAD and rapid-scan-
ning detectors should be verified for wavelength accu-
racy over the defined spectral range by checking for ac-
curacy at a minimum of three wavelengths which cover
this range. This may be performed using an internal fil-
ter (e.g. holmium oxide) or using an analyte with a
well-characterised spectrum. Detector linearity should
be determined for the test analyte to ensure that the
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concentration used for determination of injector repro-
ducibility is within the linear range of that analyte on
the instrument being tested. Therefore the detector
should be subjected to different tests: (1) noise and
drift without a capillary present, (2) wavelength accura-
cy without a capillary present, (3) wavelength accuracy
using a test analyte, and (4) linearity of response vs test
analyte concentration over the range which covers the
concentration used for the injector precision test.

Integrator functionality

The long-term stability of the integrator function can
be determined using a test electropherogram. Integra-
tion parameters such as migration time, peak area, cor-
rected area and baseline may be used to determine and
monitor the functionality of the integration software. It
is useful if the test chromatogram is appropriate to the
analysis being undertaken by the instrument, and
therefore the user should have the opportunity to de-
fine the test electropherogram.

Instrument-specific functions

Should a manufacturer supply an instrument with a
specialised or uncommon feature which can affect the
performance of an assay, e.g. buffer replenishment,
then its functionality should also be assessed, especially
if the function is part of the user’s specification for sui-
tability of the instrument to perform the intended anal-
ysis.

Performance criteria and limits

Setting the limits for determining whether the instru-
ment is still within acceptable performance criteria
should be entirely the responsibility of the end user.
The vendor can assist in providing guidelines as to how
the instrument should function on delivery, but the op-
erational qualification is intended to determine wheth-
er the instrument is still operating to within the specifi-
cations which the user defined upon purchase. For ex-
ample, if the intended analysis is quantitation of a main
component in a drug formulation, then detector noise
which affects sensitivity may be of lesser importance
than injection precision. Conversely, where the instru-
ment is used for impurity determination, especially
where the reported data is (area/area) %, then sensitiv-
ity and therefore detector noise may be of more impor-
tance than injector precision. If limits are indicated by
the manufacturer, then these may be used directly if ap-
propriate, but the user should be aware that the deci-
sion is his or hers. The limits for an OQ/PV should not

automatically be defined from the instruments specifi-
cations.

Checkpoints for validation of capillary electrophoresis
methods

Analytical method validation has developed within the
pharmaceutical industry over the years in order to pro-
duce an assurance of the capabilities of an analytical
method. A recent text on validation of analytical tech-
niques has been published by the international Confer-
ence on Harmonisation (ICH) [19]. This discusses the
four most common analytical procedures: (1) identifica-
tion test, (2) quantitative measurements for content of
impurities, (3) limit test for the control of impurities
and (4) quantitative measurement of the active moiety
in samples of drug substance or drug product or other
selected components of the drug product. As in any
analytical method, the characteristics of the assay are
determined and used to provide quantitative data
which demonstrate the analytical validation. The re-
ported validation data for CE are identical to those
produced by an LC or GC method [11] and are derived
from the same parameters, i.e. peak time and response.
Those validation parameters featured by the ICH (Ta-
ble 1) are derived from the peak data generated by the
method. Table 1 also indicates those aspects of a CE
method (instrumentation and chemistry), peculiar to
the technique, which can affect the peak data and high-
lights factors which can assist the user in demonstrating
the validation parameters.

Selectivity

Selectivity is demonstrated by identifying a peak as a
single analyte. This may be achieved by characterising
the peak by its migration time provided that it can be
demonstrated that no other components are co-migrat-
ing with that peak. This may be demonstrated by co-
injection of the sample with a reference standard. Spec-
tral analysis software capable of providing UV-vis ab-
sorbance spectra and determining peak purity can be
very useful in demonstrating the selectivity of an assay,
especially in identification tests.

Peak purity

Using DAD or scanning detectors it is possible to de-
termine the purity of a peak by spectral peak purity
analysis. Peak homogeneity can be demonstrated by a
variety of methods. However, the most commonly used
technique normalises and compares UV spectra from
various peak sections.
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Table 1 The relationship be-
tween instrument and chemis-
try in CE analyses: the re-
ported data and validation pa-
rameters

Validation Reported data Instrument Chemistry
parameters

Selectivity Migration time Detection wavelength Buffer pH
(Specificity) (preferably in Peak spectra Buffer components,

conjunction with additives and their
peak purity) concentrations

Precision Migration time Capillary temperature Buffer pH, capillary
(Accuracy) precision Applied voltage treatment, capillary
Stability temperature, buffer
Ruggedness ionic strength, organic
Robustness modifiers

Peak area precision Capillary temperature
Injection mechanism:
pressure/vacuum applied
Time of applied pressure/
vacuum
Height of vial and
transition time

Linearity Linearity Linear range of detector
Range

LOD Sensitivity Detector noise
LOQ Data analysis

Amount injected

Peak identity

This may be determined by acquiring the UV spectra of
a peak and comparing this with a known standard. The
process may be optimised by constructing a spectral li-
brary and comparing the analyte spectra with that of a
known substance in the spectral library. Using suitable
software, this may be performed automatically and with
a high degree of accuracy. Such spectral analysis of ana-
lytes is one of the main techniques used for peak iden-
tification in pharmaceutical, food and environmental
analysis. Peak identity may also be determined from
spiking the sample with a pure preparation of the pre-
sumed analyte and observing increase in peak height or
area. Care should be taken that the increases in peak
areas do not result from erroneous analyte identifica-
tion and co-migration of two different species. In-
creases in peak widths or changes in the peak shape of
the spike compared with the sample may indicate a co-
migration of two peaks, although in CE peak shapes
are frequently concentration dependent. Peak purity
analysis on the spiked sample can be used to confirm
the presence of a single analyte.

Migration time precision

Migration time precision may be used for peak identifi-
cation and is important in assessing the overall per-
formance of a method, since many other parameters
impinge on its reproducibility. Recent studies have de-
monstrated that not only is CE capable of exhibiting

good precision in a quantitative assay [3, 6, 7, 12] but
that this precision can be preserved when methods are
transferred between laboratories and between instru-
ments [4, 5].

As we have seen from Eq. 1, the mobility is depend-
ent upon the buffer viscosity, assuming that the buffer
make-up is constant and its pH is stable. Therefore,
from an instrumental point of view, the electric field
and the capillary temperature are the two main param-
eters which must be stabilised to effect reproducible
migration time. Where a buffer is selected for proper-
ties other than its buffering capacity, e.g. indirect detec-
tion techniques, it may be necessary to replace the buf-
fer frequently in order to ensure reproducible migra-
tion times.

Peak area precision

Peak area precision is of great importance in the devel-
opment of a quantitative assay. The reproducibility of
the peak area is dependent upon a number of parame-
ters, all of them instrumentally derived. Chemistry has
little impact upon the quantitative reproducibility of an
assay except where electrolytic changes in buffer pH
can affect the absorption spectra of an analyte or where
wall adsorption of the analyte can occur [17]. Most
commercial instrumentation allows the use of electroki-
netic and pressure injection modes for introduction of
sample.

Electrokinetic injection with positive polarity intro-
duces a bias towards the more cationic components of a
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sample [18]. Electrokinetic injection is, however, often
necessary when performing CGE separations, since
pressure injection may disturb the gel. In CGE analysis
of nucleic acids and SDS proteins, smaller analytes will
be preferentially loaded since they migrate faster into
the gel. Other components of the sample matrix can
also affect the amount of sample/analyte injected using
electrokinetic loading. For quantitative analysis, the
fluctuations and dependence of electrokinetic injection
techniques on an analyte’s charge and sample matrix
generally preclude it use in quantitative assays. Injec-
tion by hydrodynamic displacement (pressure or va-
cuum or hydrostatic displacement) is a more useful
technique and is more appropriate to quantitative anal-
ysis.

The precision of the amount injected by pressure is
also dependent on the reproducibility of other instru-
mental parameters. The injected amount depends on
precision of the applied pressure, the time control and
also the rise and fall times of the applied pressure. In
order to optimise the precision of the injected amount
it may be necessary to use post-sample plugs of buffers
or voltage ramps to minimise thermal expansion of the
buffer plug and sample loss. Precise sample injection
also depends on the viscosity of both the sample and
the buffer, as indicated by Eq. 2. Since viscosity is tem-
perature dependent, thermostatting the sample tray or
operating in an environment where ambient tempera-
ture is controlled will eliminate the effects of tempera-
ture-induced sample viscosity variations. However,
even with constant temperature in the sample tray,
temperature-induced variations in the viscosity of the
buffer in the capillary can also affect the amount in-
jected (Fig. 2b). In this case a stable capillary tempera-
ture is important. Where a viscous sample is being ana-
lyses, care should be taken that calibration standards
are of similar viscosity or, ideally, constructed using
blank sample matrix [8]. Although the amount injected
is determined by these instrumental factors, the re-
ported area of the integrated peak is dependent upon
the functioning of the integration software. Reproduci-
bility of peak area generally degenerates as the concen-
tration decreases (Fig. 4). This is in part due to integra-
tion effects where the integrator can have some difficul-
ty in deciding the start and end of a peak which has a
height of only two to three times that of the baseline
noise.

The geometry of the capillary end plays an impor-
tant part in ensuring reproducible peak shape. If the
end of the capillary is ragged or broken, this can lead to
carry-over effects [14]. Figure 4 shows the effects of ca-
pillary end geometry on the peak shape of thiourea
analysed using CEC. The rise in baseline after the peak
caused by a ragged capillary end can lead to errors in
integration and therefore irreproducibility of the re-
ported peak area. Ideally the capillary end should be

Fig. 3 The relationship between signal-to-noise ratio and preci-
sion of reported peak area

Fig. 4 The effects of capillary end geometry and capillary end
washes on peak shape

flat and a short section of polyimide should be removed
from it. Capillaries may be cut using a variety of means,
e.g. a sapphire cutting tool or a ceramic stone. After the
capillary is scribed, the break should be made by pull-
ing the capillary apart and not by bending it. Alterna-
tively, precision cut capillaries may be purchased.

Detector linearity, limit of quantitation and limit of
detection

The linearity of an analytical method is its ability to
produce test results which are directly, or by means of a
well-defined mathematical transformation, proportion-
al to the concentrations of analytes within a given
range. Usually it is important to demonstrate that a lin-
ear relationship exists between detector response and
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analyte concentration. Linearity should be determined
by injection of at least ten standards of varying concen-
trations which cover 50–150% of the expected working
range of the assay. In CE, using direct detection meth-
ods, a linear range covering three to four orders of
magnitude is obtainable. However, in indirect detection
modes, linear ranges of two orders of magnitude are
common. A linear regression analysis applied to the re-
sults should have an intercept not significantly different
from zero. Errors associated with each concentration
level should be determined by multiple injection at
each concentration level. Linear ranges of three to four
orders of magnitude are of great utility in the determi-
nation of low (~0.1%) impurity levels. The limits of
detection of an assay using UV detection can be deter-
mined as that signal which gives an S/N ratio of 3.
Therefore, with a knowledge of the molar absorptivity
of the analyte, this can be determined purely from a
knowledge of the noise of the detector. A caveat to this
is that this noise should be the noise of the “system”,
i.e. the detector noise at the detection wavelength dur-
ing a run.

The limit of detection (LOD) is that concentration
which can be differentiated from a blank, while the lim-
it of quantitation (LOQ) is the lowest concentration
which can be determined with an acceptable accuracy
and precision. It is important to realise that with most
instruments, when a capillary is replaced, in most cases
the detector flow cell is also replaced since detection
takes place on-column. In this case, although the entire
method need not be re-validated, the limits of detection
and limits of quantitation, if these are appropriate to
the method validation being undertaken, should be re-
determined. Minor variations in capillary alignment can
be sufficient to produce significant changes in detector
response and sensitivity. This may not be necessary
when using a decoupled detection cell.

In contrast to OQ/PV testing, the detector baseline
noise should be determined using the analytical buffer
with the operating voltage applied. For fixed-wave-
length detectors, the wavelength used for detection and
quantification should be chosen such that this lies on a
plateau of UV absorption for both analyte and internal
standard. With the use of a DAD, where multiple
wavelengths can be monitored, the sample detection
wavelength may be different from that used for the in-
ternal standard. This provides a greater flexibility in
choice of internal standard, if used, and in choice of de-
tection wavelength to provide maximum absorption.

Definition of a CE method for submission to a
regulatory agency

When detailing a method, care should be taken that the
appropriate information is provided such that not only

Table 2 Checklist for detailing a CE method for submission to
regulatory authorities

Parameter Required information

Purpose Nature of the analysis
Reasons for performing the analysis
Analyte being determined.

Instrument Instrument manufacturer
Model

CE mode Separation mechanism
CZE, MECC, CGE, CIEF, CEC 

Buffer Buffer constituents, concentrations and pH
Weight of each component identified by chemi-
cal formula as well as common names
Volume and concentration of acid or base used
to adjust the pH
Total volume of solvent (e.g. water)
Ready-made buffers: source, batch number and
specifications.

Capillary Total capillary length (inlet to outlet, cm)
Effective or detection length (inlet to detection
point, cm)
Internal diameter (including extended lightpaths
if used)
Type: bare fused silica

coated (type of coating and vendor)
packed (packing material and vendor)

Injection Injection mechanism:
Electrokinetic: applied voltage and time of appli-
cation
Hydrodynamic: units of pressure or vacuum ap-
plied or height of displacement and time of ap-
plication

Voltage Applied voltage (field strength i.e. volts per cm
of capillary)
Expected current (i)

Temperature Capillary thermostat temperature
Sample tray temperature

Detection Type of detector (e.g. DAD, fixed wavelength
etc)
Detection wavelength, band width, rise time and
sampling rate
Reference wavelength if using DAD

Capillary/
/reatment

Prior to first use
Pre-analysis
Inter-analysis
Storage
Indicate conditioning solutions, flush pressure
and time of treatment

can the method be reproduced on a similar instrument
by a different operator, but also there is sufficient detail
to facilitate method transfer between instruments from
different manufacturers. These details should also be
included when submitting to a regulatory agency. Ideal-
ly the method description should take a standard form.
A checklist of method parameters for submission of a
CE method is shown in Table 2.

All materials used to construct the buffer should be
made from electrophoresis grade materials. It is of
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Table 3 EOF variations with
silica batch and pre-treatment Silica batch Not pre-treated Pre-treateda

mean* EOFmm/s % RSD mean* EOF
mm/s

% RSD

QQT11A 0.2307 1.31 0.2837 0.86
QNRO1 0.2353 1.18 0.2828 0.78
MNZ04B 0.2303 5.95 0.2811 1.48
KZG01A 0.1886 23.97 0.2580 1.71
MSZ01 0.1538 11.32 0.2195 0.95
KYL12 0.2185 13.8 0.2517 0.42
KYL05 0.1406 19.82 0.2900 0.97

All data 0.1997 19.65 0.2667 9.47

* All np10
a pre-treatment 5 min methanol, 5 min NaOH, 5 min water, 20 min run buffer (flush pressure 1
bar)
Conditions: capillary 48.5 cm (40 cm eff)!50 mm id, buffer 50 mM phosphate pH 7.00, temperature
20 7C, injection 65 mbar/s, voltage 26 kV, sample 0.2% DMSO in water

some importance to note that where surfactants or or-
ganic additives are used the buffer should have its pH
adjusted before their addition, and this should be
noted. The construction of the buffer should take the
form of a standard operating procedure (SOP). Where
ready-made buffers are used for the analysis, the
source, batch number and specifications of the buffer
should be indicated. Pre-made buffers should be sup-
plied by the vendor with appropriate documentation in-
dicating assay information and verification of purity.
Since instruments from different manufacturers use dif-
ferent units of pressure or vacuum for sample injection
it is of specific importance to specify these. In particu-
lar, for method transfer, the pressure units should be
translated into the pressure units of the instrument the
method is being transferred to. Similarly, in instru-
ments of different manufacture, the standard capillary
dimensions, i.e. total and effective lengths, may vary. It
is also very useful to indicate the expected current with
the indicated buffer, field strength and temperature set-
tings since this may highlight errors in any of these pa-
rameters.

The capillary pre-treatments should be documented
as part of the method. It is generally sufficient to indi-
cate the time of treatment and the conditioning solu-
tions used. However, with transfer of a method be-
tween instruments the number of column volumes
should be indicated since different instruments use dif-
ferent pressures to flush capillaries. The reasons for de-
tailing capillary pre-treatments lie in the influence on
analyte mobility of the electroosmotic flow (EOF)
which is ubiquitous in bare fused silica capillaries. Since
the mobility of an analyte is composed of its own mo-
bility plus that of the EOF then this must also be stable
in order to produce reproducible migration times. Sta-
bility of the EOF can be achieved by appropriate capil-
lary pre-conditioning techniques which should be
suited to the analysis being undertaken, e.g. precondi-

tioning with 10% v/v phosphoric acid prior to peptide
separations using phosphate buffer at low pH or clean-
ing the capillary between runs with 1 N NaOH when
analysing samples where either analyte or sample ma-
trix exhibits some wall adhesion. This is necessary be-
cause of the hysteresis of the relationship between pH
and EOF when increasing or decreasing the buffer pH
[13–15].

There are various types of capillary pre-treatment.
One is the prior-to-first-use treatment; other treatments
include preparative conditioning performed either daily
or after extended use and capillary treatment between
analyses. Conditioning between analyses may or may
not be necessary, although minimally this should in-
clude a buffer flush to eliminate the possibility of inter-
analysis carry-over. Finally details of capillary treat-
ment prior to storage should be documented if the ana-
lytical method is intermittently used.

Table 3 shows the EOF associated with various
batches of silica with and without pre-treatment. Pre-
conditioning the capillary with the indicated wash regi-
men serves to improve reproducibility of the EOF in all
cases, although there is still a marked variability be-
tween silica batches. Sufficient time should be allowed
for the capillary to equilibrate with the run buffer. For
conditioning between analyses, flushing with buffer
only may be sufficient. More elaborate techniques such
as applying a short duration of voltage after flushing
with run buffer has been found to improve migration
time reproducibility with some analyses [16]. When us-
ing coated capillaries it is usually not necessary to use
any wash technique and is sometimes inadvisable.
However, buffer should be replaced between runs to
eliminate the risk of fouling or carry-over, and storage
conditions where appropriate should be detailed. In all
cases one capillary should be used for one method
only.
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Summary

The requirements for validation of CE instrumentation
have been described. Although these are broadly simi-
lar to the requirements for validation of any instrumen-
tation used in GLP/GMP-compliant laboratories, some
aspects are peculiar to CE, especially in regard to OQ/
PV testing. Those features of a CE instrument which
should be tested in an OQ/PV include temperature and
voltage stability, detector function and injector preci-
sion. These should be directly assessed and not inferred
from other measurements dependent upon one or more
of these parameters or upon chemistry. It is important
that the contributions to the performance of an analysis

are identified as instrumental and/or chemical. Capilla-
ry electroseparation methods are fully capable of being
validated similarly to LC and GC methods with identi-
cal validation criteria. When defining the parameters of
a CE method, all operational parameters should be
noted, including accurate instructions for construction
of the buffer and also the capillary pre-treatment used.
Guidelines for detailing a method for submission to
regulatory agencies must include sufficient detail for re-
producibility studies at all levels as well as for method
transfer between instruments.
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Abstract Software and computer
systems are tested during all devel-
opment phases. The user require-
ments and functional specifications
documents are reviewed by pro-
grammers and typical anticipated
users. The design specifications are
reviewed by peers in one to two
day sessions and the source code is
inspected by peers, if necessary. Fi-
nally, the function and perform-
ance of the system is tested by typ-

ical anticipated users outside the
development department in a real
laboratory environment. All devel-
opment phases including test activ-
ities and the final release follow a
well-documented procedure.
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Introduction

Proper functioning and performance of equipment play
a major role in obtaining consistency, reliability and ac-
curacy of analytical data. Therefore equipment should
be properly selected, designed, installed, and operated,
and the correct function and performance should be
verified before and during operation. This holds for
equipment hardware, computer hardware, hardware in-
terfaces, and software and computer systems. Qualifica-
tion of equipment hardware is well established and has
been described by several authors [1–4], and typically
users in analytical laboratories are quite familiar with
testing equipment for hardware specifications.

Software and computer system validation differ
from hardware validation in that it is harder to specify
absolute performance criteria and functional specifica-
tions for software and to define tests and acceptance
criteria. There are many publications that deal with the
validation of software and computer systems in one
way or another. However, either they are not specific
for the requirements of analytical laboratories or they
are not specific to computers in the laboratory.

This series of articles should fill this gap. It was felt
that the subject is so complex that it would not fit into a

single article. Therefore, four articles are currently
planned. The first deals with validation and qualifica-
tion during development. The second deals with the
tasks that should be performed during installation and
prior to operation. Article number three covers the val-
idation tasks during routine use. While the first three
articles deal with the validation of new systems, article
number four gives recommendations on how to retros-
pectively evaluate and validate existing systems.

This first article describes the validation and qualifi-
cation of computer systems such as those for instru-
ment control and data evaluation during development.
Development validation of computer systems pur-
chased from a vendor typically is done at the vendor’s
site, and even though most computer systems and soft-
ware in analytical laboratories are purchased from ven-
dors it was felt that such an article makes sense for us-
ers of such systems for two reasons:
1. From a regulatory point of view, computer systems

must be validated. The user has the ultimate respon-
sibility for validation but he can delegate some parts,
for example validation during development, to the
vendor. If he does this, the user should have some
proof that his software has been validated at the
vendor’s site. Using software development practices
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at Hewlett-Packard Waldbronn as example, this arti-
cle should help users to understand what should be
done during development, and this information may
be used to ask the right questions of the vendor.

2. Users of computer systems may develop software on
their own either as a stand-alone package, such as a
software for specific statistics, or as an add on to the
standard software. This software should be validated
and programmers should get ideas and advice on
how to validate.
Because there is still a misunderstanding of terms

such as validation, qualification and verification, these
will be explained right at the beginning. It is also im-
portant to understand the terms computer system and
computerized systems and the different types of soft-
ware loaded on a computer, but other publications
should be consulted for this type of information.

Readers of the article, who have to comply with reg-
ulations should know about and understand them. Rel-
evant information can be found in existing literature [7,
8].

Definitions

The terms validation, verification and qualification are
frequently used interchangeably. Validation and verifi-
cation have been defined by EN ISO 8402:1995 [6].

Verification: Confirmation by examination and pro-
vision of objective evidence that the requirements have
been fulfilled.

Validation: Confirmation by examination and provi-
sion of objective evidence that the particular require-
ments for a specific intended use are fulfilled.

Even though the definitions look similar, there is a
distinct difference. While verification is of general na-
ture, validation refers to ‘specific intended use’. In this
sense a computer system that is developed for multiple
users with multiple applications is verified rather that
validated at the vendor’s site. When the system is in-
stalled at the user’s site for a specific task and the sys-
tem is tested to meet the previously specified require-
ments, this process is defined as validation. If the sys-
tem is intended to be used for different applications
and more generic tests are done in the sense of EN ISO
8402:1995, this process again is called verification.

In practice, vendors of computer systems and user
firms use the terms differently. The pharmaceutical in-
dustry uses the terms validation in the sense of EN ISO
8402:1995, and the term verification is hardly known.
Instead of this the term “qualification” is used.

The entire qualification process is broken down
into
– Design qualification (DQ) for setting functional and

performance specification (operational specifica-
tion)

– Installation qualification (IQ) for performing and
documenting the installation in the selected user’s
environment

– Operational qualification (OQ) for testing the
equipment to ensure that it meets the previously de-
fined functional and performance specifications

– Performance qualification (PQ) for testing that the
system performs as intended for the selected appli-
cation.
OQ is similar to performance verification. PQ is

most similar to validation as defined by EN ISO
8402:1995, because PQ always includes the user’s
equipment and method, and therefore is very specific.

Instrument vendors use the term qualification for in-
stallation and both verification and qualification for
testing the equipment hardware and software for docu-
mented specifications prior to operation. For software
development typically the term validation is used, al-
though the term verification would be more appro-
priate.

The confusion is made nearly complete by the intro-
duction of new terms by official committees. For exam-
ple, the OECD has used the term acceptance testing [9]
which is a subset of OQ and should be performed be-
fore the full OQ as a criterion of whether the system
would be accepted by the user’s firm.

Software product life cycle

Software development often takes several years, and it
is impossible to ensure a certain quality standard simp-
ly by testing the program at the end of its development
process. Quality cannot be designed into the software
after the code is written; it must be designed and pro-
grammed into software prior to and during its develop-
ment phases by following written development stand-
ards, including the use of appropriate test plans and
test methods.

The product life cycle approach as illustrated in
Fig. 1 has been widely accepted for the validation of
computerized systems during their entire life. The
product life is divided into phases:
– Setting user requirements and functional specifica-

tions
– Design and implementation, with code generation

and inspection
– Test of subsystems (build a system and test as a sys-

tem)
– nstallation and qualification of system before it can

be put into routine use
– Monitoring performance of system during its entire

use
– Maintenance and recording history of changes

The Hewlett-Packard product life cycle starts with
the proposal to initiate a new project. Proposals are
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Fig. 1 The Hewlett-Packard CAG product life cycle model.
ITQS: Information Technology Quality system

based on business and user needs. These describe how
users fulfill these needs now and how the new software
can provide better solutions. In the investigation phase,
system reference specifications (user requirements) and
external reference specifications (functional specifica-
tions) are developed and reviewed. In the design phase,
the design specifications are developed and reviewed.
The implementation phase includes writing the code
and code inspections, if necessary. In the test phase,
functional testing is performed with test cases for each
function as specified in the external reference specifica-
tions document. After the product is shipped and used,
feedback from users is recorded and documented, and
changes to the software are made following docu-
mented change control procedure. Each phase is com-
pleted, reviewed and approved before the subsequent
phase is started.

Checkpoint meetings

Each phase ends with a checkpoint meeting. This is
prepared by the project leader and attended by all
members of the project team and managers from differ-
ent departments. Team members report on their activi-
ties during the phase and how they could meet the re-
quirements as written in the development and valida-
tion plan. The team and management go through the
checklist and discuss each point to determine whether
and how the checkpoint items have been fulfilled. An
action plan with people assignment is put together as
part of the phase exit report for those items that are not
yet closed. If all issues are resolved, the checklist is
signed off by the management.

Proposal and investigation phases

The software life cycle starts with a requirements anal-
ysis and product definition. These define the require-

ments that the product must meet for functionality,
compatibility with existing systems, usability, perform-
ance, reliability, supportability and security. The goal is
to specify both the problem and the constraints upon
the solution. Planning activities include project plans,
budgets, schedules and validation, verification and test-
ing. During this phase the project team is established,
usually comprising representatives from system devel-
opment, product marketing, product support, quality
assurance, manufacturing and application chemists,
who represent the users and are deeply involved in the
development of a functional requirements specification
and in the user interface prototyping. A project team
leader is appointed to manage the project and a project
notebook is created and maintained through the entire
development phase.

Users from all application segments are interviewed
by team members to discover their needs. Finally, a list
with all proposed functional requirements is drawn up
and evaluated by the project team. Usually the list is
too long for all requirements to be implemented within
a reasonable time-frame, so the requirements are prior-
itized into three categories, “Musts”, “Wants” and
“Nice to haves”. “Must” requirements are considered
to be those that are a prerequisite to the success of the
software and are always included in the final specifica-
tions. “Wants” and “Nice to haves” are of lesser impor-
tance and are included only if their implementation
does not appreciably delay the project.

The external reference specifications (ERS) docu-
ment is developed. This includes an overview of the
scope and benefits of the project and a detailed descrip-
tion of the complete product from a user’s perspective.
The document is reviewed by the project team. It is the
starting point for system design and also the basis for
– Design specifications document
– Functional testing
– The functional specifications document that is avail-

able for users to write their own requirement specifi-
cations and operational qualifications or acceptance
testing

– The user documentation (e.g., user manual, on-line
help).
Feasibility studies are done if necessary. The soft-

ware engineering tools are determined and the soft-
ware ‘make’ process is designed.

Deliverables for this phase include:
– System reference specifications (user requirement

specifications)
– External reference specifications (functional specifi-

cations)
– Risk assessment
– Quality plan
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Fig. 2 Extract from a design review

Design phase

The goal here is to design a solution that satisfies 100%
of the defined ‘must’ requirements and falls within the
set constraints. Alternative solutions are formulated
and analyzed, and the best are selected. Verification ac-
tivities during the design phase include inspecting the
design specifications for completeness, correctness,
consistency and checking that the design directly corre-
lates with the defined requirements. Thorough design
inspections are of the utmost importance because cor-
rection of defects detected in this phase is much less
costly than is the case when these are detected in a later
life cycle phase.

Details on system screen designs, report layouts,
data dictionary with data flow diagram, system configu-
rations, system security, file design, system limitations
and memory requirements are laid out by system devel-
opers and are usually formally inspected with members
of the development team. Major outputs of this phase
are the internal design documents and prototypes. The
design documents are based on the ERS and can be
used as a source for the technical support documenta-
tion.

In this phase, operators from different backgrounds
test the user interface in a process called usability test-
ing to determine the access to the intended function
and their understanding of interaction concepts.

The design specifications as prepared by individual
programmers are inspected by peers. This is done in a
meeting organized and led by a specially trained mod-
erator who may be from the development department
or the quality assurance department. Programmers re-
view the design specifications document for consistency
and correctness. Any findings are discussed and re-
corded as shown in Fig. 2. The procedure is repeated
until the team no longer finds any defects in the docu-
ment. Deliverables for this phase include:
– Internal design document (design specifications)
– Reports on design inspections/reviews

– Usability test report
– GLP validation/documentation plan
– Chemical performance and application test plan
– QA plan update

Implementation phase

In the implementation phase, the detailed design is im-
plemented in source code, following written and ap-
proved software coding standards, and results in a pro-
gram that is ready to be tested. After certain groups of
functions have been programmed, they are tested indi-
vidually by the programmers before they are integrated
into a larger unit or into the complete system. Verifica-
tion includes code and internal documentation, test de-
signs, and all activities that determine whether the spec-
ified requirements have been met. Concurrently with
the implementation phase, system documentation, such
as user manuals and the electronic help system, is pre-
pared. Documentation also includes a description of
the algorithms used by the program.

In this phase, the system also undergoes a rigorous
usability evaluation with testers from different back-
grounds. The goal is for an experienced user to be able
to perform the basic functions without the need for for-
mal instruction (the so-called plug-and-play ap-
proach).

Deliverables for this phase include:
– Source code with documentation
– Code inspection/walkthrough reports, where neces-

sary
– Documentation of test cases in preparation for the

test phase.

Testing

Thorough testing and verification are most important
for any validation and qualification. For a software pro-
ject, testing and verification are done throughout all life
cycle phases. The goal is to detect errors, if any, as early
as possible. Requirements specifications and the design
are reviewed or inspected during the definition and de-
sign phases and the code is tested and may be formally
inspected by the programmers during code implemen-
tation. Proper functioning of software together with the
equipment hardware is verified in the test phase and
during operation.

Types of testing

Software testing can be classified as being either struc-
tural (white box) or functional (black box) (Fig.3).
Structural testing (white box) of software is the detailed



28 L. Huber · H. Wiederoder

Fig. 3 Testing and verification are done throughout all life cycle
phases

Fig. 4 Test coverage matrix

examination of the internal structure of code, including
low- and high-level path analysis, branch flow analysis
and inspection for adherence to software development
procedures. It tests logical paths through the software
by providing test cases that exercise specific sets of con-
ditions. Besides the source code, other documentation,
such as logic diagrams, branch flow analysis reports, de-
scription of modules, definition of all variables, specifi-
cations, and test suites of all inputs and outputs, are re-
quired.

Functional testing (black box) of software evaluates
the outputs of a program compared to the expected
output values for a range of input values. For a comput-
er-controlled analytical system, functional testing
should always include analytical hardware to verify
proper parameter communication and data flow.
Source code is not required, but a full set of system
specifications and a description of functional routines,
such as calibration algorithms, must be available.

Structural testing is done in the development depart-
ment and starts during the implementation phase. Code
modules are checked individually by the programmers
and may be formally inspected by peers, if appropriate.
Modules are tested by programmers with specific test
suites and then linked together into a system and tested
as a whole for proper functionality to ensure that de-
signs are correctly implemented and the specified re-
quirements satisfied.

Written in advance, the test plan defines all test pro-
cedures with their pass/fail criteria, expected test re-
sults, test tasks, test environment for equipment and
computers, criteria for acceptance and release to manu-
facturing, and the persons responsible for conducting
these tests. The test plan also specifies those functions
excluded from testing, if any. Individual tasks cover
functional testing, simulation of incomplete functions
as integration proceeds, mathematical proof of results,
records of discrepancies, classification of defects and
corrective actions.

A test coverage matrix (Fig. 4) is created which
shows linkages of test cases to the design specifications
and external (functional) and system (user) require-
ment specifications. This matrix ensures that all func-
tions are tested through all phases.

a-Testing

After the programmers have completed the engineer-
ing tests, the system undergoes functional testing in
typical operating conditions, so-called a-testing. Over
several weeks, groups of chemists and other profession-
als conduct the testing, using test cases defined for each
person in a test book that must be signed off by individ-
uals on completion of the test. The objective is to test
the complete computerized system for functionality,
usability, reliability, performance and supportability as
stated in the requirement specifications document.

Test cases that will be handed out to the test person
are prepared by the quality assurance (QA) depart-
ment together with the development team. The docu-
ments include the scope of the test with a link to the
requirement specifications document, the system confi-
guration, background information on the function to be
tested, detailed test description and expected results.
During and after testing, the test person completes the
sheet with his name, actual results and any comments
on findings.

The system is not only tested under typical operating
conditions but also at the limits under which it will be
required to operate – an approach known variously as
worst case testing, gray box testing or testing of bound-
ary conditions. Testing boundary conditions is impor-
tant because most software errors occur around its
boundary limits. Combinations of several worst cases
are also tested. For example, if a system is specified to
acquire data from multiple instruments and the data ac-
quisition rate can be varied, test cases include acquisi-
tion from the maximum number of instruments at the
highest data rate.

Software testing also includes so-called stress testing.
Inputs with inappropriate character types (alphabetic
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Table 1 Extract from an al-
pha-test summary sheet Version Test time

(hours)
Defects Cumulative

sum of
defects

Defect disco-
very rate
(defects/hour)

Line fit

Vxxx

f
Vyyy

85
73
96

78
87
48

80
69
79

3
3
1

80
149
232

472
475
476

0.94
0.86
0.82

0.04
0.03
0.02

1.05
1.04
1.03

0.23
0.23
0.23

The test results are evaluated using the Shooman Plot (10). The discovery rate is plotted versus the
total number of defects discovered (Fig. 5). A regression linear fit curve is calculated and plotted
together with maximum and minimum fits which by definition have a confidence interval of 5%.
From the Shooman reliability model as shown in figure 5 the number of remaining defects can be
estimated. This information is useful to forecast the number test cycles that are still necessary and a
possible release date.
The number of critical defects after the last test cycle must be zero for the software to pass the
release criteria. This and other release criteria are specified in the quality plan.

characters instead of numeric ones, for example, or
inappropriate character length and character composi-
tion) are made, and instrument parameters that lie out-
side the instrument’s operational limits are entered.
The expectation is that these inputs will not damage
data or disrupt system and software operation and that
the system will recover after producing error mes-
sages.

The test environment reflects as many system confi-
gurations as possible. This includes different equipment
that is controlled by the computer, different peripher-
als, such as printers, CD ROMS, different internal
memory (RAM), and different operating systems, for
example, Windows 95 and NT.

Test cases reflect typical user applications with man-
ual interactive and automated operation. Automated
sequences typically run over 24 h or more, where meth-
ods are changed between runs. Data files with different
file sizes are generated to make sure that system can
handle large files.

The user manual is prepared before the a-test to al-
low test personnel to verify its accuracy and usefulness.
At least one test case requires installation of the soft-
ware and hardware according to the installation in-
structions.

Defect tracking system

Documenting software errors is important and prob-
lems should not be casually reported for repair by the
programmer on an ad hoc basis. Problems found during
testing are tracked using the HP internal defect control
system (DCS).

Defects are classified by the test person as low, me-
dium, serious and critical. Defect density, discovery
rate and defect summaries are recorded for each test

Fig. 5 Example for Schooman Plots and Reliability model with
defect discovery rate versus number of defects. Total number of
defects is estimated for average (AVG), best and worst case

cycle and for the entire a-test. Summary sheets include
information on version number, test hours, number of
defects, total number of defects, defects per hour and
the linear fit. An example is shown in Table 1.

The test results are evaluated using the Shooman
plot. The discovery rate is plotted versus the total num-
ber of defects discovered (Fig. 5). A regression linear
fit curve is calculated and plotted together with maxi-
mum and minimum fits which by definition have a con-
fidence interval of 5%. From the Shooman reliability
model (Fig. 5), the number of remaining defects can be
estimated. This information is useful to forecast the
number of test cycles that are still necessary and a pos-
sible release date.

The number of critical defects after the last test cycle
must be zero for the software to pass the release crite-
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ria. This and other release criteria are specified in the
quality plan.

b-Testing

Once software defects and usability discrepancies re-
ported during a-testing have been corrected, the soft-
ware may be tested at selected customers’ sites (the so-
called b-test). The key feature of b-testing is that it is
conducted in a customer environment and supervised
by a person not involved in the development process.
One of the objectives of b-testing is to test the HP
product delivery and support channel. A trained HP
applications engineer (AE) assists the customer with
installation and checks the software installation proce-
dure.

Deliverables for the test phase include:
– Test plans with acceptance criteria and test cases
– Test results
– Validation documents
– Defect density report
– User training material
– System status bulletin (SSB).

Release for production and installation

After the testing is complete and the code is corrected
for errors, the software is released for production and
distribution. The product is considered ready for re-
lease when it has met all the criteria specified in the
quality plan and after formal sign-off by product line,
quality assurance, and manufacturing management. A
prerequisite for this is sufficient training of service engi-
neers who must be able not only to install and operate
the software but also to train users and answer users’
questions. Availability of user documentation in the

form of on-line help and printed reference material is
also a release criterion.

The manufacturing department ships the product in
accordance with manufacturing guidelines, based on
the receipt of valid purchase orders. The product docu-
mentation includes a Declaration of System Validation
with statements from Hewlett-Packard that the soft-
ware was developed and tested according to the Hew-
lett-Packard Analytical Software Life Cycle, a process
that has been certified for ISO 9001 quality standard
and for the information technology quality system
(ITQS) compliance and that has been inspected by rep-
resentatives from both computer validation companies
and the pharmaceutical industry.

Summary

Software development and validation activities follow
the product life cycle concept where development is
divided into different phases. Each phase is completed,
reviewed and signed off by management before the
next phase starts. The life cycle starts with a proposal
and investigation phase where the user requirements
and functional specifications (external reference speci-
fications) are set. During the design phase, the design
specifications that define internal code structure and
formulas are developed. In the implementation phase,
the code that meets user requirements and design spec-
ifications is written. During all phases, the documents
are formally reviewed by peers and correct function of
the software is tested by anticipated users in the test
phase. Test activities follow a test plan with test cases
for each function as specified in the external reference
specifications document. Software release for distribu-
tion follow criteria which are specified in a quality
plan.
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Abstract There are a wide variety
of spectrophotometric devices no-
wadays used in health services with
various qualities of manufacture
methods of measurement and me-
trological characteristics for per-
forming the necessary measure-
ments. Therefore, to meet the ac-
curacy and repeatability require-
ments needed in medical diagnosis
and treatment, the validation of
the performance of such systems
by clinical chemistry laboratories is
essential. However, the validation
of a spectrophotometric system for
clinical analyses requires several

reference materials, according to
the end use of the measurement
results. This paper discusses some
characteristics required of the clini-
cal reference materials needed and
used by Romanian Institute of Me-
trology for validation work. Types
of clinical reference materials de-
veloped in the national area for
this purpose are also presented.

Key words Clinical
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Introduction

The measurement of components of biological samples
faces several problems which influence the quality of
the final outcome. Thus, quality control becomes a
practice of increasing importance in clinical chemistry.

As is well known, the quality of a measurement re-
sult depends on different factors, such as sampling, the
measurement method, the instrumentation and the ref-
erence materials used for the calibration, etc. This is
why it is important that all critical parameters of the
instrument and the reference materials should be cali-
brated and regularly controlled. Experience showed
that some manufacturers may not offer sufficient field
calibration and testing, and may not be willing to re-
lease calibration functions or allow access to raw meas-
urement data. So, as the complexity of instruments in-
creases, it is essential to establish other means to relia-
bly calibrate and control instrumentation. On the other
hand, as the instruments used in clinical chemistry labo-
ratories are most diverse and have different degrees of

accuracy and repeatability, the validation of the pho-
tometric devices used for human blood analyses is very
important and currently a subject of considerable inter-
est.

According to the Romanian laws and ordinances is-
sued lately in the field of metrology, all the instruments
used in public health are subject to pattern approval, to
verification or to compulsory calibration. In this frame-
work, the validation work has a special place.

Generally, validation is a process by which a sample,
measurement method, instrument, or piece of data is
deemed to be useful for a specific purpose.

The validation of an instrument demands a proce-
dure and a number of standards (reference materials
included) with the appropriate characteristics. The defi-
nition and use of standards and reference materials
available to the clinical chemistry is still a problem in
this field. Although there are several clinical reference
materials, the problems of using them should not be
underestimated (stability, preservation, contamination,
use of aqueous solutions, etc.).
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A large number of routine clinical chemistry labora-
tories perform analyses with multichannel analyzers of
both the continuous-flow and the direct-sample type.
Various types of spectrophotometric reference materi-
als have been recommended to validate the photomet-
ric accuracy and linearity, wavelength accuracy or stray
light radiation of photometric systems used for clinical
analyses. In this respect, much has been done in the na-
tional area. The problem we are facing now concerns
the required reference materials to be used for the val-
idation of the concentration accuracy of this instrumen-
tation, so widely used in clinical chemistry laborato-
ries.

Aqueous standard solutions containing a mixture of
all substances commonly being determined in routine
clinical chemistry laboratory are not available. Multi-
channel systems are therefore being calibrated with
commercially supplied calibration sera for which values
for each analyte have been assigned by the manufactur-
ers. The same manufacturer also provides control sera
for the validation of the system. Wide differences may
occur between values obtained on the same analyzer
with sera from different manufacturers and even be-
tween lots from the same manufacturer (due to the var-
iation in weight or homogeneity of material). In addi-
tion, the ‘certificates’ of the calibration and/or control
sera do not often provide information about uncertain-
ties, the method of measurement or the influence pa-
rameters. Usually, only the target value or the range
within which it lies is indicated for each analyte.

The role of the Standard Reference Materials of the
National Institute of Standards and Technology (NIST
SRMs) is clearly defined in the validation work. An al-
ternative is to use the certified sera that have been as-
signed using NIST SRMs. It was of interest to find that
the major requirements for concentration reference
materials used to validate the photometric systems for
clinical analyses have not been well specified in major
regulatory guidelines [1]. It seemed appropriate, there-
fore, in this communication to present some aspects of
the Romanian experience on this topic.

The validation of the instrumental performance of
photometric systems used for clinical analyses

The quality of the end result fundamentally depends on
the sample, the data, the measurement process, the
transformation of data to information and, finally, the
display and transformation of the information. It is ob-
vious that the role of the instrument in providing the
integrity of data is also fundamental to the end result.
Written requirements for instrumental performance are
not sufficient for assuring the reliability of the result
unless they are tested and validated.

The technical specifications identified and described
by most of the manufacturers of absorption photomet-
ers for medical use include wavelength accuracy, spec-
tral half-width of spectral radiation flux at the detector,
photometric accuracy, percentage of wavelength inte-
grated, false radiation, and photometric short-time re-
peatability. As discussed previously [2], the Instrumen-
tal Performance Validation Procedures, issued by seri-
ous manufacturers of analytical instruments, indicate
the methods and the reference materials required to
test and to maintain optimum spectrometer perform-
ance in daily routine analysis.

When using automatic continuous flow instrumenta-
tion, identifying and describing the performance of the
photometric system is rather more difficult. The basic
photometric requirements seem clear enough:
1. Given a chemistry which is linear, it is expected that

the photometric output would exhibit basic confor-
mance to the Beer-Bouguer Law over the absor-
bance range 0–2.

2. The sensitivity should be such that the desired or op-
timum absorbance concentration relationship is
achieved and sustained from determination to deter-
mination.
In our experience, the various automatic photomet-

ric systems yield adequate linear calibration lines
through an absorbance of one. However, linearity
should not be considered apart from sensitivity, since
considerable flexibility exists with regard to the possi-
ble ratios of sample to reagent. In this respect, for iden-
tification of such performance requirements, this is not
a sufficient prerequisite nor a pragmatic way to validate
the instrument, since the automatic flow and the specif-
ic method and reagents used prevent testing of the the
accuracy and repeatability of the photometric system in
routine work. Furthermore, the output signal displayed
is a concentration value instead of a photometric quan-
tity. As recommended in [3], such evaluation of the in-
struments for automatic analysis in clinical biochemis-
try laboratories should take into account the accuracy
and repeatability of the concentration measurement us-
ing at least five different analytes from appropriate sera
reference materials.

For this reason, it is necessary to focus on the mean-
ing of the term ‘appropriate’ when applied to reference
materials and also on the practical procedure in the me-
trological assurance of clinical concentration measure-
ments in the national area.

Clinical reference materials for the validation of the
performance of photometric systems used for clinical
analyses

With their values known, according to De Bièvre [4],
clinical reference materials are designated:
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Fig. 1 Measurement uncertainty components for the determina-
tion of potassium by flame photometry (S1), calcium by atomic
absorption spectrometry (S2), magnesium by molecular spectro-
photometry (S3), glucose by molecular spectrophotometry (S4)

– to validate a measurement procedure (i.e. to assure
that the procedure that includes chemical prepara-
tion, instrument calibration, measurement, data ac-
quisition and data treatment, is suitable and per-
forms properly);

– to validate the measurement instrument (i.e. to as-
sure that it provides, properly and reproducibly, sta-
ble and accurate information);

– to validate the data acquisition and data treatment
of the measurement procedure (i.e. to assure that
the associated software leads to the proper data).
This validation process, required prior to measuring

any unknown sample, enables the evaluation of uncer-
tainty contributions to the measurement procedure
which are present in the measurement of real life sam-
ples.

Photometric devices used for clinical analyses are
calibrated against calibration sera, usually commercial-
ly supplied with the instrument, for which values for
each analyte have been assigned by the manufacturers.
Wide differences may occur between values obtained
on the same device with sera from different manufac-
turers and even between lots from the same manufac-
turer (due to the variation in weight or homogeneity of
material). On the other hand, great care should be tak-
en in the use of the information concerning the exact
method used to assign values to the material.

SRMs supplied by NIST make the verification of
commercial calibration sera possible if referee methods
of analysis are available for use in conjunction with the
SRMs, so the first important issue here is how to
achieve traceability of the certified value of the clinical
reference materials to the SI unit. Several traceability
schemes for reference materials in analytical measure-
ments have been recommended [4, 5]. Closely con-
nected is the problem of the evaluation of the uncer-
tainty of the clinical reference material. In this respect,
a major aspect is the significance of this uncertainty in
the medical treatment or diagnosis, as it is widely re-
cognized that it is rather difficult to show clearly and
unambiguously a limit of accuracy required for a clini-
cal result.

An attempt to evaluate the contribution of the un-
certainty of the reference material in the overall uncer-
tainty of the photometric measurement process is illus-
trated in Fig. 1. Note that the steps followed for evalu-
ating and expressing the measurement uncertainty are
in accordance with the metrological approach recently
described by Bunzoianu and Aboul-Enein [2].

Figure 1 represents four examples of the evaluation
of measurement uncertainty for potassium, calcium,
magnesium and glucose using flame photometry,
atomic absorption spectrometry and molecular spec-
trometry (Mg determination with Titan Yellow and
glucose determination with glucose oxidase). For the
sake of simplicity in Fig. 1, the component of uncertain-

ty due to the sampling is not represented. Thus, the un-
certainties of concentration per concentration (uc/c)
due to the photometric devices (1), to the reference
materials used for calibration (2), to the calibration (3)
and to the volumetric means of measurement (4) are
illustrated.

It should be noted that when we used methods of
measurement needing inorganic reference materials for
calibration (such as flame photometry or atomic ab-
sorption spectrometry) the uncertainty due to the refer-
ence materials was considerably lower than that due to
the photometric device. On the contrary, when we used
a clinical reference material certified for its glucose
concentration with a 10% (rel) uncertainty, this uncer-
tainty exceeded twice the uncertainty due to the spec-
trophotometric device. When we determined Mg by a
spectrophotometric method with Titan Yellow, we
found that the uncertainty due to the reference materi-
al was approximately twice that due the device, as we
used a very accurate spectrophotometer.

The clinical reference materials developed for the
validation of the performance of photometric systems

The major purposes followed by the Romanian Insti-
tute of Metrology in the development of synthetic clini-
cal reference materials were: (1) to be able to handle
large quantities of base material in a short time, (2) to
prepare samples of correct and adequate size, (3) to
prepare samples of the highest quality, (4) to insure, as
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Table 1 Concentration values: synthetic type reference material
sera

Element Concentration in mmol/dm3

Type 14.01 Type 14.02 Type 14.03 Type 14.04

Na
K
Ca
Cl
Mg
Glucose
Urea

148.5
3.7
2.3

170.0
0.86
5.4
5.5

126.5
6.2
3.3

150.0
1.8

16.5
19.5

158.4
4.2
3.6

180
1.4
7.4

11.4

134.4
3.5
3.0

150.0
1.2
6.3
9.6

Table 2 Concentration values: synthetic type reference material.
Grav. M, gravimetric method; Flamp. M, flame photometry; Ion
S. M, ion selective method; Cont. F, continuous flow; Spp. M,

spectrophotometric method; AAS. M, atomic absorption spec-
trometry; Vol. M, volumetric method; Gl. ox. M, glucose oxidase
method; o-Tol. M, ortho-toluidine method

Element Concentration in mmol/dm3

Type 14.01 Type 14.02 Type 14.03 Type 14.04

Na Grav. M
Flamp. M
Ion S. M
Cont. F

148.8 B0.4
148.0 B4.0
149.5 B5.0
149.0 B4.0

126.8 B0.2
126.0 B2.0
127.0 B2.0
127.3 B3.0

158.7 B0.4
158.0 B7.0
159.0 B9.0
159.9 B8.0

134.4 B0.3
135.0 B3.0
136.2 B3.0
137.0 B4.0

K Grav. M
Flamp. M
Ion S. M
Cont. F

3.70B0.30
3.72B0.20
3.75B0.20
3.85B0.30

6.20B0.20
6.10B0.50
6.05B0.40
6.15B0.50

4.20B0.20
4.30B0.30
4.15B0.20
4.50B0.30

3.50B0.20
3.70B0.20
3.65B0.20
3.55B0.20

Ca Grav. M
Spp. M
Cont. F
AAS. M
Ion S. M
Vol. M

2.30B0.20
2.40B0.10
2.60B0.04
2.26B0.30
2.30B0.08
2.12B0.10

3.30B0.10
3.28B0.10
3.35B0.06
3.25B0.30
3.40B0.10
3.20B0.20

3.60B0.10
3.75B0.10
3.20B0.06
3.55B0.30
3.65B0.10
3.50B0.20

3.00B0.12
3.10B0.10
3.09B0.05
2.90B0.30
3.15B0.09
2.85B0.20

Mg Grav. M
Spp 1. M
Spp 2. M
Ion S. M
AAS. M

0.86B0.02
0.84B0.07
0.90B0.07
0.86B0.04
0.88B0.15

1.80B0.02
1.79B0.08
1.87B0.08
1.85B0.04
1.83B0.15

1.41B0.01
1.38B0.06
1.42B0.06
1.44B0.03
1.39B0.15

1.21B0.01
1.19B0.07
1.22B0.07
1.27B0.03
1.25B0.15

Gl Grav. M
Gl. ox. M
o-Tol. M
Cont. F

5.40B0.05
5.43B0.58
5.60B0.34
5.27B0.30

16.70B0.20
14.63B1.00
15.98B0.64
16.26B0.41

7.47B0.08
7.73B0.65
7.85B0.48
7.22B0.38

6.36B0.06
6.60B0.67
6.73B0.43
6.25B0.32

far as possible, the traceability of the clinical measure-
ments direct to SI units.

Preparation of the clinical reference materials

Four types of reference materials for the validation of
the instrumental performances of the photometric de-
vices used for clinical analyses were gravimetrically pre-
pared, under the responsibility of the Romanian Na-
tional Institute of Metrology, from high-purity reagents
as a synthetic material composed of deionized water
(electrical conductivity 0,5 mS/cm, sterilised by 0,2-mm
filter and UV continuous-flow filter) and suitable inor-
ganic salts containing declared cations, metals and or-
ganic salts with choride anions. In general, Certified
Reference Materials are expensive consumables. Due
to the risk that samples may suffer from instability or
degradation or are contaminated, the RMs developed
were bottled in 10 ml ampoules made of glass, purified
and pre-treated, intended for a limited term (one year
maximum). In fact the stability was checked for each
type of reference material over 20 months.

The concentrations, in mmol/l, of different compo-
nents were checked by classical, visible (VIS) spectro-
photometry, ion-selective electrometry, atomic absorp-
tion spectrometry, continuous flow and flame photome-

try. The matrix and the molar concentration of the ref-
erence materials developed are shown in Table 1.

Note that the molar concentration values are rele-
vant to decision levels where accurate measurement is
crucial for medical decision. The category of synthetic-
type reference material sera needs to be certified by
means of primary methods. According to international
regulations [6], the methods of certification of the clini-
cal reference materials followed several steps regarding
the preparation of the material, homogeneity testing,
performance of interlaboratory analyses, assignment of
the certified value and uncertainty.
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For each analyte, mean concentrations and their
95% confidence interval were evaluated for each meth-
od employed, because differences among the results
obtained by the individual methods were significant.
The assigned concentration values were established
based on the interpretation of data respecting the
methods of preparation and measurement (taking into
account the contribution of a statistical as well as a sys-
tematic nature). Accordingly, the mean values assigned
for different methods of measurement for five selected
analytes from the synthetic sera reference materials de-
veloped are presented in Table 2.

Evaluation and uncertainty

The uncertainties of the assigned values were then eval-
uated [7] on the basis of the estimation of the Type A
and Type B uncertainty components, due to the possi-
ble errors originating principally from preparation as
well as from the direct measurement (method in-
cluded), as follows:

Ucpk7;u2
Accu2

BC (1)

where Uc is the expanded uncertainty of the concentra-
tion (c) value, and k is control for the input quantity
determined from independent repeated observations.
The uncertainty of the above estimate is the Type A
standard uncertainty.

uAcp "
n

A
ip1

1 P

ciPc 2
2

nPi
(2)

where the ci is the value of the measured concentration
and c̄ is the mean of the n measurements performed
under repeatable conditions.

For an estimate of an input quantity that has not
been obtained from repeated observations, the asso-
ciated estimated variance or standard uncertainty is
evaluated by scientific judgement based on all available
information on the possible of its variability. This is the
case of Type B standard uncertainty. The pool of infor-
mation may include previous data, experience with gen-
eral knowledge of behaviour of relevant materials and
instruments, manufacture’s specifications, or data pro-
vided in calibration and other certificates or uncertain-
ties assigned to references data taken from hand-
books.

uBcp"
m

A
jp1

c2
c,xj 7u2

B,xj (3)

where C2
c, xj are the functions describing the concentra-

tion estimation depending on xj influence factors that
depend on the method used to certify each element

Fig. 2 Analytical data obtained in interlaboratory comparison
RM type 14.01–14.04
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from the reference material developed (such as mass
measurement, volume measurement, spectrophotomet-
ric measurement, reference materials used for the cali-
bration, etc.) and u2

B,xj are the uncertainties associated
with each of these functions.

Each standard uncertainty for all inputted quanti-
ties, evaluated as Type A or Type B procedure, were
combined in the correct mathematical manner to evalu-
ate combined standard uncertainty, uc

2(y), – that char-
acterizes the dispersion of the values that could reason-
ably be attributed to the considered measurand.

The additional measure of uncertainty that meets
the requirement of providing an interval of the above is
termed expanded uncertainty and was obtained by mul-
tiplying the combined standard uncertainty by a cover-
age factor k (k p 2). Thus, the uncertainties obtained
for the assigned values for sodium, potassium, calcium,
magnesium and glucose concentration in the reference
materials for each methods of measurement used are
illustrated in Table 2. Narrower uncertainty limits were
obtained for these conventionally certified values in
comparison to values of acceptable range stated for
commercially available control sera of the same matrix.
Furthermore, a comparison was made of the analyses
of the synthetic clinical reference materials carried out
by 15 selected laboratories (according to the equipment
and training in the field of clinical chemistry and the
geographic coverage area, respectively) using their re-
spective routine analytical methods and instrumenta-
tion. Each laboratory tested the synthetic sera as un-
known samples after the calibration of their specific
measurement means with control sera supplied from
different sources. Whenever possible, the flame pho-
tometers, the photometers and the spetrophotometers
were previously tested in accordance with the Legal
Metrology Norms, issued in accordance with the re-
quirement of the International Organization for Legal
Metrology (OIML). The results were graphically com-
pared with the assigned values as shown in Fig. 2. Note
that the uncertainty of a value is considerably smaller
than the interlaboratory spread. The results showed the
following spread: less c 4,9% for Na, less c 19% for
K, less c 26,1% for Ca, less c 18,6% for Mg and less

- 15,6% for glucose, asymmetrically distributed around
the assigned values. The graphs indicate what is the
best possible result obtainable on the assigned value
and what is obtained in practice under routine condi-
tions. All methods used produced results with roughly
the same spread. It may be seen that all the elements
tested show some outliers at the high, then on the low
concentration side.

No method was found to be superior. The best
method used can give wrong results if incorrectly ap-
plied, even in the experimental laboratories. Therefore,
it is better to impose good quality on a laboratory than
a specific method.

The main reasons for the current lack of comparabil-
ity at working level include an insufficient awareness of
uncertainty and source of error, a lack of high quality
reference materials and no recognized system for inter-
comparison of traceable clinical chemistry measure-
ments. In addition, the limit results were obtained in
the absence of a reliable uncertainty budget and insuffi-
cient QA procedures. In fact, in the national area the
introduction of adequate QA procedures is making its
first steps.

Conclusion

This paper discusses a number of practical problems ar-
ising from the request for and use of clinical reference
materials for the validation of the performance of pho-
tometric systems used in national clinical chemistry la-
boratories. It shows that uncertainties in the measure-
ment step of photometric analysis have largely been ig-
nored. Uncertainties associated with this step can and
do contribute significantly to overall analytical uncer-
tainty. Thus, for a knowledge of trueness and measure-
ment uncertainty, an adequate certified reference mate-
rials system and an attempt at a traceability chain are of
the utmost importance, since the quality of clinical
chemistry results depends critically on the use of relia-
ble reference materials and properly validated instru-
ments.
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Measurement uncertainty and its
implications for collaborative study
method validation and method
performance parameters

Abstract ISO principles of meas-
urement uncertainty estimation are
compared with protocols for meth-
od development and validation by
collaborative trial and concomitant
“top-down” estimation of uncer-
tainty. It is shown that there is sub-
stantial commonality between the
two procedures. In particular, both
require a careful consideration and
study of the main effects on the re-

sult. Most of the information re-
quired to evaluate measurement
uncertainty is therefore gathered
during the method development
and validation process. However,
the information is not generally
published in sufficient detail at
present; recommendations are ac-
cordingly made for future report-
ing of the data.

Introduction

One of the fundamental principles of valid, cost-effec-
tive analytical measurement is that methodology should
demonstrably fit its intended purpose [1]. Technical fit-
ness for purpose is usually interpreted in terms of the
required “accuracy”. To provide reasonable assurance
of fitness for purpose, therefore, the analyst needs to
demonstrate that the chosen method can be correctly
implemented and, before reporting the result, needs to
be in a position to evaluate its uncertainty against the
confidence required.

Principles for evaluating and reporting measurement
uncertainty are set out in the ‘Guide to the expression
of uncertainty in measurement’ (GUM) published by
ISO [2]. EURACHEM has also produced a document
“Quantification of uncertainty in analytical measure-
ment” [3], which applies the principles in this ISO
Guide to analytical measurements. A summary has
been published [4]. In implementing these principles,
however, it is important to consider whether existing
practice in analytical chemistry, based on collaborative
trial [5–7], provides the information required. In this
paper, we compare existing method validation guide-
lines with published principles of measurement uncer-

tainty estimation, and consider the extent to which
method development and validation studies can pro-
vide the data required for uncertainty estimation ac-
cording to GUM principles.

Measurement uncertainty

There will always be an uncertainty about the correct-
ness of a stated result. Even when all the known or sus-
pected components of error have been evaluated and
the appropriate corrections applied, there will be un-
certainty on these corrections and there will be an un-
certainty arising from random variations in end re-
sults.

The formal definition of “Uncertainty of Measure-
ment” given by the GUM is “A parameter, associated
with the result of a measurement, that characterises the
dispersion of the values that could reasonably be attri-
buted to the measurand. Note (1): The parameter may
be, for example, a standard deviation (or a given multi-
ple of it) or the half width of an interval having a stated
level of confidence.”

For most purposes in analytical chemistry, the
“measurand” is the concentration of a particular spe-
cies. Thus, the uncertainty gives a quantitative indica-
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Fig. 1

tion of the range of the values that could reasonably be
attributed to the concentration of the analyte and ena-
bles a judgement to be made as to whether the result is
fit for its intended purpose.

Uncertainty estimation according to GUM princi-
ples is based on the identification and quantification of
the effects of influence parameters, and requires an un-
derstanding of the measurement process, the factors in-
fluencing the result and the uncertainties associated
with those factors. These factors include corrections for
duly quantified bias. This understanding is developed
through experimental and theoretical investigation,
while the quantitative estimates of relevant uncertain-
ties are established either by observation or prior infor-
mation (see below).

Method validation

For most regulatory applications, the method chosen
will have been subjected to preliminary method devel-
opment studies and a collaborative study, both carried
out according to standard protocols. This process, and
subsequent acceptance, forms the ’validation’ of the
method. For example, the AOAC/IUPAC protocol [5,
6] provides guidelines for both method development
and collaborative study. Typically, method develop-
ment forms an iterative process of performance evalua-
tion and refinement, using increasingly powerful tests
as development progresses, and culminating in collabo-
rative study. On the basis of the results of these studies,

standard methods are accepted and put into use by ap-
propriate review or standardisation bodies. Since the
studies undertaken form a substantial investigation of
the performance of the method with respect to true-
ness, precision and sensitivity to small changes and in-
fluence effects, it is reasonable to expect some com-
monality with the process of uncertainty estimation.

Comparison of measurement uncertainty and method
validation procedures

The evaluation of uncertainty requires a detailed exam-
ination of the measurement procedure. The steps in-
volved are shown in Fig. 1. This procedure involves
very similar steps to those recommended in the AOAC/
IUPAC protocol [5, 6] for method development and
validation, shown in Fig. 2. In both cases the same proc-
esses are involved: step 1 details the measurement pro-
cedure, step 2 identifies the critical parameters that in-
fluence the result, step 3 determines, either by experi-
ment or by calculation, the effect of changes in each of
these parameters on the final result, and step 4 their
combined effect.

The AOAC/IUPAC protocol recommends that
steps 2,3 and 4 be carried out within a single laboratory,
to optimise the method, before starting the collabora-
tive trial. Tables 1 and 2 give a comparison of this part
of the protocol [6] with an extract from corresponding
parts of the EURACHEM Guide [3]. The two proce-
dures are very similar. Section 1.3.2 of the method vali-

Fig. 2
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Table 1 Method development and uncertainty estimation

Method validation1 Uncertainty estimation

1.3.2 Alternative approaches
to optimisation
(a) Conduct formal rugged-
ness testing for identification
and control of critical varia-
bles.
(b) Use Deming simplex op-
timisation to identify critical
steps.
(c) Conduct trials by changing
one variable at a time.

Having identified the possible
sources, the next step is to
make an approximate assess-
ment of size of the contribu-
tion from each source, ex-
pressed as a standard devia-
tion. Each of these separate
contributions is called an un-
certainty component.
Some of these components
can be estimated from a series
of repeated observations, by
calculating the familiar statis-
tically estimated standard de-
viation, or by means of sub-
sidiary experiments which are
carried out to assess the size
of the component. For exam-
ple, the effect of temperature
can be investigated by making
measurements at different
temperatures. This experi-
mental determination is refer-
red to in the ISO Guide as
“Type A evaluation”.

1 Reprinted from The Journal of AOAC INTERNATIONAL
(1989) 72(4) :694–704. Copyright 1989, by AOAC INTERNA-
TIONAL, Inc.

dation protocol is concerned with the identification of
the critical parameters and the quantification of the ef-
fect on the final result of variations in these parameters;
the experimental procedures (a) and (c) suggested are
closely similar to experimental methodology for evalu-
ating the uncertainty. Though the AOAC/IUPAC ap-
proach aims initially to test for significance of change of
result within specified ranges of input parameters, this
should normally be followed by closer study of the ac-
tual rate of change in order to decide how closely a pa-
rameter need be controlled. The rate of change is ex-
actly what is required to estimate the relevant uncer-
tainty contribution by GUM principles. The remainder
of the sections in the extract from the protocol give
guidance on the factors that need to be considered;
these correspond very closely to the sources of uncer-
tainty identified in the EURACHEM Guide. The data
from method development studies required by existing
method validation protocols should therefore provide
much of the information required to evaluate the un-
certainty from consideration of the main factors in-
fluencing the result.

The possibility of relying on the results of a collabo-
rative study to quantify the uncertainty has been con-
sidered [8], following from a general model of uncer-
tainties arising from contributions associated with
method bias, individual laboratory bias, and within-

and between-batch variations. Collaborative trial is ex-
pected to randomise most of these contributions, with
the exception of method bias. The latter would be ad-
dressed via combination of the uncertainties associated
with a reference material or materials to which results
are traceable with the statistical uncertainty associated
with any estimation of bias using a finite number of ob-
servations. Note that the necessary investigation and
reporting of bias and associated statistical uncertainty
(i.e. excluding reference material uncertainty), are now
recommended in existing collaborative study standards
[7]. Where the method bias and its uncertainty are
small, the overall uncertainty estimate is expected to be
represented by the reproducibility standard deviation.
The approach has been referred to as a “top-down”
view. The authors concluded that such an approach
would be feasible given certain conditions, but noted
that demonstrating that the estimate was valid for a
particular laboratory required appropriate internal
quality control and assurance. Clearly, the controls re-
quired would relate particularly to the principal factors
affecting the result. In terms of ISO principles, this re-
quirement corresponds to control of the main contribu-
tions to uncertainty; in method development and vali-
dation terms, the requirement is that factors found to
be significant in robustness testing are controlled within
limits set, while factors not found individually signifi-
cant remain within tolerable ranges. In either case,
where the control limits on the main contributing fac-
tors, together with their influence on the result, are
known to an individual laboratory, the laboratory can
both check that its performance is represented by that
observed in the collaborative trial and straightforward-
ly provide an estimate of uncertainty following ISO
principles.

The step-by-step approach recommended in the ISO
Guide and the “top down” approach have been seen as
alternative and substantially different ways of evaluat-
ing uncertainty, but the comparison between method
development protocols and ISO approach above shows
that they are more similar than appears at first sight. In
particular, both require a careful consideration and
study of the main effects on the result to obtain robust
results accounting properly for each contribution to
overall uncertainty. However, the top down approach
relies on that study being carried out during method
development; to make use of the data in ISO GUM es-
timations, the detailed data from the study must be
available.

Availability of validation data

Unfortunately, the necessary data are seldom readily
available to users of analytical methods. The results of
the ruggedness studies and the within-laboratory op-
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Table 2 Method performance and measurement uncertainty estimation. Note that the text is paraphrased for brevity and the numbers
in parentheses refer to corresponding items in the EURACHEM guide (column 2)

Method validation protocol1 EURACHEM guide

1.4 Develop within-laboratory attributes of the optimised
method
(Some items can be omitted; others can be combined.)

1.41 Determine [instrument] calibration function . . . to de-
termine useful measurement range of method. (8, 9)

1.4.2 Determine analytical function (response vs concentra-
tion in matrix . . .). (9)

1.4.3 Test for interference (specificity):
(a) Test effects of impurities . . . and other components
expected . . . (5)
(b) Test non-specific effects of matrices. (3)
(c) Test effects of transformation products . . . (3)

1.4.4 Conduct bias (systematic error) testing by measuring
recoveries . . . (Not necessary when method itself de-
fines the property or component.) (3, 10, 11)

1.4.5 Develop performance specifications . . . and suitability
tests . . . to ensure satisfactory performance of critical
steps . . . (8)

1.4.6 Conduct precision testing . . . [including] . . . both be-
tween-run (between-batch) and within-run (within-
batch) variability. (4, 6, 7, 8, 12)

1.4.7 Delineate the range of applicability to the matrices or
commodities of interest. (1)

1.4.8 Compare the results of the application of the method
with existing tested methods intended for the same
purposes, if other methods are available.

1.4.9 If any of the preliminary estimates of the relevant per-
formance of these characteristics are unacceptable, re-
vise the method to improve them, and retest as neces-
sary

1.4.10 Have method tried by analyst not involved in its devel-
opment. Revise method to handle questions raised and
problems encountered.

The evaluation of uncertainty requires a detailed examination
of the measurement procedure. The first step is to identify
possible sources of uncertainty. Typical sources are:
1. Incomplete definition of the measurand (for example, fail-

ing to specify the exact form of the analyte being deter-
mined).

2. Sampling – the sample measured may not represent the
defined measurand.

3. Incomplete extraction and/or pre-concentration of the
measurand, contamination of the measurement sample,
interferences and matrix effects.

4. Inadequate knowledge of the effects of environmental
conditions on the measurement procedure or imperfect
measurement of environmental conditions.

5. Cross-contamination or contamination of reagents or
blanks.

6. Personal bias in reading analogue instruments.
7. Uncertainty of weights and volumentric equipment.
8. Instrument resolution or discrimination threshold.
9. Values assigned to measurement standards and reference

materials.
10. Values of constants and other parameters obtained from

external sources and used in the data reduction algorithm.
11. Approximations and assumptions incorporated in the

measurement method and procedure.
12. Variations in repeated observations of the measurand un-

der apparently identical conditions.

1 Reprint from The Journal of AOAC INTERNATIONAL (1989) 72(4) :694–704. Copyright 1989, by AOAC INTERNATIONAL,
Inc.

timisation of the method are, perhaps owing to their
strong association with the development process rather
than end use of the method, rarely published in suffi-
cient detail for them to be utilised in the evaluation of
uncertainty. Further, the range of critical parameter
values actually used by participants is not available,
leading to the possibility that the effect of permitted
variations in materials and the critical parameters will
not be fully reflected in the reproducibility data. Final-
ly, bias information collected prior to collaborative
study has rarely been reported in detail (though overall
bias investigation is now included in ISO 5725 [7]), and
the full uncertainty on the bias is very rarely evaluated;
it is often overlooked that, even when investigation of
bias indicates that the bias is not significant, there will
be an uncertainty associated with taking the bias to be
zero [9], and it remains important to report the uncer-
tainty associated with the reference material value.

Recommendations

The results of the ruggedness testing and bias evalua-
tion should be published in full. This report should
identify the critical parameters, including the materials
within the scope of the method, and detail the effect of
variations in these on the final result. It should also in-
clude the values and relevant uncertainties associated
with bias estimations, including both statistical and ref-
erence material uncertainties. Since it is a requirement
of the validation procedure that this information should
be available before carrying out the collaborative study,
publishing it would add little to the cost of validating
the method and would provide valuable information
for future users of the method.

In addition, the actual ranges of the critical parame-
ters utilised in the trial should be collated and included
in the report so that it is possible to determine their
effect on the reproducibility. These parameters will
have been recorded by the participating laboratories,
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who normally provide reports to trial co-ordinators; it
should therefore be possible to include them in the fi-
nal report.

Of course there will frequently be additional sources
of uncertainty that have to be examined by individual
laboratories, but providing this information from the

validation study would considerably reduce the work
involved.
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Ludwig Huber Qualification and validation of software
and computer systems in laboratories
Part 2 :Qualification of vendors

Abstract When software and com-
puter systems are purchased from
vendors, the user is still responsi-
ble for the overall validation. Be-
cause the development validation
can only be done by the develop-
ers, the user can delegate this part
to the vendor. The user’s firm
should have a vendor qualification
program in place to check for this.
The type of qualification depends
very much on the type and com-
plexity of software and can go

from documented evidence of ISO
9001 or equivalent certification for
off-the-shelf products to direct au-
dit for software that has been de-
veloped on a contract basis. Using
a variety of practical examples, the
article will help to find the optimal
qualification procedure.
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Introduction

Software and computer systems should validated and
qualified during all phases of their life cycle. The vali-
dation and qualification tasks during development have
been discussed in an earlier article of this series [1].
This article gives recommendations on how to select
and qualify a vendor when software or complete sys-
tems are purchased.

When software and computerized systems are pur-
chased from a vendor a frequently asked question is
who is responsible for the validation of such a system:
the vendor or the user? The Organization for Econom-
ic Cooperation and Development (OECD) states clear-
ly in consensus paper No. 5: “It is the responsibility of
the user to ensure that the software program has been
validated” [2]. This is also the practice of the US FDA
(United States Food and Drug Administration) as spec-
ified by Tetzlaff, a former FDA investigator: “The re-
sponsibility for demonstrating that systems have been
validated lies with the user” [3]. However, it is obvious
that product quality cannot be achieved by testing in a
user’s laboratory. This must be incorporated during de-
sign and development, which can only be done by the

vendor. Therefore the OECD makes a further state-
ment in consensus paper No. 5: “It is acceptable for for-
mal validation to be carried out by the supplier on be-
half of the user”. Furman et al. [4] of the US FDA also
make it very clear: “All equipment manufacturers
should have validated their software before releasing
it”.

A more recent OECD consensus paper [5] requires
the development of software in a quality system envi-
ronment: “There should be adequate documentation
that each system was developed in a controlled manner
and preferably to recognized quality and technical
standards (e.g. ISO 9001)” Similarly the European Uni-
on requires in Annex 11 of the EC guide to good man-
ufacturing practice (GMP) for medicinal products [6]:
“The user shall ensure that software has been produced
in accordance with a system of quality assurance”.

The objective of vendor qualification is to get assu-
rance that the vendor’s products development and
manufacturing practices meet the requirements of the
user’s firm. For software development this usually
means that the software is developed and validated fol-
lowing documented procedures. The requirements
usually vary between user firms and, within companies,
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between different departments. An example of a devel-
opment and validation procedure as typically required
by the pharmaceutical manufacturing has been pub-
lished by Huber [1] in an earlier article of this series.

The dilemma of the user is that she or he should en-
sure that the software has been validated during devel-
opment even if she/he typically has no insight into the
vendor’s practices and most of the time does not have
the technical understanding of how software should be
validated during development. So the question is: How
can an analytical chemist, a good laboratory practice
(GLP) study director, or a laboratory manager decide
whether the software she or he is using has been vali-
dated during development? Ideally, there should be a
software vendor qualification scheme that certifies soft-
ware vendors to be in compliance with all regulations.
Unfortunately, even though some software certification
systems exist, e.g., Information Technology Quality
System (ITQS) [7] and TickIt [8], none of them is ac-
cepted by regulatory agencies as being always sufficient
for vendor qualification.

This article should help to get around the dilemma
and to establish an efficient vendor qualification pro-
gram for different software categories with minimum
efforts. The computer systems will be classified as
standard systems and software or systems that have
been developed on a contract basis specifically for the
user. Special attention is paid to the requirements of
users in regulated pharmaceutical industries.

Standard systems

Vendor qualification is relatively easy if the software or
computer system is sold in the same configuration to
multiple users. Typical examples are computer systems
for analytical instrument control, data acquisition and
data evaluation. In this case there is much information
available on the quality of the product and on the ven-
dor’s behavior in case of problems. This information
may be available within the user’s firm based on experi-
ence of previous versions within the same department
or the newly purchased version in other departments.
Information can also be gleaned from colleages in other
companies. If such information is available, only a little
additional information need be collected from the ven-
dor. This can include questions like

1. Has the software been developed and manufactured
in accordance with a system of quality assurance?
Usually, certification for ISO9001 provides such evi-
dence.

2. Can the vendor provide certified evidence that the
software has been validated during development?
Certification for ITQS [7] or IckIT [8] provides such
evidence. Both systems certify compliance with ISO

Guide 9000-3 [9]. The TickIT scheme was jointly de-
veloped by the United Kingdom Department of
Trade and Industry (DTI) and the British Computer
Society. ITQS is an international mutual-recognition
scheme for ISO 9000 registration in the software and
hardware sections of Information Technology and
Telecommunications sector. A major objective of
ITQS is to expand the international agreement on
the registration of IT companies and to provide a
global scheme for the recognition of certification in
this area.

3. Can the vendor guarantee access to software devel-
opment documents? This question is particularly im-
portant for those working in the regulated environ-
ments. Shipment of a declaration of system valida-
tion with each software or computer system provides
such evidence. This declares that each software
product and their actual revisions have been vali-
dated and that additional information on product
development can be made available.

In addition, regulatory agencies need to get assu-
rance that the software source code can be made avail-
able in case it is required. Therefore, for standard soft-
ware used in GLP and in GMP environments, vendors
should make a statement that the source code can be
made accessible at the vendor’s site. A statements on
this should be included in the vendor’s declaration of
system validation.

Instrument vendors generally react positively to this.
For example, most vendors develop and validate analy-
tical products following documented product life cycles.
Products are shipped with a “Declaration of System
Validation” or similar documents that certify that the
specific product was developed and validated following
the product life cycle process. Most vendors are also
certified for ISO 9001 and some also for ITQS or Tick-
It. Some vendors also make further information on de-
velopment and testing available to the user on special
request, and some guarantee accessibility of the source
code to regulatory agencies.

If a vendor is not able or willing to provide docu-
mented evidence of validation, the user should consider
selecting another vendor: “Companies should consider
alternative vendors when they encounter suppliers who
are unable or unwilling to share test data or evidence to
support system performance” [3]. This recommenda-
tion is easy to follow if there are a number of competi-
tors for the same or similar products. If this is not the
case, for example when special software for an emerg-
ing technique is required, a user may purchase the soft-
ware anyway, but should evaluate the vendor using the
criteria usually applied for vendor qualification for
non-standard software.

Users of larger computer systems in pharmaceutical
development sometimes feel that they should do more
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Table 1 Checklist for supplier assessments (from [10])

Audit Item

Company information
Company history: how long has the company been in busi-
ness?
Financial status (obtain copy of annual report)?
Is the company currently in the process of negotiation for
sale?
Size (number of employees?)
What percentage of sales is invested in research and develop-
ment of new products?
Does the vendor have an established customer base in the user
firm’s market place?
Are there company policies on quality, security etc.?
Is there a Quality Management system?
Is the vendor compliant to ISO 9001? (obtain copies of certifi-
cates)
Is the vendor compliant to ISO Guide 9000-3 (obtain copies of
ITQS or TickIT)
Has the company been audited by other companies?

Organization
Is there a formal quality assurance department (ask for an or-
ganization chart)?

Software development
Does the vendor follow engineering standards?
Is there a software quality assurance program?
Is there a structured methodology (e.g. life cycle approach)
Are there life cycle checkpoint forms (checklists)?
Is prototyping done before and during development?
Is all development done at the vendor’s site?
If not, are third parties certified or regularly audited by the ven-
dor (e.g. ISO 9001?

Testing
Who develops test plans?
Are requirement specifications reviews and design inspections
done periodically?
How is functional testing performed?
Who is testing (outside the development department)?
Are there test protocols?
Is there a test traceability matrix to ensure that all user require-
ments and product functions are tested?
Are there procedures for recording, storing and auditing test re-
sults?
Who approves test plans/protocols?

Support/training
How many support personnel does the company have?
Does the vendor have formalized training programs in installa-
tion, operation and maintenance of systems?
Which support systems are in place (phone, direct)?
Where is the nearest office for support?
Is a service contract available and what does it cover (installa-
tion, startup, performance verification, maintenance, training?)
Does the company provide consulting and validation services?
Do support people speak local language?
What is the average response time?
Is the service organization compliant to an international quality
standard (for example, ISO 9002 or ISO 9003)?
How long are previous versions supported and at what level?
How long is support and supply of parts guaranteed?
Is training available on how to use the system? Location, fre-
quency?
Are training materials available (description, media)?

Table 1 (Continued)

Audit Item

Failure reports/enhancement requests
Is there a formal problem-reporting and feedback system in
place?
How are defects and enhancement requests handled?
How are customers informed on failure handling?
Are quality records and statistical failure evaluations in exis-
tence?

Change control
Who initiates changes?
Who authorizes changes?
Are there procedures for change control?
Do they include impact analysis, test plans?
Is there a formal revision control procedure?
Will all updates get new version numbers?
Are there procedures for user documentation updates?
How are customers informed on changes?

People qualification
Do people have knowledge of regulatory compliance and pro-
gramming science?
Is there documentation on education, experience, training?

The product/project
When did development of the software first begin?
When was the initial version of the software first released?
How many systems are installed?
How often are software releases typically issued?
How many employees are working on the project?
Are there functional specifications?
Are there samples of reports?
Which vintage of data files can be processed with today’s soft-
ware?

User documentation
Are there procedures and standards for the development and
maintenance of user documentation?
What documentation is supplied?
For how long is the documentation supplied?
For how long is the user documentation archived?

Archiving of software and documentation
What is archived, for how long (software, revisions, source
code, documentation)?
Where is the source code archived?
Can the source code be made accessible to regulatory agen-
cies?
Is a periodic check of data integrity ensured?

Security
Is the developer’s area secure?
What type of security is provided to prevent unauthorized
changes?
Are there written procedures specifying who has access to soft-
ware development and control?

Customer training
Does a training manual exist?
Do they provide tools for training e.g., computer-based or video
training?
Do they offer operator training courses (frequency, language)?
Is there documented evidence for the trainer’s qualifications?
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detailed qualification than that recommended in pre-
vious paragraphs, even for standard systems, and give
consideration to a direct audit at the vendor’s site, es-
pecially when specific software and computer systems
are widely used throughout the company. Direct audits
are expensive and time-consuming for both the user’s
and the vendor’s firm. Therefore both parties should do
their utmost to prevent such audits. The vendor can
help by providing the user with appropriate detailed
written information on the software quality system. The
user can develop checklists usually used during direct
audits and send it to the vendor. An example is shown
in Table 1. The checklists should be returned within
about 3–4 weeks. In our experience, direct audits are
not necessary for standard systems if the answers to
these questions are positive, and we are not aware of
any situation where a user’s firm failed a regulatory in-
spection after vendors of standard software had been
qualified as described in this article.

Non-standard software and computer systems

If standard software has been modified or new software
has been developed on special request by a user, the
vendor should be qualified through audits. This can be
done through a detailed written questionnaire similar
to the questions in Table 1 for smaller projects or
through a detailed site audit (second party audit) . Fre-
quently the quality requirements are agreed upon be-
fore the programming is started as part of the purchase

agreement. Compliance with the agreement is checked
during and after development in direct audits. Ques-
tions covered during the audit are similar to those in
Table 1. Here it is important to check selected exam-
ples of the documentation to make sure that this, too, is
satisfactory. Details on how to conduct a software sup-
plier audit have been published by Segalstad [11].

Summary

Software and computer systems must be validated be-
fore and during routine use. Also, for purchased soft-
ware, the user is responsible for the entire validation
but the vendor can do part of the validation on behalf
of the user. The user should have a qualification proc-
ess in place to assure that the vendor did develop and
validate the software according to quality assurance
standards. For standard off-the-shelf systems, certifica-
tion to a general quality standard, e.g. ISO 9001, pro-
vides enough evidence of validation and, for software,
certification using a system such as ITQS or TickIT to-
gether with the vendor’s declaration of software valida-
tion with the assurance of accessibility to validation
documents and the source code for regulated industry
is sufficient. When special software is developed on be-
half of the user, quality assurance measures with details
of development validation can be part of the purchase
agreement. In this case, the user may check compliance
with the agreement by means of direct audits.
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graphic data systems and a net-
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Introduction

Qualification and validation activities to assess the per-
formance of software and computer systems cover the
whole life-cycle of the products. The first article of this
series [1] gave an overview of the validation process
during development; the second [2] discussed qualifica-
tion of a vendor when the software or computer system
is purchased. This article will discuss the validation
steps required during installation and tests required pri-
or to operation – processes called installation qualifica-
tion and operational qualification (OQ) or acceptance
testing respectively. Operational qualification of a com-
puter system is the most difficult qualification task. The
reason is that still today there are no guidelines availa-
ble on what and how much testing should be done. The
basic question is: how much testing is enough? Too
much testing can become quite expensive, and insuffi-
cient testing can be a problem during an audit. For ex-
ample, we have seen test protocols of 200 and more
pages that users of a commercial computerized chroma-
tographic systems have developed over several weeks.
Each software function, such as switching the integrator
on and off, has been verified as part of an OQ proce-
dure, which is not necessary if such tests have been
done to a large extent at the vendor’s site.

This article gives practical validation steps for two
types of computer systems: integrated computerized
analytical systems and a network for file printing and
archiving.

Pre-installation

Before a computerized analytical system arrives at the
user’s laboratory, serious thought must be given to its
location, environmental and space requirements. A
comprehensive understanding of the requirements of
the new computer system must be obtained from the
vendor well in advance: required bench or floor space
and environmental conditions such as humidity and
temperature. Bench space should also include some
space left and right of the equipment required for prop-
er operation. Care should be taken that all the environ-
mental conditions and electrical grounding are within
the limits specified by the vendor and that the correct
cables are used. Environmental extremes of tempera-
tures, humidity, dust, power feed line voltage fluctua-
tions, and electromagnetic interference should be
avoided. If environmental conditions could influence
the validity of test results, the laboratory should have
facilities to monitor and record these conditions, either
continuously or at regular intervals.
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Table 1 Steps before installation

– Obtain manufacturer’s recommendations for installation site
requirements.

– Check the site for the fulfillment of the manufacturer’s recom-
mendations (space, utilities such as electricity, and environmen-
tal conditions such as humidity and temperature).

– Allow sufficient shelf space for SOPs, operating manuals and
software

Table 2 Steps during installation

– Compare computer system as received with purchase order (in-
cluding software, accessories, spare parts).

– Check documentation for completeness (operating manuals,
maintenance instructions, standard operating procedures for
testing, safety and validation certificates).

– Check equipment for any damage.
– Install computer hardware and peripherals. Make sure that dis-

tances are within the manufacturer’s specifications.
– Swith on the instruments and ensure that all modules power up

and perform an electronic self-test.
– Install software on computer following the manufacturer’s rec-

ommendations.
– Verify correct software installation.
– Make back-up copy of software and installation verification

files.
– Configure peripherals, e.g. printers and equipment modules.
– Identify and make a list with description of all hardware, in-

clude drawings where appropriate.
– Make a list with description of all operating and applications

software installed on the computer.
– List equipment manuals and SOPs.
– Prepare an installation report.

Installation

When the computer system arrives, the shipment
should be checked by the user for completeness. It
should be confirmed that the equipment ordered is
what was in fact received. Besides the equipment hard-
ware, other items should be checked, for example cor-
rect cables, other accessories and documentation. A
visual inspection of the entire hardware should follow
to detect any physical damage. For more complex in-
strumentation, for example, when multiple computers
are connected to a network, wiring diagrams should be
produced, if not supplied by the vendor. Distance be-
tween the computers and peripherals such as printers
and analytical equipment must be within manufactur-
er’s specifications. For example, long low-voltage elec-
trical lines from analytical equipment to computers are
vulnerable to electromagnetic interference. This may
result in inaccurate input data to the computer. In addi-
tion, electrical lines should be shielded if motors or flu-
orescent light sources are nearby. At the end of the in-
stallation of the hardware an electrical test of all com-
puter modules and systems should follow.

Table 3 Form for computer system identification

Computer hardware
Manufacturer, model
Serial number
Processor
International memory (RAM)
Graphics adapter
Hard disk (type, partitions, memory sizes)
Installed drives
Pointing device (e.g., mouse)
Space requirement

Monitor
Manufacturer, model
Serial number

Printer
Manufacturer, model
Serial number
Space requirement

Instrument interface card
Type, select code, slot number

Connected equipement hardware
Hardware module 1
Interface card setting

Modem
Type, speed

Network connection
Card type
Network address

Operating software
Operating system (version)
User interface (version)

Application software 1
Description
Manufacturer/vendor
Product number (version)
Required disk space

Application software 2
Description
Manufacturer/vendor
Product number (version)
Required disk space

Computer hardware should be well documented
with model number and serial and revision numbers,
and software should be documented with model and re-
vision numbers. For larger laboratories with many com-
puter systems this should preferably be documented via
a computer-based database.

Documentation should include items such as size of
the hard disk, internal memory (RAM), installed type
and version of operating software, standard application
software and user-contributed software, e.g., Macro
programs. This information is important because all
items can influence the overall performance of a com-
puter system. The information should be readily availa-
ble in case a problem occurs with the computer system.
Table 3 includes items for proper documentation of
computer hardware and software.
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When complex software is installed on a computer,
the correctness and completeness of the installed pro-
gram and data files should be verified. The problem is
that wrong or incomplete software installation may be
identified as such not at installation or during initial
testing but during routine use, when that particular pro-
gram is used. Vendors can assist installation verification
by supplying installation reference files and automated
verification procedures. In this case, the integrity of
each file is verified by comparing the cross-redundancy-
check (CRC) of the installed file with the checksum of
the original file recorded on the installation master.
Modified or corrupt files have different checksums and
are thus detected by the verification program. Verifica-
tion reports should include a list of missing, changed
and identical files (see Fig. 1). The result file should be
stored as a reference file. The verification program will
identify whether any file has incidentally been deleted.
Therefore, whenever there is a problem with the soft-
ware, the actual installation should first be checked
against this reference file.

A new reference file should be generated whenever
the user adds software that has been authorized. An ex-
ample would be Macros to customize the system. In this
way, it can always be checked whether Macros have
been changed or added that are not authorized.

The generation and signing off of the installation re-
port should mark the completion of the installation. In
the pharmaceutical industry this is referred to as the in-
stallation qualification (IQ) document. The document
should be signed by the user’s representative if the IQ
was done by the user, and by the vendor’s and the
user’s representative if the IQ was done by the ven-
dor.

Operational qualification and acceptance testing

After the installation of hardware and software, an op-
erational test should follow, a process which is referred
to as operational qualification (OQ). For the qualifica-
tion of computer systems, the term “acceptance” is also
used, which can be identical to or be a reduced set of
the OQ. The purpose of OQ is to demonstrate that the
system’s hardware and software operate “as intended”
in the user’s environment.

Correct functioning of software loaded on a comput-
er system should be checked in the user’s laboratory
under typical operating conditions within its intended
ranges. Tests should be developed that execute the
most important software functions. The type and num-
ber of tests depend on the complexity of software and
on the tests that have already been done during system
development. For example, many more tests should be
done if there is no evidence of extensive testing done
during development. For details see [1].

Fig. 1 Installation verification report

Fig. 2 Examples of computer systems in analytical laboratories

In an analytical laboratory we can typically find
computer systems as shown in Fig. 2.

1. Integrated computerized analytical systems, for
example chromatographic systems with computer soft-
ware for instrument control, data acquisition and data
evaluation. Data are printed and electronically stored.
Sometimes these computer systems employ spreadsheet
programs or user-contributed Macros for customized
data evaluation.

2. Networked computer systems with multiple com-
puters and peripherals. Examples are servers for com-
mon printing and data storage or client/server networks
where the operating system and application software
are loaded on the server and can be executed on the
client computer. Another example is a laboratory infor-
mation management system (LIMS) for collection and
management of data from multiple computers.

All computers may also employ office software, such
as spreadsheets and word processing programs. These
programs can operate with manual or automated data
entry with on-line connection to the analytical data ac-
quisition and evaluation system.

Testing procedures for categories one and two are
very different. In both cases test cases should be devel-
oped and acceptance criteria should be defined. The



Qualification and validation of software and computer systems in laboratories. Part 3: Installation and operational qualification 49

Fig. 3 Testing of computer hardware and software as part of an
integrated chromatographic system

Table 4 Qualification process of chromatographic software

Generation of master data

1. Generate one or more master chromatograms (the chromato-
grams should reflect typical samples)

2. In case the method uses spectral data, generate master spectra
with spectral libraries.

3. Develop integration method, calibration method and proce-
dure for spectral evaluation, for example, peak purity or/and
identity checks.

4. Generate and print out master result(s).
5. Save results on paper and electronically.

Verification

1. Select master chromatogram (with spectra).
2. Select master method for data processing (integration, quanti-

tation, spectral evaluation, etc.).
3. Run test manually or automatically. Automation is preferred

because it is faster and has less chances for errors.
4. Compare test results with master data. Again, this can be done

automatically if such software is built into the system.
5. Print and archive results.

most efficient test for integrated analytical system is to
analyze a well-characterized chemical standard or sam-
ple (see Fig. 3). During this test, key functions of the
software are executed, for example, in the case of chro-
matography
– instrument control
– data acquisition
– peak integration
– quantitation
– file storage
– file retrieval
– printing

If the system has a spectral detector, spectral evalua-
tion such as peak purity and compound identity should
be part of the test. Additional tests should be develop-
ed if there are other software functions used in routine
analysis, but they are not part of the sample or standard
analysis test. If the system is used over a wide concen-
tration range with multiple calibration points, the tests
should be run over many concentrations to verify cor-
rect function of the calibration curve.

Most software functions of a computerized chroma-
tographic system can also be tested by using well-char-
acterized data files without injecting a test sample. The
advantage is that less time is required for the test; the
results concept has been described in great detail in [3]
and is summarized in Table 4. The procedure is very
useful after updating the computer system, for example
after adding more internal memory or when changing
to a new operating system. The test procedure is very
generic and can also be used to test and verify the cor-
rect functions of other software packages.

Well-characterized test chromatograms and spectra
derived from standards or real samples are stored on
disk as a master file. Chromatograms and spectra may
be supplied by the vendor as part of the software pack-
age. These vendor-supplied chromatograms and spectra
are only useful if they reflect the user’s way of working,
otherwise test chromatograms and spectra should be
recorded by the user. This master data file passes
through normal data evaluation, from spectral evalua-
tion and integration to report generation. Results are
stored on the hard disk. Exactly the same results should

always be obtained when using the same data file and
method for testing purposes. If the chromatographic
software is used for different methods, the test should
be for different methods. For example one test can be
set up for assay and an other for impurity tests.

Preferably, tests and documentation of results
should be done automatically, always using the same
set of test files. In this way users are encouraged to per-
form the tests more frequently, and user-specific errors
are eliminated. In some cases, vendors provide test files
and automated test routines for verification of a com-
puter system’s performance in the user’s laboratory.
Needless to say, the correct functioning of this software
should also be verified. This can easily be done by
changing the method or data file and rerunning the test.
The report should indicate an error. If such automated
verification software is not available, the execution of
the tests and verification of actual results with prere-
corded results can be done manually.

Successful execution of such procedure ensures
that
– the actual version of the application software works

correctly for the tested functions
– executed program and data files are loaded correctly

on the hard disk
– the actual computer hardware is compatible with the

software
the actual version of the operating system and user

interface software is compatible with the application
software.

For a networked computer system, OQ can mean,
for example, verifying correct communication between
the computers and the peripherals. Data sets should be
developed and input at one part of the network. The
output at some other part should be compared with the
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Fig. 4 Qualification of a network server for data storage and
printing

input. For example, if a server is used to secure and
archive data from a chromatographic data station, re-
sults should be printed on
1. the chromatographic data system
2. the server after storage and retrieval of the files.

The results should be compared, either manually or
automatically. If the network links to other in-house
systems, correct function of the linkage should be verif-
ied using well-characterized data sets.

Some important points should be considered for the
OQ of software and computer systems:

1. A validation team should be formed consisting of
analytical experts from the laboratories affected, com-
puter experts from IT departments and validation ex-
perts.

2. A validation plan should be developed that de-
scribes the purpose of the system including subsystems,
responsible persons, test philosophy and a schedule for
testing.

3. The intended use and functions of the network
and all subsystems should be defined. For subsystems
and some core functions of the network the vendor
should provide a list with detailed functional specifica-
tions. From these specifications, the user can derive the
functions the systems will use in the user’s laboratory.

4. Tests should be developed for each subsystem,
and each subsystem should be validated. Again, the
vendor should provide validated software to automati-
cally execute these tests. An example was shown above
for chromatographic data systems.

5. Acceptance criteria should be specified before the
tests start.

6. For multi-user system, some tests should be done
while the maximum number of users are using the sys-
tem.

7. All or at least some tests should be done under
conditions of maximum data flow.

8. When there is a change to the system, the valida-
tion team should evaluate the possible impact of the
change to other parts of the system. Based on this eval-
uation, a test plan should be developed that executes
either all or part of the tests as specified in 3 above.

At the end of the OQ, documentation should be
available or developed that should includes a validation
protocol with
– the description, intended use and unique identifica-

tion of equipment
– functional specifications

test protocols with test items, acceptance criteria, ac-
tual test results, date and time when tests have been
performed, and people who performed the tests with
names and signatures
– summary of results and a statement on the validation

status

Conclusion

Installation and operational qualification (acceptance
testing) should follow standardized procedures and the
results should be documented. Installation qualification
consists of checking the instrument and documentation
for completeness. For complex software, the complete-
ness and integrity of the installed program and data
files should be checked.

During operational qualification, the software and
computer system is verified against the functional spec-
ifications. For integrated analytical computerized sys-
tems the tests mainly consist of running well-character-
ized test samples, and the communication to the equip-
ment hardware should be checked as well. For testing
the computer system only, laboratory-specific data sets
and evaluation procedures can be used.

For networked systems, each individual subsystem
should be validated. After successful validation of the
subsystems, network functions should be validated. The
tests should be defined by a validation team that con-
sists of expert members from various departments.
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Abstract Existing software and
computer systems in laboratories
require retrospective evaluation
and validation if their initial valida-
tion was not formally documented.
The key steps in this process are
similar to those for the validation
of new software and systems: user
requirements and system specifica-
tion, formal qualification, and pro-
cedures to ensure ongoing per-
formance during routine operation.

The main difference is that fre-
quently qualification of an existing
system is based primarily on relia-
ble operation and proof of per-
formance in the past rather than
on qualification during develop-
ment and installation.
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Introduction

Software and computer systems used in analytical labo-
ratories that must comply with good laboratory practice
(GLP) and good manufacturing practice (GMP) regula-
tions require formal validation to confirm that they
meet the criteria for intended use. Both new and exist-
ing systems, regardless of age, must be validated for
their suitability for indented use. Whereas the first
three articles in this series [1–3] focused on validation
during development, vendor qualification, and installa-
tion and operational qualification of new systems, this
article describes the procedures for systems that have
been purchased, installed, and used prior to formal val-
idation and that must be newly documented.

The Organization for Economic Cooperation and
Development (OECD) GLP consensus paper No. 10
[4] contains the following paragraph on retrospective
evaluation: “There will be systems where the need for
GLP compliance was not foreseen or not specified.
Where this occurs there should be documented justifi-
cation for use of the systems; this should involve a re-
trospective evaluation to assess suitability”.

Recommendations for the retrospective evaluation
of computer systems, notably in pharmaceutical manu-

facturing, have been discussed in the literature. For ex-
ample, Agalloco [5] has proposed guidelines for the
validation of existing computer systems and Hambloch
[6] has suggested a strategy for the retrospective evalu-
ation of computer systems in compliance with GLP and
GMP. Representatives from the United States Food
and Drug Administration as well as from the pharma-
ceutical industry gave their view on validation of exist-
ing legacy systems in a recent publication [7]. However,
although this literature provides recommendations on
how to retrospectively evaluate computer systems in
general, there are no guidelines on the evaluation and
validation of existing computerized analytical systems.
In this paper, therefore, I attempt to explain how to de-
velop and implement a strategy for the retrospective
evaluation and formal validation of existing computer-
ized analytical systems.

The entire process comprises three steps:
1. Identify all software and computerized systems in an

analytical laboratory and assess their need for vali-
dation. Create a priority list and time schedule for
implementation. The priority list can be based on a
risk/exposure analysis.

2. Develop a standard operating procedure (SOP) and
templates for implementation.
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3. Develop a validation plan and evaluate individual
systems according to the priority list from step 1 and
the SOP from step 2.
Step 1 can be accomplished by defining the environ-

ment in which the system is used, by determining the
type of data generated by the system, and by estimating
the risk of generating inaccurate data or of loosing
data. For example, all systems used in a GLP or GMP
environment to generate critical data should be vali-
dated. Such systems can include computers controlling
analytical systems, such as gas chromatographs, spec-
trophotometers, mass spectrometers but also spread-
sheets, Macroprograms and servers for data collection,
data archiving and print-out.

Step 2 is more difficult and can be quite complex.
This paper therefore focuses on this second step in that
it recommends a procedure for the retrospective evalu-
ation. The specific limitations and advantages of older
systems compared with new systems are briefly dis-
cussed.

Specific characteristics of older systems

Although most programmers and developers of com-
puter systems test products prior to release, almost
none of the older systems found in laboratories have
been validated and documented according to the ne-
west regulations. For example, the software may not
have been developed in accordance with documented
quality systems or with the most recent product life cy-
cle guidelines. Testing may have never been formal-
ized, acceptance criteria may not have been specified,
the complete test documentation may not have been ar-
chived or the required signatures for authorization may
not have been collected because at the time there was
no real need to do so. As a result, vendors of software
and computerized systems often cannot provide retros-
pective evidence that the software was properly verified
and qualified during development. Even if initial tests
have been performed and documented at the user’s
site, almost all computerized systems undergo changes
during their lifetime that often are not recorded. Based
on these observations, it is easy to conclude that older
systems never can attain validation status.

Fortunately, however, existing computerized sys-
tems have an advantage over new systems: experience
gained over time. Most computer systems in analytical
laboratories have been tested in one way another, for
example, the vendors functional and performance spec-
ifications may have been verified when the system was
installed, or the complete system may have been tested
for suitability on a day-by-day basis. In the validation
process, the evaluator can use this experience and test
results to review and assess the quality of analytical re-
sults from computer systems. Such a review and its

thorough documentation may serve as sufficient evi-
dence that the system has performed and continues to
perform according to its initially specified intended use.
Because not all the steps required for official validation
may be executed and because the final system status
can be determined based on a historical review, the
process is known as retrospective evaluation.

Procedure for retrospective evaluation

The exact course of a retrospective evaluation depends
on the complexity of the system and its use. Therefore,
the effort involved will vary from system to system.
However, in principle, each evaluation should follow
the same procedure. A generic SOP and validation plan
should be developed to document the individual steps,
which are listed in Table 1. For smaller projects, some
steps may be excluded, but the reason for their exclu-
sion should be documented in the protocol for each
evaluation.

The first step in the evaluation process is to define
and document the current system use and user require-
ment specifications. If the system will be changed in the
foreseeable future, any resulting changes in the in-
tended use of the system should be described as well.
The definition should include a list of system functions,
operational parameters and performance limits. For
chromatography software required functions may in-
clude instrument control, data acquisition, peak inte-
gration through quantitation, file storage and retrieval
and print-out of methods and data. If the system also
includes spectrophotometric detectors, the functions
for spectral evaluation should be specified as well. Ta-
ble 2 lists items that should be included in the system
documentation.

After specifications have been set, general informa-
tion on the system should be gathered. The main
sources of such information are system users within the
organization. Information can also be exchanged
among users from different laboratories. Key issues in
this phase are the extent of software use and the num-
ber of problems reported. This information is not only
useful to test past and current performance but can also
give some hints on potential problems if the intended
use may change in the future.

The next step is to collect information and documen-
tation on the history of the specific system under evalu-
ation. This information should include not only the
type and frequency of initial and ongoing testing but
also the dates and installation procedure of both soft-
ware and hardware updates to the system.

Finally, the documentation should be evaluated in
relation to the user requirement specifications, func-
tional specifications and performance limits previously
defined. There should be a direct link between the tests
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Table 1 Recommended steps for retrospective evaluation and
validation (from Ref. [8])

1. Describe and define the system.

(a) Summarize intended use, for example, automated qualitative
and quantitative analysis of drug impurities.

(b) Specify user requirements for the system.
(c) Define specifications and operating limits of hardware mod-

ules, e.g. baseline noise of an high-performance liquid chro-
matography (HPLC) detector or flow rate precision

(d) List system functions and operating parameters and limits as
used for current applications and for intended future use, for
example: simultaneous control and data acquisition from two
HPLC systems, peak integration, qantitation using an exter-
nal standard method, peak purity checks using a diode-array
detector or statistical evaluation of peak retention times and
areas.

(e) List equipment hardware (e.g. spectrophotometer):
– asset number
– merchandising number or name
– manufacturer’s name, address and phone number
– hardware serial number and firmware revision number
– date received in the laboratory, date put into operation
– location
– dates of any changes, for example software updates

(f) List computer and peripherals:
– manufacturer’s name
– model and serial number
– internal memory
– graphics adapter and monitor
– hard disk
– interfaces
– printer

(g) List all software programs:
– operating system with product and version numbers
– standard applications software
– user-developed applications software
– databases, spreadsheet and word processing programs

(h) List accessories (cables, spare parts, etc).
(i) Provide system drawings.
(j) Define network configurations.

2. Gather all available information and documentation on the
standard system.

(a) Information on where, how and how often the same system is
used within and outside the organization and reports from us-
ers on its performance and reliability (should include both
positive and negative comments).

(b) Validation certificates from vendors for purchased systems.
(c) Internat reports for systems developed in-house (develop-

ment process, source code, quality assurance principles, test
procedures and results).

(d) The vendor’s performance specifications of equipment hard-
ware, e.g. baseline noise of a UV-visible HPLC detector.

(e) The vendor’s functional specifications for software, e.g. peak
integration, quantification using external and internal stand-
ard methods.

(f) Formulae used for calculations, e.g. system linearity.
(g) User manuals and SOPs on operation, testing, calibration and

maintenance.
(h) Records on system updates.
(i) Internal and external audit reports.

Table 1 (continued)

3. Collect information on the history of the specific system.

(a) Installation reports.
(b) Reports on initial testing, e.g. tests to verify that the system

meets vendor equipment hardware specifications.
(c) System failure and repair reports.
(d) Equipment hardware maintenance logs, e.g. to record the

change of an HPLC pump seal.
(e) Equipment hardware updates, for example, when a variable

wavelength detector was replaced by a diode-array detector.
(f) Software updates, for example, when a new revision of the

operating system was installed.
(g) Hardware calibration records.
(h) Results on performance monitoring (e.g. results of software

tests using test data sets and of system suitability tests or
quality control charts using well-characterized standards or
control samples).

(i) System feedback reports to the programmer or vendor and
responses from the programmer or vendor.

4. Qualify the system.

(a) Check whether the documentation listed under items 2 and 3
is complete and up-to-date, for example, does the revision of
the existing user manual comply with the currently installed
firmware and software revisions?

(b) Evaluate type of tests and test results and compare the results
with user requirements, functional and performance specifi-
cations as defined in items 1 b–d. For examples, check if the
tests cover only normal operation ranges or also upper- and
lower-operational limits.

(c) Assess whether the equipment performs as expected and for-
mally assign the system formal validated status.

(d) If there are not enough tests to prove that the system per-
forms as intended, such tests should be developed, executed
and the results documented.

5. Update documentation and develop and implement a plan
for maintaining system performance.

(a) Update system description, specifications, drawings, appro-
priate SOPs, and user manual.

(b) Develop a preventive maintenance plan.
(c) Develop a calibration schedule.
(d) Establish procedures and schedule for performance qualifica-

tion.
(e) Develop error recording, reporting, and a remedial action

plan.

and each user requirement, functional and performance
specification as listed in the first step (see Table 3). The
tests should confirm that the system operates as in-
tended over all specified ranges for each function. Tests
should have been performed not only at typical operat-
ing ranges but also at the operational limits. For exam-
ple, if the system runs multiple applications simulta-
neously, tests should verify system performance under
such conditions.

If the tests yield enough documentation to confirm
system performance according to specifications over all
operational ranges, the system can be formally released
as a validated system. A plan should then be developed
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Table 2 Documentation of a computer for retrospective evalua-
tion

System I.D.
Application
Location
Installation date
Installed with current configuration since (date)
Computer hardware
Monitor
Printer
Connected equipment hardware
Network
Operating software
Application software
System functions
Major repairs
Comments

Table 3 Test matrix

Function Evidence of correct performance
(user requirement)

Function 1 yes, see protocol AW1
Function 2 yes, see protocol AW2
Function 3 yes, see protocol AX77
Function 4 no, tests must be defined

to ensure that system performance is maintained in the
future. Such a plan should include preventative mainte-
nance steps and calibration and test schedules as well as
a change control procedure.

If insufficient tests are available to verify proper sys-
tem performance, a test plan should be developed to
execute missing functions and to test functions over
missing operational ranges. For example, if a UV-visi-
ble diode array is used in an High-performance liquid
chromatography (HPLC) system to evaluate peak puri-
ty or to confirm peak identity, a test plan should in-
clude tests for these parameters if the original tests did
not cover these functions. In such situations, serious
consideration should be given to updating the system
software. It often costs less to upgrade or replace the
software than to validate a new system. In some cases,
however, software updates can be rather expensive be-
cause the hardware typically must be updated or re-
placed completely as well.

Problems also arise if the new tests detect an error in
the software. For example, an error in the algorithm for
data evaluation will yield incorrect final data. There-

fore, the SOP should also contain steps to be taken if
the previously generated data is incorrect, such as notif-
ication procedures.

After evaluation and validation, the following mini-
mum documentation should be available:
– a standard operating procedure for implementation

and validation protocol
– user requirement and functional specifications
– a description of the system hardware and software,

including all functions
– historical logs of the hardware with system failure re-

ports, maintenance logs and records, and calibration
records

– test data demonstrating that the system performs ac-
cording to user requirements and functional specifi-
cations

– SOPs and schedules for preventive maintenance and
ongoing performance testing

– error recording, reporting, and remedial action plan
– a formal statement with appropriate signatures that

the system is formally validated
– up-to-date user information documentation such as

operating and reference manuals
– validation report

Conclusions

All software and computer systems used in accredited
and GLP- and GMP-regulated analytical laboratories
for the generation and analysis of critical data should
be retrospectively evaluated and formally validated. As
a first step, the user should list all systems in the labo-
ratory, assess the need for validation for each system
and develop an implementation plan. For validation of
individual systems, the validation plan should describe
user requirements and specific validation steps. It
should also list the person or persons responsible for
each step as well as the criteria that must be met to
achieve validated status.

Retrospective evaluation begins with the collection
of system information such as test results, logs of fail-
ures and repairs, and records of system changes. The
user must them determine whether enough tests have
been performed to verify proper system performance
as described in the user requirements document. If
there is not enough evidence that the system performs
as intended, additional tests should be developed and
executed. If the system passes all the requirements, it
should be treated as a new system.
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Abstract Analytical validation is
required as the basis for any evalu-
ation activities during manufactur-
ing process validation, cleaning val-
idation and validation of the test-
ing method itself in the pharma-
ceutical industry according to good
manufacturing practice (GMP)
rules and guidelines. Validation of
analytical methods and procedures
in a quality control (QC) laborato-
ry is implemented mainly at the
time of transfer or introduction of
the methods developed by the ana-
lytical development laboratory
within group companies or else-
where. However, it is sometimes
necessary to develop a new or im-
proved method of analysis for the
QC laboratory’s own use. In the
first part of this report, a general
description of analytical validation

of the high performance liquid
chromatography (HPLC) method
including preparation of documents
is presented based on the experi-
ence in our QC laboratory. A typ-
ical example of method validation
of robotic analysis system is then
cited. Finally the merits and de-
merits of these analytical valida-
tions for QC laboratories are sum-
marized. The authors emphasize
the importance of analytical valida-
tion and the responsibility of QC
laboratory management for the ef-
fective design and implementation
of validation activities.
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Introduction

In the area of pharmaceutical industries in most coun-
tries, validation of manufacturing processes and sup-
porting functions is the fundamental issue for the qual-
ity assurance of products. Analytical methods and pro-
cedures are associated with most evaluation activities in
this field. Analytical validation is an essential prerequi-
site for any evaluation work during process validation,

cleaning validation and testing method validation itself
according to GMP regulations, rules and guidelines
[1–3].

In most quality control (QC) laboratories in this
field, there are a number of types of analytical instru-
ments and equipment in practical use. These must be
suitable for the intended use in analytical work. Instal-
lation qualification (IQ) and operational qualification
(OQ) are required before practical use. Calibration of
the instruments according to the preset schedule and
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preparation of the standard operating procedures
(SOPs) must be implemented and records must be
kept.

Validation of analytical methods and procedures is
one of the important duties of development laborato-
ries in the R and D division of major pharmaceutical
companies. Validation of the testing method in a QC
laboratory is implemented mainly at the time of trans-
fer or introduction of the method from the develop-
ment laboratory of the group companies or from out-
side. However, it often becomes necessary to develop a
new or improved method of analysis for the QC labora-
tories’ own use.

Analytical validation also necessitates documenta-
tion prepared and approved for record keeping. It
takes resources and time to collect data and elaborate
validation parameters to establish the method and to
compile documentation. It is the responsibility of the
QC laboratory management to design and implement
these validation activities efficiently before proceeding
with routine analysis.

Definitions

The analytical method or procedure is a detailed de-
scription of the steps necessary to perform each analyti-
cal test. This may include (but is not limited to) prepa-
ration of the sample, reference standard and reagent,
use of apparatus, generation of the calibration curve,
use of the formulae for calculation, etc.

Validation of analytical procedure is the process of
confirming that the analytical procedure employed for
a test of pharmaceuticals is suitable for its intended use
[4].

Validation of an analytical method is the process by
which it is established, by laboratory studies, that per-
formance characteristics of the method meet the re-
quirement for the intended analytical applications [5].

The test methods, which are used for assessing com-
pliance of pharmaceutical products with established
specifications, must meet proper standards of accuracy
and reliability [2].

Analytical method validation

As required by regulatory authorities [1–3, 6] and In-
ternational Conference on Harmonisation (ICH) guid-
elines [7], analytical method validation is especially im-
portant in establishing the assay methods and proce-
dures of quantitative or semi-quantitative measurement
of target substances or compounds. Among the specifi-
cation items for drug products, assay, content uniformi-
ty, and dissolution are typical of those which require
almost full analytical validation. The purity test, related

substances test, and residual solvent test may be catego-
rized as semi-quantitative assays which require some-
what reduced validation work. For the manufacturing
validation, multi-point sample assay must be performed
to verify the prescribed homogeneous distribution of an
active drug substance and uniformity throughout a
batch of the product. For cleaning validation, a semi-
quantitative assay of low level active substance and de-
tergent used for cleaning is necessary. Various analyti-
cal techniques and methods can be used to meet the
requirements. A typical and versatile analytical tech-
nique for this purpose is high performance liquid chro-
matography (HPLC).

Steps in the analytical validation of the HPLC method

Preliminary work

Availability of development manual

Documentation of policies, fundamental principles, and
procedures for development are prerequisites for the
implementation of validation activities and should be
available.

Selection of the analytical technique and instrument

The most important factor for selection of the analyti-
cal technique and instrument is the objective of the
analysis. The method must meet the requirements of
guidelines issued by the regulatory authorities where
the method is intended for compliance purposes.

Features of the sample and availability of reference
materials are also key factors in determining an analyti-
cal procedure and detection method, which then relate
to various analytical validation characteristics and pa-
rameters.

Cost effectiveness is a pressing factor even in QC la-
boratories, while at the sametime quality standards
must be kept as high as necessary. Time and manpow-
er-saving methods must be developed and applied in
routine operations in the QC laboratory of the pharma-
ceutical company. There are many other limiting fac-
tors for establishing the procedure. The HPLC method
is nowadays the most widely used versatile method in
the pharmaceutical area.

IQ and OQ of the HPLC instrument

Elements of IQ

IQ is the verification based on installation documents
that indicate that the instrument meets the require-
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Table 1 Characteristics to be
validated in the HPLC meth-
od (example of format)

Characteristic Requi-
red?

Acceptance criteria Remarks/
Other
criteria

Accuracy/trueness Y, N Recovery 98–102% (individual)
with 80, 100, 120% spiked sample

Precision
Repeatability Y, N RSD ~2%
Intermediate precision Y, N RSD ~2%

Specificity/selectivity Y, N No interference
Detection limit Y, N S/N `2 or 3
Quantitation limit Y, N S/N `10
Linearity Y, N Correlation coefficient r`0.999
Range Y, N 80–120% or QL–120% or 200%
Stability of sample solution Y, N `24 h or `12 h

ments of the system and that all components of the sys-
tem have been delivered, ready for installation in ac-
cordance with the standards and specifications. The ar-
eas designated for equipment installation must have ad-
equate space and appropriate utilities. A check list or a
table format is often prepared to facilitate IQ for ap-
proval and for record keeping.

Elements of OQ

OQ is the verification that the installed system operates
as prescribed for the intended purpose in accordance
with the manufacturer’s specification as well as the user
company’s standard. OQ includes calibration and veri-
fication of the unit components of the system under op-
erating conditions. SOPs must be developed at this
stage.

The UV detector, fluorescence detector, electrolytic
detector, refractive index detector, and other detection
systems must be checked for repeatability of response
signal, sensitivity, and stability.

The pump must give reproducibility of flow rate and
stability at maximum and minimum flow rates.

The auto-sampler must give reproducibility of injec-
tion volume and stability of controlled temperature.

The oven must have accuracy and stability of con-
trolled temperature.

The integrator/data processor/PC or micro-comput-
er must give reliability in terms of computer validation
and standard output versus input.

Performance qualification (PQ) of an HPLC system

Analytical validation documentation

Validation documentation, consisting of a protocol, test
data, and reports, must be reviewed and approved by

responsible personnel. Examples of the contents in a
protocol and a report are shown below:
1. Protocol

Method name: Validation number: Date:
Objective:
Summary of method:
Specific requirements:
Sample and analyte:
Reference standard:
Characteristics to be validated (see Table 1):
Detailed description of method/procedure:
Data sheet/format for each validation charac-
teristic:
Revalidation and reason:
Prepared by: Date:
Reviewed by: Date:
Approved by: Date:

2. Report
Title/method name: Validation number: Date:
Protocol:
Data sheets and raw data including chromato-
grams:
Results versus acceptance criteria:
Evaluation and comments:
Conclusion:
Revalidation schedule
Preprepared by: Date:
Reviewed by: Date:
Approved by: Date:

System suitability test (SST)

The SST is a single overall test of system function, and
is used to verify that the selectivity and repeatability of
a chromatographic system is adequate for the analysis
required. The SST must be performed before the anal-
ysis. The method/procedure should describe the fre-
quency of the SST.
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The terms are as defined in [4] and [5].
1. Selectivity: system selectivity chromatogram must be

attached.
Retention time (t)
Resolution (Rs)
Selectivity (a)
Number of theoretieal plates (N)
Symmetry factor (S) or Tailing factor (T)

2. Repeatability of peak area or peak height
In assay: using 100% reference solution with at least
three injections, for validation purpose, not less than
six injections, RSD ~1%
In purity test: using 100% reference solution with at
least three injections, RSD ~1%
using 1% reference solution with at least three injec-
tions, RSD ~2%.

Typical example of analytical validation in the QC
laboratory: method validation of a robotic analysis
system for ketotifen 1 mg capsules and tizanidine
hydrochloride 1 mg tablets

A Zymate II Pye system for automated analysis by the
Zymark Corporation (USA) with on-line HPLC has
been set up and used for content uniformity tests and
assays, including process validation, for a variety of
drug products in our QC laboratory since January 1992.
The robotic system automatically performs the follow-
ing operations: preparation of sample and reference
standard solutions, injection into HPLC, HPLC ana-
lyses, and generation of reports.

The robotic operation procedures were designed to
simulate the manual ones (registered test methods) and
were slightly modified to fit the robotic system. HPLC
parameters and conditions are the same as those used
in the routine manual methods.

Configuration of Zymate II Robotic System

Flow diagram of basic robotic assay procedure

Major validation elements

Master laboratory station (MLS) for pipetting and
dilution with 3 (A, B, C) 10 ml syringes

Accuracy
Repeatability of delivered volume

Disposable 5 ml pipette tips for pipetting 1 ml, 2 ml
and 4 ml of solvents

Accuracy
Repeatability of delivered volume

Filter cartridges

Recovery (adsorption loss)

Content uniformity test of ketotifen 1 mg capsules and
tizanidine hydrochloride 1 mg tablets

Comparison of manual analysis and robotic analysis
with the same procedure.
Comparison with registered method.

Validation results

Master laboratory station (MLS)

Accuracy and repeatability of delivering 2 ml, 5 ml and
10 ml of three different solvents (100% water, 50% wa-
ter/methanol, 100% methanol) were checked by weigh-
ing the delivered solvents. Accuracy was within the ac-
ceptance limit of 98.0% of the theoretical values and
the RSD was less than 2% for all 2 ml, 5 ml, 10 ml de-
liveries.

Disposable 5 ml pipette tips

Deliveries of preset volume of 1 ml, 2 ml, and 4 ml of
the same solvents used for MLS were checked by
weighing. For water and 50% water/methanol, three
levels of delivery were within acceptance limits and
showed no difference from manual pipetting. However,
50% water/methanol and 100% methanol gave smaller
volumes, and out of limit for 1 ml and 2 ml deliveries.

Filter cartridges

There was no detectable loss of ketotifene and tizanid-
ine hydrochloride in filter cartridges.

Content uniformity test

Results are shown in Table 2.
There was no significant difference in the results ob-

tained by manual operation, robotic operation and the
registered method. All the data were within the accept-
ance limits.

The validation of the robotic method was successful-
ly completed by finalizing the validation report and ap-
proving the documentation by the management of the
Quality Assurance Department.
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Fig. 1 Configration of ZymateT II Robotic System

Fig. 2 Flow diagram of basic robotic procedure for content uni-
formity assay.
Weighing (Mettler balance AE200)

f
Addition of designated volume of solvent (MLS)

f
Extraction of active substance (Vortex mixer)

f
Centrifugation (Centrifuge)

f
Filtration (Filter cartridge)

f
Dilution (MLS and syringe hand with 1 ml, 5 ml pipette tips)

f
Injection into HPLC

f
HPLC analysis (Hitachi L-6000 with UV-VIS detector)

f
Data processing (Hitachi L-2500 integrator)

f
Report generation (NEC PC9801 DX)

Merits and demerits associated with analytical
validation in the QC laboratory

Merits

1. Reliability of analytical results is assured through
the validation.

2. The clear objective and performance capability of
the method can be confirmed by all the staff who
apply the method.

3. Awareness of the importance of predetermined pro-
tocols for the validation work and motivation for the
improvement can be enhanced.

4. Analytical validation gives a good opportunity for
training the QC staff.

Demerits

1. Costs for validation are continually increasing.
2. Designing and scheduling of validation need experi-

enced personnel.
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Table 2 Comparison of the manual, robotic, and registered methods for content uniformity (Manual, Unit operations in the robotic
method were performed manually; Registered, Manual assay method using HPLC cited in the registration document)

Product Lot No. Percentage of nominal content found by various methods (RSD)

Manual Robotic Registered

Ketotifen 1-mg 66562 101.0 (0.9) 101.6 (0.4) 101.1 (1.1)
capsules 66564 101.8 (2.4) 102.3 (0.3) 100.2 (2.4)

66569 100.4 (1.5) 101.2 (0.6) 101.0 (1.5)

Tizanidine 66563 99.5 (1.0) 99.3 (0.4) 99.5 (0.3)
hydrochloride 66565 99.5 (1.1) 99.3 (0.6) 98.3 (0.5)
1-mg tablets 66570 99.7 (1.5) 99.6 (1.6) 99.5 (0.9)

Conclusion

Reliability of analytical results generated in a QC labo-
ratory depends on the analytical method and procedure
used. Unless the method and procedure are validated,
the numerical results remain as an estimate and cannot
be used for rigorous compliance judgment. The quality
of the pharmaceutical product must be assured from
the very beginning of the manufacturing activities, in-

cluding acceptance testing of raw materials, processing
operations, in-process controls, and product testing to-
gether with established manufacturing processes and
validated systems.

Analytical validation is the fundamental element
supporting quality assurance activities in pharmaceuti-
cal industries. It is the responsibility of QC laboratory
management to design and implement these validation
activities efficiently and effectively.
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Abstract Every analytical result
should be expressed with some in-
dication of its quality. The uncer-
tainty as defined by Eurachem
(“parameter associated with the re-
sult of a measurement that charac-
terises the dispersion of the values
that could reasonably be attributed
to the, . . ., quantity subjected to
measurement”) is a good tool to
accomplish this goal in quantitative
analysis. Eurachem has produced a
guide to the estimation of the un-
certainty attached to an analytical
result. Indeed, the estimation of
the total uncertainty by using un-
certainty propagation laws is com-
ponents-dependent. The estimation
of some of those components is
based on subjective criteria. The
identification of the uncertainty
sources and of their importance,

for the same method, can vary
from analyst to analyst. It is impor-
tant to develop tools which will
support each choice and approxi-
mation. In this work, the compari-
son of an estimated uncertainty
with an experimentally assessed
one, through a variance test, is per-
formed. This approach is applied
to the determination by atomic ab-
sorption of manganese in digested
samples of lettuce leaves. The total
uncertainty estimation is calculated
assuming 100% digestion efficiency
with negligible uncertainty. This as-
sumption was tested.

Key words Uncertainty 7
Validation 7 Quality control 7
Solid samples 7 Atomic
spectrometry

Introduction

The presentation of an analytical result must be accom-
panied by some indication of the data quality. This in-
formation is essential for the interpretation of the ana-
lytical result. The comparison of two results cannot be
performed without knowledge of their quality. Eura-
chem [1] defined uncertainty as the “parameter asso-
ciated with the result of a measurement that character-
ises the dispersion of the values that could reasonably
be attributed to the, . . ., quantity subjected to measure-

ment” and presented it as a tool to describe that quali-
ty.

The Eurachem guide for “Quantifying uncertainty in
analytical measurement”, which is based on the appli-
cation of the ISO guide [2] to the chemical problem,
was observed. ISO aims at the estimation of uncertainty
in the most exact possible manner, in order to avoid
excess of confidence in overestimated results. The ap-
plication of these guides turns out to be a powerful
tool. The exact estimation of uncertainties is important
for the detection of small trends in analytical data. The
time and effort used in such estimations can avoid
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many further doubts concerning observation of legal
limits and protects the user of the analytical data from
financial losses. The use of uncertainty instead of less
informative percentage criteria brings considerable
benefits to the daily quality control.

Despite the analyst’s experience, some analytical
steps like sampling and recovery are of particularly dif-
ficult estimation. Mechanisms should be developed to
support certain choices or approximations. The com-
parison of an estimated uncertainty with the experi-
mentally assessed one can be of help.

In this work the Eurachem guide [1] was used for
the estimation of uncertainties involved in the determi-
nation by electrothermic atomic absorption spectrome-
try (EAAS) of manganese in digested lettuce leaves.
The total uncertainty estimation was calculated assum-
ing a 100% digestion efficiency with negligible uncer-
tainty. The experimental precision was compared with
an estimated one for the purpose of validation of the
proposed method of evaluation. After this validation
the uncertainty estimation was used in an accuracy test
and in routine analysis with the support of a spread-
sheet programme.

The uncertainty estimation process

The uncertainty estimation can be divided into four
steps [1]: (1) specification, (2) identification of uncer-
tainty sources, (3) quantification of uncertainty compo-
nents, and (4) total uncertainty estimation.

Specification

A dry-base content determination method is proposed,
the sample moisture determination being done in paral-
lel. Figure 1 represents the different steps of the analy-
sis. The analytical procedure was developed for labora-
tory samples. Sampling uncertainties were not consid-
ered.

The dry-base correction factor, fcorr., is calculated
from the weights of the vial (z), vial plus non-dried
sample (x) and vial plus dry sample (y)

fcorr.p1P
xPy
xPz

(1)

The sample metal content, M, is obtained from the
interpolated concentration in the calibration curve,
Cinter, the mass of the diluted digested sample, a, and
the dilution factor, fdil., (digested sample volume times
dilution ratio).

Mp
CInter.!fdil.

a
(2) Fig. 1 Proposed method for dry-base metal content determina-

tion in lettuce leaves

The dry-base content, D, is obtained by application of
the correction factor, fcorr., to the metal content, M.

Dpfcorr. M (3)

Identification of uncertainty sources

The uncertainty associated with the determination of
fcorr. is estimated from the combination of the three in-
volved weighing steps, Fig. 1a.

The uncertainty associated with the sample metal
content is estimated from the weighing, dilution and in-
terpolation sources (Fig. 1b). The model used for the
calculation of the contribution from the interpolation
source assumes negligible standards preparation uncer-
tainty when compared with the instrumental random
oscillation [5, 10].

Quantification of the uncertainty components

The quantification of the uncertainty is divided into
equally treated operations:

Gravimetric operations

The weighing operations are present in the dry-base
correction factor (three) and in the sample metal con-
tent (one). Two contributions for the associated uncer-
tainty, sWeighing, were studied:
1. Uncertainty associated with the repeatability of the
weighing operations, sBalance

Repeat., is obtained directly from
the standard deviation of successive weighing opera-
tions. The corresponding degrees of freedom are the
number of replicates minus 1.
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2. Uncertainty associated with the balance calibration,
sBalance

Calib. , defined by

sBalance
Calib. p

2!Tolerance
;12

(4)

where the Tolerance is obtained from the balance cali-
bration certificate.

The Eurachem guide suggests that when the uncer-
tainty components are described by a confidence inter-
val, aBb, without information on degrees of freedom,
the associated uncertainty is 2b/;12, which represents
the uncertainty of a 2b amplitude rectangular distribu-
tion. These uncertainties are designated type B. The
number of degrees of freedom associated with the
sBalance

Calib. type B estimation, nBalance
Calib. , is approximately [1]

equal to

nBalance
Calib. H

1
2 3

sBalance
Calib.

mBalance
Calib.

4
2

(5)

were mBalance
Calib. is the mass associated with the balance

calibration tolerance.
The two uncertainties are then combined

sWeigingp;(sBalance
Calib. )2c(sBalance

Repeat.)2 (6)

The corresponding degrees of freedom are calcu-
lated by the Welch-Satterwaite equation [1–3]. When
the pairs (uncertainty, degrees of freedom)

(sa, na); (sb,nb); (sc,nc); (sd,nd); . . .

for the quantities a, b, c, d, . . ., in a function
=pf(a,b,c, d, . . .) are taken into account, then the effec-
tive number of degrees of freedom associated with =,
n=, is

n=p
s4

=

1 i f
ia2

4 s4
a

na

c1 i f
ib2

4 s4
b

nb

c1i f
ic2

4 s4
c

nc

c1 i f
id2

4 s4
d

nd

c . . .

(7)

The calculation of the uncertainty and of the degrees
of freedom associated with the sample weight is by the
direct application of Eqs. 4–7. The calculations of the
dry-base correction factor are more elaborate.
3. Uncertainty associated with the dry base factor

The dry base correction factor is a function of three
weighing operations (Eq. 1). To estimate the uncertain-
ty, sfcorr., associated with the fcorr., the general equation
(Eq. 8) was used [1]

sfcorr.
p"1i fcorr.

ix 2
2

s2
xc1i fcorr.

iy 2
2

s2
yc1i fcorr.

iz 2
2

s2
z (8)

It is therefore

sfcorr.
p

"1 yPz
(xPz)22

2

s2
xc1P 1

(xPz)2
2

s2
yc1 xPy

(xPz)22
2

s2
z (9)

The values of sx, sy and sz are then calculated as
described in the section “Gravimetric operations”
above. The number of degrees of freedom is calculated
by the Welch-Satterwaite equation (Eq. 7). The appli-
cation of a spreadsheet program available in the litera-
ture simplifies this task [3]. However, the classical ap-
proach is more flexible for different experimental con-
figurations or for one or more dilution steps, and is also
easily automated.

Volumetric operations

The uncertainties associated with to the volumetric op-
erations were calculated from the combination of two
[(1) and (2) below] or three [(1), (2) and (3) below]
components:
1. Uncertainty associated with volume calibrations,
sVol.

Calib.

sVol.
Calib. p

2!Tolerance
;12

(10)

where the information on this tolerance is normally
available with the instrument in the form: volumetric
instrument volumeBtolerance. This type B uncertainty
estimation has the same treatment as the one reported
in Eq. 5 for the degrees of freedom

nVol.
Calib. H

1
2 3

sVol.
Calib.

V 4
2

(11)

where nVol.
Calib. is the number of degrees of freedom asso-

ciated with sVol.
Calib. for a certain volume V.

2. Uncertainty associated with volume repeatability
tests, sVol.

Repeat.

The sVol.
Repeat. and the corresponding degrees of free-

dom, nVol.
Repeat., are also extracted directly from the re-

peatability tests. Such tests consist of successive weigh-
ings of water volumes measured by the instrument. The
observed standard deviation is a function of the ana-
lyst’s expertise.
3. Uncertainty associated with the use of volumetric
equipment at a temperature different from that of cali-
bration, sVol.

Temp.

This third component corrects for errors associated
with the use of 20 7C calibrated material in 20B3 7C so-
lutions. When two consecutive volumetric operations
are performed at the same temperature, as is the case in
dilution stages, they become self-corrected for this ef-
fect.

The glass instrument expansion coefficient is much
smaller than that of the solution. For this reason we
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have only calculated the latter. For a temperature oscil-
lation of DTpB3K with a 95% significance level and
for a volumetric expansion coefficient of pure water of
2.1!10P4 7CP1 (our solutions can be treated as pure
water because of their low concentrations), the 95%
volume confidence interval becomes
VBV!3!2.1!10P4. Dividing the expanded uncer-
tainty by the Student t value, t(e, 95%)p1.96, we ob-
tain the temperature effect component uncertainty

sVol.
Temp. p

V!3!2.1!10P4

1.96
(12)

The number of degrees of freedom due to the tem-
perature effect can also be estimated as for nVol.

Calib. (Eq.
11), substituting sVol.

Calib. by sVol.
Temp.

These components are then combined to calculate
the volume uncertainty, sVol.

sVol.p;(sVol.
Calib.)2c(sVol.

Repeat.)2c(sVol.
Temp.)2 (13)

The number of degrees of freedom associated with sVol.

can also be calculated by the Welch-Satterwaite equa-
tion.
4. Uncertainty associated with the dilution factor

Our analytical method has three volumetric steps
that can be combined as a dilution factor, fdil., whose
uncertainty, sfdil.

, can easily be estimated by:

sfdil.

fdil.

p"1sDSV
Vol.

VDSV2
2

c1sP
Vol.

VP 2
2

c1sV
Vol.

VV 2
2

(14)

were the DSV, P and V stand respectively for digested
solution volume, dilution operation pipette and dilu-
tion operation vial; sVol. and V represent respectively
each corresponding volumetric uncertainty and volume.
As in the other cases, the degrees of freedom were cal-
culated by the Welch-Satterthwaite equation.

Sample signal interpolation from a calibration curve

The mathematical model used to describe our calibra-
tion curve was validated by the Pennincky et al. [4]
method. At this stage we proved the good fitting prop-
erties of the unweighted linear model to our calibration
curve. With this treatment we aimed not only at the ac-
curacy but also at the estimation of more realistic sam-
ple signal interpolation uncertainties. These uncertain-
ties were obtained by the application of an ISO interna-
tional standard [5].

The instrument was calibrated with four standards
(0–2–4–6 mg/L for Mn) with three measurement repli-
cates each [4]. Samples and control standard (4 mg/L
for Mn) were also measured three times. The control
standard was analysed for calibration curve quality con-
trol (see “Quality control”).

Total uncertainty estimation

The total uncertainty estimation, sT, is a function of the
dry-base correction factor uncertainty, sfcorr.

, of the un-
certainty associated to the analysis sample weighing op-
eration, sSample

Weighing, of the dilution factor, sfdil.
, and of

the instrumental calibration interpolated uncertainty,
sCinter.

. These four quantities combine their uncertain-
ties in the equation

sT

D
p"1sSample

Weighing

a 2
2

c1sfcorr.

fcorr.
2

2

c1sfdil.

fdil.
2

2

c1sCInter.

CInter.
2

2

(15)

where D represents the dry-base sample metal content
and a has the same meaning as in Eq. 2. The other
quantities have already been described.

The expanded uncertainty can then be estimated af-
ter the calculation of the effective number of degrees of
freedom, df (Eq. 7). Therefore the coverage factor used
was the Student t defined for that number and a 95%
significance level (t(df,95%). The estimated confidence
interval is defined by

DBsT7t(df,95%) (16)

Quality control

Ideally, the readings of the instruments for each sample
and for each standard should be random [6–7]. Normal-
ly, the instrument software separates the calibration
from the sample reading. Although this allows an im-
mediate calculation, it can produce gross errors if the
operator does not verify the drift of the instrument re-
sponse. For this reason, the calibration curves should
be tested from time to time by reading a well-known
control standard. This standard can also be prepared
from another mother solution in respect to the calibra-
tion standards, for stability and preparation checking.

Normally, the laboratories use fixed and inflexible
criteria for this control. They define a limit to the per-
centage difference between the expected and the ob-
tained value, and in low precision techniques they are
obliged to increase this value. Assuming the uncertain-
ty associated with the control standard preparation to
be negligible when compared to the instrumental un-
certainty, the case-to-case interpolation uncertainties
can be used as a fit for each case. If the observed confi-
dence interval includes the expected value, there is rea-
son to think that the system is not under control. The
instrumental deviation from control can be used as a
guide for instrumental checking or as a warning of the
inadequacy of the chosen mathematical model for the
calibration.
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Fig. 2 Repeatability test. The confidence intervals are repre-
sented by the average value plus the estimated expanded uncer-
tainty for a 95% confidence level

Validation of the uncertainty estimation

Method validation is the process of demonstrating the
ability of a method to produce reliable results [8]. An
analytical result should be expresed along with a confi-
dence interval and a confidence level. The confidence
interval can be described by a mean value and a inter-
val width. Therefore the validation depends on the re-
liability of the confidence interval width estimation.
The accuracy test can be performed exactly only, after
that step.

The statistical equivalence between the estimated
and the observed values can be used to confirm that
quality. The F-test [10] is a good tool for comparing
(non-expanded) uncertainties.

Application of uncertainty validation schemes

The proposed uncertainty validation method was ap-
plied to the dry-base determination of manganese in di-
gested lettuce leaves by electrothermic atomic absorp-
tion spectrometry. The proposed quality control sche-
me was also applied.

The 200-mg samples were digested with nitric acid in
a microwave-irradiated closed system [11]. The instru-
mental determination was performed in a GBC atomic
spectrometer with D2 lamp background correction. A
Pd/Mg mixture [12] was used as chemical modifier. The
dry-base correction factor was calculated by a parallel
assay. The samples were dried in an oven at 60 7C un-
der atmospheric pressure, and the CRM (certified ref-
erence material – NIST 1570a) was treated as specified
by NIST [13].

Repeatability test

The estimated uncertainties were compared with the
experimental ones by an F-test for the 95% confidence
level [10]. Figure 2 represents the obtained experimen-
tal values associated with the estimated expanded un-
certainty (95% confidence level). The coverage factor
used was 1.96 for the average effective number of de-
grees of freedom, df, of 57500. The Eurachem [1] pro-
posal of a coverage factor of 2 is adequate for this
case.

The replicates 1 and 5 (REP1, REP5) are consecu-
tive single outliers (Grubbs test) for a 95% confidence
level [9]. Therefore, they have not been used for the
experimental uncertainty calculation. The two uncer-
tainties are statistically equivalent for the test used (ex-
perimental uncertainty: 0.82 mg/Kg for 9 df; estimated
uncertainty: 0.73 mg/Kg for 57500 df) at the 95% confi-
dence level.

Fig. 3 Accuracy test over spinach leaves NIST CRM. The ob-
tained values (NIST 1, 2 and 3) were associated with a 95% con-
fidence level expanded uncertainty. The certified value is also
presented for the same confidence level

Accuracy test

The accuracy test was performed with spinach leaves
(NIST 1570a) because of their claimed similarity with
lettuce leaves in terms of proteins, carbohydrates, fibre
and inorganic matter content [14]. The validated uncer-
tainty estimation was used for the comparison of ob-
tained values with certified ones (Fig. 3).

The loss of precision in EAAS with the time of use
of furnace is taken into account in the case-to-case in-
terpolation uncertainty calculation. The accuracy is re-
tained with a larger confidence interval.

The overlapping of these intervals indicates that
there is no reason to think that our method lacks accu-
racy. Our analytical method can be considered to per-
form as badly or as well as the NIST methods. This as-
sumption seems sufficiently valid to consider the meth-
od validated.
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Conclusions

The assumption of 100% efficient digestion with negli-
gible uncertainty is valid for the total uncertainty esti-
mation of the presented example. This uncertainty esti-
mation proved to be a valuable criterion for method
validation and quality control, which can be tested by a

very simple procedure. The easy routine use of an exact
treatment in a spreadsheet program can be useful for
the more demanding situations. Nevertheless, further
approximations can be easily tested.

Acknowledgements Thanks are due to JNICT for financial sup-
port to CONTROLAB LDA, for the instrumental facilities that
made this work possible, as well as to the teams of INETI and
CONTROLAB LDA, for their support.

References

1. Eurachem (1995) Quantifying uncer-
tainty in analytical measurement, ver-
sion 6

2. ISO (1993) Guide to the expression
of uncertainty in measurement, Swit-
zerland

3. Kargten J (1994) Analyse 119 :2161–
2165

4. Penninckx W, Hartmann C, Massart
DL, Smeyers-Verbeke J (1996) J
Anal At Spectrom 11 :237–246

5. ISO International Standard 8466-1
(1990) Water quality – calibration
and evaluation of analytical methods
and estimation of performance char-
acteristics – Part 1: Statistical evalua-
tion of performance characteristics,
Geneva

6. Analytical Methods Committee
(1994) Analyse 119 :2363–2366

7. Staats G (1995) Fresenius J Anal
Chem 352 :413–419

8. Taylor JK (1983) Anal Chem
55:600A–608A

9. Grubbs FE, Beck G (1972) Techno-
metrics 14 :847–854

10. Miller JC, Miller JN (1988) Statistics
for analytical chemistry (2nd edn).
Wiley, UK

11. Deaker M, Maher W (1995) J Anal
At Spectrom 10 :423–431

12. Soares ME, Bastos ML, Carvalho F,
Ferreira M (1995) At Spectrosc
4 :149–153

13. NIST (1994) Certificate of Analysis
SRM1570a Trace elements in spinach
leaves

14. Penninckx W, Smeyers-Verbeke J,
Vankeerberghen P, Massart DL
(1996) Anal Chem 68 :481–489



Accred Qual Assur (1998) 3 :189–193
q Springer-Verlag 1998

Reports and notes on experiences with quality assurance, validation
and accreditation

Robert J. Wells Validation requirements for chemical
methods in quantitative analysis – horses
for courses?

Received: 22 September 1997
Accepted: 28 November 1997

R.J. Wells (Y)
Australian Government Analytical
Laboratories, 1 Suakin Street, Pymble,
NSW 2073, Australia

Abstract Although the validation
process necessary to ensure that an
analytical method is fit for purpose
is universal, the emphasis placed
on different aspects of that process
will vary according to the end use
for which the analytical procedure
is designed. It therefore becomes
difficult to produce a standard
method validation protocol which
will be totally applicable to all ana-
lytical methods. It is probable that
far more than 30% of the methods

in routine laboratory use have not
been validated to an appropriate
level to suit the problem at hand.
This situation needs to change and
a practical assessment of the de-
gree to which a method requires to
be validated is the first step to a
reliable and cost effective analyti-
cal industry.
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Introduction and background

All methods used in analytical chemistry are subject to
error. Therefore it is vital that each method should be
evaluated and tested to ensure that it produces results
which make it suitable for the intended purpose. Meth-
od validation and verification is the implementation of
this evaluation process [1–5]. However, the extent and
rigor with which a particular method is evaluated is de-
pendent on the intended use and past experience with
the method.

Method validation is the process in which every
stage of a new analytical method is subjected to rigor-
ous series of tests to ensure that the method will be
able to deliver all the outcomes required of it. The con-
fidence that the method can deliver these outcomes is
expressed in terms of statistical probability over the
whole analyte concentration range established during
the validation process. Verification of a method is a
simplified form of the validation process. It involves the
testing of a series of method parameters to ensure that

a previously validated analytical procedure performs as
reported when it is introduced into a new environment
where, at the very least, equipment may not be identi-
cal to that employed in the initial validation.

Established methods must, as a minimum require-
ment, be verified when introduced into a laboratory for
the first time. Verification, strictly speaking, is also nec-
essary if the method is modified or applied to a new
situation, for example a different sample matrix. A new
method must be subject to a much more searching se-
ries of validation procedures, each one of which adds
further confidence in the analytical results obtained.
While method validation is mandatory for assurance of
analytical quality, the cost to a laboratory is significant.
It is therefore important for the financial well-being of
a laboratory that validation should adopt no more than
those procedures necessary to ensure the analytical
quality demanded by a client.

In general, validation processes are universal, but
the rigor with which these processes are applied will
vary with the intended use of the method. This paper
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Table 1

Requirements for both Additional requirements
screening and for confirmatory
confirmatory methods method

Specificity (selectivity) Recovery
Sensitivity Limit of quantitation (LOQ)
Calibration and linearity Quality control
Accuracy (bias) Repeatability (between

analysts)
Repeatability of method Reproducibility (between

laboratories)
Range Ruggedness
Limit of detection (LOD) System suitability test

Table 2

Stage Process involved

Preliminary stages
1. Identify

requirements
Needs of client

2. Method
selection

Literature search, recommendation of
colleagues
Novel approach, regulatory require-
ments
Staff expertise and requirements for
staff training

3. Development
candidate
method

Preliminary testing

Method validation
4. Calibration and

linearity
Goodness of fit

5. Accuracy (bias) Comparison with reference method,
spiked samples
Certified reference materials,
collaborative tests

6. Repeatability Within day, within lab
7. Reproducibility Day to day, between labs
8. Sensitivity,

LOD and LOQ
Instrumental specifications

9. Specificity Interference studies
10. Recovery Samples of known concentration,

preparation efficiency
11. Quality control Spiked samples, blanks, critical control

points
12. System suitabil-

ity test
Routine acceptance criteria, control
charting

Validity of method to meet required analytical outputs, includ-
ing calculation of uncertainty for all relevant stages, is now es-
tablished

13. Produce meth-
od documenta-
tion

Write up
experimental/validation work

14. Write user in-
structions

Prepare standard operating procedure
(SOP)

15. Management
authorisation

16. Use method
17. Method review Updating SOPSs

will outline validation principles and discuss the degree
to which these principles must be implemented to
achieve the necessary confidence in the analytical result
obtained.

Types of method, screening vs confirmation

Methods can be classified in a number of ways, but in
the present instance an important distinction should be
made between screening and confirmatory methods.
Confirmatory methods should include some or all of
the parameters shown in Table 1. Screening methods
require a limited sub-set of all of the parameters used
for method validation, but should include those param-
eters indicated in the first column of Table 1.

Stages of validation

A distinction can be made between establishing the
performance characteristics of a method and complete
method validation. After the performance of a method
has been assessed, complete validation requires evalua-
tion during its application to the intended purpose, us-
ing reference methods for comparison, certified refer-
ence materials if available, and interlaboratory compar-
isons in order to obtain a realistic estimate of the uncer-
tainty of routine results. It therefore follows that, where
possible, laboratories should not work alone but colla-
borate in interlaboratory studies.

Important protocols for method validation in the lit-
erature have been derived, amongst others, from the
Current Good Manufacturing Practice, Code of Federal
Regulations, Food and Drug Administration, National
Drug Administration, the United States Pharmaco-
poeia Convention, the American Public Health Asso-
ciation and the International Conference on Harmoni-
zation.

The scheme shown in Table 2 is the ideal validation
procedure for most methods. However, this is a daunt-

ing list, which many laboratories would wish to abbre-
viate without compromising the required analytical
quality.

Metrological requirements

A cornerstone of the development of a method is that
all results are traceable. This has been discussed in de-
tail in an earlier paper in this journal by Price [6]. Cur-
rent requirements of QA and GLP are that all labora-
tory equipment should have maintenance and calibra-
tion records kept in a log book. Such calibration proce-
dures must be traceable to a reference or primary
standard. This is true of both general and specialized
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laboratory equipment, but traceability of some special-
ized laboratory equipment (e.g. mass spectrometers)
may be problematical.

A more serious problem arises when the traceability
of the whole analytical process is considered. Complete
traceability through to the mole is an excellent ideal
but nowhere near achievable at present. Comparability
between chemical analyses by use of certified reference
materials (CRMs) may be regarded as the initial step in
the traceability chain to the mole. Even this relatively
small first step is constrained by a number of factors.
Some of these are:
– A CRM is usually certified using a specific method.

Therefore the same method should be used un-
changed for all analyses deemed to be traceable to
that CRM.

– There are only a limited number of CRMs availa-
ble.

– CRMs are often only available for a particular ma-
trix at a particular analyte concentration. Any devia-
tion from either sample matrix or a specific concen-
tration would invalidate traceability.
Added to these constraints are the issues raised by

the certainty of a result in terms of both analyte identif-
ication and quantitation. The uncertainty of a result is
dependent on the analyte concentration. In trace analy-
sis it might be argued that the traceability of a method
in identifying a substance would have a traceability
chain completely different from that of a method which
quantitates the same substance. The traceability chain
for a method which both quantitates and identifies a
substance could be different again. This differentiation
is important in many regulatory analyses in which a
zero tolerance for a substance has been set. Under
these circumstances, only the presence of the substance
has to be established. This problem is discussed in more
detail later in this paper.

Practical applications of the validation process

Thus far, this paper has simply summarized information
covered in standard texts. Two different practical situa-
tions are now described in which it is necessary to em-
phasize certain parts of the validation process to ensure
confidence in the results, while minimizing or even ig-
noring other processes which have no impact on the
analytical outcome. In discussing these separate exam-
ples, we hope to demonstrate that a pragmatic rather
than a strictly rigid approach to validation must be ad-
opted to economically accommodate various needs.

Establishment and regulation of maximum residue
limits (MRLs) for veterinary drugs

One of the two Joint WHO/FAO Expert Committees
on Food Additives (JECFA) has the task of recom-
mending appropriate MRLs for veterinary drug resi-
dues in edible animal tissues based on toxicological as-
sessments of a particular drug coupled with an accurate
knowledge of the depletion of the drug and/or its meta-
bolites from various animal tissues over time. These
recommendations then go forward to the Codex Ali-
mentarius for ratification and adoption for regulatory
purposes. However, the validation requirements for an
acceptable method to generate residue depletion data
may be distinctly different from the requirements for a
satisfactory regulatory method.

A residue depletion method for a veterinary drug

This is usually developed and used in-house (under
GLP) by a company for the specific purpose of measur-
ing residues of the drug in tissues. Seldom is the meth-
od tested in another laboratory. Since the drug is ad-
ministered under controlled conditions, interferences
due to the presence of related drugs is never a problem.
Indeed, related drugs are often used as surrogates or
internal standards in such methods. Therefore only ma-
trix interferences are important in the validation proc-
ess. Analyte recovery and accuracy of quantification
are of prime importance, but since no standard refer-
ence materials are available, these parameters must be
assessed from spiked samples. The LOQ must be as low
as possible and the CV of the method must also be low
(ideally ~ 10% at the LOQ) and certainly lower than
the animal-to-animal variability. The complexity (and
therefore the cost) of the method is not a vital factor,
nor is the suitability of the method for routine applica-
tion of great importance. A final correction for recove-
ry is necessary in order to establish the actual residue
concentrations in tissue. Often a liquid chromatography
(LC) method using pre- or post-column derivatization
is the method of choice to meet the analytical objec-
tive.

A regulatory method for a veterinary drug

This often has distinctly different requirements. Since
residue testing is a factor in world trade, it is vital that
there is comparability of results between national labo-
ratories undertaking drug residue monitoring. Thus, an
interlaboratory trial of the method is very desirable.
Furthermore, it is most unlikely that all regulatory la-
boratories will be identically equipped, and a regulato-
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ry method must be robust and flexible enough to cope
with such variation. Another major requirement of the
regulator, which is of little concern to the drug manu-
facturer, is the strong preference for an economical
multi-residue method suitable for the quantitation of
all drugs of a particular class. An optimum method
would combine high efficiency isolation and quantita-
tion with the confirmation of a wide range of drugs of
different classes from the same matrix. The selectivity
of a method is very important to achieve this aim. The
LOQs of each drug included in this ideal method would
need to be only 4–10 times lower than the MRL, and
the recovery and%CV at the LOQ need not be as strin-
gent as those required in residue depletion studies. The
use of related drugs of regulatory interest as internal
standards or surrogates would be undesirable in this
method, and a gas chromatography-mass spectrometry
(GC-MS) or LC-MS method using deuterium-labeled
internal standards would probably be the most cost ef-
fective way of achieving most or all of the analytical
goals.

Clearly satisfactory validation of a residue depletion
method would be significantly different in many re-
spects from that demanded by a regulatory method.
But who should develop the ‘regulatory method’ and
how is it to be decided if a method is suitable for regu-
latory purposes?

Codex have requested that, during the evaluation
process for recommendation of MRLs, JECFA also en-
sure that the sponsor of the drug provide a “validated
method suitable for regulatory purposes”. The drug
manufacturer might argue that this is not their respon-
sibility. Codex might reply, with some justification, that
if a company seeks registration of a drug then the pro-
vision of a method to detect and regulate the usage pat-
terns should be mandatory. The development of a new
analytical method, particularly a multi-residue method
suitable for all edible tissues, is not an inexpensive en-
terprise, and, not surprisingly, many companies are re-
luctant to develop a regulatory method which fully
meets the desires of the regulators. This impasse has
still to be resolved to the acceptance of each party, with
JECFA caught in the middle as both arbiter and
judge.

Detection of the use of anabolic steroids in sport

The detection of the illegal use of drugs in sport will be
a major priority for the Australian Government Analy-
tical Laboratories (AGAL) for the next 3 years. The
analyses carried out by the Australian Sports Drug
Testing Laboratory in AGAL (NSW) illustrate a fur-
ther set of analytical problems which test, to the full,
the implementation of a rigid validation protocol. The

detection of anabolic steroids in urine will be used as
an example.

International Olympic Committee requirements for
drug testing are simple. If any banned non-endogenous
anabolic agent is unambiguously detected then the
sample is positive. Since the protocol employed re-
quires any positive sample to be analysed three times
and since the criteria used to declare a sample positive
are conservative, false positives should be zero. False
negatives are not as easy to control since a decision is
made from the initial screen. On top of what is essen-
tially a very sensitive qualitative analysis is a require-
ment to measure the ratio of testosterone to epitestos-
terone as a method to detect the illegal use of exoge-
nous testosterone. Again this is not quantitative, but ac-
curate measurement of ratios of analytes at very low
levels requires extensive validation information.

Steroids are excreted as the glucuronides and sul-
fates of the steroid and its metabolites. Enzymic hydro-
lysis yields the free steroids, which are derivatised and
determined by gas chromatography-mass spectrometry
(GC-MS). Positive identification of two or three differ-
ent metabolites is needed to declare a positive. Howev-
er, only a very few deuterated anabolic steroids or their
metabolites are available as pure standards. Indeed,
few non-isotopically labeled steroid metabolites are
commercially available. Therefore a urine prepared by
mixing incurred samples of all the known anabolic
agents is used with every batch analysed to monitor the
complete analytical procedure. Deuterated testosterone
and methyltestosterone are added as surrogate and in-
ternal standard respectively. Only the concentration of
added substances is known. When the day-to-day or
even sample-to-sample variability of GC-MS is recog-
nized together with the fact that all urines are of differ-
ent complexity, the validation process becomes increas-
ingly difficult.

Deuterated testosterone and DES (diethylstilbes-
trol) glucuronide allow estimation of the success of the
glucuronide deconjugation and the recovery of free ste-
roids. Use of the composite urine ensures that deriva-
tive separation and sensitivity are within experimental
protocols, and deuterated methyltestosterone tests in-
strumental performance. Although the LOD of added
substances can be measured, those of all the metabol-
ites cannot be accurately obtained. Moreover, in real
samples, the LOD for each group of metabolites will be
different according to the interfering substances which
are present. This is why the criteria used to date to de-
clare a sample positive are so conservative - the athlete
always gets the benefit of any doubt. The “traditional”
validation of the whole process can only be based on
the composite urine used as external standard and is
centered around the limit of detection. However, ac-
ceptance-rejection criteria based on obtaining satisfac-
tory GC-MS spectra for all designated ions of all target
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metabolites in the GC-MS run must also be considered
as part of the validation process.

The introduction of GC-high resolution mass spec-
trometry has added another dimension to the problem
because much lower signal-to-noise spectra can be ob-
tained and many interferences screened out. This bea-
cons a new era where detection limits will fall and the
number of confirmed positives could well rise. Also,
will new problems arise in deciding if the method has
been adequately validated? That is, is it demonstrably
fit for the purpose for which it was designed?

Method validation vs performance criteria validation

The debate about comparability of methods based on
performance criteria is still current. The AOAC stand
is that results can only be validly compared between la-
boratories if the same method and preferably the same
equipment is used. Although many good arguments can
be advanced for this approach, the time and resources
required to set up and evaluate interlaboratory tests are
often extreme. Also, this approach leads to inertia and
reluctance to commit to change or improvement. The
obvious argument against performance criteria based
validation is the question of what is the bench mark

against which the criteria are measured. If results are
compared with those obtained for an SRM, then that
SRM was probably determined by a standard method.
The ideal situation arises when two independent meth-
ods give comparable results. This certainly happens –
sometimes.

Conclusions

This debate reinforces the need for a rigorous system
for traceability in analytical chemistry. The time must
come when clients can be confident in the fitness of
their results for the purpose for which they were ob-
tained. It has been estimated that at least 30% of all
chemical analysis is not fit for purpose. In Australia
alone, this probably represents $A 100 000 000 per an-
num spent on analytical work which is worthless.

However, it is probable that far more than 30% of
the methods in routine laboratory use have not been
validated to an appropriate level to suit the problem at
hand. This situation needs to change and a practical as-
sessment of the degree to which a method requires to
be validated is the first step to a reliable and cost-effec-
tive analytical industry.
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Introduction

For pharmaceutical analyses, it is necessary to have re-
liable methods. Results obtained using ion-selective
membrane electrodes are the best because of the sim-
plicity, rapidity, and accuracy of direct and continuous
measurement of the activity of the ions in the solution.
Another very important reason for the selection of
electrochemical sensors for pharmaceutical assay is
non-interference of by-products when the purity of a
raw material is to be determined.

Taking into account the definition of the validation
of an analytical method given in the US Pharmaco-
poeia: “Validation of an analytical method is the proc-
ess by which it is established, by laboratory studies, that
the performance characteristics of the method meet the
requirements for the intended analytical applications.
Performance characteristics are expressed in terms of

analytical parameters.”[1]. We can conclude from this
that the performance of the method can be evaluated
through the analytical parameters of the chemical sen-
sors and by recovery studies.

Using electrochemical sensors and considering the
sources of uncertainty given by Pan [2], viz. homogene-
ity, recovery, analysis blank, measurement standard,
calibration, matrix effect and interferences, measuring
instrument, and data processing, the main uncertainty
sources i.e., the homogeneity and the matrix effect, are
eliminated.

The validation criteria for ion-selective membrane
electrodes (ISMEs) can be established only by taking
into account their reliability and its effect on the relia-
bility of the analytical information that it is obtained.
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The reliability of the construction of ISMEs

For the construction of ISMEs, solid membranes and
liquid membranes are proposed. The construction of
solid membrane ISEs is based on the insertion of elec-
troactive material (ion pair complex), or only of a
counter ion into a polyvinyl chloride (PVC) matrix.
The PVC type as well as the plasticizer used for the
membrane construction affect the reliability of the elec-
trode’s response. Thomas proposed some rules for solid
membranes based on a PVC matrix construction [3--5].
The procedure most often used for solid membrane
construction is known as the Moody and Thomas pro-
cedure [5], as this assures the best reliability of solid
membrane electrodes.

Reliable liquid membrane electrodes are obtained
by impregnating a graphite rod of spectral purity with
the solution that contains the ion pair complex dis-
solved in the appropriate solvent [6]. The rod is at-
tached to the end of a polytrifluoroethene (PTFE)
tube.

Why liquid membrane ion-selective electrodes are more
suitable for validation than solid membrane
ion-selective electrodes

The first principle for ISME validation is the reproduci-
bility of their construction. The construction of the sol-
id membrane is not reproducible because the electroac-
tive material is not uniformly distributed in the mem-
brane. On the other hand, the impregnation process in
liquid membrane construction causes the electroactive
material to be uniformly distributed in the graphite rod
surface because of the uniformity of distribution of the
pores in the graphite.

The second criterion for non-selective electrodes is
the simplicity of the membrane construction. For a sol-
id membrane, smaller quantities of electroactive mate-
rials, plasticizers, and solvent (usually tetrahydrofuran)
are used in a large quantity of PVC. Homogenization
between them is not easy to achieve. However, after
homogenization, it is necessary to satisfy many strict
conditions to obtain a solid membrane with a given uni-
form thickness. This is very hard to achieve, and ac-
cordingly it affects the electrode response. The impreg-
nation of the graphite rod with the ion pair complex
solution is done by immersion of the graphite rod in the
solution, and thus the thickness of the impregnation
zone is constant for the same ion pair complex every
time.

The third criterion for ISEM construction is the rap-
idity of the construction process.

For solid membrane construction one must wait
more than 24 h to obtain the membrane and another

24 h or more immersion in the inner solution in order
for it to be suitable for characterization, Whereas ISEs
with liquid membrane can be obtained and character-
ized in the same day, because 1 h is required for the
extraction of the ion pair complex solution and 12 h for
the impregnation of graphite rod with the solution.

Taking into account the above-mentioned criteria,
one must recognize that ISEs based on liquid mem-
branes are more suitable for validation, because their
construction is reliable, simple, and rapid.

The connection between the reliability of developed
ISMEs and the reliability of obtained analytical
information

The good relationship between the reliability of devel-
oped ion-selective membrane electrodes and the relia-
bility of obtained analytical information assures the val-
idation of the ISMEs for analysis.

To obtain accurate results it is necessary to use ref-
erence materials [7] and adequate procedures for the
calibration of an ISME [8]. The response of the ISME
is connected with the stability of the ion pair complex,
because the stability of the complex is affected by the
solvent used for ion pair complex extraction. In PVC
matrix membranes, the PVC and plasticizer mixture
plays the same role as the solvent for the ion pair com-
plex, because it affects the stability of this complex.
From this point of view, the PVC matrix membrane as-
sures a response value more than 55 mV/decade. The
response value of the liquid membrane electrode is
generally less than the Nernstian one. Usually it shows
responses in the 50–55 mV/decade range. But a re-
sponse having the 50 mV/decade value assures good ac-
curacy and also the reliability of the analytical informa-
tion.

The limit of detection is also related to the response
of the ISME:

pX1p
E7

S

pX1pPlog[X1] where [X1] is the limit of detection, E7
is the standard potential, and S is the slope. It follows
that a good limit of detection of 10P6 to 10P10 mol/L
can be assured by a high E7 value and a low S value. If
we consider the minimum value for S, 50 mV/decade,
the minimum E7 value for a slope of 50 mV/decade
must be 300 mV to obtain a 10P6 mol/L for the limit of
detection. The E7 value is given by the free energy for
the ion pair complex formation, and it also depends on
the stability constant of the ion pair complex.

The best limit of detection is assured by the ion-
selective electrodes with a liquid membrane. The lower
limits of detection are necessary for pharmaceutical
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analysis, especially for in vitro and in vivo dissolution
tests, when low quantities of ions must be detected. The
working range is also a very important parameter for
ISMEs. It must be not less than two concentration de-
cades.

Selectivity is one of the essential characteristics of
the membrane electrodes. Accordingly, it is important
that by-products, degradation products, metabolites,
and compressing components (excipients) do not inter-
fere, and thus the ISMEs can be successfully used for
raw material assays as well as for raw material determi-
nations in pharmaceutical formulations. To improve
the selectivity, it is necessary to choose another counter
ion for membrane construction, because the selectivity
of membrane electrodes can be explained through the
stability constants of the ion pair complexes between
the counter ion and the ions from the solution. To be
selective over one ion from the solution it is necessary
for the stability constant of the ion pair complex to be
less than the stability constant of the ion pair complex
obtained between the main ion and counter ion.

The response time is one of the main factors for
ISME validation, because these electrodes must be
used to perform dissolution tests of pharmaceuticals
and potentiometrical titrations. Recovery studies are a
very important means of documenting the reliability of
a method. Recovery studies give information about ac-
curacy and repeatability of the analytical method. For
accurate analytical information, both the repeatability
and the reliability are given by relative standard devia-
tion (RSD) values. When ISMEs are used for pharma-
ceuticals analysis, the reliability must have the maxi-
mum value and RSD^1.5%.

Validation criteria of ISME

An ISME can be validated for pharmaceuticals analysis
only if:
1. the best counter ion (giving the ion pair complex

with the best stability) is chosen,
2. the best matrix (PVC, liquid-solvent) for the electro-

active material is used,
3. the biocompatibility of materials is correlated with

the response characteristics of the ISME,
4. the counter ion assures a slope of 50 mV/decade

(minimum value), a limit of detection of 10P6 mol/L
(minimum value), a large working range, a response
time less than 1 min, and the maximum selectivity in
preference to the by-products, degradation products,
compression compounds, and metabolites.

Conclusions

The validation of ion-selective membrane electrodes is
based on the reproducibility of their development, the
simplicity and rapidity of their construction, and their
response characteristics. Typically, these response char-
acteristics include: minimum 50 mV/decade for the
slope, 10P6 mol/L for limit of detection, large working
range, and low response time, which can be assured
only by the best counter ion and matrix (PVC and plas-
ticizer for solid membrane electrodes and solvent for
liquid membrane electrodes).

An RSD of more than 1.5% for a recovery test can-
not be permitted. RSD values assure both the accuracy
and the reliability of the analytical information.
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Abstract Two examples of the use
of measurement uncertainty in a
development environment are pre-
sented and compared to the use of
validation. It is concluded that
measurement uncertainty is a good
alternative to validation for chemi-
cal processes in the development
stage. Some advantages of meas-
urement uncertainty are described.
The major advantages are that the
estimations of measurement uncer-
tainty are very efficient, and can be
performed before analysis of the

samples. The results of measure-
ment uncertainty influence the
type of analysis employed in the
development process, and the
measurement design can be ad-
justed to the need of the process.
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Introduction

The “know how” in quality assessment has grown over
the last few years. Quality management systems are im-
proving and validation procedures are being optimized.
But the problem that validation procedures are time
consuming still remains. Often validations are perform-
ed too late. Especially in a development environment
where the advance from one development step to the
next is based on a decision resulting from the previous
step. Therefore, valid analytical data is needed directly
after each method development.

The estimation of measurement uncertainty is an al-
ternative to validation if a quantitative result is used for
the assessment of the development process. In this case
only one parameter of the validation is needed. The
precision of the analysis is sometimes taken as a quality
figure instead of a validation. But precision cannot re-
place validation because in this case the environment,
i.e. the sample preparation is neglected and precision is

only a representative of one contribution to the uncer-
tainty of measurement: in high performance liquid
chromatography (HPLC) usually the uncertainty con-
tribution of the sampler.

To illustrate the point, two examples taken from a
process research environment in a pharmaceutical com-
pany are presented. It is demonstrated that measure-
ment uncertainty has practical advantages compared to
validation.

Examples of process development

The first example presents a typical process from our
research environment, where a chemical synthesis is
transferred from development to production. In this sit-
uation validation of the chemical process is performed
throughout, including variations of process parameters
for intermediates that are not isolated. For these inter-
mediates a pre-selected analytical method is normally
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Fig. 1 The synthesis and variations performed in a process
research validation shown schematically. HV stands for
performed according to the manufacturing formula. The example
shown illustrates the first step of the chemical synthesis. Circles
show the variations of the two parameters tested in the validation
(LiCl and TOBO are internal names for chemicals used in the
synthesis, eq stands for equivalent)

Table 1 First step in the estimation of the measurement
uncertainty of high performance liquid chromatography (HPLC)
analysis as a method used for the assessment of a chemical
process

Uncertainty component Min Max

Inhomogeneity of the sample and
inhomogeneity of sampling

~0.2% 0.5%

Weighing of the reference materials or
the sample (about 50 mg)

~0.1% 0.1%

Uncertainty of the instrumentation
(sampler uncertainty) and reference
material(s) depending on the number of
injections

0.5% 1.5%

Evaluation uncertainty (uncertainty
caused by integration)

~0.1% 0.1%

Uncertainty of the reference material(s) P P

available, usually a method that has been employed for
some time. Because no validation report is requested
by regulatory authorities, no formal validation is per-
formed.

An example of a typical validation scheme for a
chemical synthesis in process research is given in Fig. 1.
In this example the process research chemist sets up a
number of experiments. The most important question
presented by the chemist to the analytical department
is: Is the variability of the analytical process small com-
pared to the variation performed in the process valida-
tion [1, 2].

The original manufacturing formula (HV) and five
variations are performed in the first step of the synthe-
sis. Six samples are analysed. The results of these six
analyses are used to assess the validation of this process
step. In this case validation of the analytical method is a
prerequisite for any decision that is made about the val-
idity of the process. This information is needed before
the process research chemist can start variations of the
process otherwise it is possible that the data received
cannot be assessed. The difficulty of assessing the data
of the process validation results from the fact that the
data is influenced by the analytical method and the un-
certainty of the chemical process. If the uncertainty of
the analytical method is larger or in the same range as
the variations of the chemical process, assessment of
the data is not possible.

To assess uncertainty, a type B estimation of uncer-
tainty is performed. After analysis of the samples the
type B estimation can be verified by a type A estima-

tion analogous to the concept presented by Henrion et
al. [3]. In our laboratory, a type B estimation can be
performed with confidence because we have performed
this type of analysis (an HPLC method with external
standard calibration) about 50 times before. A control
sample is included in every analysis and the results are
plotted on a control chart. The control chart, repre-
senting the total measurement uncertainty for the ana-
lytical method, is then reviewed for the estimation of
uncertainty. The standard deviation for the assay of a
control sample for 50 analyses was 1.51%. An example
of the way in which a control sample can be used for
measurement uncertainty is presented in detail in [1].
The typical uncertainty components for this type of
analysis are (Table 1):
— inhomogeneity of the sample and sampling
— weighing of reference materials (about 50 mg)
— weighing of samples (about 50 mg)
— uncertainty of the instrumentation (sampler uncer-

tainty)
— evaluation uncertainty (uncertainty caused by inte-

gration)
— uncertainty of reference materials.
The case presented here is simple because all six sam-
ples can be analysed as one set of samples in one analy-
tical run. For a single run the estimation of uncertainty
can be reduced to the calibration of the method with an
in-house reference material and the uncertainty of the
analysis itself. In this example inhomogeneity of the
sample, the evaluation uncertainty and the uncertainty
of the reference material (i.e. inhomogeneity) as given
in Table 1 can be neglected because the results of only
one analysis are compared. The weighing uncertainties
can be neglected because they are small compared to
the sampler uncertainty.

If the measurement uncertainty is estimated using
the parameters in Table 1 but for a longer time period
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Table 2 Results of the estimation of the measurement
uncertainty for HPLC analysis

Option 1a Option 2b

Calibration 1% 1%

Analysis of samples 1.5% 1%

Total uncertainty (received from
uncertainty propagation)

1.8% 1.4%

a Option 1: two weights of the calibration standard with six
injections for each of them, two weights of the sample with two
injections for each weight
b Option 2: two weights of the sample with four injections for
each weight

Table 3 Comparison of the results of the estimation and the
analysis (type B estimation compared to type A estimation)

Estimation Found
(one example)

Calibration 1% 0.8%

Analysis of samples 1% 0.8%

Total uncertainty
(by uncertainty propagation)

1.4% 1.14%

as for example covered in the control chart, the inho-
mogeneity of the sample has to be included in the esti-
mation. Using the mean values between the min and
max column in Table 1 the uncertainty estimated by
uncertainty propagation is 1.46%, which is close to the
value found in the control chart. In the case presented
here the estimation of measurement uncertainty can be
performed in only two steps as shown in Table 2. Cali-
bration and analysis of samples represent the major un-
certainties and combined they provide the complete
uncertainty of our experiment; in this case the uncer-
tainty of the HPLC sampler. The influence of the
HPLC sampler is known, therefore, there are two op-
tions to perform the analysis.

Together with the customer it was decided to per-
form the analysis according to option 2. The samples
were analysed in one analytical run. The result is shown
in Table 3. The result of the estimation compares well
with the “found” results. The found uncertainty is
smaller than the estimation. Assessment of the results
of the validation of the manufacturing formula be-
comes easier from the customers point of view because
the customer is able to deceide if a variation of his re-
sult is related to his process or to the uncertainty of the
analytical method. Additionally, the influence of the in-
dividual contributions to uncertainty becomes smaller
because of the uncertainty propagation. Therefore, the
difference between the estimated and found uncertain-
ty becomes smaller with an increasing number of pa-
rameters that influence uncertainty.

The estimation of uncertainty replaces a full valida-
tion of the analytical method. It generates the necessary
information at the right time. The statistical informa-
tion received from the analysis can be used for the in-
terpretation of the data and finally the analysis is de-
signed to the customers needs. In this case measure-
ment uncertainty is a good alternative to validation.

The second example illustrates the determination of
water content which is an important characteristic for
chemical substances and is needed in many chemical
reactions. It is usually determined by Karl-Fischers
(KF) titration. The water content determined in our la-
boratory ranges from ~0.1% to about 30%. It is widely
known that KF water titration’s may be influenced by
the sample and, depending on the range, some other
parameters may significantly affect the uncertainty.

Because the concentration of a reagent is often de-
termined on the basis of the water content of the reac-
tion mixture, uncertainty information for the water de-
termination is needed. The problem in a development
environment is that various synthesis routes are tested.
If salts are used in a chemical reaction it is usual that
chemists test different counter ions for the optimization
of the synthesis. However, different salts are rarely
tested in the analytical department. One of the prob-
lems of the variation of counter ions is that the hygros-
copicity of the salts is often different.

Two independent steps have to be followed:
1. Substance dependent influences have to observed.

In most cases the chemical structure of the compo-
nent is known and therefore serious mistakes can be
avoided. Titration software and various KF reagents
have to be available and standard operation proce-
dures have to be established.

2. The individual uncertainty has to be considered.
Therefore a preliminary specification has to be set
and a type B estimation of uncertainty can be used
to show if there is any problem arising from the data
and the specification limit [4].

The first step is a general task using the appropriate
equipment and has been established in our laboratory.
However, the second part needs to be discussed in de-
tail.

Suppose there is a chemical reaction with reagent A
where:

AcB ] C. (1)

The alternative reaction for A may also be with wa-
ter to D.

AcH2O ] D. (2)

The reaction with water is often faster than with B.
Because of the low molecular weight of water 0.5% (w/
w) of water in B may be 10 mol %. Therefore an excess
of at least 10 mol % of A might be needed to complete
the reaction. The water content is determined in the
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Table 4 Estimation of the measurement uncertainty for the
titration of water (example performed manually)

Results from the titrations
(% (w/w) from the weight of
the sample)

0.20%; 0.23% 0.215%
c0.0150%

Minimum uncertainty of
1.1%

1.1% c0.00236%

Hygroscopicity (estimated on
the basis of experience with
amin compounds)

5% c0.00621%

Uncertainty of the titer 1% c0.00124%

Reaction of the sample with
the solvent

5% c0.00621%

Result reported including
uncertainty

0.25%

analytical department. For example the value deter-
mined by KF titration is 0.22% (w/w) from two measur-
ements with 0.2% (w/w) and 0.23% (w/w) as the indi-
vidual values. The question that has to be asked is: Is
0.22% of the weight always smaller than 0.25% (w/w)?
What we need is the measurement uncertainty added to
the “found” value. If this value is smaller than the limit
(0.25%) the pre-calculated amount of the reagents can
be used.

The model set up consists of two terms:

YpX*(1cU)

where X is the mean value of the measurements plus
the standard uncertainty. U is the sum of the various
influence parameters on measurement uncertainty:
— hygroscopicity
— uncertainty of the titer
— reaction of the KF solvent with the sample
— a minimum uncertainty constant of 1.1% (taken

from the control chart of the standard reference ma-
terial) covering balance uncertainties, the influence
of water in the atmosphere and the instrument un-
certainty with the detection of the end of titration.

The factors for the three contributions mentioned
above are estimated on the basis of experience. The
calculation is performed using a computer program [5].
This makes the decision easy and fast. In this case the
type A estimation on the basis of the results and the
type B estimation of the influence factors are com-
bined. An example is given in Table 4 in a compressed
form.

The alternative would be an experimental valida-
tion. In this case the uncertainty estimation has proven
to be a very useful alternative to validation, although,
on the basis of experience, the estimate of hygroscopic-
ity is difficult and may lead to incorrect values.

Conclusions

Method validation is a process used to confirm that an
analytical procedure employed for a specific test is suit-
able for the intended use. The examples above show
that the estimation of measurement uncertainty is a vi-
able alternative to validation. The estimation of meas-
urement uncertainty can be used to confirm that an
analytical procedure is suitable for the intended use. If
the estimation of measurement uncertainty is used to-
gether with validations both the uncertainty estimation
and the validation have their own place in a develop-
mental environment. The major advantages of meas-
urement uncertainty are that it is fast and efficient.
Normally, if the analytical method is understood by the
laboratory very similar results are found for the estima-
tion of uncertainty and for the classical variation of crit-
ical parameters, namely, validation. The decision on
how to perform a validation should be made on a case
to case basis depending on experience.
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Abstract The determination of
dichlorobenzene and naphthalene
in commercial repellents used in
Spain has been validated. This was
done using an isocratic regime, to
test the reverse -phase HPLC sys-
tem with acetonitrile: water 65 :35
(v: v) as the mobile phase, at 20 7C.
This technique is proposed for the
modular validation of the HPLC

system . The results obtained with
this method show good agreement
with the results provided by the
manufacturers of the mothrepel-
lents.
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Introduction

The most frequently used commercial mothrepellents
in Spain contain p-diclorobenzene (p-DB) or naphthal-
ene (N) as the active component (98–99% w/w), the
rest being perfume, approximately 1–2%.These values
are generally determined by gas cromatography [1–5].
We propose an alternative analytical method, based on
determination of the active components by HPLC in
reverse phase, using an isocratic regime, with diphenyl
(DP) as an internal standard. The results obtained
show good conformity with the certified values of the
active components supplied by the manufacturers of
the mothrepellents. The modular approximation [6] is
proposed for the validation of the method, that in-
cludes the validation of each part of the system (pump,
injector, etc.).

HPLC validation systems

The stages involved in the validation of the HPLC sys-
tem, in chronological order, are as follows [7–10]:

Column

The column used for the validation was a reverse phase
Nucleosil 120 C-18. Methanol was used as the mobile
phase, to achieve a resolution of Rs 11.5. The mobile
phase flow rate was 1 ml/min, the injection volume was
10 ml, with detection at 250 nm. The determination was
accomplished at ambient laboratory temperature
(20 7C). The trial was repeated 10 times. The mixture to
determine the real flow consisted of nitromethane, an-
thracene, pirene and perilene, dissolved in methanol.
We recommend that the proportions are adjusted so
that each peak corresponds to approximately 25% of
the area with respect to normalized areas. As an illus-
tration, for 0.5 units of absorbance (AU), the cited so-
lution will contain: nitromethane (1000 mg ml–1), an-
thracene (2 mg ml–1 ), pirene (33 mg ml–1) and perilene
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Table 1 Variation coefficients
(in %) obtained for the deter-
mination of flow rate and re-
producibility of injections

Parameter to determine Equation Tolerance

Short-term flow Global CVp((CVi)norm.area/4 ~1.5
Flow during a long run Global CVp(CVi)tWb/4 ~1
Reproducibility of injection Global CVp[(CVabs.area)2P(CVnorm.area)2]/4 ~1.5

(12 mg ml–1). Uracil (5 mg ml–1) was also added as a not
retained reference component.

Pump

Flow accuracy

The flow volume exiting of the detector was measured
using water of chromatographic quality. The eluent vol-
ume was measured over a 10 min period, in a graduated
manometer and for different flow rates (0.5, 1.0 and
2.0 ml min–1) the time elapsed was measured with a
precision chronometer. The flow rate was then calcu-
lated. This test was repeated every 10 days to evaluate
the reproducibility of the flow. An accuracy of up to
3% of the theoretical value was recorded. The ob-
served variations should be to the critical parts of the
pump (fundamentally the valves).

Calculation of the short-term flow

As of the obtained chromatogram obtained from the
sample test, is calculated, for each one of its compo-
nents, the variation coefficient of the values of the nor-
malized areas, for ten injections. The expression for the
global variation coefficient of the mixture is shown in
Table 1. The tolerance turned out to be inferior to
1.5% which is the tolerance recommended in the litera-
ture.

Measurement of the flow during a long run

The variation coefficient of the retention times,
(t’RptRPturacil) corrected, for ten injections was calcu-
lated from the chromatogram obtained for the sample
test. The global variation coefficient turned out to be
inferior to 1%. The equation used for the calculation
appears in Table 1.

Injector

All determinations were carried out by manual injec-
tion.

Reproducibility

The reproducibility was calculated for each component
of the test mixture by sixtuplicated injections of 20 ml.
The global variation coefficient was calculated usingthe
equation shown in Table 1.

Linearity

A calibration curve was constructed using a solution of
anthracene in methanol (2 mg ml–1), by quintuplicate
injections of 10, 20 and 30 ml. The correlation coeffi-
cient was 0.9890 and the precision for each group of in-
jections was 2.0%.

UV Detector

Accuracy of the wavelength

The cell of the detector was filled with a chromophore
solution of uracil in methanol (15 mg ml–1) A sweep
was performed between 250 and 265 nm. The wavel-
ength corresponding to the maximum absorbance must
be 257B2 nm.

Linearity

In order to test the linear response range of the detec-
tor, a standard solution of propylparaben in methanol
(25 mg ml–1) was prepared, that represents 2 AU. A cal-
ibration curve was constructed using 5, 10, 15, 20 and 25
mg ml–1, beginning with the most dilute solution.

Quantification limit

A standard solution of anthracene in methanol (2 mg
ml–1) was used. The same methanol used for the mobile
phase and solvent of the test solution was used a a
blank control. With the integrator set at minimum atte-
nuation (maximum sensibility), the noise was deter-
mined for six injections of methanol (10 ml), calculating
sb. The value 10 sb gave a signal level related to the
quantification limit, obtained from the standard solu-
tion of anthracene, with the necessary dilution to ob-



82 R.C. Díaz · M.A. Sarasa · C. Ríos · J.J. Cuello

Table 2 Expressions of the
various contributions to total
uncertainty

Contribution to uncertainty Equation foruncertainty

Repetitions of the certified standard sa
2ps2 (1/Nc1/n)

Calibration curve sc
2psr

2 [1/NP(Axi)2/(Axi
2)]

Precision of the HPLC equipment ue
2pse

2/3
Precision of the CMRS usc

2p(Io/k)2

Dilution of the reference standard ud
2psd

2/3

tain a final concentration to satisfy the requirement
10 sb.

Data processing

Calibration of the software

The set of chromatograms corresponding to the four
cited standards was processed and compared to the ob-
tained results and weighted according to the precalcula-
tions. There were the differences between the two cali-
bration curves [slope, interception at the origin, R (cor-
relation coefficient), R2 and standard deviation].

Linearity

A correlation exists between the response of the con-
vertor of the analoque signal and the exit of the detec-
tor. It is a registered response of the data acquisition
system, for each one of the accomplished readings of
the standards of absorbance, analysing the correlation
between the values obtained with the system from data
process and the accomplished readings directly in the
detector.

Uncertainty calculation

Components of type A

They are associated with the calibration curve, sc. The
equation of the straight line obtained is: ypbcmx,
where y is the area of the peak of each standard in the
chromatogram (expressed in area units), b is the inter-
ception at the origin and x the concentration of the
standard (expressed in mg ml–1). smpsr/s1/2 is the corre-
sponding deviation from the slope, sr the standard de-
viation of the differences between the obtained value
and the real value and s the corresponding to concen-
trations.

Components of type B

The contribution to the total uncertainty associated
with the repetitions of the certified standard was deter-

Table 3 Chromatography and integrator conditions

Column: Nucleosil 120 C-18, 25 cm!0.46 cm!5 mm of film
thickness

Mobile phase: acetonitrile/water; 65 :35 (v/v)
Mobile phase flow: 1.2 ml min–1

Temperature: 20 7C
Injection: 10 ml
Attenuation: 7
Threshold: 5

mined by sa. N is the number of samples of Certified
Reference Materials (CMRS) and N the number of re-
petitions for each sample. Also they contribute to the
number of repetitions n of the number N of samples
CMRS, with the term sa. There exists a inaccuracy in-
trinsically related to the HPLC equipment used. ue is
the contribution to the total uncertainty. Also asso-
ciated with the certified standards, of agreement to the
calibration certificate, that is represented by ssc (Io is
the uncertainty interval and k the uncertainty factor, in
this case 2). ud is related to the successive dilutions ef-
fected to prepare the corresponding standards for con-
struction of the calibration curve, with sd the standard
deviation associated with standard most diluted, since is
greater the one which contribution adds to the uncer-
tainty. The expressions of the corresponding uncertain-
ties appear in Table 2.
The global variance is calculated from: sy

2p
[(sa

2cue
2cud

2cusc
2)/m2]csc

2/m2csm
2 (yPb)2/m4.

The total uncertainty is calculated by the equation
Ipksy

2, where kp2 (with a confidence level of the
95%).

Experimental procedure

Standard solutions p-DB or N (3200, 5300, 7400 and
9300 mg ml–1) were prepared in 25-ml flasks. DP (2 ml)
was added to flask as an internal standard, and the final
volume was made up to 25 ml with acetonitrile. The test
samples were prepared with 3500 mg ml–1 of the corre-
sponding mothrepellent, with 2 ml of DP and made up
to 25 ml with acetonitrile.

The optimized chromatographic and integrator con-
ditions appear in Table 3.
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Table 4 Results obtained (ex-
pressed in % w/w) in the de-
termination of p - dicloroben-
zene (p-DB) or naphthalene
(N) in test and commercial
samples of mothrepellents

Commercial name Certified (p-DB) Certified (N) Result

Polil (a) 98–99 P 98.35B0.11
p-DB (b) 1 99 P 99.90B0.06
Naftalina (c) P 1 99 99.86B0.04
Camfolina (d) P 97–98 97.36B0.14

(a) Cruz Verde – Legrain
(b) Bayer AG
(c) Industrial Química del Nalón
(d) Vanossa

Results and discussion

The standard components were identified by their re-
tention times (8.09 min for N, 9.63 min for p-DB and
11,28 min for DP), from their corresponding calibration
graphs. The equation used for the determination of p-
DB was: Area of the peak p-DB/Area of the peak
DPpbcm[p-DB]/[DP], and Area of the peak N/Area
of the peak DPpbcm [N]/[DP] was used for the deter-
mination of N. By interpolating the values obtained for
the mothrepellent samples, the content of p-DB or N in
the commercial products (Table 4). The values ob-

tained can be compared with the values supplied by the
manufacturers (for five repetitions of each sample) and
are shown in Table 4.

Conclusions

A simple and fast HP method for the determination of
p-DB and N in mothrepellents manufactured in Spain
has been validated. This was achieved by modular vali-
dation of the HPLC system. The results obtained show
good agreement with the values provided by the manu-
facturers.
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Abstract A protocol has been de-
veloped illustrating the link be-
tween validation experiments, such
as precision, trueness and rugged-
ness testing, and measurement un-
certainty evaluation. By planning
validation experiments with uncer-
tainty estimation in mind, uncer-
tainty budgets can be obtained
from validation data with little ad-
ditional effort. The main stages in
the uncertainty estimation process
are described, and the use of true-

ness and ruggedness studies is dis-
cussed in detail. The practical ap-
plication of the protocol will be il-
lustrated in Part 2, with reference
to a method for the determination
of three markers (CI solvent red
24, quinizarin and CI solvent yel-
low 124) in fuel oil samples.
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Introduction

In recent years, the subject of the evaluation of meas-
urement uncertainty in analytical chemistry has gener-
ated a significant level of interest and discussion. It is
generally acknowledged that the fitness for purpose of
an analytical result cannot be assessed without some es-
timate of the measurement uncertainty to compare with
the confidence required. The Guide to the Expression
of Uncertainty in Measurement (GUM) published by
ISO [1] establishes general rules for evaluating and ex-
pressing uncertainty for a wide range of measurements.
The guide was interpreted for analytical chemistry by
EURACHEM in 1995 [2]. The approach described in
the GUM requires the identification of all possible
sources of uncertainty associated with the procedure;
the estimation of their magnitude from either experi-
mental or published data; and the combination of these
individual uncertainties to give standard and expanded
uncertainties for the procedure as a whole. Some appli-

cations of this approach to analytical chemistry have
been published [3, 4]. However, the GUM principles
are significantly different from the methods currently
used in analytical chemistry for estimating uncertainty
[5–8] which generally make use of “whole method” per-
formance parameters, such as precision and recovery,
obtained during in-house method validation studies or
during method development and collaborative study
[9–11]. We have previously described a strategy for re-
conciling the information requirements of formal (i.e.
GUM) measurement uncertainty principles with the
data generated from method validation studies [12–14].
The approach involves a detailed analysis of the factors
influencing the result using cause and effect analysis
[15]. This results in a structured list of the possible
sources of uncertainty associated with the method. The
list is then simplified and reconciled with existing ex-
perimental and other data. We now report the applica-
tion of this approach in the form of a protocol for the
estimation of measurement uncertainty from validation
studies [16]. This paper outlines the key stages in the
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Fig. 1 Flow chart summarising the uncertainty estimation
process

protocol and discusses the use of data from trueness
and ruggedness studies in detail. The practical applica-
tion of the protocol will be described in Part 2 with ref-
erence to a high performance liquid chromatography
(HPLC) procedure for the determination of markers in
road fuel [17].

Principles of approach

The stages in the uncertainty estimation process are il-
lustrated in Fig. 1. An outline of the procedure dis-
cussed in the protocol is presented in Fig. 2. The first
stage of the procedure is the identification of sources of
uncertainty for the method. Once the sources of uncer-
tainty have been identified they require evaluation.
The main tools for doing this are precision, trueness (or
bias) and ruggedness studies. The aim is to account for
as many sources of uncertainty as possible during the
precision and trueness studies. Any remaining sources
of uncertainty are then evaluated either from existing
data (e.g. calibration certificates, published data, pre-
vious studies, etc.) or via ruggedness studies. Note that
it may not be necessary to evaluate every source of un-
certainty in detail, if the analyst has evidence to suggest
that some are insignificant. Indeed, the EURACHEM
Guide states that unless there are a large number of

them, uncertainty components which are less than one-
third of the largest need not be evaluated in detail. Fi-
nally, the individual uncertainty components for the
method are combined to give standard and expanded
uncertainties for the method as a whole. The use of
data from trueness and ruggedness studies in uncertain-
ty estimation is discussed in more detail below.

Trueness studies

In developing the protocol, the trueness of a method
was considered in terms of recovery, i.e. the ratio of the
observed value to the expected value. The evaluation
of uncertainties associated with recovery is discussed in
detail elsewhere [18, 19]. In general, the recovery, R,
for a particular sample is considered as comprising
three components:
– R̄m is an estimate of the mean method recovery ob-

tained from, for example, the analysis of a CRM or a
spiked sample. The uncertainty in R̄m is composed of
the uncertainty in the reference value (e.g. the uncer-
tainty in the certified value of a reference material)
and the uncertainty in the observed value (e.g. the
standard deviation of the mean of replicate ana-
lyses).

– Rs is a correction factor to take account of differ-
ences in the recovery for a particular sample com-
pared to the recovery observed for the material used
to estimate R̄m.

– Rrep is a correction factor to take account of the fact
that a spiked sample may behave differently to a real
sample with incurred analyte.
These three elements are combined multiplicatively

to give an estimate of the recovery for a particular sam-
ple, R, and its uncertainty, u(R):

RpR̄m!Rs!Rrep , (1)

u(R)pR!"1u(R̄m)
R̄m

2
2

c1u(Rs)
Rs

2
2

c1u(Rrep)
Rrep

2
2

. (2)

R̄m and u(R̄m) are calculated using Eq. (3) and
Eq. (4):

R̄mp
C̄obs

CRM

, (3)

u(R̄m)pR̄m!"1 sobs

C̄obs
2

2

c1u(CRM)
CRM

2
2

, (4)

where C̄obs is the mean of the replicate analyses of the
reference material (e.g. CRM or spiked sample), sobs is
the standard deviation of the mean of the results, CRM

is the concentration of the reference material and
u(CRM) is the standard uncertainty in the concentration
of the reference material. To determine the contribu-
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Fig. 2 Flow chart illustrating
the stages in the method vali-
dation/measurement uncer-
tainty protocol

tion of R̄m to the combined uncertainty for the method
as a whole, the estimate is compared with 1, using an
equation of the form:

tp
h1PR̄mh

u(R̄m)
. (5)

To determine whether R̄m is significantly different
from 1, the calculated value of t is compared with the
coverage factor, kp2, which will be used to calculate
the expanded uncertainty [19]. A t value greater than 2
suggests that R̄m is significantly different from 1. How-
ever, if in the normal application of the method, no cor-
rection is made to take account of the fact that the
method recovery is significantly different from 1, the

uncertainty associated with R̄m must be increased to
take account of this uncorrected bias. The relevant
equation is:

u(R̄m)bp"11PR̄m

k 2
2

cu(R̄m)2 . (6)

A special case arises when an empirical method is
being studied. In such cases, the method defines the
measurand (e.g. dietary fibre, extractable cadmium
from ceramics). The method is considered to define the
true value and is, by definition, unbiased. The presump-
tion is that R̄m is equal to 1 and that the only uncertain-
ty is that associated with the laboratory’s particular ap-
plication of the method. In some cases, a reference ma-
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Fig. 2 Continued



88 V.J. Barwick · S.L.R. Ellison

terial certified for use with the method may be availa-
ble. Where this is so, a bias study can be carried out
and the results treated as discussed above. If there is no
relevant reference material, it is not possible to esti-
mate the uncertainty associated with the laboratory
bias. There will still be uncertainties associated with
bias, but they will be associated with possible bias in
the temperatures, masses, etc. used to define the meth-
od. In such cases it will normally be necessary to con-
sider these individually.

Where the method scope covers a range of sample
matrices and/or analyte concentrations, an additional
uncertainty term Rs is required to take account of dif-
ferences in the recovery of a particular sample type,
compared to the material used to estimate R̄m. This can
be evaluated by analysing a representative range of
spiked samples, covering typical matrices and analyte
concentrations, in replicate. The mean recovery for
each sample type is calculated. Rs is normally assumed
to be equal to 1. However, there will be an uncertainty
associated with this assumption, which appears in the
spread of mean recoveries observed for the different
spiked samples. The uncertainty, u(Rs), is therefore
taken as the standard deviation of the mean recoveries
for each sample type.

When a spiked sample, rather than a matrix refer-
ence material, has been used to estimate R̄m it may be
necessary to consider Rrep and its uncertainty. In gener-
al, Rrep is assumed to equal 1, indicating that the recov-
ery observed for a spiked sample is truly representative
of that for the incurred analyte. The uncertainty,
u(Rrep), is a measure of the uncertainty associated with
that assumption. In some cases it can be argued that a
spike is a good representation of a real sample, for ex-
ample in liquid samples where the analyte is simply dis-
solved in the matrix; u(Rrep) can therefore be assumed
to be small. In other cases there may be reason to be-
lieve that a spiked sample is not a perfect model for a
test sample and u(Rrep) may be a significant source of
uncertainty. The evaluation of u(Rrep) is discussed in
more detail elsewhere [18].

Evaluation of other sources of uncertainty

An uncertainty evaluation must consider the full range
of variability likely to be encountered during applica-
tion of the method. This includes parameters relating to
the sample (analyte concentration, sample matrix) as
well as experimental parameters associated with the
method (e.g. temperature, extraction time, equipment
settings, etc.). Sources of uncertainty not adequately
covered by the precision and trueness studies require
separate evaluation. There are three main sources of
information: calibration certificates and manufacturers’
specifications, data published in the literature and spe-

cially designed experimental studies. One efficient
method of experimental study is ruggedness testing,
discussed below.

Ruggedness studies

Ruggedness tests are a useful way of investigating si-
multaneously the effect of several experimental param-
eters on method performance. The experiments are
based on the ruggedness testing procedure described in
the Statistical Manual of the AOAC [20]. Such experi-
ments result in an observed difference, Dxi

, for each pa-
rameter studied which represents the change in result
due to varying that parameter. The parameters are
tested for significance using a Student’s t-test of the
form [21]:

tp
;n!Dxi

;2!s
, (7)

where s is the estimate of the method precision, n is the
number of experiments carried out at each level for
each parameter (np4 for a seven-parameter Plackett-
Burman experimental design), and Dxi 

is the difference
calculated for parameter xi. The values of t calculated
using Eq. (7) are compared with the appropriate critical
values of t at 95% confidence. Note that the degrees of
freedom for tcrit relate to the degrees of freedom for the
precision estimate used in the calculation of t. For pa-
rameters identified as having no significant effect on
the method performance, the uncertainty in the final
result y due to parameter xi, u(y(xi)), is calculated using
Eq. (8):

u(y(xi))p
;2!tcrit!s
;n!1.96

!
dreal

dtest

, (8)

where dreal is the change in the parameter which would
be expected when the method is operating under con-
trol in routine use and dtest is the change in the param-
eter that was specified in the ruggedness study. In other
words, the uncertainty estimate is based on the 95%
confidence interval, converted to a standard deviation
by dividing by 1.96 [1, 2]. The dreal/dtest term is required
to take account of the fact that the change in a parame-
ter used in the ruggedness test may be greater than that
observed during normal operation of the method. For
parameters identified as having a significant effect on
the method performance, a first estimate of the uncer-
tainty can be calculated as follows:

u(y(xi))pu(xi)!ci , (9)

cip
Observed change in result

Change in parameter
, (10)

where u(xi) is the uncertainty in the parameter and ci is
the sensitivity coefficient.
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Fig. 3 Contributions to the
measurement uncertainty for
the determination of CI sol-
vent red 24, quinizarin and CI
solvent yellow 124 in fuel oil

The estimates obtained by applying Eqs. 8–10 are in-
tended to give a first estimate of the measurement un-
certainty associated with a particular parameter. If such
estimates of the uncertainty are found to be a signifi-
cant contribution to the overall uncertainty for the
method, further study of the effect of the parameters is
advised, to establish the true relationship between
changes in the parameter and the result of the method.
However, if the uncertainties are found to be small
compared to other uncertainty components (i.e. the un-
certainties associated with precision and trueness) then
no further study is required.

Calculation of combined measurement uncertainty for
the method

The individual sources of uncertainty, evaluated
through the precision, trueness, ruggedness and other
studies are combined to give an estimate of the stand-
ard uncertainty for the method as a whole. Uncertainty
contributions identified as being proportional to ana-
lyte concentration are combined using Eq. (11):

u(y)
y

p"1u(p)
p 2

2

c1u(q)
q 2

2

c1u(r)
r 2

2

c . . . , (11)

where the result y is affected by parameters p, q, r....
which each have uncertainties u(p), u(q), u(r)... . Un-
certainty contributions identified as being independent
of analyte concentration are combined using Eq. (12):
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u(y)bp;u(p)2cu(q)2cu(r)2c . . . (12)

The combined uncertainty in the result at a concentra-
tion y’ is calculated as follows:

u(yb)p"(u(y)b)2c1yb!
u(y)

y 2
2

(13)

Discussion and conclusions

We have developed a protocol which describes how
data generated from experimental studies commonly
undertaken for method validation purposes can be used
in measurement uncertainty evaluation. The main ex-
perimental studies required are for the evaluation of
precision and trueness. These should be planned so as
to cover as many of the possible sources of uncertainty
identified for the method as possible. Any remaining
sources are considered separately. If there is evidence
to suggest that they will be small compared to the un-
certainties associated with precision and trueness, then
no further study is required. However for uncertainty
components where no prior information is available,
further experimental study will be required. One useful
approach is ruggedness testing which allows the evalua-
tion of a number of sources of uncertainty simulta-
neously. It should be noted that ruggedness testing re-
ally only gives a first estimate of uncertainty contribu-
tions. Further study is recommended to refine the esti-
mates for any sources of uncertainty which appear to
be a significant contribution to the total uncertainty.

The main disadvantage of this approach is that it
may not readily reveal the main sources of uncertainty
for a particular method. In previous studies we have
typically found the uncertainty budget to be dominated
by the precision and trueness terms [14]. In such cases,
if the combined uncertainty for the method is too large,
indicating that the method requires improvement, fur-
ther study may be required to identify the stages in the
method which contribute most to the uncertainty. How-
ever, the approach detailed here will allow the analyst
to obtain, relatively quickly, a sound estimate of meas-
urement uncertainty, with minimum experimental work
beyond that required for method validation.

We have applied this protocol to the evaluation of
the measurement uncertainty for a method for the de-
termination of three markers (CI solvent red 24, CI sol-
vent yellow 124 and quinizarin (1,4-dihydroxyanthra-
quinone)) in road fuel. The method requires the extrac-
tion of the markers from the sample matrix by solid
phase extraction, followed by quantification by HPLC
with diode array detection. The uncertainty evaluation
involved four experimental studies which were also re-
quired as part of the method validation. The studies
were precision, trueness (evaluated via the analysis of
spiked samples) and ruggedness tests of the extraction
and HPLC stages. The experiments and uncertainty
calculations are described in detail in Part 2. A summa-
ry of the uncertainty budget for the method is present-
ed in Fig. 3.
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Abstract A protocol has been de-
veloped illustrating the link be-
tween validation experiments and
measurement uncertainty evalua-
tion. The application of the proto-
col is illustrated with reference to a
method for the determination of
three markers (CI solvent red 24,
quinizarin and CI solvent yellow
124) in fuel oil samples. The meth-
od requires the extraction of the
markers from the sample matrix by
solid phase extraction followed by
quantification by high performance
liquid chromatography (HPLC)

with diode array detection. The un-
certainties for the determination of
the markers were evaluated using
data from precision and trueness
studies using representative sample
matrices spiked at a range of con-
centrations, and from ruggedness
studies of the extraction and
HPLC stages.
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Introduction

In Part 1 [1] we described a protocol for the evaluation
of measurement uncertainty from validation studies
such as precision, trueness and ruggedness testing. In
this paper we illustrate the application of the protocol
to a method developed for the determination of the
dyes CI solvent red 24 and CI solvent yellow 124, and
the chemical marker quinizarin (1,4-dihydroxyanthra-
quinone) in road fuel. The analysis of road fuel samples
suspected of containing rebated kerosene or rebated
gas oil is required as the use of rebated fuels as road
fuels or extenders to road fuels is illegal. To prevent
illegal use of rebated fuels, HM Customs and Excise re-
quire them to be marked. This is achieved by adding
solvent red 24, solvent yellow 124 and quinizarin to the
fuel. A method for the quantitation of the markers was
developed in this laboratory [2]. Over a period of time
the method had been adapted to improve its perform-
ance and now required re-validation and an uncertainty
estimate. This paper describes the experiments under-

taken and shows how the data were used in the calcula-
tion of the measurement uncertainty.

Experimental

Outline of procedure for the determination of CI
solvent red 24, CI solvent yellow 124 and quinizarin in
fuel samples

Extraction procedure

The sample (10 ml) was transferred by automatic pi-
pette to a solid phase extraction cartridge containing
500 mg silica. The cartridge was drained under vacuum
until the silica bed appeared dry. The cartridge was
then washed under vacuum with 10 ml hexane to re-
move residual oil. The markers were eluted from the
cartridge under gravity with 10 ml butan-1-ol in hexane
(10% v/v). The eluent was collected in a glass specimen
vial and evaporated to dryness by heating to 50 7C un-
der an air stream. The residue was dissolved in aceton-
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Fig. 1 Cause and effect diagram illustrating sources of uncertain-
ty for the method for the determination of markers in fuel oil

itrile (2.5 ml) and the resulting solution placed in an ul-
trasonic bath for 5 min. The solution was then passed
through a 0.45 mm filter prior to analysis by high per-
formance liquid chromatography (HPLC).

HPLC conditions

The samples (50 ml) were analysed on a Hewlett Pack-
ard 1050 DAD system upgraded with a 1090 DAD op-
tical bench. The column was a Luna 5 mm phenyl-hexyl,
250 mm!4.6 mm maintained at 30 7C. The flow rate
was 1 ml min–1 using a gradient elution of acetonitrile
and water as follows:

Time (min) 0 3 4 5 9 10 20 21 23
Water 40 40 30 10 10 2 2 40 40
% Acetonitrile 60 60 70 90 90 98 98 60 60

Calibration was by means of a single standard in
acetonitrile containing CI solvent red 24 and CI solvent
yellow 124 at a concentration of approximately
20 mg lP1 and quinizarin at concentration of approxi-
mately 10 mg lP1. CI solvent red 24 and quinizarin
were quantified using data (peak areas) recorded on
detector channel B (500 nm), whilst CI solvent yellow
124 was quantified using data recorded on detector
channel A (475 nm). The concentration of the analyte,
C in mg lP1, was calculated using Eq. (1):

Cp
AS!VF!CSTD

ASTD!VS

, (1)

where AS is the peak area recorded for the sample solu-
tion, ASTD is the peak area recorded for the standard

solution, VF is the final volume of the sample solution
(ml), VS is the volume of the sample taken for analysis
(ml) and CSTD is the concentration of the standard solu-
tion (mg lP1).

Experiments planned for validation and uncertainty
estimation

A cause and effect diagram [3–5] illustrating the main
parameters controlling the result of the analysis is pre-
sented in Fig. 1. Note that uncertainties associated with
sampling are outside the scope of this study, as the un-
certainty was required for the sample as received in the
laboratory. The uncertainty contribution from sub-sam-
pling the laboratory sample is represented by the “in-
homogeneity” branch in Fig. 1. Initially, two sets of ex-
periments were planned – a precision study and a true-
ness study. These were planned so as to cover as many
sources of uncertainty as possible. Parameters not ade-
quately covered by these experiments (i.e. not varied
representatively) were evaluated separately using rug-
gedness tests or existing published data. Whilst these
studies are required for the method validation process,
it should be noted that they do not form a complete
validation study [6].
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Precision experiments

Samples of 3 unmarked fuel oils (A–C) were fortified
with CI solvent red 24 at concentrations of 0.041, 1.02,
2.03, 3.05 and 4.06 mg lP1; quinizarin at concentrations
of 0.040, 0.498, 0.996, 1.49 and 1.99 mg lP1; and CI sol-
vent yellow 124 at concentrations of 0.040, 1.20, 2.40,
3.99 and 4.99 mg lP1 to give a total of 15 fortified sam-
ples. Oil B was a diesel oil, representing a sample of
typical viscosity. Oil A was a kerosene and oil C was a
lubricating oil. These oils are respectively less viscous
and more viscous than oil B.

Initially, 12 sub-samples of oil B with a concentra-
tion of 2.03 mg lP1 CI solvent red 24, 0.996 mg lP1

quinizarin and 2.40 mg lP1 CI solvent yellow 124 were
analysed. The extraction stage was carried out in two
batches of six on consecutive days. The markers in all
12 sub-samples were quantified in a single HPLC run,
with the order of the analysis randomised. This study
was followed by the analysis, in duplicate, of all 15 sam-
ples. The sample extracts were analysed in three sepa-
rate HPLC runs such that the duplicates for each sam-
ple were in different runs. For each HPLC run a new
standard and a fresh batch of mobile phase was pre-
pared.

In addition, the results obtained from the replicate
analysis of a sample of BP diesel, prepared for the true-
ness study (see below), were used in the estimate of un-
certainty associated with method precision.

Trueness experiments

No suitable CRM was available for the evaluation of
recovery. The study therefore employed representative
samples of fuel oil spiked with the markers at the re-
quired concentrations. To obtain an estimate of R̄m and
its uncertainty, a 2-l sample of unmarked BP diesel was
spiked with standards in toluene containing CI solvent
red 24, quinizarin and CI solvent yellow 124 at concen-
trations of 0.996 mg mlP1, 1.02 mg mlP1 and
1.97 mg mlP1, respectively, to give concentrations in
the diesel of 4.06 mg lP1, 1.99 mg lP1 and 4.99 mg lP1,
respectively. A series of 48 aliquots of this sample were
analysed in 3 batches of 16. The estimate of Rs and its
uncertainty, u(Rs), was calculated from these results
plus the results from the analysis of the samples used in
the precision study.

Evaluation of other sources of uncertainty: Ruggedness
test

The effects of parameters associated with the extrac-
tion/clean-up stages and the HPLC quantification stage
were studied in separate experiments. The parameters

studied for the extraction/clean-up stage of the method
and the levels chosen are shown in Table 1a. The rug-
gedness test was applied to the matrix B (diesel oil)
sample containing 2.03 mg lP1 CI solvent red 24,
0.996 mg lP1 quinizarin and 2.40 mg lP1 CI solvent yel-
low 124 used in the precision study. The eight experi-
ments were carried out over a short period of time and
the resulting sample extracts were analysed in a single
HPLC run. The HPLC parameters investigated and the
levels chosen are given in Table 1b. For this set of ex-
periments a single extract of the matrix B (diesel oil)
sample, obtained under normal method conditions, was
used. The extract and a standard were run under each
set of conditions required by the ruggedness test. The
effect of variations in the parameters was monitored by
calculating the concentration of the markers observed
under each set of parameters, using the appropriate
standard.

Results and uncertainty calculations

Precision study

The results from the precision studies are summarised
in Table 2. Estimates for the standard deviation for a
single result were obtained from the results of the du-
plicate analyses of the 15 samples, by taking the stand-
ard deviation of the differences between the pairs and
dividing by ;2. Estimates of the relative standard de-
viations were obtained by treating the normalised dif-
ferences in the same way [7]. The results from the anal-
ysis of the BP diesel sample represented three batches
of 16 replicate analyses. An estimate of the total preci-
sion (i.e. within and between batch variation) was ob-
tained via ANOVA [8]. The precision estimates cover
different sources of variability in the method. The esti-
mates obtained from the duplicate samples and the BP
oil sample cover batch to batch variability in the extrac-
tion and HPLC stages of the method (including the
preparation of new standards and mobile phase). The
estimate obtained from matrix B does not cover batch
to batch variability in the HPLC procedure as all the
replicates were analysed in a single HPLC run. The
precision studies also cover the uncertainty associated
with sample inhomogeneity as they involved the analy-
sis of a number of sub-samples taken from the bulk.

CI solvent red 24

No significant difference was observed (F-tests, 95%
confidence) between the three estimates obtained for
the relative standard deviation (0.0323, 0.0289 and
0.0414). However, the test was borderline and across
the range studied (0.04 mg lP1 to 4 mg lP1) the method
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Table 2 Summary of data used in the estimation of u(P)

Analyte/Matrix n Mean
(mg l–1)

Standard
deviation
(mg l–1)

Relative
standard
deviation

CI solvent red 24
Matrix B 12 1.92 0.0621 0.0323
BP diesel 48a 3.88 0.112 0.0289
Matrices A–C 15b – 0.0376 0.0414
Quinizarin
Matrix B 11 0.913 0.0216 0.0236
BP diesel 48a 1.89 0.0256 0.0136
Matrices A–C 15b – 0.0470 0.0788
CI solvent yellow 124
Matrix B 12 2.35 0.0251 0.0107
BP diesel 48a 4.99 0.0618 0.0124
Matrices A–C 15b - 0.0247 0.0464

a Standard deviation and relative standard deviation estimated
from ANOVA of 3 sets of 16 replicates (see text)
b Standard deviation and relative standard deviation estimated
from duplicate results (15 sets) for a range of concentrations and
matrices (see text)

Table 3 Results from the re-
plicate analysis of a diesel oil
spiked with CI solvent red 24,
quinizarin and CI solvent yel-
low 124

Analyte Target
concentration,
Cspike (mg l–1)

Mean,
C̄obs (mg lP1)

Standard
deviation
of the mean,
sobs (mg lP1)a

CI solvent red 24 4.06 3.88 0.0360
Quinizarin 1.99 1.89 0.00370
CI solvent yellow 124 4.99 4.99 0.0167

a Estimated from ANOVA of 3 groups of 16 replicates according to ISO 5725 :1994 [9]

precision was approximately proportional to analyte
concentration. It was decided to use the estimate of
0.0414 as the uncertainty associated with precision,
u(P), to avoid underestimating the precision for any
given sample. This estimate was obtained from the
analysis of different matrices and concentrations and is
therefore likely to be more representative of the preci-
sion across the method scope.

Quinizarin

The estimates of the standard deviation and relative
standard deviation were not comparable. In particular,
the estimates obtained from the duplicate results were
significantly different from the other estimates (F-tests,
95% confidence). There were no obvious patterns in
the data so no particular matrix and/or concentration
could be identified as being the cause of the variability.
There was therefore no justification for removing any
data and restricting the coverage of the uncertainty es-
timate, as in the case of CI solvent yellow 124 (see be-
low). The results of the precision studies indicate that

the method is more variable across different matrices
and analyte concentrations for quinizarin than for the
other markers. The uncertainty associated with the pre-
cision was taken as the estimate of the relative standard
deviation obtained from the duplicate results, 0.0788.
This estimate should ensure that the uncertainty is not
underestimated for any given matrix or concentration
(although it may result in an overestimate in some
cases).

CI solvent yellow 124

There was no significant difference between the esti-
mates of the relative standard deviation obtained for
samples at concentrations of 2.4 mg lP1 and
4.99 mg lP1. However, the estimate obtained from the
duplicate analyses was significantly greater than the
other estimates. Inspection of that data revealed that
the normalised differences observed for the samples at
a concentration of 0.04 mg lP1 were substantially larger
than those observed at the other concentrations. Re-
moving these data points gave a revised estimate of the
relative standard deviation of 0.00903. This was in
agreement with the other estimates obtained (F-tests,
95% confidence). The three estimates were therefore
pooled to give a single estimate of the relative standard
deviation of 0.0114. At present, the uncertainty esti-
mate cannot be applied to samples with concentrations
below 1.2 mg lP1. Further study would be required to
investigate in more detail the precision at these low lev-
els.

Trueness study

Evaluation of R̄m and u(R̄m)

The results are summarised in Table 3. In each case R̄m

was calculated using Eq. (2):

R̄mp
C̄obs

CRM

, (2)

where C̄obs is the mean of the replicate analyses of the
spiked sample and CRM is the concentration of the
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1 Detailed information on the estimation of uncertainties of this
type is given in Ref. [7].

spiked sample. The uncertainty, u(R̄m), was calculated
using Eq. (3):

u(R̄m)pR̄m!"1 sobs

C̄obs
2

2

c1u(CRM)
CRM

2
2

, (3)

where u(CRM) is the standard uncertainty in its concen-
tration of the spiked sample. The standard deviation of
the mean of the results, sobs, was estimated from
ANOVA of the data according to Part 4 of ISO
5725 :1994 [9].

Using information on the purity of the material used
to prepare the spiked sample, and the accuracy and
precision of the volumetric glassware and analytical
balance used, the uncertainty in the concentration of CI
solvent red 24 in the sample, u(CRM), was estimated as
0.05 mg lP1.1 The uncertainties associated with the con-
centration of quinizarin and CI solvent yellow 124 were
estimated as 0.025 mg lP1 and 0.062 mg lP1, respective-
ly. The relevant values are:

CI solvent red 24: R̄mp0.957 u(R̄m)p0.0148
Quinizarin: R̄mp0.949 u(R̄m)p0.0121
CI solvent yellow 124: R̄mp1.00 u(R̄m)p0.0129

Applying Eq. (4):

tp
F1PR̄mF

u(R̄m)
(4)

indicated that the estimates of R̄m obtained for CI sol-
vent red 24 and quinizarin were significantly different
from 1.0 (t12) [7, 10]. During routine use of the meth-
od, the results reported for test samples will not be cor-
rected for incomplete recovery of the analyte. Equation
(5) was therefore used to calculate an increased uncer-
tainty for R̄m to take account of the uncorrected bias:

u(R̄m)bp"11PR̄m

k 2
2

cu(R̄m)2 , (5)

u(R̄m)b was calculated as 0.0262 for CI solvent red 24
and 0.0283 for quinizarin. The significance test for CI
solvent yellow 124 indicated that R̄m was not signifi-
cantly different from 1.0. The uncertainty associated
with R̄m is the value of u(R̄m) calculated above (i.e.
0.0129).

u(Rs) is the standard deviation of the mean recover-
ies obtained for the samples analysed in the precision
studies and the BP diesel sample used in the study of
R̄m. This gave estimates of u(Rs) of 0.0322 for CI sol-
vent red 24, 0.0932 for quinizarin and 0.0138 for CI sol-
vent yellow 124. The estimate for CI solvent yellow 124

only includes concentrations above 1.2 mg lP1, for the
reason discussed in the section on precision.

Calculation of R and u(R)

The recovery, R, for a particular test sample and the
corresponding uncertainty, u(R), is calculated using
Eqs. (6) and (7):

RpR̄m!Rs!Rrep , (6)

u(R)pR!"1u(R̄m)
R̄m

2
2

c1u(Rs)
Rs

2
2

c1u(Rrep

Rrep
2

2

. (7)

In this study a spiked sample can be considered a
reasonable representation of test samples of marked
fuel oils. There is therefore no need to correct the esti-
mates of R̄m and u(R̄m) by including the Rrep and
u(Rrep) terms. Both R̄m and Rs are assumed to be equal
to 1. R is therefore also equal to 1. Combining the esti-
mates of u(R̄m) and u(Rs), the uncertainty u(R) was cal-
culated as 0.0415 for CI solvent red 24, 0.0974 for quin-
izarin and 0.0187 for CI solvent yellow 124.

Ruggedness test of extraction/clean-up procedure

The results from the ruggedness study of the extraction/
clean-up procedure are presented in Table 1a. The pre-
cision of the method for the analysis of the sample used
in the ruggedness study had been estimated previously
as 0.0621 mg lP1 (np11) for CI solvent red 24,
0.0216 mg lP1 (np10) for quinizarin and 0.0251 mg lP1

(np11) for CI solvent yellow 124. Parameters were
tested for significance using Eq. (8):

tp
;n!Dxi

;2!s
, (8)

where s is the estimate of the method precision, n is the
number of experiments carried out at each level for
each parameter (np4 for a seven-parameter Plackett-
Burman experimental design), and Dxi 

is the difference
calculated for parameter xi [1, 11]. The degrees of free-
dom for tcrit relate to the degrees of freedom for the
precision estimate used in the calculation of t.

The parameters identified as having no significant
effect on method performance, at the 95% confidence
level are highlighted in Table 1a. For these parameters
the uncertainty in the final result was calculated using
Eq. (9):

u(y(xi))p
;2!tcrit!s
;n!1.96

!
dreal

dtest

, (9)

where dreal is the change in the parameter which would
be expected when the method is operating under con-
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trol in routine use and dtest is the change in the param-
eter that was specified in the ruggedness study. The es-
timates of dreal are given in Table 1a. For parameter A,
brand of silica cartridge, the conditions of the test (i.e.
changing between two brands of cartridge) were con-
sidered representative of normal operation of the
method. dreal is therefore equal to dtest. The effect of the
rate of elution of oil by hexane from the cartridge was
investigated by comparing the elution under a vacuum
and with elution under gravity. In routine analyses, the
oil will be eluted under vacuum. Variations in the va-
cuum applied from one extraction to another will affect
the rate of elution of the oil and the amount of oil
eluted. However, the effect of variations in the vacuum
will be small compared to the effect of having no va-
cuum present. It can therefore be assumed that varia-
tions in the observed concentration of the markers, due
to variability in the vacuum, will be small compared to
the differences observed in the ruggedness test. As a
first estimate, the effect of variation in the vacuum dur-
ing routine application of the method was estimated as
one-tenth of that observed during the ruggedness
study. This indicated that the parameter was not a sig-
nificant contribution to the overall uncertainty for CI
solvent red 24 and CI solvent yellow 124, so no further
study was required. The estimates of dreal for the con-
centration and volume of butan-1-ol in hexane used to
elute the column were based on the manufacturers’
specifications and typical precision data for the volu-
metric flasks and pipettes used to prepare and deliver
the solution.

For the parameters identified as having a significant
effect on method performance, the uncertainty was cal-
culated using Eqs. (10) and (11):

u(y(xi))pu(xi)!ci , (10)

cip
Observed change in result

Change in parameter
. (11)

The estimates of the uncertainty in each parameter,
u(xi), are given in Table 1a. The uncertainties asso-
ciated with the sample volume, volume of hexane wash
and volume of the 10% butan-1-ol/hexane solution
were again based on the manufacturers’ specifications
and typical precision data for the volumetric flasks and
pipettes used to prepare and deliver the solutions. The
uncertainty in the evaporation temperature was based
on the assumption that the temperature could be con-
trolled to B5 7C. This was taken as a rectangular distri-
bution and converted to a standard uncertainty by div-
iding by ;3 [7]. As discussed previously, the effect on
the final result of variations in the vacuum when eluting
the oil from the cartridge with hexane was estimated as
one-tenth that observed in the ruggedness test.

The effects of all the parameters were considered to
be proportional to the analyte concentration. The un-

certainties were therefore converted to relative stand-
ard deviations by dividing by the mean of the results
obtained from previous analyses of the sample under
normal method conditions (see results for Matrix B in
Table 2).

Ruggedness test of the HPLC procedure

The results from the ruggedness study of the HPLC
procedure, and the values of dreal and u(xi) used in the
uncertainty calculations, are presented in Table 1b. Re-
plicate analyses of a standard solution of the three
markers gave the following estimates of the precision of
the HPLC system at the concentration of the sample
used in the study: CI solvent red 24, sp0.0363 mg lP1

(np69); quinizarin, sp0.0107 mg lP1 (np69); CI sol-
vent yellow 124, sp0.0196 mg lP1 (np69). Parameters
were tested for significance, at 95% confidence, using
Eq. (8). The uncertainties for parameters identified as
having no significant effect on the method performance
were calculated using Eq. (9). Based on information
from manufacturers’ specifications for HPLC systems,
the uncertainty associated with the column temperature
was estimated as B1 7C, giving an estimate of dreal of
2 7C. Again, based on manufacturers’ specifications for
DAD detectors, the uncertainty associated with the de-
tector wavelengths was estimated as B2 nm, giving a
dreal value of 4 nm.

The uncertainties due to significant parameters were
estimated using Eqs. (10) and (11). Information in the
literature suggests that a typical variation in flow rate is
B0.3% [12]. The uncertainty in the flow rate was there-
fore estimated as 0.00173 ml minP1

, assuming a rectan-
gular distribution. Data in the literature gave 1.5% as a
typical coefficient of variation for the volume delivered
by an autosampler [13]. The uncertainty associated with
the injection volume of 50 ml was therefore estimated
as 0.75 ml.

Two remaining parameters merit further discussion;
the type of acetonitrile used in the mobile phase and
whether or not the mobile phase was degassed. The
method was developed using HPLC grade acetonitrile.
The ruggedness test indicated that changing to far-UV
grade results in a lower recovery for all three analytes.
The method protocol should therefore specify that for
routine use, HPLC grade acetonitrile must be used.
The ruggedness test also indicated that not degassing
the mobile phase causes a reduction in recovery. The
method was developed using degassed mobile phase,
and the method protocol will specify that this must be
the case during future use of the method. As these two
parameters are being controlled in the method proto-
col, uncertainty terms have not been included.

The effects of all the parameters were considered to
be proportional to the analyte concentration. The un-
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Fig. 2 Contributions as rela-
tive standard deviations
(RSDs) to the measurement
uncertainty for the determina-
tion of CI solvent red 24,
quinizarin and CI solvent yel-
low 124 in fuel oil

certainties were therefore converted to relative stand-
ard deviations by dividing by the mean of results ob-
tained from previous analyses of the sample under nor-
mal method conditions (see results for Matrix B in Ta-
ble 2).

Other sources of uncertainty

The precision and trueness studies were designed to
cover as many of the sources of uncertainty as possible
(see Fig. 1), for example, by analysing different sample
matrices and concentration levels, and by preparing
new standards and HPLC mobile phase for each batch
of analyses. Parameters which were not adequately var-

ied during these experiments, such as the extraction
and HPLC conditions, were investigated in the rugged-
ness tests. There are however, a small number of pa-
rameters which were not covered by the above experi-
ments. These generally related to the calibration of pi-
pettes and balances used in the preparation of the
standards and samples. For example, during this study
the same pipettes were used in the preparation of all
the working standards. Although the precision asso-
ciated with the operation of the pipette is included in
the overall precision estimate, the effect of the accuracy
of the pipettes has not been included in the uncertainty
budget so far. A pipette used to prepare the standard
may typically deliver 0.03 ml above its nominal value.
In the future a different pipette, or the same pipette
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after re-calibration, may deliver 0.02 ml below the nom-
inal value. Since this possible variation is not already
included in the uncertainty budget it should be consid-
ered separately. However, previous experience [14] has
shown us that uncertainties associated with the calibra-
tion of volumetric glassware and analytical balances are
generally small compared to other sources of uncertain-
ty such as overall precision and recovery. Additional
uncertainty estimates for these parameters have not
therefore been included in the uncertainty budgets.

Calculation of measurement uncertainty

The contributions to the uncertainty budget for each of
the analytes are illustrated in Fig. 2. In all cases the
sources of uncertainty were considered to be propor-
tional to analyte concentration. Using Eq. (12):

u(y)
y

p"1u(p)
p 2

2

c1u(q)
q 2

2

c1u(r)
r 2

2

c . . . (12)

the uncertainty in the final result, u(y), was calculated
as 0.065 for CI solvent red 24, 0.13 for quinizarin and
0.024 for CI solvent yellow 124, all expressed as relative
standard deviations. The expanded uncertainties, calcu-
lated using a coverage factor of kp2 which gives a con-
fidence level of approximately 95%, are 0.13, 0.26 and
0.048 for CI solvent red 24, quinizarin and CI solvent
yellow 124, respectively.

Discussion

In the case of CI solvent red 24 and CI solvent yel-
low 124, the significant contributions to the uncertainty
budget arose from overall precision and recovery, and
the brand of the solid phase extraction cartridge used.
If a reduction in the overall uncertainty of the method
was required, useful approaches would be to specify a
particular brand of cartridge in the method protocol, or
to adopt matrix specific recovery corrections for test
samples.

The combined uncertainty for quinizarin, which is
significantly greater than that calculated for the other
markers, is dominated by the precision and recovery
terms. The results of the precision study indicated vari-
able method performance across different matrices and
analyte concentrations. The uncertainty, u(Rs), asso-

ciated with the variation in recovery from sample to
sample was the major contribution to the recovery un-
certainty, u(R). This was due to the fact that the recov-
eries obtained for matrix B were generally higher than
those obtained for matrices A and C. However, in this
study, a single uncertainty estimate for all the matrices
and analyte concentrations studied was required. It was
therefore necessary to use “worst case” estimates of the
uncertainties for precision and recovery to adequately
cover all sample types. If this estimate was found to be
unsatisfactory for future applications of the method,
separate budgets could be calculated for individual ma-
trices and concentration ranges.

Conclusions

We have developed a protocol which describes how
data generated from experimental studies commonly
undertaken for method validation purposes can be used
in measurement uncertainty evaluation. This paper has
illustrated the application of the protocol. In the exam-
ple described, the uncertainty estimate for three ana-
lytes in different oil matrices was evaluated from three
experimental studies, namely precision, recovery and
ruggedness. These studies were required as part of the
method validation, but planning the studies with uncer-
tainty evaluation in mind allowed an uncertainty esti-
mate to be calculated with little extra effort. A number
of areas were identified where additional experimental
work may be required to refine the estimates. However
the necessary data could be generated by carrying out
additional analyses alongside routine test samples.
Again this would minimise the amount of laboratory ef-
fort required.

For methods which are already in routine use there
may be historical validation data available which could
be used, in the same way as illustrated here, to generate
an uncertainty estimate. If no such data are available,
the case study gives an indication on the type of experi-
mental studies required. Again, with careful planning,
it is often possible to undertake the studies alongside
routine test samples.
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Solveig Linko Automated ion-selective measurement of
lithium in serum. A practical approach
to result-level verification
in a two-way method validation

Abstract The Quality Assurance
Department of Medix Diacor Lab-
service evaluated a two-way meth-
od validation procedure for serum
lithium quantification in therapeut-
ic drug monitoring In the process
of a company fusion and rationali-
zation of two considerably large
production lines, three indepen-
dent ion-selective electrode (ISE)
methods were surveyed, among
many others. While tailoring the
new medical laboratory produc-
tion, subcontracting from a colla-
borating company was discontin-
ued. Likewise, modernization of
the ISE instrumentation was una-
voidable to increase throughput
and effectiveness. It was important
that the new result levels should be
comparable both with the former
subcontractor’s levels and with the

levels reported from the previously
existing instrumentation. The aim
of this study was to evaluate the
most crucial performance charac-
teristics of a novel lithium method
in comparison to the two ISE test
methods being withdrawn. The
standardized lithium test method
was inspected in terms of linear
measurement range, analytical var-
iation, bias, past and on-going pro-
ficiency testing, in addition to
method comparison, to achieve the
desired analytical goals. Fulfilling
the accreditation requirements in
terms of the introduced method
validation parameters is discussed.
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Introduction

Lithium is used as a therapeutic drug for patients suf-
fering from manic-depressive illness and other mood
disorders. Serum concentrations should be monitored
regularly in all patients receiving lithium therapy. Ther-
apeutic drug monitoring (TDM) and avoidance of in-
toxication are the key indications of serum lithium (S-
Li) measurements. TDM is as important in the treat-
ment of acute phase psychiatric disorders as in long-
term therapy. The therapeutic concentration range is
relatively narrow, 0.60 to 1.2 mmol/l [1]. Adverse reac-
tions may occur at concentration levels of 1.0 to
1.5 mmol/l and more severe reactions at higher concen-

trations [2, 3]. Thus, analytical quality specifications
must be established and well-known prior to routine
production with any new measurement system. Accord-
ingly, ensuring the trueness of result level and the ap-
propriate analytical performance are fundamental
points.

In 1990, Westgard et al. reported on the importance
of understanding quality management science (QMS)
in clinical chemistry [4]. Throughout the 1990s, many
guidelines for implementing quality systems in medical
laboratories and explanations on criteria required for
medical laboratory accreditation were introduced [5–7].
Today quality management with its various elements
should be part of the routine work in a modern clinical
laboratory, whether the laboratory is accredited or not.
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The fantastic development of technology in the medical
laboratory branch, as in many others, allows unbreak-
able validation processes at many levels.

If new test methods combined with new instrumen-
tation are introduced into a laboratory they should,
self-evidently, be state of the art . On the other hand, if
minor modifications occur in existing methods, ob-
viously there will be less parameters to be validated.
Therefore, the validation process should be defined
and well-planned in all cases. The European co-opera-
tion for Accreditation of Laboratories (EAL) has pro-
vided general guidelines on certain issues related to the
validation of test methods [8]. According to paragraph
2.1.3, the required depth of the validation process de-
pends on the maturity of the test method and the pre-
valence of its use. “A standardised test method” is ex-
clusively defined by EAL. This interpretation can eas-
ily be applied to the medical laboratory field and has
been discussed [9] in terms of additionally needed clar-
ification in the new ISO/IEC 17025 standard [10]. Para-
graph 5.4.5 states that the validation shall be as exten-
sive as is necessary to meet the needs of the given ap-
plication or field of application.

Ion-selective electrodes (ISEs) represent the current
primary methodology in the quantification of S-Li
[11–13]. Moreover, ISE modules are parts of large and
fully automated clinical chemistry analysers. In prac-
tice, the validation parameters are most often chosen in
terms of judging the acceptability of the new measure-
ment system for daily use. For this reason, the first ap-
proach was to study whether the detected imprecision
fulfilled the desired analytical quality specifications.
Secondly, proficiency testing (PT) results from past
samples were of great value in predicting future bias.
The identity of the three ISE methods was evaluated
using patient samples. The analytical performance was
checked after 6 months routine use. Without any ex-
ception, method validations always mean an extra eco-
nomical burden. Therefore, the validation parameters
chosen and processed have to be considered carefully.

The ISE method validation was performed in two di-
rections (two-way), during the course of a laboratory
fusion. The two laboratories involved in the fusion
were both previously accredited according to
EN 45001. Nevertheless, an S-Li test method was not
included in either of the scopes of accreditation.

Background to the two-way method validation process

Originally three independent clinical laboratories were
reporting S-Li results to clinicians, each using of their
own ISE methodology. Laboratory A (Lab A) subcon-
tracted the S-Li tests from its co-operating laboratory B
(Lab B) for many years. Meanwhile, laboratory C (Lab

C) produced and reported its state-of-the-art S-Li re-
sults independently of Lab A and Lab B. In 1999, Lab
A and Lab C fused to form one company. In the new
laboratory union, the former Lab A was lacking an in-
house S-Li test method, while the current instrumenta-
tion used for S-Li determinations was running out of its
technical performance capabilities. Consequently, New
Lab A (united Lab AcC) evaluated the production
status in terms of S-Li and decided to set up a fully au-
tomated S-Li method within the capabilities of the
available clinical chemistry automation and discontinue
the subcontract with Lab B.

Two problems needed to be resolved: 1) How to
perform an adequate method validation to verify the
S-Li concentrations reported by the new laboratory?
and 2) Which validation steps would fulfil the required
criteria, if the laboratory wanted to have the S-Li ISE
method considered within its scope of accreditation in
the future?

Experimental

Instrumentation

A Cobas Integra 700 clinical chemistry analyser com-
bined with an ISE module from Roche Diagnostics
(Germany) was used by the New Lab A. The subcon-
tractor, Lab B tested S-Li using a Microlyte 6 ISE ana-
lyser from Kone Instruments (Finland). Laboratory C
applied a 654 Nac/Kc/Lic analyser (Chiron 654) from
Ciba Corning Diagnostics Ltd (Chiron Instruments,
UK) for its S-Li production.

Sample material

Sixty two serum samples for method comparison were
collected from the patient sample pool of Lab A. The
S-Li concentrations varied between 0.1 mmol/l and
1.6 mmol/l, thus covering both the therapeutic range
and the decision making levels of S-Li. All 3 instru-
ments were capable of measuring, quantitatively, 56
samples. Six samples, were beyond the lower measure-
ment ranges of the Microlyte 6 and Chiron 654 instru-
ments. The samples were aliquoted into appropriate
tubes and refrigerated until analysed.

The PT material was obtained from the national
scheme organizer, Labquality (Helsinki, Finland) and
from an international scheme organizer, Murex Bio-
technology Ltd. (UK). The samples were of human ori-
gin and purchased either as liquid or lyophilized mate-
rial. All PT samples were prepared and stored until
analysed according to the instructions given by the sup-
plier.
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Reagents

The three ISE setups each required their own system
solutions and calibrators which were purchased from
the respective manufacturers. A stock solution of
50 mM LiCl in deionized water was serially diluted in
lithium-free fresh human serum to test the linearity of
the Cobas Integra 700 ISE method. The tested concen-
tration range was from 0.06 mmol/l to 4.01 mmol/l of
lithium. LiCl, p.a. 99% purity, was purchased from
Merck (Germany).

ISE methods

The ISE systems of all three analysers measured lith-
ium in undiluted serum as direct measurements. Auto-
mated system calibration and calculation of the results
were in-built in all the instruments. The lithium meas-
urement range of the Cobas Integra 700 ISE module
was from 0.10 mmol/l up to 4.00 mmol/l. According to
the manufacturer’s specifications the linear measure-
ment range of the Kone Microlyte 6 ISE analyser was
from 0.20 mmol/l to 4.00 mmol/l and for the Chiron 654
ISE from 0.20 mmol/l to 5.00 mmol/l.

A long-term quality control serum, Longtrol (Lab-
quality, Finland), was used by Lab B and Lab C for dai-
ly internal quality control. New Lab A used Daytrol as
well as normal and pathological quality control samples
from Roche Diagnostics for both method validation
and routine use. Two different lots of Longtrol and the
Roche controls were used in this study.

Statistical analysis

All statistical tests were run using Analyse-It with Mi-
crosoft Excel 5.0 for Windows (Analyse-It Software
Ltd., 40 Castle Ings Gardens, Leeds, UK). Ordinary lin-
ear regression (OLR) was used in testing the linear
measurement range of the novel ISE method. The nor-
mality of the method comparison for the three ISE set-
ups were checked by Shapiro-Wilk W test. Agreement
between the ISE instrumentation was elucidated with
Altman-Bland (AB) plots. Passing and Bablok regres-
sion analysis was used for method comparisons. The re-
lative biases from PT results were calculated according
to the Marchandise equation [14].

Results and discussion

Linearity

The mean values of the replicate measurements in eight
serial dilutions were plotted against the theoretical lith-

Fig. 1 The linearity of the Cobas Integra700 ion-selective elec-
tode (ISE) lithium method. S-Li serum lithium; linear regression
line yp0.970xc0.014; R2p0.9996; intercept p0.014 (95% CI:
P0.035 to 0.062); slope p0.970 (95% CI: 0.949 to 0.990)

ium values. The method showed acceptable linearity
between 0.10 and 4.00 mmol/l of lithium
(yp0.970xc0.014, R2p0.9996) and the results were
comparable to the manufacturer’s specifications. The
95% confidence intervals (CIs) for the intercept and
slope are given in Fig. 1.

Imprecision

The analytical variation of the Cobas Integra ISE meth-
od in New Lab A was studied in the validation process
by running the two-level system quality control samples
for10 days, and Daytrol for8 days. The intra-assay var-
iations (np20) of the two system controls were much
better than those quoted by the manufacturer. The
within-batch variation of the lower system control was
verified as 0.43% compared to 0.81% given by the man-
ufacturer. The higher level varied by 1.4%: the manu-
facturer quoted a respective variation of 2.5%.

Lab B reported its inter-assay variation as total var-
iation of Daytrol only at the higher therapeutic level.
Respectively, Lab C reported variation only at the low-
er therapeutic level (Table 1). As the national target
coefficient of variation (CV%) for analytical variation
is 2% for S-Li, all methods fulfilled this quality specifi-
cation, when the long-term control, Daytrol, was used.
Inter-assay variation of the lower level system control
was 3.5 times higher, than quoted by the manufacturer.
This stresses the point that every laboratory should
check the performance specifications given by the man-
ufacturer. The variation of the higher therapeutic level
showed equality with the obtained validation results.
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Table 1 Inter-assay variation, CVmeas % of the three ion-selective
electrode (ISE) applications during method validation and at the
6-month checkpoint for the lower and higher therapeutic levels
and the toxic level of serum lithium (S-Li)

ISE application CVmeas % and (CVman)a %
(Lithium level)

Cobas Integra 700 1.7b(0.48) 2.4c 1.5d (2.5)
“Method validation” (0.48 mmol/l) (1.14 mmol/l) (2.11 mmol/l)
Cobas Integra 700 3.3b (0.48) 2.8c 4.5d (2.5)
“Six-month
checkpoint”

(0.53 mmol/l) (1.14 mmol/l) (1.86 mmol/l)

Kone Microlyte 6 – 1.8c –
“Method validation” (1.14 mmol/l)
Chiron 654 0.91e – –
“Method validation” (0.67 mmol/l)

a CVman is the inter-assay variation specified by the manufactur-
er
b Cobas Integra 700 system control, normal level
c Daytrol, lot “a”
d Cobas Integra 700 system control, pathological level
e Daytrol, lot “b”

At the 6-month checkpoint the variations of both
system controls showed much worse performance com-
pared to the results measured during the validation
process. Usually one expects better performance in var-
iation over a 12 times longer time period. An explana-
tion for the higher between-day variation might be dif-
ferences between the two lots of the control samples
and/or over-all unsuitability of this control material.
These results demonstrate, that imprecision detected
during any validation gives only an idea of the real var-
iation. Further corrective actions should be done to
check the high variation of the system controls. A tem-
porary instability of the lithium electrode could not ex-
plain this variation. The cumulative report of Daytrol
from the first 6 months showed satisfactory perform-
ance. Ninety six percent of the results were within the
target of 2%, although the cumulative variation was
2.8%. Higher than allowed variation was detected dur-
ing two summer months, which explains why the allow-
able target was exceeded. The proposed European
specifications for imprecision of S-Li measurements is
3.6% at the decision levels of 0.4 mmol/l and 1.5 mmol/l
[15, 16]. Excluding the higher system control at the six-
month checkpoint, the variations of all other controls in
every ISE system were within this target.

Bias

The national allowable total analytical error, TEa is
6%. According to the European specifications for inac-
curacy, the respective allowable bias is maximally 4.2%
[15, 16]. Table 2 shows the relative biases calculated
from the PT results according to the Marchandise equa-

Table 2 Relative bias percentages of the three ISE methods. CP
is 6-month checkpoint; QAP is Quality Assessment Programme

Relative bias %

ISE instrumentation Method
validation
National
QAP

CP National
QAP

CP
International
QAP

Cobas Integra 700 3.3 (np6) 3.2 (np6) 2.8 (np12)
Kone Microlyte 6 5.7 (np6) – –
Chiron 654 7.3 (np6) – –

Table 3 Comparison of bias percentages from reference method
values (RMV) and consensus mean values (CMVs) within two
national short-term (ST) surveys

National QAP Bias % (95% CI)
from RMV

Bias % from CMV

ST survey A 8.7 (0.957 mmol/l) 6.1 (0.98 mmol/l)
ST survey B 3.3 (2.40 mmol/l) 2.5 (2.42 mmol/l)

tion. Six past samples from Labquality were run on the
Cobas Integra ISE and Chiron 654 analysers in the val-
idation process. The subcontractor, Lab B, reported
their results from the respective months. All biases of
the national PT samples were related to consensus
means (np72B2) within the method group of “liquid
chemistry”. None of these past samples had reference
method values (RMVs). It can be concluded from the
calculated relative bias that the novel method showed
excellent performance. The Chiron 654 results were
much more biased and beyond the acceptable limits of
both the national and European quality specifications.
Neither of the relative biases of the novel method ex-
ceeded the target limits either in national or interna-
tional schemes at the 6-month checkpoint. Two of the
PT samples during that time period had traceable val-
ues to flame emission photometry (INSTAND Refer-
ence Laboratories, Düsseldorf, Germany) as the refer-
ence method. Unfortunately, the uncertainties, from
the two RMVs could not be estimated because the un-
certainty, Ui of the reference method was unknown. On
the other hand, the Marchandise equation can only be
applied, if n 63. The results in Table 3 show that al-
though the consensus mean values (CMVs) did not de-
viate more than 2.4% (survey A) and 0.83% (survey B)
from the RMVs, the new method was roughly within
acceptable quality specifications in survey A, when the
results was compared to the CMV. Anyhow, the per-
formance was good in survey B and passed both nation-
al and European operation criteria.
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Table 4 Descriptive comparison of the three ISE instruments

ISE
instrumentation

n Median S-Li
(mmol/l)

95% CI of median
S-Li (mmol/l)

Cobas Integra 700 56 0.640 0.540 to 0.680
Kone Microlyte 6 56 0.625 0.520 to 0.660
Chiron 654 56 0.700 0.610 to 0.740

Fig. 2 Agreement between the Cobas Integra 700 and Kone Mi-
crolyte 6 methods as an Altman-Bland (AB) plot. The 95% limits
of agreement are illustrated as dashed lines

Method comparison

Fifty six of the sixty two samples gave a quantitative
lithium concentration with all three ISEs. Six samples
were beyond the lower measurement level (0.20 mmol/
l) of the Kone Microlyte 6 and Chiron 654 analysers.
As these results were not comparable to the results ob-
tained by the novel method, they were excluded from
the statistical analysis and further discussions. The
probability values (P) of the Shapiro-Wilk W coeffi-
cients were 0.07 for the Cobas Integra instrument, 0.04
for the Kone Microlyte 6 and 0.09 for the Chiron 654 as
the normalities of the result groups were tested. In the
descriptive comparison of the three ISEs it was found
that the new method and the Kone Microlyte 6 method
gave comparable results, while the result level of the
Chiron method was approximately 10% higher than
those of the other two (Table 4). In addition to the
skewness detected in all result groups, it was concluded
that none of them were normally distributed. The Alt-
man-Bland (AB) agreements between the two compar-
ison ISEs and the new method are shown in Figs. 2 and
3. A positive bias of 0.013 mmol/l (95% CI: 0.005 to
0.021) was detected between the Cobas Integra and
Kone Microlyte 6 methods. This bias was not of clinical
significance and only 3.6% of the 56 samples were
beyond the upper limit of 95% of agreement. The Co-
bas Integra method was negatively biased compared to
the Chiron 654. From Fig. 3 it can be seen that three
samples (5.4%) fell outside the 95% limits of agree-
ment. The bias of –0.052 mmol/l (95% CI: –0.059 to
–0.045) was obvious due to the largest relative bias of
PT samples (Table 2) despite the best imprecision of
the Chiron instrument (Table 1). According to the phy-
sicians’ opinion this deviation was not of great clinical
significance. Unfortunately, neither of the ISE methods
being withdrawn could be compared to the RMVs to
see the biases from the true values.

Passing and Bablok regression analysis between the
methods resulted in biases as predicted in AB agree-
ment (Table 5). The CIs of the intercepts and the
slopes did not overlap between the comparison instru-
ments. It can be concluded that although a statistical
difference was detected, this was not clinically signifi-
cant either. Lab A previously reported a therapeutic
range of 0.8–1.2 mmol/l, and Lab C a range of
0.5–1.5 mmol/l with their patient results. Thus, accord-

Fig. 3 Agreement between the Cobas Integra 700 and Chiron 654
methods as an Altman-Bland (AB) plot. The 95% limits of agree-
ment are illustrated as dashed lines

Table 5 The summarized data of the ISE method comparison
(np56)

Cobas Integra 700 v.
the comparison
methods

AB agreement Passing and Bablok
method conversion

Bias Intercept Slope

Kone Microlyte 6 0.013 (95% CI:
0.005 to 0.021)

0.041a 0.951b

Chiron 654 P0.052 (95% CI:
P0.059 to P0.045)

P0.084c 1.041d

a Kone Microlyte 6 :95% CI of intercept 0.026 to 0.057
b Kone Microlyte 6 :95% CI of slope 0.925 to 0.977
c Chiron 654 :95% CI of intercept –0.099 to –0.055
d Chiron 654 :95% CI of slope 1.000 to 1.067
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ing to these results a therapeutic range of 0.6–1.2 mmol/
l and a toxic range of 11.6 mmol/l could reliably be es-
tablished at New Lab A.

Conclusions

This method validation study indicates that the choice
of validation parameters is crucial. Checking the meth-
od performance in accordance to the obtained valida-
tion results should not be omitted. The preliminary im-
precision results do not necessarily predict the analyti-
cal variation as the method is taken into routine use.
The suitability of system controls have to be considered
carefully when patient results are accepted according to
the general internal quality control principles. Further,
surprisingly high variations should be clarified with the
manufacturer. The use of past PT samples is highly rec-
ommended to predict the future inaccuracy, whenever

possible. However, it would be of great value to esti-
mate the true bias from RMVs with given uncertainties
and more frequent availability. The deviations from the
RMVs could consequently be used in uncertainty bud-
geting and the estimation of the total measurement un-
certainty. Certified reference materials with traceable
values cannot be used in single method validations due
to their high expense.

It was concluded that the new ISE method present-
ed for the determination of S-Li fulfilled the analytical
quality specifications. The results from the 6-month
checkpoint were satisfactory and could be used for fur-
ther assessment by the national accreditation body in
the future.
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Abstract The clarification of hydro-
carbon input into the Baltic sea via
rivers is one of the priority issues of
the 4th Pollution Load Compilation
(PLC-4) within the framework of in-
ternational Baltic Sea marine moni-
toring. An interlaboratory compari-
son was conducted to check the ap-
plicability of a new method for the
determination of hydrocarbons by
solvent extraction and gas chroma-
tography. Surrogate oil solutions
with known hydrocarbon content
were distributed among the partici-
pants for preparation of water sam-
ples of different hydrocarbon con-

centration. In using these concentra-
tions as assigned values and by set-
ting target values for precision, the
proficiency of participating laborato-
ries could be tested as a qualifying
step before involvement in PLC-4
routine monitoring. The results of
the exercise indicate that hydrocar-
bons in water samples can be moni-
tored as a mandatory test item within
the framework of PLC-4.
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Determination of hydrocarbons in water – 
interlaboratory method validation before 
routine monitoring

Introduction

Nowadays it is generally accepted that laboratory profi-
ciency testing schemes are an important quality assur-
ance tool in environmental monitoring programmes.
Apart from using validated analytical methods and inter-
nal laboratory quality control procedures, the regular
participation of laboratories in interlaboratory compari-
sons is required to ensure the accuracy and comparability
of data.

Within the framework of the 4th Pollution Load Com-
pilation (PLC-4) of Baltic Sea monitoring, the clarifi-
cation of oil inputs to the Baltic Sea via rivers is one of
the priority issues according to Helsinki Commission 
(HELCOM) recommendations [1]. Hence, the determi-
nation of hydrocarbons in some larger rivers and point
sources is mandatory in PLC-4. Gas chromatographic
(GC) determination of hydrocarbons after solvent extrac-
tion was chosen as the analytical procedure [2]. The
method enables the determination of hydrocarbons at
concentrations above 0.1 mg L–1, and encompasses a

wide range of aliphatic, alicyclic, and aromatic com-
pounds of interest. Compared with the frequently applied
infrared spectrometric method, the GC procedure pro-
vides much additional information relating to boiling
point range and qualitative composition of the hydrocar-
bon contamination.

Oil inputs are to be measured within PLC-4 for the
first time. To support external quality assurance mea-
sures and to obtain information on the proficiency of the
nominated laboratories, an interlaboratory comparison
on the determination of hydrocarbons in water was con-
ducted before the start of routine monitoring.

Test materials

Because hydrocarbons, especially n-alkanes, in aqueous
solution are susceptible to microbiological degradation,
surrogate samples were used in the interlaboratory com-
parison. All participants were requested to prepare water
samples from the solutions listed in Table 1 according to
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instructions distributed with the samples. All samples
were weighed before shipment to enable monitoring of
solvent evaporation.

Two concentration levels were to be analysed by the
participants, one near the limit of determination and the
other ca. ten times this level. The analytical procedure
includes a clean-up step in which polar compounds, e.g.
plant fats, fulvic acids, and surfactants, are removed
from the extracts. To check the influence on analytical
results of typical matrix constituents which might be
present in river waters and waste waters, possible inter-
fering compounds were added to a subset of the test
materials (Table 1).

Because the hydrocarbon test samples were provided
as solutions and were prepared from only one stock solu-
tion, a test of homogeneity was not necessary. A subset

of sample aliquots was kept by the organiser for stability
testing. The sample weight was recorded and was found
to be constant during the time of the exercise.

Interlaboratory comparison

The hydrocarbon oil index within PLC-4 was determined
in accordance with the draft standard ISO/DIS 9377–4,
which has recently been adopted as ISO/FDIS 9377–2
[2]. Briefly, water samples are extracted with n-hexane
or petroleum ether. After clean-up of the extracts on a
Florisil column, hydrocarbons are detected and quanti-
fied by capillary gas chromatography with flame ionisat-
ion detection (GC-FID, Fig. 1).

Results from previous interlaboratory validation stud-
ies on the method showed accuracy to be acceptable –
relative reproducibility standard deviations were
between 20% and 40% depending on the hydrocarbon
concentration and the amount of interfering compounds
in the sample. Recoveries between 80% and 100% were

Table 1 Solutions for preparing surrogate samples distributed in the interlaboratory comparison on the determination of hydrocarbons
in water

Sample Code Concentration Solvent Volume Weight of hydrocarbons Weight of interfering compounds
[mL] [mg] [mg]

Diesel Lubricating Texapon Dodecanoic River
fuel oil NSO acid methyl fulvic 
[mg] [mg] (surfactant) ester acid

Standard solution STD 0.624 mg mL–1 n-Hexane 50 20.2 11 – – –
Surrogate sample S1 0.224 mg L–1* i-Propanol 250 33.9 16.4 – – –
Surrogate sample S2 2.22 mg L–1* i-Propanol 250 247.8 252.3 – – –
Surrogate sample S3 0.474 mg L–1* i-Propanol 250 72.2 34.4 253 255.6 41.2
Surrogate sample S4 3.34 mg L–1* i-Propanol 250 381.4 369.8 250.1 249.8 41.7

*If prepared according to the sample preparation instructions

Fig. 1 Integrated gas chromatogram of a hydrocarbon standard
solution corrected for ‘column bleed’ (1 mg mL–1 in n-hexane,
3 µL on-column injection, 12 m × 0.32 mm BPX-5 column, 60 °C
for 1 min, 20 °C/min to 360 °C, 360 °C for 15 min)



Determination of hydrocarbons in water – interlaboratory method validation before routine monitoring 109

obtained for most samples. In the presence of sur-
factants, only, recoveries dropped to 60%.

Because the number of PLC-4 laboratories officially
nominated by the HELCOM countries was very limited,
additional laboratories were invited to participate. Labo-
ratories not familiar with the new method received sev-
eral test samples to acquaint them with the procedure be-
fore announcement of the exercise. Samples, data report
sheets, and a questionnaire referring to the experimental
conditions were sent to 24 laboratories. The participants
were requested to perform four replicate determinations.
Sixteen laboratories in six different countries around the
Baltic Sea sent in results to the organiser.

The data were assessed by the ISO 5725–2 protocol
[3] implemented in the software package Prolab98 (Dr
Uhlig, Quo Data, Dresden, Germany), which is routinely
used by the German Federal Environmental Agency for
evaluation of laboratory proficiency tests. Outliers were
rejected by use of Grubbs’ test (P=1%) and Cochran’s
test (P=1%).

Results

Because samples S1–S4 were synthetic solutions of min-
eral oils, the overall means of the participants can be
compared with assigned values, and recoveries can be
calculated (Fig. 2). For sample S1 the recovery was in

the expected range above 85%. It was only 75% for sam-
ple S2 indicating incomplete extraction of higher con-
centrations of hydrocarbons. Recovery of ca. 70% was
obtained for samples S3 and S4 which contained inter-
fering compounds, irrespective of mineral oil concentra-
tion. To check the calibration functions established by
the participants, a standard solution (STD) containing an
unknown concentration of mineral oil for direct injection
into the GC system was distributed. Evaluation of the re-
sults revealed that the correct concentration was found
(Fig. 2), although the relatively high overall repeatability
and reproducibility obtained for the standard solution
must be regarded as insufficient.

Table 2 summarises the overall statistics of the inter-
laboratory comparison. Repeatability between 7% and
16% and reproducibility of ca. 30% were obtained for all
the samples investigated, in good agreement with results
from a recently conducted interlaboratory validation
study arranged by ISO/TC147/SC2/WG15 [2]. The re-
sults indicate that mineral oil concentrations in water
samples between 0.2 and 3 mg L–1 can be measured with
adequate precision by the participating laboratories.

There were no significant differences between the re-
peatability or the reproducibility obtained for the stan-
dard solution and those obtained for the different water
samples. Thus the variability of the sample preparation
steps did not seem to contribute markedly to the overall
uncertainty of the analytical procedure. It could be con-
cluded that variability in the determination of hydrocar-
bons in water is mainly a result of the precision of the
GC determination.

Proficiency evaluation

Analysis of systematic errors in the determination of hy-
drocarbons in water can be achieved by use of Youden
plots after transformation of the results to an overall
mean of Mtotal=0 and a standard deviation of Stotal=1
(Fig. 3). Almost all laboratories are distributed around
the 45° line indicating that most of the variation was sys-
tematic rather than random, particularly at higher miner-
al oil concentrations (sample pair S2/S4, Fig. 3B). Re-
sults located within the interval Mtotal±2 Stotal indicate
sufficient proficiency of the participating laboratories in
performing the determination of hydrocarbons in water

Fig. 2 Comparison of assigned values and participants’ overall
mean obtained for the standard solution, STD, and water samples
S1–S4 (error bars indicate the 95% confidence interval)

Table 2 Summary statistics of
the HELCOM interlaboratory
comparison exercise on the de-
termination of oil in water

Sample No. of No. of No. of Overall Reference Overall Sr
* SR

*

labs results outliers mean value recovery [%] [%]
[mg L–1] [mg L–1] [%]

STD 14 49 4 0.717** 0.624** 115 7.45 26.4
S1 14 50 8 0.206 0.224 92.0 14.8 31.3
S2 15 56 4 1.69 2.22 76.1 9.24 21.9
S3 14 46 4 0.320 0.474 67.5 16.2 34.9
S4 15 58 4 2.20 3.34 65.9 9.58 30.2

* Sr – relative repeatability
standard deviation; SR – rela-
tive reproducibility standard
deviation
** [mg mL–1]
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samples. For comparison purposes results from another
laboratory (participant K), which used a different method
of determination (fluorescence spectroscopy) are included.
For higher mineral oil concentrations, this method seems
to have a negative systematic error.

The calculation of the Z-scores to evaluate the labora-
tory’s proficiency [4] was based on the known concen-
trations of hydrocarbons in the samples (Table 2) and on
a target precision set by the PLC-4 programme:

20% for hydrocarbon concentrations above 1 mg L–1;
and

30% for hydrocarbon concentrations below 1 mg L–1

(near the determination limit).

The Z-scores achieved by the participants are displayed
in Fig. 4 for all the samples investigated. Eleven labora-
tories completed the interlaboratory comparison success-
fully (80% of Z-scores within |Z|< 2). The between-labo-
ratory standard deviations are better than the target val-
ues for tolerable error set by PLC-4 (Table 2). Unsatis-
factory Z-scores of individual laboratories were mainly a
consequence of low recoveries, in particular for samples
containing interfering substances. As a consequence,
correction of analytical results for recovery, regularly de-
termined by analysis of spiked water samples, will be
conducted within the PLC-4 programme.

Summarising the results of this study, mineral oils can
be determined in water samples by solvent extraction
and gas chromatography. This test item will be manda-
tory within the framework of PLC-4. Nevertheless, fur-
ther interlaboratory comparisons should be performed in
the course of PLC-4 as an external quality-assurance
measure within this monitoring programme.

Acknowledgements The authors would like to thank all laborato-
ries for participating in the interlaboratory comparison. Financial
support from HELCOM is gratefully acknowledged.

Fig. 3 Youden plot of the results (transformed to an overall mean
of Mtotal=0 and a standard deviation of Stotal=1) for sample pair
S1/S3 (A) and sample pair S2/S4 (B). Satisfactory performance is
represented by the displayed box (Mtotal±2 Stotal). Each dot repre-
sents the results of an individual laboratory marked by a letter
code (* – laboratories involved in PLC-4)

Fig. 4 Z-scores of the partici-
pating laboratories (A–X) for
samples S1–S4 calculated us-
ing assigned concentrations and
PLC-4 target values for preci-
sion (the critical Z-value |Z|=2
is plotted as a bold line, * –
laboratories involved in PLC-4)
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Abstract In an effort to assess the
method validation done using ICP-
AES in our laboratory for potable
water, an Environmental Laboratory
Approval Program organized by
New York State Department of
Health, Wadsworth Center providing
the reference material has been un-
dertaken for 14 trace elements and
seven other chemical constituents.
The certified means for the reference
material and the results obtained in
our laboratory are compared. The
comparisons helped us assess the
quality of our work. All the data
from the inductively coupled plasma
atomic emission spectrometer (ICP-
AES) fall into the ranges specified.

These data are intended to depict the
quality of chemical analysis being
conducted in our laboratory and to
increase the level of confidence of
our clientele in accepting our test re-
ports. It should be further noted that
while the technique may not be new,
the model is new and the simulta-
neous detection of elements required
validation for those of our clientele
who are only familiar with sequen-
tial AAS and AES.
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Program – New York Department 
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Accred Qual Assur (2003) 8:21–24
DOI 10.1007/s00769-002-0549-9

© Springer-Verlag 2003

G. Anand Kumar
H.S. Sahoo
S.K. Satpathy
G. Swarnabala

Interlaboratory quality audit program 
for potable water – assessment of method 
validation done on inductively coupled plasma
atomic emission spectrometer (ICP-AES)

Introduction

Certain major, minor and trace elements tend to accumulate
causing toxicity in potable water. The quantitative measure-
ment of these elements helps in diagnosis and treatment of
a range of disorders. Proficiency testing materials, when
studied by an analytical method, help in method improve-
ment and validation and lead to better results, increasing
the confidence of the analysts in reporting the data to the
customers. Due to the complex nature of the material in
question, its variable compositions of the elements, the
need to validate the method of analysis is mandatory on the
part of the analyst. So the analysis can be authenticated
with the help of studies on proficiency testing materials,
thus increasing the confidence level for values reported.

In an effort to meet this demand, we have procured
proficiency testing material of potable water from the
Environmental Laboratory Approval Program being con-
ducted by New York State Department of Health, Wads-

worth Center. The chief of this institute has initiated the
collaborative analysis program for analyzing the refer-
ence material for subsequent certification, with respect
to major, minor and trace element concentrations. The
whole study is used to analyze the waters of all kinds
[1–6] such as drinking water – IS: 10500/1991, packaged
natural drinking water – IS: 13428/1998, packaged
drinking water – IS: 14543/1998, and water for quality
tolerances for processed food industry – IS: 4251/1967.
The characterization of these materials includes different
sample preparation methods and analytical techniques
being used by all the laboratories worldwide. Our labora-
tory is participating from India with NABL accredita-
tion. We have determined 14 constituents by ICP-AES
and seven by classical methods for the present study. The
aim of this paper is to highlight the potential of ICP-AES
in the generation of accurate analytical data for several
trace elements in potable water samples and increase the
confidence level of the customers who send us these
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samples. Since the programme had all the constituents
determined, the data for the classical methods is also
presented for completeness.

Experimental

Instrumentation

The ICP-AES used is a Varian-Radial Vista (Varian Instruments,
Australia) associated with a microcomputer, software operating
parameters, etc. as given in reference [7].

Materials

The water sample is obtained from the Environmental Laboratory
Approval Program. We have used ICP-AES multi-element Refer-
ence Standard supplied by E. Merck with Lot. No: 0C030033 for
standard calibration. These standards have certified data obtained
from NIST as third-generation traceability, assuring reasonable ac-
curacy in the estimations (Certificate of Analysis, Certipur – Refer-
ence Material; 11355 ICP multielement standad IV made from
NIST standards reference materials, Lot No. 0C030033. Dr. Harald
Untenecker, Central Analytical Laboratory, Merck). An echello-
gram showing all the elements is attached.

Sample procedure

To minimize the possibility of change in concentration, the am-
poule is opened just before the analysis. The sample is prepared as

follows: the ampoule temperature is adjusted to 20 °C prior to
analysis. Approximately 900 mL of reagent water is added to a 
1-L volumetric flask. Reagent grade nitric acid (5.0 mL) is added
to the volumetric flask. The flask is swirled to mix. Ampoule ID
no. is recorded. The ampoule is broken and 10 mL of the sample is
transferred to the flask using a pipette. Then the flask is filled to
mark with Milli-Q water and thoroughly shaken. The 14 elements
are measured and the data are tabulated in Table 1.

Standard preparation

Aqueous standards are prepared from 1000 ppm E. Merck stan-
dard reference material supplied with NIST traceability. The stan-
dards are made up using 18 MΩ Milli-Q water with 1% v/v high
quality nitric acid 65%-Fluka Chemie.

The following calibration standards for a five-point calibration
curve have been made keeping in view the need to cover the range
of 10, 2, 1, 0.1, and 0.01-ppm concentrations:

Std. 1: Ag, Ba, Cd, Cr, Cu, Fe, Mn, Ni, Pb, and Zn.
Std. 2: Be.
Std. 3: As, Se, and Sb.

Rinse and calibration blank solutions were prepared from 18 MΩ
Milli-Q water with 5% HNO3 as per the instructions provided by
the approval program.

Methods used for chemical analysis

All the chemical analysis procedures are adopted from APHA
methods [8]. These are specified in Table 2 along with the analyte.

Table 1 Validation data for po-
table water reference materials
– Environmental Laboratory
Approval Program analyzed for
the following elements by ICP-
AES

Parameter Result APHA method Study mean Accept. limits Score
(µg/L)

Ag 87.0 3120 82.2 73.8–90.5 Sat
As 57.3 3120 51.1 44.8–57.3 Sat
Ba 777 3120 817.0 696.0–942.0 Sat
Be 8.74 3120 7.42 6.6–8.94 Sat
Cd 10.0 3120 8.59 6.9–10.4 Sat
Cr 99.0 3120 88.4 75.1–102.0 Sat
Cu 300 3120 328.0 293.0–359.0 Sat
Fe 541 3120 523.0 478.0–568.0 Sat
Mn 70.5 3120 74.20 68.50–79.80 Sat
Ni 219 3120 240.0 201.0–273.0 Sat
Pb 31 3120 33.80 23.60–43.80 Sat
Sb 45.95 3120 39.30 27.40–51.0 Sat
Se 130.0 3120 48.50 37.80–56.60 Unsat
Zn 479 3120 479.0 439.0–518.0 SatSat, Satisfactory; Unsat, unsat-

isfactory.

Table 2 Validation data for po-
table water reference materials
– Environmental Laboratory
Approval Program analyzed for
the following chemical parame-
ters on ICP-AES

Parameter Result APHA method Study mean Accept. limits Score
(mg/L)

Na 12.6 3500 12.50 11.30–13.70 Sat
Nitrite 1.52 4500 1.51 1.28–1.74 Sat
Chloride 62.9 4500 59.10 55.10–63.10 Sat
Fluoride 5.1 4500 5.46 4.94–6.04 Sat
NO3 as N 7.94 4500 7.91 7.19–8.79 Sat
Sulfate 44.4 4500 48.4 43.4–53.4 Sat
TDS 228 2540 244.0 162.0–326.0 SatTDS, Total dissolved salts; Sat,

satisfactory.
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Results and discussion

ICP-AES offers rapid, multi-element determinations.
Its sensitivity is lower than that of either ICP-MS or 
AA-GTA, but it can handle higher levels of total dis-
solved solids than ICP-MS and is much faster than 
AA-GTA. The results obtained are in comparison with
all the equipment used by about 100 laboratories that
are participating in the Environmental Laboratory 
Approval Program. The quality of the performance re-
lating to equipment as well as the analyst in such inter-
national collaborative programs implies the use of cer-
tified reference materials for calibration and control
samples to ensure a certain level of traceability of the
measurements and finally the degree of assurance of re-
liability.

The use of reference standards for calibration mini-
mized several analytical errors. However, our working
standards also gave results very similar to the reference
standards. The results obtained for the study in question
are summarized in Tables 1 and 2. The organizers col-
lected the assigned value for individual elements and
provided us the mean or range of the submitted data for
over 100 laboratories using highly reliable statistical
procedures. The table gives the result, mean, method,
range and reliability of the parameter in question. A
careful observation of these data provides the precision
with which the experimental work has been conducted
in the present study. Figure 1 shows the Echellogram of

23 elements in the reference standard along with the
wavelengths.

A typical example of the requirements for IS:
14543/1998 (4) are Ba, 1.0; Cu, 0.05; Fe, 0.1; Mn, 0.1;
Zn, 5.0; Ag, 0.01; Al, 0.03; Se, 0.01; Ca, 75.0; Mg, 30.0;
Na, 200.0; Hg, 0.001; Cd, 0.01; As, 0.05; Pb, 0.01; Cr,
0.05; Ni, 0.02; Sb, 0.005; B, 5.0 µg/L separately. Routine-
ly all the samples are checked for the requirements before
reporting. VISTA software has a built in program with
USEPA requirements [9, 10] for the aspirating of stan-
dard reference solution; instrument check standard solu-
tion; interference check standard solution and QC stan-
dard solution for the laboratory QC control. Continuing
calibration verification is done every ten analytical sam-
ples run on Auto Sampler, a facility that is not available
when using the manual runs of the samples. We have
adopted the Varian instruments instructions to calibrate
the equipment to find the instrument detection limits and
the method detection limits. The former values were ob-
tained by aspirating on consecutive three days for all the
standards and the latter values were obtained for consecu-
tive seven runs on the same day for all the standards.
These are also reconfirmed using “CHEMSW” software
program available for the calculation of detection limits.
The original “K-style” glass concentric nebulizer is used
to obtain the raw-data with best possible sensitivity. For
our method validation, we have adopted a seven-point
calibration range for almost all the elements ranging be-
tween 10–0.01 mg/L. The accuracy in the recovery of the
standards ranged from 95%–105% with a precision at 
1 µg/L as ±12%. Matrix spiking results in the recoveries
range between 75%–%125% as per USEPA/APHA. Va-
pour-generation accessory (VGA 77), is used for 
Hg measurements. Three standards 0.001; 0.005, and 
0.01 µg/L are used for linearity or calibration. Stannous
chloride (25%) and HCl (Fluka) are being used for the re-
duction in the cold-vapour generation.

Conclusions

It may be concluded that the observed data for 13 ele-
ments (except for the selenium) and the seven other con-
stituents specified for potable water are in concurrence
with all the laboratories whose data is submitted to Envi-
ronmental Laboratory Program, New York State Depart-
ment of Health. [After the constructive criticism from the
reviewers, the unsatisfactory results for the Ag, Cd, Sb
and Se elements were repeated. Cd values have improved
by changing the wavelength from 217 to 226 nm. For an-
timony we have used a new standard and the value im-
proved. For silver the number of washings before aspira-
tion was tripled and the result improved. The selenium
range is still not very satisfactory, but our efforts to im-
prove upon this are in progress and we are positive about
it.] The method detection limits, RSD’s, and the instru-

Fig. 1 Echellogram showing all the 23 elements in the standard
along with the wavelengths. The wavelengths for all the 23 ele-
ments are:

Ag 328.068 Al 396.152 B 249.772 Ba 455.403
Bi 223.061 Ca 317.933 Cd 214.439 Cd 226.502
Co 238.892 Cr 267.716 Cr 357.868 Cu 327.395
Fe 238.204 Ga 294.363 In 230.606 K 766.491
Li 670.783 Mg 279.553 Mn 257.610 Na 589.592
Ni 231.604 Pb 220.353 Sr 407.771 Tl 190.794
Zn 213.857
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Abstract The fact that various defi-
nitions and terminology applied to
measurements in analytical chemis-
try are not always consistent and
straightforward, by not only answer-
ing the question “what”, but also
“how”, leads to their various inter-
pretations. This results in non-uni-
form implementation of very basic
and essential metrological principles
in chemistry. Such a diverse situation
is not conducive to the endorsement
of harmonised measurements all
across the world, to serve as a tool
for improving the quality of life in
its broadest sense for all its citizens.
The discussion in this paper is fo-
cused on problems associated with
terminology and definitions of ‘ref-
erence material’ and ‘validation’.
The role of reference materials in

measurement processes for purposes
other than calibration and validation
principles in analytical chemistry are
also discussed in this paper. Where
possible, potential solutions are pro-
posed, but more often, questions of
essential importance are raised in or-
der to initiate international discus-
sion which will hopefully lead to
equally understandable answers.
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Nineta Majcen A need for clearer terminology 
and guidance in the role of reference 
materials in method development 
and validation

Introduction

Internationally understandable terminology and interpre-
tation of definitions play an essential role in the analyti-
cal community worldwide [1–3]. Language, as a tool for
communication, can considerably accelerate the unifica-
tion of activities or alteratively act as a diversifying ele-
ment that could keep analysts going on in various direc-
tions and not approaching the same goal. As this effect is
intensified due to the various ‘dimensions’ of different
languages that we speak, it is even more important to
make the original definition as non-confusing as possible
and to provide additional explanations in written and
oral form to make sure that it is implemented properly. It
is thus important, that the terms we use are ‘traceable’ to
the same definition and its understanding/implementa-

tion in practice as this will result in comparable measure-
ment results.

Only on the basis of internationally accepted defini-
tions and terminology, can the intended uses of reference
materials be discussed in a way uniformly understand-
able across all sectors where analytical chemistry is ap-
plied. While the production of reference materials and
their storage is very well described in the literature, their
intended use is somehow overlooked [4–13]. The conse-
quence is that the analysts are left to their own imagina-
tion for how to use them, which as a boomerang (again)
leads to different interpretations of results measured in
various laboratories.

In order to make the exchange of information, based
on results of measurements obtained in analytical labora-
tories reasonable, measurements should be traceable to
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the same stated unit and thus be comparable. Neither es-
tablishing nor demonstrating the traceability of measure-
ment results is an easy task. Moreover, there is no gener-
al rule that can be proposed, which is valid and imple-
mented in general. Validation is thus an important way to
investigate and describe the traceability and uncertainty
issue of the concrete measurement result. Since, up to
now it has mainly not been considered as such, some up-
dates related to interpretations of valid definitions are
further discussed in the paper.

The problems associated with terminology

Reference material

As written in the Eurachem Guide ‘it is commonplace to
confuse reference material with certified reference mate-
rial’ [14]. Unfortunately, the situation is even worse, as
there are also some other terms used to describe the
same, like ‘standard material’, ‘reference standard’,
‘standard reference material’ etc. It is evident from the
literature that in the International Vocabulary of General
Terms in Metrology (VIM), at least twelve different
terms associated with objects used to define, realise,
conserve or reproduce a unit or a value of a quantity are
used [1, 15]. Up to now several approaches have been al-
ready made to uniform terminology in this field as it is
essential for many reasons (traceability and consequently
comparability being one of them) and it is hoping that

the new revision of VIM which is due soon will make
the situation better. Some of the most often used defini-
tions are given in Table 1.

As reference materials can serve different purposes, it
is of essential importance to agree on the terminology
and definitions for each specific term. As it stands now,
the definitions might be interpreted in at least two differ-
ent ways, as shown on Fig. 1. If the definitions are un-

Table 1 Reference material: definitions

Document Term Definition

VIM [1]; ISO Guide 30:1992 [4] Reference material Material or substance one or more of whose property values 
are sufficiently homogeneous and well established to be used for 
(a) the calibration of an apparatus, (b) the assessment 
of a measurement method, or (c) for assigning values to materials

VIM [1]; ISO Guide 30:1992 [4] Certified reference Reference material, accompanied by a certificate, one or more 
material of whose property values are certified by a procedure 

which establishes traceability to an accurate realization 
of the unit in which the property values are expressed, 
and for which each certified value is accompanied by an uncertainty
at a stated level of confidence. NOTE (4 of 5): All CRMs lie 
within the definition of “measurement standards” or “etalons”
given in the VIM.

VIM [1] Measurement standard, Material measure, measuring instrument, reference material
etalon or measuring system intended to define, realize, conserve or reproduce

a unit or one or more values of a quantity to serve as a reference. 
EXAMPLES (2 of 6): standard hydrogen electrode; reference solution 
of cortisol in human serum having a certified concentration.

EURACHEM Guide Reference material RM can be virtually any material used as a basis for reference, 
on Validation, 1998 [14] and could include laboratory reagents of known purity, 

industrial chemicals, or other artifacts. The property or analyte 
of interest needs to be stable and homogenous but the material 
does not need to have the high degree of characterisation, 
traceability and certification more properly associated with CRMs.

Fig. 1 Terminology: reference material (RM) vs. certified refer-
ence material (CRM). Inconsistent terminology is a fertile base for
various interpretations of definitions: definitions given in Table 1
can be interpreted as given in case 1 (CRMs being a part of a
‘family’ named RM) or as given in case 2 (several different types
of RM, one of them being CRM). Intended use of reference stan-
dard depends on accepted interpretation of definitions
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derstood as given in case 1, then reference materials can
be used for calibration as well. If this is not the case,
which is implied in case 2, then reference materials
should not be used for calibration purposes. The problem
is, of course, much more complicated, but is beyond the
scope of this paper.

Method development

From literature and in practice, any change in analyte,
matrix or both is described as ‘method development’
(better: ‘procedure development’). Furthermore, this
term also describes minor or major changes of part of the
measurement (analytical) procedure e.g. a different dis-
solution step. Nowadays, it rarely happens that a certain
measurement procedure is developed from scratch, as a
completely new, i.e. where a certain ‘new’ technique is
applied to measure a ‘new’ analyte in a ‘new’ matrix.
However, there is no official definition in any of interna-
tional documents of the term ‘method development’ and
it seems the situation may remain as it is, since it does
not cause confusion, misunderstandings and/or misinter-
pretation.

Procedure validation

The situation is becoming more complicated and less
uniform when discussing validation. Several definitions
(Table 2) are offered to analysts [14, 16–17]. The
EURACHEM guide also gives some additional explana-
tion of how the definition could be understood as well as
guidance on how it might be implemented in practice. It
is important to emphasise that other interpretations are
also possible and that by no means the ones given in the
above stated Guide are the best by definition. Addition-
ally, it should be stressed that term ‘procedure valida-
tion’ instead of ‘method validation’ is used in this paper
as this is more exact wording for how it should be under-
stood within this context and what is actually taking
place in practice.

If in the past, the procedure validation tended to con-
centrate on the process of evaluating the procedure’s per-
formance capabilities, the modern approach also con-
firms that the procedure under consideration has perfor-
mance capabilities consistent with what the application
requires. Implicit in this is that it will be necessary to
evaluate the procedure’s performance capabilities.

It therefore depends on each specific case, which per-
formance parameters are to be confirmed before starting
the analysis. The scope of validation thus might depend to
a certain extent on the customers’ needs. If they are very
diverse (e.g. the laboratory has a customer, who is interest-
ed in lower concentrations of a particular analyte as well as
a customer who brings a sample with a higher concentra-
tion of the same analyte, but this customer requires very
low measurement uncertainty), it is worth broadening the
scope of validation or confirmation, otherwise it would be
sufficient to evaluate/confirm key parameters for the in-
tended use. The general rule should be that only those pa-
rameters that are needed to be fulfilled due to the custom-
ers’ requirements must be confirmed. However, a lot of ad-
ditional measurements are usually done to evaluate the
procedure’s performance parameters (Table 3) and the re-
sult’s properties (traceability, measurement uncertainty).

Intended uses of reference materials 
for quality purposes, including validation

Due to the above mentioned problems related to termi-
nology it is essential to decide on the nomenclature that

Table 2 Validation: definitions

Document Definition

EURACHEM Guide on Validation, 1998 [14] Method validation as being the process of defining an analytical requirement, 
and confirming that the method under consideration has performance capabilities
consistent with what the application requires. 

ISO 9000:2000 [16] Confirmation, through the provision of objective evidence (3.8.1.),
that the requirements (3.1.2) for a specific intended use or application have been 
fulfilled NOTE 1 The term “validated” is used to designate the corresponding status
NOTE 2 The use conditions for validation can be real or simulated.

ISO 17025:1999 [17] Validation is the confirmation by examination and provision of objective evidence
that the particular requirements for a specific intended use are fulfilled.

Table 3 Validation: list of possible performance parameters to be
evaluated and properties of the results obtained via validation

Performance parameters Property

Working range, linearity Traceability
Sensitivity, detection limit Uncertainty
Repeatability
Reproducibility
Recovery
Robustness
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will be used within this paper in order to be in a position
to give a clear explanation on purposes for which refer-
ence materials are used. Thus ‘reference materials’ are
used as a ‘family name’ i.e. as given in case 1 on Fig. 1.
As such, reference materials can be used for (a) estab-
lishing traceability and (b) quality assurance, which is
the issue of this paper. The following aspects of quality
assurance are covered by reference materials: (a) valida-
tion, (b) internal quality control, (c) external quality as-
sessment [18–20].

Validation as one of the milestones of ISO/IEC 17025
is required to be performed each time non-standard
methods, procedures developed in-house or methods out-
side their intended scope are used. Additionally, accord-
ing to the same standard, every laboratory should con-
firm that it can properly operate standard or validated
methods (procedures) before (first) introducing the tests,
which, as a consequence again include the validation
principle. The scope of validation (‘objective evidence’)
i.e. which procedure’s performance parameters are to be
evaluated depends on the specific intended use e.g. (a)
compliance with regulations, (b) maintaining quality and
process control, (c) making regulatory decisions, (d) sup-
porting national and international trade, (e) supporting
research. As recommended by ISO/IEC 17025, valida-
tion and/or confirmation of the procedure should be done
through uncertainty evaluation that is made through sys-
tematic assessment of the quantities influencing the re-
sult. This can be done either via measurement of the ref-
erence materials or by other means e.g. participation in
interlaboratory comparison or comparison of results
achieved with other procedures [21].

Various types of control charts, a tool that is most of-
ten used for internal quality control purposes, are often
based on values given by reference materials. For this
purpose, in-house reference materials should be prefera-
bly used, as certified reference materials are too expen-
sive to be used to monitor the stability of the measure-
ment process.

For external quality assessment purposes, a reference
material with an undisclosed value is distributed to the
participants to demonstrate their technical performance
and skills. Comparison of the results of a certain labora-
tory with a reference range is a ‘measure’ of how good
the laboratory is performing in a specific field. However,
participation in interlaboratory comparisons (ILC)
should be a regular activity and the results of regular
participations should be traced and compared in time. It
is important to be aware that demonstrating the improve-
ment of performance is the key idea of external quality
assessment, thus there is no need of being afraid of hav-
ing ‘bad’ results in an ILCs.

Conclusion

Terminology and definitions related to reference materi-
als and validation as well as their implementation in
practice has been discussed in this paper. Several at-
tempts are going on at the international scene to harm-
onise the definitions and their implementation in prac-
tice, which should, hopefully lead to comparable mea-
surements in chemistry on an international scale. How-
ever, as the topic is very broad in its scope and extreme-
ly complicated, progress seems to be slower than de-
sired, but would expectedly lead to complementary and
consistent definitions. Therefore, it is not yet possible to
give definite answers to all the questions stated in this
paper as they are still under discussion at international
level, but nevertheless, the following conclusions can be
given.

1. There is an urgent need to harmonise terminology re-
lated to reference materials. Inconsistency in this field
has a tremendous effect on all measurements in ana-
lytical laboratories as written standards, analytical
measurement procedures and other documents are un-
derstood in different ways. Consequently, this often
leads to results, which are not comparable as they are
not traceable to the same stated unit.

2. The role of reference materials for quality purposes
seems to be well implemented, but people are often
not aware of their possibly different role in the cali-
bration process, which might have important conse-
quences with regard to the result of measurement.
Thus, training of practitioners and education of stu-
dents in the topics described in this paper are highly
desirable.

3. Analysts and end users of the measurement results
should be aware of the new dimension of the proce-
dure validation definition given in ISO/IEC 17025,
which requires that a procedure’s performance param-
eters are fit for a specific intended use. In other words
this means that the work of an analyst is not finished
when performance capabilities of a specific method
(or preferably ‘procedure’) are evaluated, but he/she
has to go a step further and check whether these char-
acteristics are in compliance with the client’s needs.
Of course, it is up to the client to specify his/her re-
quirements/properties the result should have. Further-
more, ISO/IEC 17025 is introducing evaluation of
measurement uncertainty as a mean of performing
validation through systematic assessment of all quan-
tities influencing the result.
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Abstract Quality control of corro-
sion test results implies the valida-
tion of the corrosion test method and
estimation of the uncertainty of cor-
rosion rate measurement. The corro-
sion test in an artificial atmosphere
of the salt spray mist needs evalua-
tion of corrosivity of the test cabinet
by reference specimens. Such cali-
bration of corrosion environment
raises very strict requirements for
the method description and details
of all procedures and used speci-
mens. Reliable corrosion measure-
ments by spray tests require valida-
tion of the experimental device to-
gether with the experimental proce-
dure and determination of corrosi-
vity uncertainty of the test cabinet
environment.

Corrosion tests have been con-
ducted for a long time but there are
only a few cases of corrosion data
quality assessment or interlaboratory
comparisons for such measurements.
Each test method when used in dif-
ferent laboratories gives different re-

sults, as it is impossible to perform
the whole procedure exactly in the
same manner. Therefore, a very es-
sential parameter of the method is its
robustness. A proper validation of
the corrosion test method means the
evaluation of the impact of various
environmental features and perfor-
mance variations on the uncertainty
of the test result.

Our aim was to present an experi-
mental evaluation of the corrosivity
of the salt spray corrosion test cabi-
net, to indicate the gaps in the de-
scription of the corrosion test meth-
od according to ISO 9227 and to es-
timate the main components of the
uncertainty of the corrosivity mea-
surement.

The validation results require
changes in the salt spray test method
description and maybe in the perfor-
mance.
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Validation of salt spray corrosion test

Introduction

Corrosion tests in artificial atmospheres [1, 2, 3] are
used as comparative tests for the evaluation of corrosi-
vity of metals and metal alloys and corrosion protection
capability of various corrosion protection means by
metal plating, varnishing and paint coating as well as
anodic and conversion coating. Therefore, it is essential
to know precisely the corrosivity of the test cabinet en-
vironment.

The standard method for the test cabinet corrosivity
determination is described in ISO 92271 [1] but we failed
to find any information about the validation of this meth-
od or its metrological parameter evaluation. On the other
hand, it is necessary to determine from the experimental
point of view whether this technique is reliable enough
as a standard method. A procedure is described in ISO
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1 Translated and accepted as LST – national standard of Lithuania
Republic.
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5725-1 [4] for the estimation if the standard method is
sufficiently detailed and can possibly be improved.

ISO 9227 [1] does not specify in detail many neces-
sary parameters and does not determine the precision of
such a test method. The precision and accuracy of corro-
sion determination are influenced by many factors: prep-
aration of specimens, conditioning, removal of corrosion
products, cleaning, drying, etc. In literature on the corro-
sion tests we failed to find any information concerning
the quality of corrosion tests results. The aim of this pa-
per is to call attention to the problems in the corrosion
measurement data quality and the necessity to evaluate
the uncertainty for measurement results. We attempted to
show the main components of uncertainty of the result in
such a measurement on the basis of the experimental
evaluation of the corrosivity of the spray test corrosion
cabinet by means of reference specimens.

Materials and methods

An accuracy experiment can often be considered as a practical test of
the adequacy of the standard measurement method. One of the main

purposes of standardization is to eliminate differences between users
(laboratories) as far as possible and the data provided by the experi-
ment should reveal how effectively this purpose can be achieved.

According to the ISO 5725-1 requirements [4] a description of
the measurement method is one of the main sources of the uncer-
tainty and therefore it is essential for traceability of results. There-
fore, an analysis of the description of the standard test method was
performed and some ambiguous statements or lack of information
for experimental procedures were pinpointed as shortcomings. The
details of the experiment, which do not meet the requirements of
the description of the reference method, were marked off as well.
The result of these attempts is presented in Table 1.

Evaluation of cabinet corrosivity. In order to determine the cor-
rosivity of the corrosion cabinet environment eight tests were per-
formed [5] according to the standard method of the neutral salt
spray test (Table 1). The results of corrosion rate of RS and the
main statistical parameters such as the number of reference sam-
ples n, average RS mass m and RS mass loss ∆m of each RS, aver-
age RS surface area S and surface area of each RS Sn, mean aver-
ages of all eight experiments and their standard deviations are pre-
sented in Table 2a and 2b.

Corrosion rate values were calculated from the mass loss of
each test presenting a statistical array and indicating corrosion rate
ordered array average value ν, mode value νmode, median value
νmedian, and standard deviation s.

The statistical analysis of the data was performed for the deter-
mination of outliers by means of their interquartile range:

Table 1 Comparative analysis of standard LST ISO 92227:1997 and supplementary standards EN ISO 7384:1998 (1), LST ISO
7253:1998 (2) and possibilities of their experimental realization

Requirements of standard/reference methods Peculiarities of the experimental device and procedures
and shortcomings in the standard

Corrosion cabinet
Cabinet capacity no less than 0.2 m3 and preferably Cabinet capacity – 0.4 m3

not less than 0.4 m3

At least two fog collecting devices in the zones Four collecting devices in the corners
of the test specimens – glass cylinder with funnels 
with a diameter of 100 mm
Inert plastic supports for the test specimens PMMA plastic support for the five specimens
Automatic registration of temperature and air humidity (1) Not provided automatic registrationa

Determined humidity should be kept within ±5% (1) No data about humidity value
If necessary, air circulation system shall be provided Not provideda

Spraying device
Supply of clean air of controlled pressure [(70 to 170)±0.7] kPa Compressed air pressure within determined interval, 

and supplied without filtration
Air shall be humidified in saturation tower at temperature Not provideda

several degrees higher than that of the cabinet
Level of the water must be maintained automatically Provided
Atomizers shall be made of inert material PMMA plastic
Adjustable baffles to obtain uniform distribution of the spray PMMA plastic
Level of the salt solution shall be maintained automatically Maintained automatically

Test solution
Sodium chloride (50±5) g in distilled or deionised water The test solution prepared from analytical grade NaCl 
with a conductivity not higher than 20 µS/cm at (25±2) °C (GOST 4233-77); conductivity of deionised water not checked
NaCl shall contain less than 0.001% of Ni, 0.001% Cu, 0.1% Cu and Ni determined by AAS and both met the requirements 
of NaI and 0.5% (m/m) of total impurities; specific gravity range of ISO 9227; the pH of the prepared solution measured 
of the solution is 1.0255 to 1.0400 and the pH range with millivoltmeter pH-121
within 6.0 to 7.0 at (25±2) °C
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Reference specimens (RS)
RS cut from cold-rolled plates or strips of CR4 grade steel RS of stated parameters cut from DC 04 AMO (EN 10130) 
(according to ISO 3574) (1±0.2) mm thick and (50×80) mm steel plates (800×1000) mm; not clear what “mat finish” means; 
with faultless surface and a mat finish Ra=1.3±0.4 µm our surface Ra=0.67±0.4 µm
Cut edge should not be sharp RS marked on the back side by stamping with numbers 

and their cut edges grounded
Length and widths of RS measured with a vernier 
(graduation value 0.05 mm)
Thickness measured with micrometer MK-0-25 mm 
(GOST 6507-78) (accuracy 0.01 mm)
Storage of RS before pretreatment not specified

Pretreatment of RS before test
Clean RS immediately before use in a vessel full of an RS cleaned before use (not clear what “immediately” means) 
appropriate organic solvent (hydrocarbon, with a boiling point in hexane, b.p. 64 °C
between 60 °C and 120 °C) using a clean soft brush 
or an ultrasonic cleaning device
Rinse RS with fresh solvent, then dry them Rinsed with hexane and dried by fan
Keep RS in a desiccator with a proper drying agent for 24 h (1) RS kept in a desiccator 30 min to 1 h; not clear what 
or dry RS over proper time interval at proper conditions (2) “proper drying agent” and “proper time” means
Weigh RS a to ±1 mg RS weighed using second precision class laboratory balances 

VLP-200 g
Protect one face of RS with removable coating Adhesive plastic film used

Arrangement of the RS
Position each one RS on four different quadrants Five RS on every cabinet quadrant according 
with the unprotected face upwards at an angle of 20°±5° to the standard requirements
from the vertical
The upper edge of RS shall be level with the top Salt spray collectors ca. 5 cm lower than the upper edge of RS
of the salt spray collector

Operation condition in the spray cabinet
Temperature should be (35±2) °C and shall be measured Requirement met
at least 100 mm from the walls
The average rate of collection of solution in each collecting Requirement met
device, measured at least over 24 h of continuous spraying, 
shall contain 1 ml/h to 2 ml/h and shall have a sodium chloride 
concentration of (50±5) g/l and pH value in the range 
of 6.5 to 7.2
The test duration is 96 h Requirement met

Treatment of RS after the test
Remove the protective coating The mode of removal not specified; the protective coating 

stripped off
Remove the corrosion products by immersion in cleaning RS rinsed with cool running water with a soft sponge, 
solution at 20 °C to 25 °C for 10 min then it dipped for 10 min into the cleaning solution 
(according to ISO 8407 [8]) (500 ml hydrochloric acid and 3.5 g hexamethylenetetramine; 

distilled water to make 1000 ml) prepared according to ISO 8407
Thoroughly clean the RS at ambient temperature with water, Requirement met
then with acetone
Followed by drying Duration not specified; RS dried using fan for (5–10) min 

and kept in a desiccator
Weigh the RS to ±1 mg and calculate the mass loss in g/m2 After ca. 30 min weighed according to the requirements

Evaluation of cabinet corrosivity
Operation of the test apparatus is satisfactory if the mass loss Ambiguous meaning of “±40 g/m2” may be means confidence 
of each reference specimen is (140±40) g/m2 interval and there is no statement on uncertainty of result value

a As far as it was beyond the ability of our equipment and laboratory provision

Table 1 (continued)

Requirements of standard/reference methods Peculiarities of the experimental device and procedures
and shortcomings in the standard
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Table 2a Primary data (n) of salt spry test cabinet corrosivity evaluation in eight experiments as corrosion rate (v, mg/m2) of RS (aver-
age mass m=31225 mg) mass loss (∆m, mg) from their geometric surface area (S, mm2) (first four experiments)

No of 1 2 3 4
experiment
Raw data ∆m S v ∆m S v ∆m S ν ∆m S v

1 0.348 3972 87.7 0.408 4054 100.6 0.391 3957 98.0 0.382 3982 96.0
2 0.390 3998 97.6 0.426 4102 103.9 0.393 4004 98.0 0.434 4071 106.6
3 0.403 4000 100.8 0.425 4090 103.9 0.413 4032 102.5 0.454 4096 107.6
4 0.403 3980 101.3 0.423 4054 104.2 0.413 3988 103.2 0.441 4038 109.3
5 0.403 3976 101.5 0.431 4129 104.3 0.425 3990 106.5 0.452 4073 110.0
6 0.406 3980 102.0 0.430 4102 104.7 0.430 4038 106.6 0.445 4026 110.5
7 0.404 3953 102.2 0.432 4085 105.7 0.429 4014 106.9 0.457 4096 111.7
8 0.410 3969 103.4 0.432 4074 106.0 0.434 3985 108.9 0.468 4176 112.1
9 0.421 3982 103.8 0.435 4060 107.2 0.436 3988 109.2 0.457 4073 112.2

10 0.417 4009 104.1 0.439 4070 107.8 0.437 3991 109.5 0.439 4049 112.4
11 0.416 3991 104.3 0.440 4066 108.2 0.434 3955 109.9 0.471 4186 112.6
12 0.419 3988 105.0 0.441 4053 108.8 0.446 4023 110.8 0.452 4002 112.8
13 0.421 3997 105.4 0.453 4116 110.1 0.446 4018 111.0 0.469 4091 114.6
14 0.428 4019 106.4 0.440 3993 110.3 0.447 4026 111.1 0.474 4120 114.9
15 0.427 3988 107.1 0.455 4109 110.7 0.443 3958 112.1 0.470 4083 115.1
16 0.429 3997 107.4 0.452 4079 110.9 0.478 4138 115.4 0.469 4056 115.6
17 0.436 3996 109.2 0.436 4056 110.9 0.457 3943 116.0
18 0.433 3947 109.7 0.460 4082 112.7 0.510 3960 128.8
19 0.444 4029 110.2 0.466 4083 114.1
20 0.477 3992 119.5 0.465 4070 114.3
Average 0.417 3988.2 104.4 0.439 4076.4 108.0 0.437 4000.4 109.1 0.452 4076.1 110.9
Standard 0.02 19.2 5.9 0.01 28.7 3.7 0.03 43.7 6.8 0.02 52.8 4.6
deviation

IQR=Q3–Q1, where Q3 is the third quartile and Q1 is the first quar-
tile, when the median divides the experimental sample into two
parts. Outliers were found in experiments No 1, 3 and 6 and may
be rejected but we did not find enough good reason for that and
they were used in calculations of the average corrosion rate value
and its standard deviation.

There is rather significant scattering of data and some of the
eight experiments may be regarded as outliers. Therefore we have
tested the null hypothesis Ho of equality of the lowest mean of cor-
rosion rate in experiment No 1 and the highest mean in experiment
No 8. The calculated value F=s1

2/s8
2=5.92/5.02=1.4 for standard de-

viations was compared with Fisher distribution statistical test values

where α is significance level 0.1, and n1 and n8 number of RS in
tests No 1 and No 8.

Null hypothesis is acceptable as F1–0.05(19,19)=0.5≤F=1.4≤
2.02=F0.05(19,19). The null hypothesis of equality of means of
equal standard deviations is not acceptable when

Ordinary statistical analysis of the corrosivity tests showed that
the mean of corrosion rate v=111 g/m2 of eight experiments means
and its standard deviation s=4.1 g/m2 estimate of neutral salt spray
test cabinet corrosivity as 111±3 g/m2 (confidence 95%) shows
that corrosivity of our corrosion cabinet meets the requirements of
ISO 9227, which states that the average value and its data scatter-
ing should be 140±40 g/m2.

For the total number of tested RS n=148, the mean of corro-
sion rate v=112 and its standard deviation s=7.5 differs insignifi-
cantly from the mean of the result of eight experiments which

must be regarded as separate tasks each of which may have specif-
ic influence on the result. Null hypothesis of equality of means
when standard deviations is unequal may be rejected when
t>tα/2(k) and in our case t=0.64<t0.05(45)=1.684.

For more advanced analysis it is necessary to calculate the in-
fluence of many other factors and express it as the uncertainty of
the result. The next part of this article deals with this task on the
basis of our experimental data.

Estimation of corrosivity uncertainty. The corrosion rate (v) of ref-
erence specimens (RS) at the stated conditions according to ISO
9227 in the neutral salt test cabinet may be expressed as follows:

where ∆m is mass loss after the test/ during the test, S is area of
reference specimen and t is duration of the corrosion test (accord-
ing to the standard method the test duration is 96 h).

Therefore, the corrosivity of the cabinet was evaluated as
v=∆m/S g/m2 for 96 h in the eight experiments. The analysis of the
main uncertainty sources according to recommendations [6, 7]
was performed (Fig. 1) for evaluation of possible value of uncer-
tainty of corrosivity measurement result. Each main source of un-
certainty (mass loss ∆m, surface area S and duration t) was analy-
sed and calculated separately and these components used for com-
bined and expanded uncertainty calculation.

Uncertainty of mass loss measurement. The standard method of
the neutral salt spray test does not indicate the mass of RS. Mass
loss was found as a difference between the RS prepared for the
corrosion test and the RS after the corrosion test and corrosion
product stripping as well as protective coating removal from the
RS (Table 1). Such a mass loss determination is based on three
components: (1) mass loss determination by weighing (accuracy
0.5 mg and standard deviation 0.3 mg) before the neutral salt
spray test and after it, (2) determination of difference and (3) cor-
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The value of such a systematic error, if used for the result cor-
rection, diminishes the mass loss value and influences the standard
uncertainty of the result with its standard deviation (in our case
0.9 mg). Generally, it is possible to use relative uncertainty uc=0.4.

The uncertainty of the difference of the dissolution rates in the
corrosion product stripping solution between the corroded surface
and the surface protected from corrosion but unprotected in the
stripping solution corresponding surface was not determined. A
special investigation should be conducted and instructions added

Table 2b Primary data (n) of salt spry test cabinet corrosivity evaluation in eight experiments as corrosion rate (v, mg/m2) of RS (aver-
age mass m=31225 mg) mass loss (∆m, mg) from their geometric surface area (S, mm2) (continuation—second four experiments)

5 6 7 8

∆m S v ∆m S v ∆m S v ∆m S v

0.415 4022 103.2 0.404 4092 98.7 0.425 4017 105.7 0.455 4067 111.9
0.425 4005 105.5 0.421 4094 102.8 0.430 4160 103.4 0.464 4012 115.6
0.425 3968 106.7 0.427 4105 104.1 0.415 3968 104.7 0.496 4000 117.2
0.424 3972 106.8 0.417 3960 105.4 0.423 3994 105.9 0.468 3997 117.3
0.437 4042 108.2 0.437 4097 106.7 0.437 3986 109.6 0.468 3981 117.5
0.435 3982 109.2 0.446 4096 108.8 0.439 3969 110.7 0.467 3967 117.6
0.444 4064 109.2 0.450 4107 109.6 0.443 3950 112.2 0.479 3977 119.9
0.436 3966 110.0 0.449 4081 109.9 0.454 3995 113.6 0.485 4014 120.8
0.442 3963 111.6 0.453 4099 110.4 0.459 3985 115.3 0.483 3985 121.2
0.448 3966 112.1 0.452 4082 110.8 0.460 3976 115.6 0.491 3999 122.8
0.458 4027 113.8 0.453 4001 113.2 0.464 4009 115.7 0.502 4059 123.8
0.460 4018 114.4 0.472 4125 114.4 0.463 4003 115.8 0.499 4014 124.4
0.455 3971 114.5 0.479 4084 117.3 0.466 3986 116.8 0.496 3985 124.5
0.461 4011 114.9 0.487 4099 118.9 0.471 3957 119.0 0.500 4005 124.8
0.458 3953 116.1 0.484 4046 119.7 0.492 3945 124.8 0.498 3964 125.6
0.462 3964 116.6 0.499 4130 120.9 0.501 3993 125.6 0.501 3971 126.1
0.470 4018 117.1 0.492 4056 121.2 0.522 4061 128.5
0.467 3960 117.9 0.500 4098 122.1 0.521 4034 129.1
0.481 4017 119.7 0.513 4069 126.1 0.515 3973 129.7

0.517 3971 129.8
0.448 3994.2 112.0 0.460 4080.1 112.7 0.453 3993.3 113.4 0.491 4001.8 122.4
0.02 31.8 4.5 0.03 40.0 7.3 0.02 47.4 6.4 0.02 31.2 5.0

rosion product stripping (accuracy 0.5 mg and standard deviation
0.9 mg).

Five samples were cleaned, dried and weighed (with ±1 mg ac-
curacy) for the determination of RS unprotected surface dissolu-
tion in the corrosion product stripping solution, containing the hy-
drochloric acid. After 10 min dripping in the hydrochloric acid so-
lution they were rinsed at room temperature with water, acetone
and dried before weighing. The average mass loss was 2 mg and
its standard deviation was 0.9 mg.

Fig. 1 Main uncertainty sourc-
es of corrosivity measurement
as rate of mass loss in a neutral
salt spray cabinet expressed as
v=∆m/S
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to the method documentation for proper uncertainty determina-
tion. The calculated standard uncertainty u(∆m)=0.027 g of mass
loss 0.4 g determined as an average from 148 reference specimens
after corrosion in the neutral salt spray cabinet within 96 h.

Uncertainty of surface area determination. According to the de-
scription of the standard test method, the RS should be plates
(50×80×1 mm); the total geometric surface area of such samples is
8260 mm2. The corrosion test in neutral salt spray environment is
performed only on one side of the plate and the other side of the
plate is protected by an adhesive plastic film; thus the treated geo-
metric surface area is reduced to 4260 mm2. About 6% of this area
is the surface of plate edges, the structure of which depends on the
plate formation technique (cutting, slashing, clipping etc.). Thus,
the corrosion rate of such a surface may be different from the
plane surface.

Insulation tightness and adherence of the adhesive plastic film
to the protected surface of the plate contributes to the total surface
area under the corrosion test. It may be assumed that such uneven-
ness of the surface protection occurs within a one millimetre wide
zone along the whole perimeter and it makes up ca. 6% of the total
geometric surface area.

The measurement accuracy of the geometric surface area
should be evaluated as ±2.2 mm2 according to the standard meth-
od where it is stated that RS must be 50×80 mm and it may be in-
terpreted as a measurement with accuracy ±0.1 mm.

For the uncertainty determination of the geometric surface ar-
ea, the calculations of combined uncertainty were performed on
the basis of the experimental measurements and the analysis of a
full set of parameters (up to 10); each of them may contribute to
the combined uncertainty of the total geometric area of the surface
of the test plate according to the recommendation [7]. Experimen-
tally we estimated only seven parameters contributing to uncer-
tainty: geometric surface area, length, width, thickness, complete-
ness/evenness of insulation, surface roughness and its anisotropy
[5].

The geometric surface area is only a basic parameter for the
corrosion rate expression in normalized unit g/m2 within normal-
ized test duration. An actual surface area is mentioned [2], but not
defined in standards [1, 2]; therefore we use the geometric surface
and try to evaluate influence of various factors that increase the
real surface area. The corrosion rate depends on such surface pa-
rameters as surface roughness and its anisotropy, evenness of ma-
terial composition on the surface, pretreatment of surface, storage
of samples before the corrosion test, and so on. Inasmuch as these
parameters have no proper units for quantitative estimation ex-
pression, it was impossible to evaluate their contribution to the
combined uncertainty of the tested surface area. The nominal val-
ue of surface roughness in the standard method is indicated as
Ra=1.3±0.4 µm, but in our case Ra=0.67±0.01 mm, with an anisot-
ropy Rai=0.60 µm (along the plate) and Ras=0.74 µm (across the
plate).

Combined uncertainty of the geometric surface area, calculated
from the experimental data value, is 2.4×103 mm2 or 2.4×10−3 m2.
It is of the same order as that calculated from the data given in the
standard method, but the expanded uncertainty is twice as large as
is the combined uncertainty according to the indicated precision of
measurements in the standard method. Thus, the multi-measure-
ment total data scattering is larger than the uncertainty of mea-
surements of a single plate.

The most significant components of the surface area uncertain-
ty are the thickness of the corrosion test plate and the roughness of
its surface; anisotropy may give the contribution up to 90%.

Uncertainty of corrosion duration. In the standard method normal
corrosion test duration is indicated as 96 h, and this means that the
measurement accuracy is ±1 h. Our experiments were performed
with ±0.2 h accuracy since the corrosion cabinet was opened for
several minutes every 24 h to check the quantity of the collected

mist. These interruptions were not included in the corrosion dura-
tion. The duration of the corrosion test in the neutral salt spray
cabinet was measured from the moment when the RS, placed in
the cabinet, reached the indicated corrosion conditions.

It was assumed that the uncertainty of corrosion test duration
comprised two components: (1) accuracy which was indirectly in-
dicated in standard method description and (2) our experimental
possibility to keep the total duration of corrosion process in the
neutral salt spray environment within limits of ±0.2 h.

The estimation of corrosion process duration (without any con-
sideration of the peculiarities of the corrosion process in the test
cabinet environment and experimental conditions) gives the value
of 0.14 h.

Uncertainty of reference specimen corrosion rate. According to
formula of specific uncertainty addition for corrosion rate calcula-
tion, its uncertainty has three components:

– Uncertainty of mass loss measurement
– Uncertainty of surface area measurement
– Uncertainty of corrosion process duration

Therefore, in our case (Table 3) combined uncertainty of corrosion
rate uc(v) obtained from the corresponding relative uncertainties
uc(∆m), uc(S) and uc(t) has the value 0.97:

The expanded uncertainty U with a 95% confidence is
U=111×2×0.97~215 g/m2 for the experimentally determined aver-
age value of corrosion rate 111 g/m2 within 96 h.

Results and discussion

Additional specifications from other corrosion test stan-
dards [2, 3] are required for the standard method of the
accelerated corrosion test in the neutral salt spray test
cabinet at 35±2 °C within 96 h. For the evaluation of
corrosion data quality, the test should be performed ac-
cording to the requirements of contemporary standards
such as ISO/IEC 17025 [9] and, therefore, the corrosion
test data uncertainty must be determined.

Experimental possibilities and technical conditions of
the corrosion test cabinet allow us to present preliminary

Table 3 Uncertainty components (u—standard uncertainty, uc—
relative uncertainty) of corrosivity measurement evaluated as rate
of mass loss in a neutral salt spray test cabinet

Component Valuea u uc

Mass loss 0.4 g 0.027 g 0.59
(change in mass), ∆m

Geometric surface 4×10−3 m2 2.4×10−3 m2 0.60
area, S

Duration of corrosion 96 h 7.1×10−1 h 7.4×10−3

process, t

a Data value are approximated to one significant digit
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metrological parameters of such measurements. Many
parameters are rather sensitive to some factors of corro-
sion environment conditions and performance procedure.

Experimental data reveal that the corrosivity of the test
cabinet is greatly influenced by the procedure of perfor-
mance, and by design parameters of the test cabinet. The
quality of hydrochloric acid, used for the corrosion product
stripping, as well as the other parameters of used materials,
which should be checked by additional experiments, influ-
ence greatly the quality of experimental data too.

The analysis of experimental data shows that the av-
erage value 111 g/m2 of all corrosivity data (improved by
rejecting outliers) corresponds to the value 140±40 g/m2

indicated in the standard. For the evaluation of the ex-
panded combined uncertainty U with factor k=2 the cor-
rosivity measurement gives the value of ±215 g/m2 (at
95% confidence). It means that our data uncertainty is
five-times higher than that specified in the standard as
the data scattering interval ±40 g/m2 and seven times as
wide compared the statistic confidence interval in our
own experimental data corrosivity (Table 2a and 2b).
The main components of the combined uncertainty are
mass loss and surface area determination.

The analysis of uncertainty components of the RS
surface area shows that surface roughness (especially its
anisotropy) greatly influences the resulting value. A dis-
advantage of the standard description is that there is no
instruction how to manage surface roughness when its
value differs from Ra=1.3±0.4 µm. The surface rough-
ness of our specimens was ca. 0.7 µm, i.e. twice as small
as stated in standard [1]; therefore, it is possible that av-
erage value of the established corrosivity 111±215 g/m2

corresponds to the lower indicated limit of the standard
value 140±40 g/m2, i.e. 100 g/m2.

Conclusions

Corrosion testing by salt spray standard procedure re-
veals that prescriptions given in ISO 9227 need some
improvements in specifications and cross-references to
provide a link with ISO 7384, ISO 7253.

The experimentally determined value of the spray
cabinet corrosivity (in 96 h) 111±3 g/m2 covers the value
interval 140±40 g/m2 indicated in the standard method.
The standard deviation in experimental data scattering is
rather small (s=4.1 g/m2); the calculated expanded un-
certainty (±215 g/m2), however, exceeds interval indicat-
ed in the standard method.

The analysis of uncertainty sources and components
reveals that the uncertainty value of the spray cabinet
corrosivity depends on the measurements of the surface
area of the RS and mass loss in the corrosion processes.

If it is necessary to minimize the uncertainty of the
corrosivity result, the surface area determination and sur-
face roughness specification should be improved as well
as mass loss determination, which is based on a rather
complicated procedure of corrosion product removal.

For a more comprehensive evaluation of corrosivity
measurement uncertainty, it is necessary (1) to carry out
an experimental investigation of the influence of each
particular factor of corrosion test cabinet environment
and experimental procedure and (2) construct a more de-
tailed measurement model.
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Abstract For implementation of
food and feed legislation, there is a
strong need for development and
harmonisation of reliable, validated
and if possible, robust and simple
analytical methods. In addition, pre-
cise methods used for measuring the
exposure of humans to certain types
of food contaminants and residues
(natural, man-made or produced dur-
ing technological treatment) such as,
e.g. mycotoxins, acrylamide, pesti-
cides and allergens have to be avail-
able, in order to compare results de-
rived from monitoring studies. Meth-
ods should be validated (in-house or
in a collaborative trial) according to
harmonised protocols and good labo-

ratory practice must be in place in
order to be compliant with interna-
tionally harmonised standards. The
way in which this is implemented
depends strongly on the analyte, in-
terference within the food matrix and
other requirements that need to be
met. Food and feed certified refer-
ence materials, when matrix matched
and containing the appropriate con-
centration of the certified substance,
are an extremely useful tool in vali-
dation of measurements.
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Introduction

Food safety and quality is an issue that concerns every
citizen in the European Union and of course worldwide
this is covered by the Joint FAO/WHO Codex Alimenta-
rius Food Standards Programme. Food safety in its sci-
entific meaning regards human health issues. Distinc-
tions have to be made between food effects that impair
the immediate health state of a person (i.e. cause illness
within hours or days) and adverse effects which manifest
themselves only after a prolonged period (months and
years).

Food quality is one of the most important factors de-
termining the consumer’s perception and acceptance, at-
traction and purchase of a product. The consumer ex-
pects a wide range of competitively priced food products
of consistently high quality. The market competition and
consumer pressure to move away from the use of highly
processed food products towards more “natural” food

has motivated the food industry in the development of
novel foods, ingredients and processes. Authenticity
proof and detection of fraud, together with assessment of
compliance with labelling, are therefore in the service of
the consumer.

Demand-driven re-active and pro-active food control
is crucial to ensure consumer protection. As animal feed
is the prime source of contamination entering food its
safety is also important to ensure the health of livestock
and the safety of animal-derived food products.

Therefore, food and feed legislation has been put in
place at both national and European levels for some
time. For its implementation, there is a strong need for
development and harmonisation of reliable, validated
and if possible, simple analytical methods.

In the European Union, the authorities in the Member
States that are competent to perform official controls shall
meet operational criteria that guarantee their efficiency, ef-
fectiveness and impartiality [1]. The Directive on the sub-
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ject of additional measures concerning the official control
of foodstuffs [2] (to be amended by [1]) demands that of-
ficial food control laboratories use validated methods of
analysis, whenever possible. For this reason, analytical
methods used by enforcement laboratories for the imple-
mentation of legislation must be subjected to validation
procedures, in order to show that the method produces re-
liable results. Methods need to provide accurate, repeat-
able and reproducible results within and between different
laboratories. This is extremely important in view of legal
actions and trade specifications, as well as for monitoring
or risk assessment studies. Method validation is done to
check the performance of a method and assess its perfor-
mance characteristics. The precision of the method is like-
wise important as a “fit for purpose” requirement.

Food and feed reference materials (FF-RMs) and espe-
cially certified reference materials (CRMs) play an im-
portant role in the verification of the accuracy of analyti-
cal measurements. They can be used as part of the mea-
surement uncertainty estimation and to assess the trace-
ability of the analytical result. CRMs are also used in sev-
eral cases for the calibration of the instrumental set-up.

As food and feed commodities represent a very diffi-
cult matrix, it is a challenge for food analysts to be able
to detect and quantify all kinds of food constituents, ad-
ditives, residues and contaminants, including their
metabolites, at all possible concentration levels. More-
over, sometimes the analytes are not even very well
characterised, such as total fat, water, total carbohydrates
and total proteins. These food constituents consist of a
complex mixture of chemical substances (e.g. for fat it
can be the sum of triglycerides, phospholipids, glycol-
ipids and monodiglycerides and diglycerides). The type
of method applied, in the case of so-called defining
methods (e.g. drying oven method for water or determi-
nation of total nitrogen content for proteins), can define
the substance(s) analysed. Another difficulty in food
analysis is that the analyte may be strongly bound to the
matrix, which influences the extraction efficiency. Trans-
formation of original food constituents during food pro-
cessing or storage may also occur. Some feed additives
may form metabolites in animals and therefore those
substances have to be looked for in animal-derived food
products. There is a “cry” from the official food and feed
control laboratories for many more CRMs, or at least test
materials (TMs), than those existing to date.

Impact of validated methods 
and reference materials on implementation 
of food safety legislation

Official food laboratories

As laid down in European legislation [1], analysis of
food samples taken during official controls shall be car-

ried out by laboratories designated for that purpose by
the competent authority. Any laboratory that is assessed
and accredited in accordance with European Standards
developed by the European Committee for Standardisa-
tion (CEN) shall be eligible for designation as an official
laboratory. The standards are according to [3]:

– EN ISO/IEC 17025 on “General requirements for the
competence of testing and calibration laboratories”

– EN 45002 on “General criteria for the assessment of
testing laboratories”

– EN 45003 on “Calibration and testing laboratory ac-
creditation system—general requirements for opera-
tion and recognition”.

The ISO 17025 standard [3] describes monitoring the
quality assurance of test and calibration results by,
amongst other means, the regular use of CRMs and/or
internal quality control using secondary reference mate-
rials and by participation in inter-laboratory comparisons
or proficiency testing programmes.

Methods

Validated food analysis methods are used for compliance
with food legislation in the internal EU market and glob-
al trade. They serve likewise to detect fraud, to test for
the authenticity of specifically labelled food products
and to monitor specific substances for exposure assess-
ment (e.g. EU pesticides programme).

Due to the demand for reliable and comparable meth-
ods, performance requirements have been established at a
national and international level for implementation of of-
ficial methods, e.g. by European legislation, by the CEN
or the Association of the Analytical Communities
(AOAC) International, and worldwide by Codex Alimen-
tarius (CAC). Thus any method proposed to be used for
official purposes must be validated in a collaborative trial
study, resulting in defined method performance character-
istics [4]. The framework for the design and conduct of
such collaborative trial studies, as well as the statistical
evaluation, are also defined in appropriate protocols [5].
Any method that has been successfully validated accord-
ing to these protocols can be recognised as an official
method for use in legal cases or for international trade
control purposes.

Food methods validated by a collaborative trial study
and those validated using the single-laboratory approach
have been adopted as national and international stan-
dards by, e.g. CEN, International Organisation for Stan-
dardisation (ISO), AOAC International and by the Joint
FAO/WHO Codex Alimentarius Food Standards Pro-
gramme. A number of EN Standards developed by CEN
relate to the organisation of controls. It is however im-
portant to keep in mind that, in addition to the method
performance criteria, economical and prevention strategy
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aspects are also important in method development. De-
mands for fast and efficient procedures and the possibili-
ty of automation have lead to the development and vali-
dation of rapid screening methods, in addition to the
well-established official confirmatory methods.

Reference materials

FF-RMs can be CRMs, proficiency test materials (PTMs),
test materials and other standard materials. CRMs are
used for in-house verification of an externally fully vali-
dated method, as is required by ISO 17025, as well as for
the assessment of the analytical recovery of a method [6].

It is essential that FF-RMs are as similar as possible to
the “real” samples as also holds true for other CRMs, e.g.
environmental samples [7]. This is often not possible due
to very complex and delicate food and feed matrices es-
pecially as CRMs must show stability over a certain
range of time. In food safety and quality, CRMs play an
important role in the analysis of e.g. food microbial con-
tamination, food contaminants such as mycotoxins, diox-
ins, polychlorinated biphenyls (PCBs) and food residues
such as veterinary drug residues (hormones, antibiotics)
and pesticides. CRMs for food quality control are impor-
tant for analysis of food constituents such as fat, sugar
and protein content or of typical indicators for the food
origin (e.g. stable isotopes in wine). In addition, FF-RMs
are used in proficiency testing, although most of this test-
ing is done with non-certified assay materials (PTMs).

An additional and extremely useful tool can be the
availability of FF-RMs in order to calibrate the analytical
results achieved (e.g. in monitoring studies). Although
there is sometimes the opinion that this is an expensive so-
lution, FF-RMs can save time, add to the reliability of val-
idation data and thus prove an enormous economic value.

The use of reference materials, when fulfilling re-
quirements concerning matrix and analyte concentration
provides a link to a stated reference. This traceability is
the property of a result related to the international stan-
dard (SI) or a stated reference. A CRM is also a tool in
determining the selectivity and specificity of a method.

When an FF-RM and especially a CRM is desired for
validation of a measurement procedure, such material is
not always easily available. This is especially the case
for CRMs with naturally incurred contaminants or
residues. Unfortunately these are still rare and often not
matrix-matched. Examples of urgent areas of need of
such FF-RMs are given in the following section.

Also, the CRM needs to have the certified component
at the required level of the measurement, with a stated
uncertainty at the level of intended use. A minimum por-
tion may be recommended for the compatible CRM.

CRMs and method validation—selected examples 
in food safety and quality

Persistent chlorinated compounds

The occurrence of high concentrations of PCBs and
dioxins in food and feed in Belgium a few years ago
brought about a sudden drop in confidence in food safe-
ty. More extensive monitoring activities concerning the
levels of PCBs and dioxins in food started immediately
after the public announcement in individual Member
States. This revealed a strong need for fast analytical
methods for screening purposes. It was also found that
Member States’ enforcement laboratories applied vary-
ing analytical methods, which indicated the need for a
comparison of results from different laboratories [8].
There are some CEN standards available that offer a
number of strategies for extraction, clean-up and quanti-
tative analysis of PCBs [9]. However, these methods do
not only determine PCBs and are rather time-consuming.
For this reason a simplified method based on gas chro-
matography with mass spectrometric detection (GC-MS)
for the determination of the specific PCBs was devel-
oped and validated in-house on various food and feed
matrices [10]. In this single-laboratory method validation
study both spiked food and feed samples and CRMs
were used, namely BCR 349 (cod liver oil) and BCR 450
(milk powder), both certified for the content of PCB con-
geners. The recoveries of the individual PCB congeners
varied from 88 to 107%, indicating good correlation with
internationally recognised criteria for the performance
characteristics of analytical methods. It must be noted
that one of the CRMs applied was only a contaminated
oil, while most contaminated food products in the study
needed special treatment or fat extraction from the ma-
trix prior to measurement. It is obvious that the sample
treatment or extraction is a major contributor to the esti-
mation of uncertainty. By avoiding the extraction step,
the method uncertainty of the result may be substantially
lower than in reality.

The GC-MS technique was applied in Member States
as much as possible but capacity for large numbers of
samples was limited during this calamity and rather high
in costs. Therefore the need for a rapid screening method
to detect PCBs and dioxins became apparent. In order to
evaluate the potential of an immunoassay-based method
for rapid screening of PCBs in food and feed, an in-
house validation study was carried out [11]. Again
CRMs (CRM BCR 349 Cod liver oil and Mackerel oil
CRM BCR 350) were used to ensure the traceability of
the measurement results. The immunoassay incorporates
a rapid sample-processing protocol. The latter has been
optimised to detect concentrations of PCBs in animal fat
at or above 200 ng/g. This immunoassay has shown to be
suitable for the rapid determination of PCBs with a high
sample throughput and minimal hazardous solvent
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waste. Due to the nature of both CRMs (oils), several ex-
traction steps in the sample treatment for food and feed
were not made, which certainly leads to a lower mea-
surement uncertainty than expected for a real and com-
plex food or feed matrix.

It is interesting to note that there was a significant in-
crease in the sales of PCB reference materials available
from the Institute for Reference Materials and Measure-
ments (IRMM) of the European Commission’s Direc-
torate General Joint Research Centre (JRC). The IRMM
is responsible for the storage of all BCR CRMs and is
also producing in-house food and feed-related CRMs as
well as other materials. The sales of CRM BCR 349
(Cod liver oil) increased more than 10 times in the mid-
dle of 1999 (just after the discovery of the Belgian diox-
in crisis) in comparison to 1998. In order to prepare a
more realistic CRM, IRMM prepared, immediately after
the announcement of the Belgian crisis, PCB-contami-
nated pork fat samples and PCB proficiency testing cali-
bration standards for the quality control of data produced
by the analysing laboratories [12, 13]. In conclusion, it
can be stated that different analytical methodologies can
be applied to the determination of PCBs, provided cer-
tain quality criteria are fulfilled and CRMs have shown
to be a very useful tool in assessing these methods.

Cocoa butter equivalents in chocolate

The new European Chocolate Directive [14] allows the
addition of up to 5% of vegetable fats other than cocoa
butter (CB), the so-called cocoa butter equivalents
(CBEs), in chocolate. CBEs resemble the chemical com-
position and physical properties of CB very closely,
making them therefore extremely difficult to quantify
and even in some cases to detect (especially at very low
levels). There is a perceived need within official control
laboratories for reliable analytical methods for the quan-
tification (around the 5% level) of CBEs in chocolate, as
Member States’ laws and administrative provisions need
to comply with the new Chocolate Directive before Au-
gust 2003. All proposed analytical methods have been
evaluated by the JRC in collaboration with EU expert
laboratories [15]. The performance of several methods
has been compared and a final method based on the anal-
ysis of the main components, triglycerides, has been pro-
posed for further validation.

A cocoa butter CRM has been prepared in the course
of this project in order to facilitate the work of the ana-
lytical chemist [16]. The CRM IRMM 801 aims to en-
sure a high comparability of the analytical results
achieved. It was used as a calibrant for the establishment
of a standardised database containing data from more
than 74 different CBs and 94 CBEs. The latter resulted
in the application of a simple equation by testing labora-
tories detecting CBEs in mixture with CB and in plain

chocolate. For two methods, based on gas–liquid chro-
matography, standardised method descriptions have been
prepared and both methods were recently validated in a
collaborative study [17, 18]. One method has been tai-
lored to detect CBEs in CB and confectionery products
down to a level of 0.4% related to the final product,
chocolate (assumed fat content of chocolate 20%), thus
limiting the false-negative or false-positive results. The
other method was aimed at the determination of CBEs at
the 5% level in chocolate. In both validation studies, the
CB-CRM IRMM 801 was applied as a calibrant.

In conclusion, having today the two validated meth-
ods together with the cocoa butter CRM at hand, the im-
plementation of the EU Chocolate Directive has been
made feasible, at least for the assessment of the amount
of CBEs in plain chocolate.

Peanut allergens in food products

The European Commission has recognised the problem
of food allergens and has recently made a proposal to
amend the European Food Labelling Directive that im-
poses that all ingredients intentionally added to food
products must be included on the label [19].

However, correct labelling requires the knowledge of
the concentration of the allergens and their behaviour
during processing. In addition, the assessment of compli-
ance with labelling requires suitable analytical proce-
dures, which should be validated either by an interna-
tionally accepted in-house testing protocol or by a col-
laborative study.

For this reason, the CEN has recently established a
new working group on food allergens in order to stan-
dardise the analytical methodology available so far (CEN
TC 275 WG 12). The working group concluded that there
are no collaboratively studied methods currently available
for the analysis of allergens in the low ppm range.

The detection, and especially the quantification, of al-
lergens in processed food products can be very difficult,
as they are often present in trace amounts only, or are
masked by the food matrix. It was shown that a level of
100 µg of peanut proteins can already trigger a mild re-
action in a peanut-allergic person. This could be caused
by the consumption of 100 g chocolate or biscuits con-
taining 1 mg/kg peanuts.

The IRMM has recently started the validation of
presently available methods (mostly based on enzyme-
linked immunosorbent assays) in a collaborative trial
study with real food samples such as cookies and dark
chocolate containing peanuts in minute amounts
(1–20 mg/kg). These methods have been already been
validated in-house [20].

The capability to detect any unintentional contamina-
tion of food products that usually do not contain peanuts
is especially important for peanut-allergic patients. De-
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tection limits for peanut allergens probably need to be
1 mg/kg or even lower.

Validated methods are just as important as the avail-
ability of reference materials for allergens [21]. As peanut
allergy is highly prevalent and peanut products may enter
into the production of various food matrices, e.g. choco-
late, ice cream, biscuits and breakfast cereals, it is essen-
tial to have a peanut reference material both for research
and routine analysis. Peanuts available in the food sector
are derived from various sources, such as peanut vari-
eties/types from different geographical origins, and are
treated by various technological processes, such as dry
and oil roasting at various temperatures for various times.

The IRMM has launched the production of a basic
peanut reference material using the most commonly used
peanut varieties for food production. This material may
be used for spiking food matrices for further method de-
velopment, validation and proficiency testing, for clini-
cal tests and in vitro assays. This future peanut reference
standard will take into account specific demands from
the food industry and respect various technological con-
ditions as mentioned.

Future CRMs for food and feed analysis—outlook

For food safety and quality control, a number of other
CRMs would be very much welcomed. Many requests
are made for matrix matched CRMs and PTMs. Espe-
cially official food and feed control laboratories and
moreover the Community and National Reference Labo-
ratories are dependent on fit-for-purpose validated ana-
lytical methods and real matrix reference materials.

In order to match with method validation studies re-
cently carried out, amongst the ones high on the list are
CRMs for smoke flavourings, both for toxic substances
(e.g. polycyclic aromatic hydrocarbons) as well as their
compositional characterisation, tissue of the central ner-
vous system (e.g. brain in meat products), pesticides in
food and feed for the EU pesticides monitoring pro-
gramme, veterinary drug residues and hormones in ani-
mal-derived tissues, food allergens, and especially mi-
crobial contaminated food and feed matrices. Other high-
ly desired CRM’s are those containing mycotoxins in
food at the latest legislative levels, e.g. patulins in apple
products and baby food, fusarium toxins in cereals,
acrylamide in food or products from organic farming for
proof of authenticity.

Conclusions

Food and feed CRMs, when available and meeting the
necessary conditions, are an extremely useful tool in val-
idation of measurements for both calibration and trace-
ability. The homogeneity, stability and assignment of a
certified reference value with a CRM (with associated
stated uncertainty) enhance the reliability of the method
performance assessment. This has been recognised by in-
ternational standards and by European legislators. There-
fore the appropriate use of CRMs and validated methods
has a strong impact on legal action levels. There is an
immense need for many more FF-RMs than are available
today. However, it should be clearly stated that validated
methods and CRMs do not automatically guarantee the
quality of the analytical results.
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Method validation of
modern analytical
techniques

Abstract Validation of analytical meth-
ods of well-characterised systems, such as
are found in the pharmaceutical industry,
is based on a series of experimental pro-
cedures to establish: selectivity, sensitivi-
ty, repeatability, reproducibility, linearity
of calibration, detection limit and limit of
determination, and robustness. It is ar-
gued that these headings become more
difficult to apply as the complexity of the
analysis increases. Analysis of environ-
mental samples is given as an example.
Modern methods of analysis that use ar-
rays of sensors challenge validation. The
output may be a classification rather than
a concentration of analyte, it may have
been established by imprecise methods
such as the responses of human taste
panels, and the state space of possible re-
sponses is too large to cover in any ex-
perimental-design procedure. Moreover
the process of data analysis may be done
by non-linear methods such as neural net-
works. Validation of systems that rely on
computer software is well established.
The combination of software validation
with validation of the analytical responses
of the hardware is the challenge for the
analytical chemist. As with validation of
automated equipment such as programm-
able logic controllers in the synthesis of
pharmaceuticals, method developers may
need to concentrate on the process of
validation, as well as the minutiae of
what is done.

Key words Method validation 7 Sensors 7
Electronic nose

Introduction

Method validation is an established proc-
ess which is:
“the provision of documentary evidence

that a system fulfils its pre-defined speci-
fication” [1], or:
“the process of proving that an analytical
method is acceptable for its intended pur-
pose” [2].

EURACHEM has offered a more
long-winded definition that includes:
“checks... to ensure that the performance
characteristics of the method are under-
stood and demonstrate that the method is
scientifically sound under the conditions
under which it is to be applied” [3].

In theory any method used by an ac-
credited laboratory will have some valida-
tion documentation, either provided by
the laboratory or because it is using an
official method that has been validated.
In the latter case the laboratory must
provide evidence that it can carry out this
method competently (verification). What
is required to validate a method is clear
in the case of regulated pharmaceutical
laboratories, and although some of the
accepted validation statistics may be
questioned (for example r10.999 for cali-
bration linearity [4]), the process may be
said to produce the desired result, i.e.
methods employed to analyse pharmaceu-
ticals are fit for purpose.

The contention of this paper is that
apart from this example, methods used
for other purposes are often not well vali-
dated, and as increasing use is made of
multi-sensor methods involving intelligent
data analysis, there may not be even a
prospect of validation in the traditional
sense.

Method validation of analytical
methods for pharmaceuticals

In the context of this paper, there are
three aspects of the validation of analyti-
cal methods used in the pharmaceutical
industry that are of note. First, the prod-
uct is of high cost, and the industry is
very profitable. Secondly, it is one of the
most regulated industries, often with sep-
arate agencies overseeing its activities. (In
Australia, this is the Therapeutic Goods
Administration). Thirdly, although there
is an increasing interest to determine the
nature and concentrations of possible ex-
cipients and breakdown products arising
from the manufacture and storage of
pharmaceuticals, the systems for analysis

are essentially well known, both in terms
of identification and concentration.
Therefore the industry is required to vali-
date by law, they have the money to do
it, and the system is tractable. It is the
contention of this paper that if validation
is possible for any method, validation for
the pharmaceutical industry should be the
most straightforward. This does not, of
course, underestimate the time and cost
that goes into a full-method validation.
Guidelines for validation of pharmaceuti-
cal methods have been published by a
number of bodies [2, 3, 5].

Validation is a logical process that is
conducted in parallel with method devel-
opment. If a method that is being devel-
oped will ever be used in earnest, then it
must be validated. The data obtained
during method development may be used
towards validation, and the outcome of
validation may force changes in the meth-
od (which must then be re-validated).
This iterative procedure is known as the
‘development/validation cycle’. Methods
that are submitted for regulatory approv-
al must show evidence of validation of
the attributes summarised in Table 1. Be-
fore the method is developed, in consul-
tation with the end-user, minimum ac-
ceptance criteria must be determined for
each of the aspects of the method given
in Table 1. The validation report will then
document how the method has met the
criteria.

The methods may be done in blocks,
with the later validation steps, such as ro-
bustness being the ‘icing on the cake’ of
the method. In large companies, decisions
will be made at different stages to contin-
ue work on the method and validation, or
to cease development. Some aspects of
the validation process are discussed be-
low.

Specificity

The number and concentrations of impu-
rities represents one of the few, possibly
indeterminate quantities in pharmaceuti-
cal method validation. However, careful
research into all stages of manufacture,
storage and use can reveal the range of
compounds that are not the active prod-
uct. Modern advances in liquid chromato-
graphy with diode array or mass spec-
trometric detection have aided the iden-
tification of impurities. Peak purity of the
target analyte is assessed after the prod-
uct has been deliberately ‘stressed’ by ex-
posing it to high temperature, high hu-
midity and high-light levels. For bulk
pharmaceuticals exposure to acid, base
and oxidising agents may also be studied.
When validating impurity methods, the
resolution of the impurity peaks, among
themselves and from the active ingredient
peak, is of importance.
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Table 1 Validation of an analytical method, showing tasks and typical acceptance crite-
ria for the analyte

Validation studies Tasks for analyte method

Specificity Analyte c placebo, synthesis intermediates, excipients, degrada-
tion impurities; versus pure analyte.
Peak purity and resolution assessed. Resolution 11.5

Calibration linearity Six levels each with three replicates from 50% to 150% of target
concentration. r10.999

Accuracy Recovery of certified reference material. B2% at concentrations
of 80% to 120% of target concentration.

Precision Instrument repeatability – ten replicate injections. RSD~1%
Intra-assay precision. Multiple analysis of aliquots of a sample
during one day. RSD~2%
Intermediate precision. Multiple analysts, instruments, days in
one laboratory.
Reproducibility by inter-laboratory studies to detect bias.

Calibration range Determine from accuracy and linearity studies.
Detection limit Only for impurity methods. S/Np3 from blank studies or cali-

bration.
Quantitation limit Only for impurity methods. Concentration to give a defined

RSD (e.g. 10%), or S/Np10.
Robustness Experimental design establishing the changing critical paramet-

ers (e.g. mobile phase composition, column temperature).

Calibration linearity

Although non-linear calibration is widely
available, it is still considered mandatory
that across the range of likely use
(80%–100%, or more widely 50%–150%
of target concentration) the calibration
line to establish the relationship between
the measured quantity (peak height, peak
area) and the concentration of analyte
should be linear. A commonly used crite-
rion is that the correlation coefficient be
greater than 0.999. The square of the cor-
relation coefficient (sometimes known as
the coefficient of determination) is the
fraction of the variance in the dependent
variable, explained by the independent
variable. As such it can be used for as-
sessing the validity of a linear model, but
it is not a good measure of scatter about
a line for which linearity is established.
Mulholland and Hibbert have shown that
for slightly curved lines, even with
rp0.999, when the line was used for cali-
bration, errors in the predicted concentra-
tion of 70% could be observed at the
lower end of the range [4]. If such lin-
earity is established, one-point or three-
point calibration may then be used in
practice. Mulholland and Hibbert [4] rec-
ommend inspection of residuals, and
Green [2] the use of the response factor
p (yI–a)/x for a linear relationship
ypacbx. Each of these methods high-
lights small deviations from linearity that
are not apparent from the simple plot of
y against x. The use of the calibration
line to establish a detection limit has
been promulgated by ISO [6] as a more
realistic method than the generally used 3

times the standard deviation of the base-
line.

Precision

Precision is usually measured as the
standard deviation of a set of data. Of
importance is which set of data, taken un-
der what circumstances. The more varia-
bility that is allowed in a set of experi-
ments, the greater the variance that will
result. Thus if ten aliquots of a homoge-
neous sample are injected into a single
chromatograph by a single analyst one
after the other, the repeatability, (as the
standard deviation of the ten peak
heights is known) would be expected to
be no more than 1% of the average peak
height. Unfortunately in papers submitted
to journals, this is often the only measure
of a method’s precision. Intra-assay, or
intra-laboratory precision measures the
effects of different analysts, or repeated
sample preparation. It is the standard de-
viation (usually reported as a relative
standard deviation, i.e. the standard de-
viation divided by the mean, also known
as the coefficient of variation) of re-
peated analyses of aliquots of a single
sample on 1 day in the laboratory. As
part of a ruggedness study an experimen-
tal design may be undertaken to vary a
number of possible parameters with a
view to determine which are important to
the analytical method.

Highly fractionated designs are used
(Taguchi or other orthogonal designs)
which establish main effects only with the
minimum number of experiments. Finally,

as part of assessment by regulatory bod-
ies, a laboratory may participate in a pro-
ficiency study in which their method will
be used to analyse two unknown samples
containing a stated analyte. The inter-la-
boratory precision is usually at least twice
that of the intra-laboratory precision, and
that after removal of outliers. It is now
customary to use a robust statistic such as
a robust z score, which is defined as

zp
(xPmedian(x))

normIQR
.

normIQR is the normalised interquartile
range, i.e. the range which encompasses
the middle 50% of a set of data multi-
plied by 0.7413. Essentially the robust z
score reports how many standard devia-
tions a sample is from the middle of the
data set. Outliers are then identified as
having z 13. Such interlaboratory com-
parisons are a useful way of establishing
conformity among a group of laborato-
ries, but it must be stressed that unless
certified samples are used, it does not es-
tablish accuracy. As De Bièvre has ob-
served, the outlier has sometimes been
shown to be the only laboratory near to
the correct answer.

An experimental determination of re-
producibility should also coincide with a
theoretical calculation based on the
known, or estimated, precision of the in-
dividual steps of the method. The so-
called ‘bottom up’ method as part of an
uncertainty audit, is included in the prin-
ciples of valid analytical measurement
(VAM) [7–9].

Environmental analysis

Before considering the modern tech-
niques that will prove almost impossible
to validate in the sense described above, I
shall comment on a sector of analytical
chemistry that, while superficially similar
to the pharmaceutical industry, by virtue
of less regulation and more complex sam-
ples, already provides examples of diffi-
culty of validation.

At a recent conference on analytical
chemistry held by the Royal Australian
Chemical Institute [10], an environmental
consultant, bemoaned the presence of
analytical laboratories which, while being
fully registered with the appropriate body
(in Australia the National Association of
Testing Authorities – NATA) did not
consistently provide results that were ‘fit
for purpose’. Costs were being cut to the
point that, in the opinion of the speaker,
the results were almost meaningless.
What is the difference between an analy-
tical method that is designed to deter-
mine the correct concentration of an ac-
tive ingredient of a pharmaceutical prod-
uct and a method that will determine if a
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sample of soil has greater than the action
limit of heavy metals? First the system in
environmental analysis is less well de-
fined and could be drawn from a great
number of possibilities. As a consequence
the matrix is not completely defined. Sec-
ondly, even the approximate concentra-
tion of the analyte may not be known.
There is no target concentration, the
amount of a given heavy metal could
vary between zero and many thousands
of parts per million. Sampling and sample
pretreatment are also crucial for obtain-
ing results that are meaningful. In terms
of validation it is possible to comment on
the effect of these differences.

Specificity

In terms of the sample, specificity of the
method is difficult to establish. It may be
that the clean up procedure allows the fi-
nal sample to be analysed free of inter-
ferences, but the process of obtaining
such a laboratory sample from the origi-
nal material in the environment has a
great number of uncontrollable variables.
Obvious interferents may be known and
procedures adopted to avoid them. An
example is the presence of high levels of
sodium chloride in sea water samples,
which proves difficult for atomic spectros-
copy methods.

Calibration linearity

The linearity of calibration should be es-
tablished. However in practice laborato-
ries using ICPOES or ICPMS tend to cal-
ibrate over a very wide range, often using
single-point calibration in the vicinity of
the concentration of that of the sample.
The problem arises with a batch of sam-
ples that show a wide variation in con-
centrations of analyte. Proper attention to
the calibration protocols will require a
number of ranges to be validated. Again,
in practice, this may not be adhered to
because of pressure of the number of
samples to be processed.

Accuracy

The nature of the samples means that a
CRM to establish accuracy in a proper
metrological way may not exist. Usually,
recovery studies will be done with spiked
samples. There is concern about the puri-
ty of standards used here, and also about
the speciation of redox active species
such as transition metal elements. Stand-
ard addition is a method that extrapolates
beyond the calibration range, and is
therefore prone to high uncertainty. The
low levels of analyte makes it difficult to
establish a ‘true’ concentration.

Precision

Once a method is established, precision
may be determined by suitable replicated
experiments. However it is in inter-labo-
ratory trails that the problems with envi-
ronmental methods often show up. It is
accepted that for trace analysis RSD val-
ues of tens of percent are likely. In stud-
ies conducted in Western Australia on
pesticide residues in bovine fat RSD val-
ues for dieldrin were 12% and for dia-
zonium were 28%. It is typical to see a
quarter of the laboratories in such a trial
producing values that could be termed
outliers. In the previously mentioned
study, 5 laboratories out of 26 had z 13
for aldrin. In a parallel study RSD values
for petroleum in dichloromethane and
water were 40% and 25%, respectively.
The conclusions of these studies was that
there was poor comparability because of
the different methods used, that accredi-
tation apparently made no difference to
the quality of results, and that a lack of
understanding of definitions of the quan-
tities to be analysed (for example ‘gasol-
ine range organics’) caused non-method
errors. In relation to methods, this is con-
trary to the conclusion of van Nevel et al.
who asserted that the results of the IMEP
round of analyses of trace elements in
natural and synthetic waters showed no
dependence on method [11]. If properly
validated methods do yield comparable
results, then one conclusion from the
range of studies around the world is that
many environmental methods are not val-
idated. It may be that validated methods
are indeed used, but not for exactly the
systems for which they were validated.

Limits of detection and determination

Much is made of detection limits in envi-
ronmental analysis. Much of the modern
concern about chemicals in the environ-
ment stems from the ability of the analy-
tical chemist to analyse ever lower con-
centrations. Less attention is given to a
limit of determination. Usually the RSD
is the best possible for the given method,
and because intra-laboratory precision, or
even simple repeatability, is quoted, this
is usually accepted.

Array sensors

The ultimate goal of analytical chemistry
is not to analyse chemicals per se but to
solve problems couched in the language
of society. “Can we drink the water?”
“Can a children’s playground be built on
the waste site?” “Does the patient have
an over active thyroid?” [12]. Society also
wants the answers to questions like these

as quickly as possible and as cheaply as
possible. These pressures have given a
boost to the development of portable
sensors that yield answers that are intelli-
gible to the untrained user. Computer
control and in situ data analysis have
made great strides, and it may be argued
that the development of suitable chemical
sensors is the limiting factor in the wider
use of these devices [13]. Arrays of sen-
sors that relay on sophisticated data anal-
ysis are typified by the probably miss-
named “electronic nose” [14]. Portable
sensors have been developed for monitor-
ing atmospheric pollution, foods, wines
and other beverages, odours from facto-
ries, abattoirs and sewage plants [15].

Analytical methods using arrays of sen-
sors

The transduction mechanisms of these
sensors are based on the conduction of
semiconductors such as tin oxide [16], or
polymers such as polypyrrole [17]. More
sensitive are sensors that ‘weigh’ imping-
ing molecules [18] and more sensitive still
is the biological nose. Recently there has
been a renewal of interest in optical sen-
sors incorporating fluorescent molecules
[19]. Typically a device will have 3 to 30
sensors, the output of each being a vol-
tage. This may be measured at the steady
state, or the time development of the vol-
tages may be monitored. Humidity and
temperature control is important for
many sensors.

The array may target a particular vo-
latile chemical, or it may be calibrated
against less exact standards, for example,
the subjective scores given by a taste-test-
ing panel.

Data treatment and analysis

The methods of data analysis depend on
the nature of the final output. If the
problem is one of classification, a number
of multivariate classifiers are available
such as those based on principal compo-
nents analysis (SIMCA), cluster analysis
and discriminant analysis, or non-linear
artificial neural networks. If the required
output is a continuous variable, such as a
concentration, then partial least squares
regression or principal component regres-
sion are often used [20].

Using such an array for, for example,
the provenance of a red wine claiming to
be Chianti, requires calibration with a
number of samples that cover the range
of genuine Chianti and all the ersatz ver-
sions that may be encountered. An un-
known sample is presented to the array
and the output (usually a number of vol-
tage responses) is fed into the data analy-
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sis software, which in due course, returns
the answer “The wine is Chianti” or “The
wine is not Chianti”. With more informa-
tion during calibration, the response may
offer further advice on the origin of the
sample, or it may determine how near a
true Chianti, a forgery may be.

Aspects of method validation

Given that an array sensor is being devel-
oped, how may they be validated? I know
of no system that has undergone valida-
tion for accreditation purposes. Even
compared with environmental analysis,
these sensors present difficulties that
need to be resolved, before a consensus
on suitable validation protocols is
reached. Gardner and Bartlett have con-
sidered the problem of how to define the
performance of electronic noses using
standard odour mixtures [21]. They pro-
pose two indicators of performance, the
range of different odours that may be de-
tected by the array, and the ability to dis-
criminate between similar odours (the re-
solving power).

Accuracy and precision

Precision and accuracy need to be rede-
fined for classification problems. The ac-
curacy is the percentage of correct classif-
ications, when a series of unknowns are
presented to the calibrated instrument.
For systems in which there is a difference
in the consequence of false positives or
false negatives (for example medical diag-
nosis of an infectious disease) the test of
accuracy has to be set up to reflect this
difference. The repeatability of a classifi-
cation system may also be determined by
presenting the same sample a number of
times to it, and recording the percentage
of correct classifications. The statistics of
discrete events can be applied to the re-
sults to yield probability levels. Just as di-
gital signal encoding has advantages over
analogue methods, a discrete classifier
may be expected to produce a higher per-
centage of correct answers.

Calibration

Headings such as ‘calibration linearity’
have no direct meaning for multivariate
methods that do not have a single ‘x’ val-
ue. Indeed, multivariate regression meth-
ods pose the calibration problem with the
‘Y block’ being the target variable (e.g.
concentration) and the ‘X block’, the ma-
trix of measurands (e.g. voltage outputs
of the array of sensors), this being the in-
verse of a traditional analytical calibra-
tion graph [22]. Multivariate calibration,
because of the complexities of models

and the number of parameters, must be
shown to be valid both in terms of the
calibration model (i.e. how well the mod-
el fits the standards used in calibration),
and its prediction ability. Two methods to
establish the prediction ability of a meth-
od are popular. First, if there are suffi-
cient calibration sets of data, a tranche
(say 10%) is set aside to be used to vali-
date the model. The validation set is pre-
sented to the model and the success of
the prediction is assessed. Alternatively, a
leave-one-out procedure is adopted,
known as cross validation, in which the
model is established with n–1 data points
and the n th data set is predicted by the
model. The n th set is returned and a dif-
ferent set is removed, the model estab-
lished and the removed set predicted.
This continues until all of the data sets
have been removed and predicted. Cross
validation does not work if the calibra-
tion set has been determined by a mini-
mal experimental design, because each
set is vital to the statistical integrity of
the whole.

Robustness

The most difficult aspect of validation to
establish for an array sensor is the ro-
bustness, particularly in terms of the var-
iation in the data sets that may be pre-
sented to the instrument. In the example
used above, while a number of genuine
Chianti vintages may be sourced and pre-
sented to the device, a similar library of
fake Chiantis may not be available. The
calibration depends greatly on the set of
cases used, and this also impinges on the
robustness of the model. If data from a
human taste-testing panel is used to es-
tablish the model, then a number of dif-
ferent groups of tasters should be em-
ployed to establish the sensitivity of the
model to the vagaries of the human pan-
els.

Validation of software

Most array sensors rely on computerised
algorithms to build the calibration model.
In-house software or customised commer-
cial products are often used. The need to
establish compliance of the software is
evident, both in terms of its own specifi-
cations and in use with the instrument.
Software should be certified to ISO 9001
under the TickIT scheme [23–25], and in
addition to basic performance require-
ments the following should be addressed
in the user requirements specification:
– Alarm, event and message handling
– Audit, report and archiving require-

ments
– Transfer of data via networks
– Display and user-interface specification

– Maintenance, security and diagnostics
– System failure and recovery require-

ments to protect the integrity of data
– Upgrading and future requirements
– Year 2000 compliance.
Before acceptance, therefore, the above
user requirements should be thoroughly
tested according to an agreed protocol,
and further tests must be undertaken on
the use of the software with the instru-
ment (field testing).

Discussion

The validation of analytical methods that
are based on arrays of sensors cannot
rely on the traditional pharmaceutical ap-
proach. Many of the validation headings
have no equivalent, and important steps,
such as validation of software, are not ex-
plicitly included. The pharmaceutical in-
dustry does, however, have a model for
validation that could be used in modern
analytical chemistry, namely the valida-
tion of programmable logic controllers
(PLC) [26] and supervisory control and
data acquisition (SCADA) [27] systems.
This was the subject of a recent issue of
the journal Measurement and Control [1].
Of importance is now the process of vali-
dation, which may be broken down into a
number of steps (Fig. 1).

The validation life cycle of Fig. 1
shows validation to be the driver of the
development process, coming before any
development is commenced, and with the
different steps of qualification verifying a
set of specifications. The final validation
report closes the cycle and is the written
evidence that the system has been vali-
dated and is therefore ‘fit for purpose’.
Parameters such as accuracy and preci-
sion, now become requirements within
one of the validation stages. Installation
qualification ensures that all of the com-
ponents of the method are present and
installed according to the design specifi-
cation. Operational qualification ensures
that each part of the method functions
according to specification when tested
against a representative set of cases, and
performance qualification tests the per-
formance in a real environment, including
tests of software that were enumerated
above.

Complex instruments giving advice as
the output may never be validated to the
extent of a simple analytical method.
However, what validation will do is to set
the bounds of the responses and situa-
tions in which the instrument will give fit-
for-purpose output. The users of the in-
strument will then need to establish if
their particular uses fall within the scope
of the validated instrument. We look for-
ward to a report of a fully validated elec-
tronic nose.
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Fig. 1 The validation life cycle (adapted from [26])

Conclusion

In this paper we have reviewed the vali-
dation of analytical methods used in the
pharmaceutical industry, and conclude
that the methods do establish fitness for
purpose. However outside this tightly reg-
ulated industry, it is not so clear that
properly validated analytical methods are
used. Contemplation of methods of envi-
ronmental analysis suggests that the com-
plexity of the problems and the use of
methods outside the confines for which
they were originally validated, may be a
contributing factor to the concern cur-
rently expressed about the quality of ana-
lytical results. Modern analytical methods
employing arrays of sensors, using multi-
variate calibration models and providing
discrete output (classification), adds even
more complexity to the validation prob-
lem. The validation of PLC in the phar-
maceutical industry is given as an exam-
ple of the validation of a highly complex
system, and it is suggested that approach
taken with PLC validation be adopted
when validating modern analytical meth-
ods.
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Validation of test
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General principles and concepts

Foreword

EAL and Eurolab have a Permanent
Liaison Group (PLG), which is a forum
where EAL and Eurolab are discussing
matters of mutual interest. The PLG con-
sists of five members from each organiza-
tion.

This document has been prepared in
the PLG and endorsed by both organiza-
tions.

The document is intended to give gen-
eral views on certain issues related to the
validation of test methods and should be
seen as a common understanding and po-
sition of EAL and Eurolab. In order to
define and describe the activities behind
the concept “Validation of test methods”
more detailed guidance documents are
needed. This document should be seen as
a basis for such guidance documents.

Validation of test methods

Introduction

The definition used for “validation” in
the ISO standard 8402 is “confirmation
by examination and provision of objective
evidence that the particular requirements
for a specific intended use are fulfilled”.
This definition gives the impression of
confined and well-defined (exact) opera-
tions. Test methods are normally devel-
oped for an intended application range.
The reference to particular requirements
must in many cases be interpreted in a
flexible way as the requirements can be
of general nature.

Both standardized and non-standar-
dized test methods are covered. They can
be exact or associated with large uncer-
tainties. Even novel test methods will be
considered. The validation of a test meth-
od becomes in this context a way of de-
monstrating that the method is fit for its
intended purpose. The fitness for purpose
includes an assessment and a balancing of
technological possibilities, risks and costs.

There are very few papers in the open
literature dealing with the general princi-
ples of test method validation. On the
other hand, a lot of detailed descriptions
of the validation of specific test methods
are available. A brief overview of the
concepts, aims and procedures in valida-
tion is given in this document.

General principles to be used in valida-
tion

In the validation process an estimate is
made of the representativeness, repeata-
bility and reproducibility of the test
method. The definitions are given in an-
nex 1.

In the validation process the ultimate
aim is to secure that the test methods are
good enough with respect to representa-
tiveness, reproducibility and repeatability.
How much effort should be spent on vali-
dation must be decided on a case by case
basis. If large economic values as well as
considerable health, safety and environ-
mental issues are involved, much more
emphasis must be paid to the validation
of the test methods. The frequency of use
of the test method should also be consid-
ered when determining the extent of vali-
dation. The total consequences of wrong
results are of course larger for methods
in extensive use than for test methods
used occasionally.

The validation of test methods covers
to a large extent the uncertainty, repeata-
bility and reproducibility of the test
method. As the factors affecting the re-
sults and contributing most to the uncer-
tainty change from one technical sector to
another or even from one test method to
another, a universal solution cannot be
given. Guidance on the expression of un-
certainties can be found for example in
the international “Guide to the expres-
sion of uncertainty in measurement” and
EAL guidance document “Expression of
uncertainty in quantitative testing”.

Standardized test methods should be
considered validated for their intended
application range and thus good enough
for that purpose although their repeata-
bility and reproducibility are not known
in detail. The testing laboratory must,
however, check that they apply the meth-
od correctly. For non-standardized test
methods it is up to the testing laborato-
ries to determine how far they go in defi-
ning the level of repeatability and repro-
ducibility.

To develop a representative test
method, adequate knowledge is required
of the practical use of the test results and
of the real service conditions of the ob-
ject of the test. Based on such knowl-
edge, the “representative” properties to
be determined by the test may be identif-
ied.

The factors affecting the test results
and their uncertainty may be grouped
into three main categories:
Instrumental and technical factors
– sampling
– homogeneity
– test method
– equipment
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Human factors

Environmental factors
– testing environment

Instrumental and technical factors are re-
lated to the constructional and functional
characteristics of the test and measure-
ment equipment, as well as to other tech-
nical operations involved in the test (e.g.
sampling, preparation of samples, test ob-
ject homogeneity). Their effect may be
minimized and kept under control by the
following provisions:
– define the equipment as precisely as

necessary
– provide a clear description of the test

procedure as well as the equipment op-
eration

– establish procedures for operational
control and calibration

– ensure where applicable traceability of
measurements to the SI units.

Whenever practical, the above provi-
sions should be included in the descrip-
tion of the test method. References to in-
ternal procedures or applicable standards
should be included.

Human factors are related to the compe-
tence of the staff and may be controlled
through:
– education/basic knowledge
– on job training/practical experience.

The qualification required for the per-
sonnel employed for a given test may be
specified in the test method or reference
can be made to the applicable internal
procedures.

Environmental factors are associated to
the environment where the test is per-
formed. Among others the effect of the
following parameters must be assessed
and properly controlled:
– atmospheric conditions (temperature,

pressure, humidity)
– pollution/contamination
– other environmental characteristics

(e.g. EMC).
The effect of the above parameters

should be described in the test method or
reference to other applicable documents
should be made. However, for new test
methods this information is often not
available. In some cases the data base for
method validation is so large that statisti-
cal methods should be applied.

The validation process must consider
the expected or required uncertainty of
the test results and their intended use.

Critical threshold values (e.g. in
health and environment) cannot generally
be technically justified with a small un-
certainty. However, if a legal limit is set,
there must be test methods suited for the
purpose. Reference is made to a recent
ILAC Guide.

The required depth of the validation
process depends also on the maturity of
the test method and the prevalence of its
use. One can distinguish between the fol-
lowing categories:
– novel methods
– methods used by several laboratories
– modification of established methods
– standardized methods.

The ways, in which the validation is
performed in the different cases, need not
be clearly differentiated. If the fitness for
purpose concept is maintained, it is often
possible to validate at reasonable cost but
with a higher degree of uncertainty.

The novel methods are first developed
in one single laboratory, often on the ba-
sis of a special request from a customer
or on ideas created in the laboratory.
That customer cannot pay for a wide
range validation nor can the laboratory
itself. The aim of the validation of test
methods must always be to demonstrate
that the method is fit for the intended
purpose and that the results have an ac-
ceptable uncertainty. It is important that
the rules of validation of test methods do
not prevent the natural technological de-
velopment from taking place. The labora-
tory does not expect (although it does
want) outside financial help for validation
of novel methods and in many cases tries
to protect its new development from go-
ing to its competitors or from becoming
generally available to all.

When a certain number of laborato-
ries work in the same area, cooperation
and inter-laboratory comparisons can be
arranged. The coordination of such activi-
ties is an extra economic burden. In order
to speed up the process, external financ-
ing is needed.

The testing laboratories need to up-
date their existing test methods. The flex-
ible scope of accreditation as agreed be-
tween EAL and Eurolab was also in-
tended to allow modifications to be made
to accepted (accreditation covered) test
methods. This requires validation proce-
dures applicable to method modifications.
It is up to the laboratories to describe
their procedures for validating modified
test methods.

The most thorough validation proce-
dure is required for test method standar-
dization purposes. The work needed is
considerable and covers proficiency test-
ing, the determination of factors affecting
the uncertainty, measuring range, etc.
The financial burden cannot be laid on
the laboratories but on the standardiza-
tion organizations. Standardized test
methods must be considered sufficiently
validated for their intended application
ranges. If they are not, they should be
withdrawn.

The validation of test methods con-
sists of two interrelated steps:

(i) suitability of the test to solve the
problem (customer needs)

(ii) demonstration of the technical capa-
bility of the test method within the
specified test range

i.e. measuring the right properties with a
sufficiently reliable method.

The suitability or representativeness
of a test method is in many cases an attri-
bute which is difficult to define especially
for tests related to product acceptance.
The test methods must be such that the
results obtained correlate with the per-
formance characteristics and operational
experience of the product.

Validation procedure

Both testing laboratories and accredita-
tion bodies are looking for procedures
and guidelines for planning and controll-
ing the test method validation process.
However, the discussion above has clearly
indicated that one single procedure can-
not be developed. Consequently, a pal-
ette of different choices of validation
techniques has to be developed. How de-
tailed the validation will be, depends on
the circumstances (needs, costs, possibili-
ties, risks, etc.).

The validation of the test methods is,
of course, of interest also to the accredi-
tation bodies. The principle to be applied
should be that the laboratory describes
the way it is validating the test methods
and the accreditation body should make
the judgement if the procedure used is
acceptable in that case. The different vali-
dation possibilities are built up around
– utilization of calibration
– intercomparisons including the use of

reference materials and reference
methods

– well qualified staff and their profes-
sional judgement

– simulation and modelling
– other approaches.

Method validation is often based on
the combined use of validation proce-
dures. The validation used can be “di-
rect” or comparative. The selection of the
validation procedures should also be jus-
tified on a cost-benefit basis as long as
the fitness-for-purpose is maintained. Fo-
cusing the effort on the most critical fac-
tors affecting the test method will lead to
a different solution for the validation of
“exact” physical and chemical test meth-
ods as compared to that for product or
subjective testing. For example, in the
validation of ergonomics and sensory test
methods not all possibilities are applica-
ble.

As said above different validation
procedures may be followed, their effec-
tiveness and applicability depending on
the type of test considered. They can be
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characterized as “scientific” or “compara-
tive”:

Scientific approach

In the scientific approach the assess-
ment of the representativeness, repeata-
bility and reproducibility of the method is
performed with reference to the different
constitutive elements and features. Evi-
dence should describe the representative-
ness of the selected properties and the as-
sociated uncertainty. This can be based
on information published in the scientific
and technical literature or on ad hoc in-
vestigations performed by the laboratory
developing the method. The laboratory
shall demonstrate that relevant influenc-
ing factors (instrumental and technical,
human, environmental) have been ana-
lyzed and that they are under control
within the uncertainty associated with
themethod.

Comparative approach

The test method is assessed by comparing
its results to those obtained by means of
another already validated test method,
which has been developed for the same
purposes. If this is not possible, the per-
formance characteristics of the method
may be assessed through interlaboratory
comparisons. The method is “valid” if the
results obtained by the different laborato-
ries fall within the expected uncertainty
limit. Deviations beyond such limits may
indicate e.g. a lack of control of the in-
fluencing parameters. The causes of this
behaviour should be clarified and the
method is to be redefined accordingly.
The interlaboratory comparison does not
always provide a comprehensive valida-
tion of the representativeness of the
method, which may be accurate and sta-
ble, though physically “wrong”.

The acceptance procedure for new or
modified test methods is either (i) deter-
mined internally in the laboratory (ii)
agreed upon between the customer and
the laboratory or (iii) accepted by the au-
thorities and/or accreditation bodies. A
higher degree of reliance is needed when
safety, health and large economic values
are involved. Calibration has been em-
phasized as an important element in the
method validation process, but it is not
necessarily the most dominating factor.
The understanding of the testing method
with its systematic and random errors is
crucial. A scientific approach to analyze
sources of error as well as the compe-
tence of the personnel doing that job is
of great importance.

The laboratory should always describe
the way the validation of test methods is

done and this description should be a
part of the quality system/manual when
appropriate.

As simplified validation procedures
(“fast” validation methods) must be used
in many cases, the capability to use pro-
fessional judgement in assessing whether
the validation is comprehensive enough
becomes pronounced. However, even
when talking about simplified or fast vali-
dation procedures, the validation must be
done with such a depth that the method
is fit for the intended use and acceptable
to the customer and/or authorities. It is
clear that the definition of the use and
scope of the method and assumption of
uncertainty should not be misleading and
too optimistic.

When the use of new test methods be-
comes more extensive, work describing
the effect of changes in test parameters
can be initiated in order to show the ro-
bustness of the method. Prenormative re-
search should also be initiated.

The need for new or improved test
methods arises when we lack methods or
the existing ones are not complete, good
or efficient enough. There is no need for
the laboratory community to develop new
methods if existing ones can be consid-
ered adequate.

Annex 1

Definitions

Repeatability (of results of measurement)

Closeness of the agreement between the
results of successive measurements of the
same measurand carried out under the
same conditions of measurement. (VIM)

Notes

1. These conditions are called repeatabil-
ity conditions

2. Repeatability conditions include:
– the same measurement procedure
– the same observer
– the same measuring instrument, used
under the same conditions
– the same location
– repetition over a short period of
time

3. Repeatability may be expressed quan-
titatively in terms of the dispersion
characteristics of the results.

Reproducibility (of results of measure-
ments)

Closeness of the agreement between the
results of measurements of the same
measurand carried out under changed
conditions of measurement. (VIM)

Notes

1. A valid statement of reproducibility
requires specification of the conditions
changes.

2. The changes conditions may include
– principle of measurement
– method of measurement
– observer
– measuring instrument
– reference standard
– location
– conditions of use
– time.

3. Reproducibility may be expressed
quantitatively in terms of the disper-
sion characteristics of the results.

4. Results are here usually understood to
be corrected results.

Uncertainty (of measurement)

Parameter, associated with the result of a
measurement, that characterizes the dis-
persion of the values that could reasona-
bly be attributed to the measurand.
(BIPM/IEC/IFCC/ISO/IUPAC/IUPAP/
OIML).

Notes

1. The parameter may be, for example, a
standard deviation (or a given multiple
of it), or the width of a confidence in-
terval.

2. Uncertainty of measurement com-
prises, in general, many components.
Some of these components may be
evaluated from the statistical distribu-
tion of the results of series of measure-
ments and can be characterized by ex-
perimental standard deviations. The
other components, which can also be
characterized by standard deviations,
are evaluated from assumed probabili-
ty distributions based on experience or
other information.

3. It is understood that the result of the
measurement is the best estimate of
the value of the measurand, and that
all components of uncertainty, includ-
ing those arising from systematic ef-
fects, such as components associated
with corrections and reference stand-
ards, contribute to the dispersion.

Validation

Confirmation by examination and provi-
sion of objective evidence that the parti-
cular requirements for a specific intended
use are fulfilled (ISO 8402).

Notes

1. In design and development, validation
concerns the process of examining a
product to determine conformity with
user needs.
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2. Validation is normally performed on
the final product under defined oper-
ating conditions. It may be necessary
in earlier stages.

3. The term “validated” is used to desig-
nate the corresponding status.

4. Multiple validations may be carried
out if there are different intended
uses.

Verification

Confirmation by examination and provi-
sion of objective evidence that specified
requirements have been fulfilled (ISO
8402).

Notes

1. In design and development, verifica-
tion concerns the process of examining
the result of a given activity to deter-
mine conformity with the stated requi-
rements for that activity.

2. The term “verified” is used to desig-
nate the corresponding status.
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Marketing Valid Analytical
Measurement

Abstract The Valid Analytical Measure-
ment (VAM) programme was set up by
the Department of Trade and Industry as
part of its support for the UK National
Measurement System. This paper gives an
overview of the VAM programme togeth-
er with a description of the principles on
which valid analytical measurement
should be based. This is followed by a

description of the work that has been car-
ried out to market the results of the
VAM programme to the analytical com-
munity.

Key words Valid analytical
measurements 7 Marketing technology 7
Technology transfer

Introduction

Analytical measurement has a vital role
in ensuring the quality of goods and com-
modities and in supporting Government
in areas such as revenue collection, health
and safety, environmental protection, ag-
riculture and law enforcement. Clearly
the data from analytical measurements
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need to be fit for their intended purpose.
However, there is evidence to suggest
that frequently there is lack of agreement
on the validity of the data. One estimate
puts the costs to British industry of unre-
liable data at at least ^1 billion per year.

Following a review of its support for
the National Measurement System
(NMS) [1] in 1989, the Department of
Trade and Industry (DTI) set up the Val-
id Analytical Measurement (VAM) pro-
gramme, recognising for the first time the
need to include analytical measurements
within the NMS. Previously it had been
concerned mainly with physical measure-
ments.

The objectives of the NMS are: to en-
able individuals and organisations in the
United Kingdom to make measurements
competently and accurately and to de-
monstrate the validity of such measure-
ments; to co-ordinate the UK’s measure-
ment system with measurement systems
of other countries.

In the physical area the validity of
measurements is established by means of
an unbroken chain of comparisons from
the working standards in day-to-day use
through reference standards to the na-
tional and international primary stand-
ards, using recognised measurement tech-
niques and methods. In this way the
measurements are “traceable” back to the
primary standards.

Unfortunately this infrastructure of
working standards, reference standards
and primary standards does not exist for
analytical measurements. Although the
Comité International des Poids et Me-
sures (CIPM) have started work on the
development of such an infrastructure, it
will take several years, if not decades, to
develop. Thus the VAM programme is
designed to meet the objectives of the
NMS, i.e. to enable organisations to make
measurements that are fit for their in-
tended purpose, by:

the use of validated methods which
are calibrated using reference materials,
carried out with proper quality assurance
(QA) and quality control (QC) proce-
dures, including participation in proficien-
cy testing schemes. With the laboratory
methods and procedures being subjected
to third-party accreditation.

The aim of the VAM programme is to
encourage the use of the above proce-
dures to improve the quality of the analy-
tical measurements in the United King-
dom. The work centres around three
main areas of activity: defining and dis-
seminating best analytical practice which
will enable laboratories to deliver reliable
results every time; developing the tools
which enable laboratories to implement
best analytical practice; working with ana-
lysts in other countries to ensure the
comparability of analytical measurements
across international boundaries.

Table 1 The six VAM principles of best
analytical practice

1. Analytical measurements should be
made to satisfy an agreed requirement.

2. Analytical measurements should be
made using methods and equipment
which have been tested to ensure they
are fit for purpose.

3. Staff making analytical measurements
should be both qualified and compe-
tent to undertake the task.

4. There should be a regular independent
assessment of the technical perform-
ance of a laboratory.

5. Analytical measurements made in one
location should be consistent with
those elsewhere.

6. Organisations making analytical meas-
urements should have well-defined
quality control and quality assurance
procedures.

Best practice through the VAM
principles [2]

Best analytical practice has been defined
by six VAM principles (see Table 1). Val-
id measurements and agreement between
laboratories can be achieved by adhering
to these basic principles. The VAM prin-
ciples describe an approach which is con-
sistent with the best of modern quality
systems, presented in a way which is di-
rectly meaningful to those making analy-
tical measurements. The principles are
fundamental to VAM and are designed
to control all factors that might affect the
reliability of analytical results. Unlike for-
mal quality management systems there is
no accreditation process and as such the
philosophy of VAM is similar to that of a
total quality management (TQM) system
for analytical laboratories, which can be
applied whatever the size of organisation
or nature of work. The objective of the
principles was to raise awareness of the
importance of obtaining reliable “fit for
purpose” measurements.

Addressing the aims of VAM

The work carried out under the VAM
programme covers three broad technical
themes – chemical measurement, physical
measurement and biologically based ana-
lytical measurement. LGC is the lead
contractor and works together with the
National Physical Laboratory (NPL) and
Atomic Energy Authority Technology
(AEAT) in delivering the VAM pro-
gramme.

Currently there are several technical
projects being carried out at the Labora-
tory of the Government Chemist (LGC)
in the areas of education and training,
reference materials, quality systems and
management, confidence and validation,
out-of-laboratory measurement, DNA
technology research and high accuracy
chemical analysis. A number of these ar-
eas are covered in other articles in this is-
sue of the journal. Two of the more re-
cent areas of work that are creating a lot
of interest are DNA technology research
and out-of-laboratory measurement.

DNA technology, in particular, is hav-
ing a revolutionary effect on a host of in-
dustrial and regulatory sectors. This area
is rapidly developing and offers tremen-
dous advantages and benefits to industry,
but there is an urgent need for parallel
validation of the analytical techniques
employed in DNA-based measurements
and development of tools to enhance val-
idity such as suitable reference standards.
Analytical molecular biology has typically
been developed, and is most often em-
ployed, in academic and medical research
environments where there is little need to
consider the more routine applicability,
reliability and reproducibility of the
methods. Evaluation of these factors and
further validation of the methods is
therefore necessary, particularly when
such techniques are applied to the analy-
sis of “real” samples.

Studies undertaken by LGC during
the VAM 1994–1997 programme have de-
monstrated that a large number of gener-
ic problems need to be addressed before
the potential power of nucleic-acid-based
methods can be reliably applied. The
main outputs of the DNA technology val-
idation project in the new programme
will be validated novel measurement sys-
tems which utilise DNA technological
procedures, quality protocols, and refer-
ence materials.

Out-of-laboratory measurements are
undertaken across a broad range of in-
dustrial and analytical sectors for a varie-
ty of reasons: in clinical and medical diag-
nostics; for the control of chemical and
petrochemical production processes; and
to monitor emissions and discharges to
the environment. The validity of data de-
rived from such measurements is clearly
of vital importance, for example to de-
monstrate compliance with environmental
legislation. However, it is particularly dif-
ficult to obtain valid and reliable measur-
ements outside the laboratory. The ina-
bility to control the environment in which
the measurements are made and the use
of untrained operators both have poten-
tial to impact significantly on the reliabili-
ty of data. The situation is made worse
because of the lack of adequate QA and
QC procedures, the shortage of reference
materials and calibration standards, and
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Table 2 VAM product definitions

Product description
VAM sets out six principles of good ana-
lytical practice, backed up by technical
support and management guidance.

Product positioning
Self-regulated implementation of best
practice for analytical science to produce
reliable consistent and comparable results
for measurable commercial gain.

Selling proposition
Adoption of the principles of VAM will
reduce the costs and risks associated with
unreliable measurements.

Fig. 1 The VAM promotional model

the lack of adequate specifications and
performance data for the procedures and
equipment employed.

The current state of practice also var-
ies considerably across sectors. Under the
VAM programme, the aims are to in-
crease user confidence in the validity of
data derived from portable measuring
equipment and to improve the reliability
and comparability of measurements made
using portable equipment. The possibility
of establishing formal QA and QC proce-
dures and proficiency testing for out-of-
laboratory measurements will also be ex-
plored.

Marketing VAM

A major part of the VAM programme
has been the marketing and technology
transfer of the work carried out to the
market place itself. Marketing VAM
poses particular challenges to the market-
er in that it is a philosophy rather than a
tangible product or a service. The intangi-
bility of VAM also makes it a difficult
concept for organisations to understand
and sign up to. Promotion, and ultimately
uptake, of VAM would be more effec-
tive, if ways could be identified to make
it more tangible.

Marketing strategy

The key starting point for the effective
marketing of VAM was to agree on a
product definition, proposition and posi-
tioning for VAM. The final definitions
arrived at are outlined in Table 2 and de-
scribe the VAM product being marketed,
the benefits of adopting VAM (namely
reduced costs and risks to an organisa-
tion) and the positioning of VAM rela-
tive to other quality systems (self-regul-
ated implementation). In addition to defi-
ning the VAM product it was also recog-

nised that there was a need to secure ad-
option of the principles, rather than just
awareness of them and to identify the
barriers to adoption of VAM. The target
market also needed to be tracked
through the various stages from adoption
to implementation.

A promotional model to be used as a
framework for the marketing of VAM
was developed to address the issues out-
lined above (see Fig. 1). Development of
the model also took place alongside a
quantitative telemarketing survey con-
ducted amongst identified decision mak-
ers in industry. The objectives of the sur-
vey were to: identify potential barriers to
adoption of VAM; identify the communi-
cation objectives and key messages;
benchmark the overall awareness of
VAM.

The model indicated the various
stages that a VAM “prospect” needed to
move through towards adoption of VAM
and attempted to define the communica-
tion objectives for each stage. For exam-
ple, the initial objective is to create
awareness of VAM amongst the target
audience. Following on from this the task
is to create understanding and an attitude
of favourability towards VAM. The final
step towards adoption of VAM is an ex-
pression of commitment to implementa-
tion. In the model, adoption of VAM is
measured by uptake of VAM products,
for example books, videos and certified
reference materials. In effect the VAM
products become the tools to aid imple-
mentation of the six VAM principles. The
right-hand side of the model indicates

that the new VAM clients, or implement-
ers, also form a community that will
create a requirement for future VAM
products and services.

The target audience for the new
VAM marketing strategy was defined as
senior decision-makers in industry, that is
those persons towards the top of an or-
ganisation with influence to change atti-
tudes, work practices and realise the com-
mercial benefits of adoption. The need to
identify “early adopters” or “champions”
for VAM was identified.

In order to implement the strategy a
range of new materials were produced,
namely:
1. VAM direct mail piece, used to raise

awareness of VAM and elicit request
for further information.

2. VAM welcome pack “Better Measure-
ments Mean Better Business”, which
sets out the business benefits of adopt-
ing VAM to senior decision makers.
This was produced to improve under-
standing and favourability towards
VAM following an expression of inter-
est.

3. “Managers Guide to VAM”. A more
detailed guide on how to implement
VAM in the analytical laboratory. The
guide includes a self-assessment exer-
cise, used to highlight priority areas
for immediate attention and details
sources of further help and advice.

4. New VAM database used to track
prospects from initial point of contact
through to adoption or rejection of
VAM.
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Implementation of the VAM
promotional model

Implementation of the model began with
a campaign which aimed to generate
awareness amongst senior decision-mak-
ers of the costs and risks of unreliable
measurements. A direct mail campaign
was commenced aimed at senior decision-
makers in industry. In the first phase the
conversion rate from direct mailshot to
request for the VAM welcome pack was
slightly higher than might be expected
(7%) and the conversion rate from wel-
come pack to the Managers Guide to
VAM was encouraging (35%), suggesting
the message seemed to be striking a
chord. A follow-up telemarketing cam-
paign was also instigated which resulted
in an increase in response rate as a result
of the more personalised nature of the
contact. However, it was clear that many
difficulties arose because of the poor
quality of data contained on most data-
bases. In this respect the effectiveness of
direct mail as a technique for generating
awareness and response proved difficult
to evaluate. There is a requirement to ob-
tain either a better-quality database and
repeat the direct mail exercise, or to
identify an alternative mechanism for
communicating with senior decision-mak-
ers.

The model will only work if there is a
convincing business case for the adoption
of VAM. In practice so far this has
proved quite difficult to demonstrate.
High profile cases in the public domain
have high impact but are often perceived
to be politically sensitive. In the search
for exemplar organisations there is a gen-
eral unwillingness for companies to admit
that bad practice was ever present in
their organisation, no matter how much
they have since improved. However, this
whole area is a key to the recruitment of
both producers and users to VAM and
needs to be addressed.

The model identifies a mechanism by
which VAM is adopted by producers of
data. However, it falls short of explaining
how communication with the bench ana-
lyst will take place and what should be
the nature of this type of communication.
In practice it is actually this level that the
VAM contractors are most experienced
at communicating since generally the con-
tent is technically, as opposed to commer-
cially, biased.

Measurement of the adoption of
VAM is not easy. Whilst uptake of VAM
products and CRMs is one measure, in
practice this information is difficult to
pull together for an individual, especially
when products can be purchased from a
number of suppliers. An assumption has
to be made that once a product is pur-
chased it will also be used.

Future plans

By definition, it is proposed that the fu-
ture plans for promoting VAM to pro-
ducers of analytical data should concen-
trate on “the individual or department
with responsibility for the production and
overall quality of an analytical measure-
ments”. In some cases these individuals
may be senior decision makers but in the
majority of cases these are more likely to
be bench analysts, quality managers and
laboratory team leaders. This suggests
that an appropriate base for segmentation
of the “producer” audience for VAM is
by job function, with the target segments
ranging from those individuals who ac-
tually make the measurements (producer
analysts) to those who have overall re-
sponsibility for their quality (senior deci-
sion-makers), but who may not actually
carry out any analysis themselves.

Recognising that the producers of
analytical data can be segmented as such
enables the benefits of VAM to be posi-
tioned more appropriately for each target
segment. Whilst the overall benefit of
VAM to the producers of analytical data
can be described as reduction in the costs
and risks associated with unreliable meas-
urements, this “business benefits” mes-
sage is most likely to be of interest to the
senior decision makers. The producer
analyst is much more likely to be inter-
ested in the technical aspects of the VAM
programme, i.e. their job is concerned
with “how” to implement VAM as op-
posed to “why”. An interest in the “how”
part of the adoption is likely to arise
when: there is pressure to improve quali-
ty from within the organisation itself, i.e.
via senior decision-makers convinced of
the business benefits (self-regulation ar-
gument); there is pressure to improve
quality from internal or external custom-
ers (user demand); the individual con-
cerned is enlightened enough to see the
benefits of adoption in their work with-
out any external pressure being applied.

Whilst senior decision-makers who are
producers of analytical data can still be
encouraged to adopt VAM through the
route suggested in the VAM promotional
model, i.e. via the VAM welcome pack
and manager’s guide, the model needs
further adaptation in order to explain
how the producer analysts can be ad-
dressed.

Promotion to users of analytical data

Over the last year or so, there has been
increasing recognition that another im-
portant target market for VAM, as well
as “producers” of analytical data, is the
“users” of analytical data. Demand from
these so-called users for quality in analy-
tical measurements is believed to be an

important driver towards improving the
overall quality of analytical measure-
ments made in the United Kingdom.

Essentially, there are two mechanisms
by which the quality of analytical measur-
ements made in the United Kingdom can
be improved: by the producers improving
the quality of the analytical measure-
ments they supply; by the users of analy-
tical measurements demanding an im-
provement in the quality of analytical
measurements they procure.

Past thinking was based on the pre-
mise that it was preferable to equip the
supplier of data with the tools required to
satisfy demand, before stimulating de-
mand itself, and that the inherent value
of quality would be a concept readily ap-
preciated by such parties. Thus VAM has
been promoted to producers of analytical
data as self-implemented best practice,
which will bring about measurable com-
mercial gain to an organisation through a
reduction in the costs and risks associated
with unreliable measurements. However,
without an external driver for adoption it
is likely that some laboratories will simp-
ly choose to ignore VAM, taking a calcu-
lated risk or, in some cases, simply dis-
missing the issue altogether. There is a
cost associated with implementing quality
systems (both up-front and ongoing) and
if those costs are to be justified the pro-
ducers of data need to be able to realise
the benefits as well. Users of analytical
data also need to understand the implica-
tions when purchasing data in terms of an
additional price they might be expected
to pay.

Fundamental to the marketing of
VAM to users is the need to describe
what exactly is meant by a user of analy-
tical data. There are a range of individu-
als or organisations who might commis-
sion analytical measurements directly
from these providers. Organisations, such
as banks and insurance companies, also
rely on the results of analytical measure-
ments, for example in risk assessment,
without actually dealing with the produc-
er of the measurements themselves, i.e.
they operate through a third party. In ad-
dition there are organisations and individ-
uals (e.g. consumers) who, perhaps with-
out even knowing, depend on the results
of analytical measurements.

It seems logical, therefore, to identify
producers and users of analytical data ac-
cording to their position in a supply chain
of analytical data, which begins at the
point where the measurement is made
and leads up to the point where it is ac-
tually put to use. It is also important to
recognise that:
1. a supply chain can exist within an or-

ganisation or between two or more or-
ganisations and individuals;

2. at different positions in the supply
chain there will be different decisions
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taken and these may vary in the level
of risk;

3. it is possible for an individual to fulfil
two roles in the supply chain, for ex-
ample as a user commissioning data
and subsequently as a provider of the
data (possibly with some value added
interpretation) to the next individual
or organisation in the chain;

4. the more remote an individual or or-
ganisation is from the producer, the
less likely they are to be aware of the
issues concerning quality in analytical
measurement. In effect this means they
are more likely to take analysis for
granted or simply not even consider it
at all.
A suggested definition for producers

and users of analytical data is as follows:
A producer of analytical measure-

ments is “the individual or department
with responsibility for the production and
overall quality of an analytical measure-
ment”.

A user of analytical data is “an indi-
vidual or group who makes a decision
based on the results of an analytical
measurement, be they internal or external
to the producer organisation”.

These definitions imply that the “se-
nior decision-makers” targeted previously
in the promotional model for producers
could in fact be both producers and users
of analytical data. It is clear that, to mar-
ket VAM effectively, a clear understand-
ing of the benefits of VAM is required
from the distinct viewpoint of users and
producers. In the case of senior decision-
makers they will be in a position to take
advantage of some or all of these de-
pendent on whether they are adopting a
user or producer role.

Benefits of VAM to users and
producers

In the VAM welcome pack and the man-
ager’s guide the benefits of VAM are
presented as a reduction in costs (both
direct and hidden) and risks. These are
defined as:
1. The direct costs of unreliable measure-

ments are those costs incurred if an
analysis has to be repeated because
the original measurements are known,
or suspected to be unreliable.

2. The hidden costs of unreliable measur-
ements are the costs which are hidden
internally in the organisation, because
the true impact of unreliable measure-
ments is not recognised.

3. The risks of unreliable measurements
are the risks associated with the re-
lease of unreliable measurements to a
customer.

In recognising the distinction between
a user and producer of analytical measur-
ements and attempting to clarify the ben-
efits of VAM to both parties, it is clear
that the above definitions, whilst provid-
ing a useful framework for promoting
VAM to producer organisations, do not
go far enough. The reality of the situation
is that the direct costs of unreliable meas-
urements are only relevant to the produc-
ers of analytical measurements (unless
they are passed on as an increased cost to
the user, in which case the user needs to
be aware of what they are or are not pay-
ing for). For users of analytical data the
main concern is one of risk from poor de-
cision-making.

Current situation

Promotion to users of analytical data is a
complex and difficult task. Users are less
likely to be aware of or educated in the
issues relevant to the technically complex
matters which affect quality in analytical
measurement. They are also more diffi-
cult to identify and reach.

There is a body of anecdotal evidence
that suggests awareness of VAM, and
best practice in analytical measurement
amongst users of analytical data is low.
Concern has been expressed regarding
the way in which potential customers
went about choosing a contract laborato-
ry. Factors such as quality of data were
rarely considered, with the exception of a
request in some instances for the labora-
tory to be NAMAS (National Accredita-
tion of Measurement and Sampling) ac-
credited. Cost appears to be the main fac-
tor considered, with customers often se-
lecting cheaper, less quality conscious la-
boratories, without consideration of the
associated risks.

It is important to also recognise that
whilst the risks associated with the use of
unreliable measurements are undoubtedly
real, there is a counter argument which
says that most users have survived or
managed that risk to date. This may be
because the true impact has not been felt
yet as, for example, in the case of con-
taminated land analysis where there is a
long time delay between the analysis be-
ing carried out and the consequences of
poor quality analysis being felt. Also,
analysis of samples may be repeated sev-
eral times as a means of reducing risk. If
the true factors impacting risk could be
calculated then a more appropriate, “fit
for purpose”, measurement could be car-
ried out (possibly even at a reduced cost).

The primary objective of the promo-
tion to users of analytical data is to im-
prove the quality of analytical measure-
ments made in the United Kingdom by
stimulating demand for VAM from the

users of analytical data. In developing a
strategy to meet this objective it is recog-
nised that VAM needs to be made more
tangible and visible, and clear business
benefits need to be identified and com-
municated persuasively to the relevant
business audience.
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Analytical procedure in
terms of measurement
(quality) assurance
Abstract In the ordinary sense the term
“analytical procedure” means a description
of what has to be done while performing
an analysis without reference to quality of
the measurement. A more sound definition
of “analytical procedure” can be given in
terms of measurement (quality) assurance,
in which a specified procedure to be fol-
lowed is explicitly associated with an es-
tablished accuracy of the results produced.

The logic and consequences of such an ap-
proach are discussed, with background def-
initions and terminology as a starting point.
Close attention is paid to the concept of
measurement uncertainty as providing a
single-number index of accuracy inherent
in the procedure. The appropriateness of
the uncertainty-based approach to analyti-
cal measurement is stressed in view of spe-
cific inaccuracy sources such as sampling
and matrix effects. And methods for their
evaluation are outlined. The question of a
clear criterion for analytical procedure val-
idation is also addressed from the stand-
point of the quality requirement which
measurement results need to meet as an
end-product.

Keywords Accuracy · Analytical 
procedure · Measurement assurance · 
Measurement uncertainty · Quality 
assurance · Validation

Introduction
There are different ways in which quality
assurance concepts play a role in analytical
chemistry. Most of them such as stipulating
requirements for the competence and ac-
ceptance of analytical laboratories, writing
quality manuals, performing systems au-
dits, etc. can be viewed as something for-
eign to common analytical thinking forced
upon analysts by external authorities. Per-
haps another possible way is to try to inte-
grate quality assurance aspects into com-
mon analytical concepts and (re)define
them in such a way as to explicitly include
the quality matters required. This may fa-
cilitate an effective quality assurance strat-
egy in analytical chemistry.

In ordinary usage the term “analytical
procedure” hardly needs a referential defi-
nition and may be for this reason there are
few official definitions of the term. The
only definition quoted in the references [1]
is rather diffuse:

“The analytical procedure refers to the way
of performing the analysis. It should de-
scribe in detail the steps necessary to per-
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separation, and so on. Because of this, ev-
erything in the chain that affects the chemi-
cal measurement result must be predeter-
mined as far as practically possible: the ex-
perimental operations, the apparatus and
equipment, the materials and reagents, the
calibration and data handling. Thus, a
“complete analytical procedure, which is
specified in every detail, by fixed working
directions (order of analysis) and which is
used for a particular analytical task” [5] – a
concept presented by Kaiser and Specker
as far back as in the 1950s [6] – becomes a
point of critical importance in obtaining
meaningful and reproducible results. We
use the term “analytical procedure” or
merely “procedure” for short, in the sense
outlined above.

“Method”, “procedure”, 
or “protocol”

The importance of the correct usage of rel-
evant terms, in particular, the term “proce-
dure” rather than “method” is noteworthy.
The terms actually correspond to different
levels in the hierarchy of analytical metho-
dology [7] expressed as a sequence from
the general to the specific:

technique � method � procedure
� protocol

Indeed, the procedure level provides the
specific directions necessary to utilize a
method, which is in line with the definition
of measurement procedure given in the In-
ternational Vocabulary of Basic and Gener-
al Terms in Metrology (VIM): “set of oper-
ations, described specifically, used in the
performance of particular measurements
according to a given method” [8].

This nomenclature is however not al-
ways adhered to. In many cases, i.e. scien-
tific publications, codes of practice, or offi-
cial directives, an analytical procedure is
virtually implied when an analytical meth-
od is spoken about. Commonly used ex-
pressions such as “validation of analytical
methods” or “performance characteristics
of analytical methods” are typical exam-
ples of incorrect usage. Such confusion ap-
pears even in the definition suggested by
Wilson in 1970 for the term “analytical
method” [9]. As he then put it, “an analyti-
cal method is to be regarded as the set of
written instructions completely defining
the procedure to be adopted by the analyst
in order to obtain the required analytical
result”. It is actually difficult to make a
distinction between the two notions when
one of them is defined in terms of the other.

On the other hand, there is normally no
reason to differentiate the two most specif-
ic levels in the hierarchy above, carrying
the term “procedure” over to the designat-

ed “protocol”. The latter was defined [7] as
“a set of definitive directions that must be
followed, without exceptions, if the analyt-
ical results are to be accepted for a given
purpose”. So, written directions have to be
faithfully followed in both cases. In many
instances the term “procedure” actually
signifies a document in which the proce-
dure is recorded – this is specifically noted
in VIM in respect to “measurement proce-
dure”. Besides, the term “standard operat-
ing procedure” (SOP), especially applied
to a procedure intended for repetitive use,
is popular in quality assurance terminolo-
gy.

A clear distinction needs to be drawn
between analytical procedure as a general-
ized concept and its particular realization,
i.e. an individual version of the procedure
arising in specific circumstances. In prac-
tice, an analytical procedure exists as a va-
riety of realizations, differing in terms of
specimens, equipment, reagents, environ-
mental conditions, and even the analyst’s
own routine. Not distinguishing between
these concepts can lead to a misinterpreta-
tion embodied, for instance, in the view-
point that with a detailed specification the
procedure will change “each time the ana-
lyst, the laboratory, the reagents or the ap-
paratus changed” [9]. What will actually
change is realizations of the procedure, on-
ly provided that all specified variables re-
main within the specification.

Also one cannot but note that the hier-
archy of methodology above concerns, in
fact, a level of specificity rather than the
extent to which the entire CMP may be
covered. Although sampling is the first
(and even the most critical) step of the pro-
cess, it is often treated as a separate issue
when addressing analytical methodology.
A “complete analytical procedure” may or
may not include sampling, depending on
the particular analytical problem to be
solved and the scope of the procedure.

An analytical procedure yields the
results of established accuracy

In line with Doerffel’s statement which re-
fers to analytical science as “a discipline
between chemistry and metrology” [10],
one may define analytical service – as a
sort of analytical industry, that is practical
activities directed to meeting customer
needs – as based upon concepts of chemis-
try, metrology, and industrial quality con-
trol. The intention of any analytical metho-
dology in service is to produce data of ap-
propriate quality, i.e. those that are fit for
their intended purpose. The question to an-
swer is what kind of criteria should be ad-
dressed in characterizing fitness-for-pur-
pose.

From the viewpoint of objective of
measurement, which is to estimate the true

form each analytical test. This may include
but is not limited to: the sample, the refer-
ence standard and the reagents prepara-
tions, use of the apparatus, generation of
the calibration curve, use of the formulae
for the calculation, etc.” [2].

In brief, this simply means a description of
all that should be done in order to perform
the analysis.

Leaving aside some prolixity in the def-
inition above, the main thing that is lacking
is the goal requirement needed in consider-
ing quality matters. As it is shown in this
paper, a sound definition of an analytical
procedure can be given in terms of mea-
surement (quality) assurance. The case in
point is not simply “the way of performing
the analysis” but that which ensures ob-
taining the results of a specified quality.
What this eventually means is a prescribed
procedure to follow in producing results
with a known uncertainty.

If we have indeed recognized chemical
analysis to be measurement, though pos-
sessing its own peculiarities, we can apply
the principles and techniques of quality as-
surance developed in measurement to ana-
lytical work. These principles and tech-
niques constitute the field of measurement
assurance [3], a system affording a confi-
dence that all the measurements produced
in a measurement process maintained in
statistical control are good enough for their
intended use. “Good enough” implies here
nothing more than having an allowable un-
certainty. Although measurement assurance
was originally developed for instrument
calibration, i.e. with emphasis on measure-
ment traceability, it is reasonable to treat it
more generally. One can say that a fixed
measurement procedure is a means of as-
signing an uncertainty to a single measure-
ment, and this is the essence of measure-
ment assurance. This also reveals the role a
prescribed (analytical) procedure plays in
routine analytical measurement. We will
focus on different aspects involved in the
concept of an analytical procedure defined
in terms of measurement assurance such as
terminology, content, evaluation, and vali-
dation.

Starting point

Chemical analysis generally consists of
several operational stages beginning with
taking a sample representative of the whole
mass of the material to be analysed and
ending with calculation and reporting of
results. In this sequence the measurement
proper usually makes a relatively small
contribution to the overall variability in-
volved in the entire chemical measurement
process (CMP) [4], the largest portion of
which being concerned with “non-mea-
surement” operations such as isolation,
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value of the quantity measured, and its ap-
plicability for decision-making, closeness
of the result to the true value, no matter
how it is expressed, should be such a crite-
rion. If a measurement serves any practical
need, it is to meet an adequate level of ac-
curacy. It is compliance with an accuracy
requirement that fundamentally defines the
suitability of measurement results for a
specific use, and hence corresponding de-
mands are to be made on a measurement
process that produces the results. Next it is
assumed that the process is generated by
the application of a measurement proce-
dure and thus, the accuracy requirements
should be finally referred to in the proce-
dure itself. (The “requirements sequence”
first implies substantiation of the demands
on accuracy in a particular application ar-
ea, the problem that needs special consid-
eration in chemical analysis [11].)

Following this basic pattern, it is rea-
sonable to re-define Kaiser’s “complete
analytical procedure”, so that the fitness-
for-purpose criterion is explicitly allowed
for. There must be an accuracy constraint
built in the definition so as to give a deter-
mining aspect of the notion. It is probably
unknown to most analytical chemists
worldwide that such a definition has long
since been adopted in analytical terminolo-
gy in Russia. This was formulated in 1975
by the Scientific Council on Analytical
Chemistry of the Russian Academy of Sci-
ences. As defined by the latter an analyti-
cal procedure is the: “ a detailed descrip-
tion of all the conditions and operations
that ensure established characteristics of
trueness and precision” [12]. This wording
which goes beyond the scope of analytical
chemistry specifically differs from the
VIM definition of measurement procedure
quoted above by including an accuracy re-
quirement as a goal function. It clearly
points out that adhering to such a fixed
procedure ensures (at least conceptually)
that the results obtained are of a guaranteed
degree of accuracy.

Two basic statements underlie the defi-
nition above. First, an analytical procedure
when performed as prescribed, with the
chemical measurement process operating
in a state of control, has an inherent accu-
racy to be evaluated. Second, a measure of
the accuracy can be transferred to the re-
sults produced, providing a degree of their
confidence. In essence, the measure of ac-
curacy typical of a given procedure is be-
ing assigned to future results generated by
the application of the procedure under
specified conditions. The justification for
both the propositions was given by Youden
in his work on analytical performance [13,
14] where methods for determining accura-
cy in laboratories were discussed in detail.

As a prerequisite for practical imple-
mentation of the analytical procedure con-
cept it is assumed that the chemical mea-
surement process remains in a state of sta-

tistical control, being operated within the
specifications. To furnish evidence for this
and to avoid the reporting of invalid data
the analytical system needs to be tested for
continuing performance. A number of con-
trol tests may be used with this aim, for in-
stance, testing the difference between par-
allel determinations when they are pre-
scribed to be carried out, duplicating com-
plete analysis of a current test material, and
analysis of a reference material. An impor-
tant point is that the control tests are to be
performed in such a manner and in such a
proportion as a given measurement re-
quires, and are an integral part of the whole
analytical procedure. The control tests may
be more specific in this case and relate to
critical points of the measurement process.
As examples, calibration stability control
with even one reference sample or interfer-
ence control by spiking provide useful
means of expeditious control in an analyti-
cal procedure.

A principal point in this scheme is that
accuracy characteristics should be estimat-
ed before an analytical procedure is regu-
larly used and should be the characteristics
of any future result obtained by application
of the procedure under specified condi-
tions. Measurements of this type are most
commonly performed (by technicians, not
measurement scientists) in control engi-
neering and are sometimes called “techni-
cal measurements”. It is such measure-
ments that are usually referred to as routine
in chemical analysis. In fact, the problems
of evaluation of routine analyses faced by
chemists are treated more generally in the
“technical measurements” theory [15].

Uncertainty as an index of accu-
racy of an analytical procedure

It is generally accepted that accuracy as a
qualitative descriptor can be quantified on-
ly if described in terms of precision and
trueness corresponding to random and sys-
tematic errors, respectively. Accordingly,
the two measures of accuracy, the estimat-
ed standard deviation and the (bounds for)
bias, taken separately, have to be generally
evaluated and reported [16]. As the tradi-
tional theory of measurement errors holds,
the two figures cannot be rigorously com-
bined in any way to give an overall index
of (in)accuracy. Notice that accuracy, as
such, (“closeness of the agreement be-
tween the result of a measurement and a
true value of the measurand” [8]) by no
means involves any measurement error cat-
egorization.

On the other hand, it has long been rec-
ognized that the confidence to be placed in
a measurement result is conveniently ex-
pressed by its uncertainty that was thought,
from the outset, to mean an estimate of the
likely limits to the error of measurement.

So, uncertainty has traditionally been treat-
ed as “the range of values about the final
result within which the true value of the
measured quantity is believed to lie” [17].
However, there was no agreement on the
best method for assessing uncertainty.
Consistent with the traditional subdivision,
the “random uncertainty” and the “system-
atic uncertainty” each arising from corre-
sponding sources should be kept separate
in the evaluation of a measurement, and
the question of how to combine them was
an issue of debate for decades.

Now a unified and widely applicable
approach to the uncertainty statement set
out in ISO Guide (GUM) [18] is being ac-
cepted in many fields of measurement, par-
ticularly in analytical measurements due to
the helpful adaptation in the EURACHEM
Guide [19]. Some peculiarities of the new
approach can be intimated, specifically, the
abandonment of the previous distinction
between random and systematic uncertain-
ties, treating all of them as standard-devia-
tion-like quantities (after the corrections
for known systematic effects have been
made), and their possible estimation by
other than statistical means. Fundamental,
however, is that any numerical measure-
ment is not thought of in isolation, but in
relation to the process which generates the
measurements. All the factors operative in
the process being defined, they virtually
determine the relevant uncertainty sources,
so making practicable their quantification
to finally derive the value of total uncer-
tainty. One can say that the measurement
uncertainty methodology fits neatly the
starting idea of a procedure specified in ev-
ery detail, since the procedure itself defines
the context which the uncertainty statement
refers to.

This is true of the component-by-com-
ponent (“bottom-up”) method for evaluat-
ing uncertainty that is directly in line with
GUM. Also this is true for the “top-down”
approach [20] that provides a valuable al-
ternative when poorly understood steps are
involved in the CMP and a full mathemati-
cal model is lacking. An important point is
that the top-down methodology implies a
reconciliation of information available
with the required one that is based on a de-
tailed analysis of the factors which affect
the result. For both approaches to work ad-
vantageously a clear specification of the
analytical procedure is evidently a neces-
sary condition.

The break with the traditional subdivi-
sion of measurement errors has a crucial
impact on the way accuracy may be quanti-
fied and expressed. In 1961, Youden wrote
[14]: “There is no solution to the problem
of devising a single number to represent
the accuracy of a procedure”. He was in-
deed right in the sense that a strict proba-
bility statement cannot be made about a
combination of random and systematic er-
rors. Today, thanks to the present uncer-
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tainty concept, we maintain the other opin-
ion that such a solution does exist. It is
measurement uncertainty that can be re-
garded as a single-number index of accura-
cy inherent in the procedure. In doing so
we must not be confused by the fact that
the operational definition of measurement
uncertainty that GUM presents does not
use the unknown “true value” of the mea-
sured quantity following pragmatic philos-
ophy. The old definitions and, in particular,
that cited above are equally valid and are
now considered ideal.

Consequently, we can define an analyti-
cal procedure as leading to results with a
known uncertainty, as in Fig. 1 in which
typical “constituents” to be specified in an
analytical procedure are shown.

Specific inaccuracy sources 
in an analytical procedure

What has been said in the previous section
generally refers to specified measurement
procedures used in many fields of measure-
ment. There are, however, some special
reasons, specific to chemical analysis, that
make the uncertainty methodology particu-
larly appealing in analytical measurements.
This is because of specific inaccuracy
sources in an analytical procedure which
are difficult to be allowed for otherwise.
Two such sources, sampling and matrix ef-
fects, will be mentioned here, with an out-
line of the methods for their evaluation. 

Sampling

Where sampling forms part of the analyti-
cal procedure, all operations in producing
the laboratory sample such as sampling
proper, sample pre-treatment, carriage, and
sub-sampling require examination in order
to be taken into account as possible sources
contributing to the total uncertainty.

It is generally accepted that a reliable
estimate of this uncertainty can be obtained
empirically rather than theoretically. Ac-
cordingly, an appropriate methodology has
being developed [e.g. 21, 22] aimed at sep-

arating the sampling contribution from the
total variability of the measurement results
in a specially designed experiment. This is
not, however, the only way of quantifying
uncertainty in sampling. Explicit use of
scientific judgement is now equally ap-
proved when experimental data are un-
available. An illustrative example from the
EURACHEM Guide (Ref. 19, Example
A4) clearly demonstrates the potential of
mathematical modelling inhomogeneity as
an alternative to the sampling assessment
experiment.

It is significant that with the uncertainty
methodology both the major analytical
properties, “accuracy” and “representative-
ness” [23], which quality of analytical data
relies on, can be quantified and properly
taken into account to give a single index of
accuracy. This index expresses consistency
between the measurement results and the
true value that refers to a bulk sample of
the material rather than the test portion
analysed.

Matrix effects

The problem of matrix mismatch is always
attendant when one analyses an unknown
sample “with the same matrix” using a
fixed, previously determined, calibration
function. Not uncommonly, an analytical
procedure is developed to cover a range of
sample matrices in such a way that an
“overall” calibration function can be used.
An error due to matrix mismatch is there-
fore inevitable if not necessary significant.
Commonly regarded as systematic for a
sample with a particular matrix, the error
becomes random when a population of
samples to which the procedure applies is
considered; this in fact constitutes an in-
herent part of the total variability associat-
ed with the analytical procedure.

Meanwhile, these effects are in no way
included in the usual measures of accuracy
as they result from a “method-performance
study” in accordance with the accepted
protocols [24, 25]. The accuracy experi-
ment defined by ISO 5725 (Ref. 24, Part 1,
Section 4) does not presuppose any vari-
able matrix-dependent contribution, being

confined to identical test items. The under-
lying statistical model assumes that solely
laboratory components of bias and their
distribution must be considered.

It is notable that such kinds of error
sources are fairly treated using the concept
of measurement uncertainty which makes
no difference between “random” and “sys-
tematic”. When simulated samples with
known analyte content can be prepared, the
effect of the matrix is a matter of direct in-
vestigation in respect of its chemical com-
position as well as physical properties that
influence the result and may be at different
levels for analytical samples and a calibra-
tion standard. It has long since been sug-
gested in examination of matrix effects
[26, 27] that the influence of matrix factors
be varied (at least) at two levels corre-
sponding to their upper and lower limits in
accordance with an appropriate experimen-
tal design. The results from such an experi-
ment enable the main effects of the factors
and also interaction effects to be estimated
as coefficients in a polynomial regression
model, with the variance of matrix-induced
error found by statistical analysis. This
variance is simply the (squared) standard
uncertainty we seek for the matrix effects.

In many ways, this approach is similar
to ruggedness testing aimed at the identifi-
cation of operational (not matrix-related)
conditions that are critical to the analytical
performance.

“Method validation” in terms 
of measurement assurance

The presented concept of analytical proce-
dure offers a clear perspective on the prob-
lem of “method validation” which is an is-
sue of great concern in quality matters.
Validation is generally taken to mean a
process of demonstration that a methodolo-
gy is suitable for its intended application.
The question is how should suitability be
assessed, based on customer needs?

It is commonly recommended [e.g. 2,
28–30] that a number of characteristics such
as selectivity/specificity, limits of detection
and quantitation, precision and bias, lineari-
ty and working ranges be considered as cri-
teria for analytical performance and evaluat-
ed in the course of an validation study. In
principle, they need to be compared to some
standard; based on this, judgement is made
as to whether the procedure under issue is
capable of meeting the specified analytical
requirements, that is to say, whether a
“method is fit-for-purpose” [28].

However, from the perspective of end-
users of analytical results, it is important
that the data be only of the required quality
and thus appropriate for their intended pur-
pose. In other words, the matter of primary
concern is quality of analytical results as
an end-product. In this respect, a procedure

Fig. 1 Typical “constituents” to be specified within analytical procedure, which ensures
obtaining the results with a known uncertainty
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will be deemed suitable when the data pro-
duced are fit-for-purpose.

It follows that the common criteria of
validation should be made more specific in
terms of measurement assurance. It is (the
index of) accuracy that requires overriding
consideration among the characteristics of
analytical performance if quality of the re-
sults is primarily kept in mind. Other per-
formance characteristics are desirable to
ensure that a methodology is well-estab-
lished and fully understood, but validation
of an analytical procedure on those criteria
seems impractical also in view of the lack
of corresponding requirements as is com-
monly the case. (Strictly speaking, there is
no validation unless a particular require-
ment has been set.)

We have every reason to consider the
estimation of measurement uncertainty in
an analytical procedure followed by the
judgement of compliance with a target un-
certainty value as a kind of validation. This
is in full agreement with ISO 17025 that
points to several ways of validation, among
them “systematic assessment of the factors
influencing the result” and “assessment of
the uncertainty of the results...” [31]. In
line with this is also a statistical modelling
approach to the validation process that has
recently been developed and exemplified
as applied to in-house [32] and interlabora-
tory [33] validation studies.

A concrete example of such validation
is worthy of notice. Certification (attesta-
tion) of analytical procedures used in regu-
lated fields such as environmental control
and safety is operative in the Russian state
measurement assurance system as a pro-
cess of establishing metrological properties
and confirming their compliance with rele-
vant requirements. (By metrological prop-
erties we mean herein the assigned mea-
surement error characteristics, i.e. mea-
surement uncertainty.) This is introduced
by the Russian Federation state standard
GOST R 8.563 [34] which also covers pro-
cedures for quantitative chemical analysis.
This certification is, in fact, a legal metrol-
ogy measure similar, to some extent, to
pattern evaluation and approval of measur-
ing instruments. Some scepticism concern-
ing the efficiency of legal metrology prac-
tice in ensuring the quality of analytical
measurements may be in order. Neverthe-
less, the conceptual (measurement assur-
ance) basis of this approach to validation
deserves attention beyond doubt.

Conclusions

This debate allows the following proposi-
tions to be made:
1. The term “analytical procedure” com-

monly used without reference to the qual-
ity of data is best defined in terms of
measurement (quality) assurance to ex-

plicitly include quality matters. This
means a specified procedure which en-
sures results with an established accuracy.

2. The measurement uncertainty metho-
dology neatly fits the idea of a specified
measurement procedure and further-
more provides a tool for covering spe-
cific inaccuracy sources peculiar to ana-
lytical measurement. Uncertainty can be
regarded as a single-number index of
accuracy of an analytical procedure.

3. When an analytical procedure is so de-
fined, uncertainty becomes the perfor-
mance parameter that needs overriding
consideration over and above all the oth-
ers assessed during validation studies.
This kind of validation gives a direct an-
swer to the question whether the data
produced are of required quality and
thus appropriate for their intended use.
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A. Leclercq

Flexibilization
of the scope 
of accreditation: 
an important asset 
for food and water 
microbiology
laboratories

9000 series [6, 7], which evaluated only
the capacity of laboratories to establish a
quality control system, is changing over to
standards based on the NBN-EN-ISO 9001
(Version 2000) standard [8], also taking
continuous quality assurance enhancement
into account. The process of development
of the NBN-EN-ISO-CEI 17025 standard
incorporated all the requirements of NBN-
EN-ISO 9001 [6] and 9002 [7] that were
relevant to the scope of testing services
covered by the laboratory’s quality system.
These last requirements of NBN-EN-ISO
9001 and 9002 should be replaced by re-
quirements of the NBN-EN-ISO 9001 (ver-
sion 2000) standard during revision of the
NBN-EN-ISO-CEI 17025 standard. Never-
theless, accreditation requires not only an
evaluation of quality systems, but also an
evaluation of the technical competence to
perform specific tests.

The heart of the accreditation process is
a scope of accreditation which is well-de-
fined and which avoids ambiguity or multi-
ple interpretations. Accreditation must con-
stitute a credible attestation to the qualifi-
cations of a laboratory [4, 9, 10]. This
scope of accreditation can affect in may
important ways the development of the
technical competence of a laboratory. At
the same time, though, laboratories need to
be able to use test methods that meet the
growing needs of clients.

As regards food and water microbiolo-
gy, current outbreaks in Europe have made
apparent the necessity for official inspec-
tion agencies or ministry departments and
for food industries or water agencies to get
laboratories accredited quickly to perform
tests in accordance with new test parame-
ters, or to apply current methods to new
ranges of food products. Accredited labo-
ratories must be able to develop and vali-
date new methods, or to derive methods
from standards. Official recognition of
these new test methods or their official in-
corporation into the scope of accreditation
takes a long time, and audits are required
for validation of these test methods.

A new concept “Flexibibilization of
scope of accreditation” or “Accreditation
of types of tests” or “Scope in testing” has
emerged [11] in microbiology. It has been
used by German and Swiss accreditation
bodies for nearly ten years in other fields.
Under this concept, an accredited laborato-
ry, which has shown solid technical com-
petence in the past, could, after establish-
ment of a validation file, directly incorpo-
rate the new developed test method or ap-
plication inside its scope of accreditation
without a separate specific inspection. This
laboratory could also at any moment retry
new test methods or application. Surveil-
lance audits then confirm (or fail to con-

firm) the applicability of the given test
within the scope of accreditation. This is a
modification of the requirements resulting
from accreditation stipulated in paragraph
7, section b of the NBN-EN 45001 stan-
dard, and it is complementary to paragraph
1.6, 5.4.3 and 5.4.4. of the NBN-EN-ISO-
CEI 17025 standard. As regards food and
water laboratories, three principal headings
were drawn up: formulation of scope of ac-
creditation, flexibility with regard to food
products tested, and validation of test
methods and results.

Definition of scope 
of accreditation

Accreditation by individual tests

The area of application of an accreditation
or scope of accreditation must be clearly
defined by reference to one or more tests
or types of tests and, if applicable, test
items (NBN-EN-45002 [12]). Accredita-
tion takes into account only precise indi-
vidual tests as described with reference to
the particular products analyzed, to deter-
minate parameters, according to the test
method that is prescribed, and also with
reference to the technical procedure for
carrying out a test or for implementing a
particular standard (NBN-EN 45001).

Scope of accreditation comes to refer to
a detailed list of individual tests in confor-
mity with accreditation references and re-
flects the situation of a given laboratory at
the time when an audit is conducted. Each
test is specific to a product or type of prod-
ucts analyzed, to a set of parameters mea-
sured, to a range of measurement applica-
ble to this particular test, and to test meth-
ods used by a given laboratory for this par-
ticular test. “Product” as a concept could
also be expressed as a “range of product.”
Accreditation for a test method could
drown methods considered as equivalent if
they are established via identical methodol-
ogy.

This approach is clear, strict, and com-
prehensible to all clients. Laboratories
which perform the same functions over and
over and which do not change the scope of
their activity can by this means have their
competence clearly established for poten-
tial clients. Due to its rigidity, any signifi-
cant modification of the “scope of accredi-
tation” concept would require an extensive
audit by the appropriate accreditation agen-
cy.

The concept of “scope of accreditation”
presents differences which can be catego-
rized in various ways, with regard to cus-
tomer satisfaction. Customer demands
must be aligned with the real accreditation
needs in scientific terms. Figure 1 illus-
trates the relationship between customer
demand and real need, and the availability

POLICIES AND CONCEPTS

Abstract Beltest, the Belgian accredita-
tion body, has investigated flexibilization
of the scope of accreditation for chemistry
laboratories and food and water microbiol-
ogy laboratories. This flexibilization, syn-
onymous with test-type accreditation, al-
lows a laboratory to add new test methods
or retry previous test methods without hav-
ing to undergo a new audit by Beltest. It
has been used for nearly ten years by Ger-
man and Swiss accreditation bodies. Flex-
ibilization permits the validation of meth-
ods and results, given that the competence
of the particular laboratory is already well
established. This new concept in microbi-
ology allows client’s needs to be adequate-
ly met, and facilitates the quick establish-
ment of a method in several laboratories at
once in case of a public health crisis. The
first laboratory to participate at this investi-
gation on the flexibilization concept, as a
test of the concept, was the Belgian refer-
ence laboratory for food microbiology.

Keywords Accreditation · Food and water
microbiology · Validation · Type of tests

Accreditation of Belgian laboratories is
based on proof that they conform, as re-
gards documentation and practices, to the
requirements established in the standard
guideline NBN-EN 45001 [1], and also, if
necessary, to applicable requirements of
sector-related or national accreditation
agencies [2, 3, 4].

The NBN-EN 45001 standard has been
replaced with the more precise standard
NBN-EN-ISO-CEI 17025 [5], approved in
December 1999 with a phase-in period of
two years for application, which takes into
consideration the importance of continuous
quality assurance enhancement. In the
same way, certification of quality systems
based on standards of the NBN-EN-ISO
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(supply) of laboratory facilities, which can
employ for fixed or flexible scope of ac-
creditation. For fixed scope of accredita-
tion, area A represents laboratory capacity
in which quality is controlled; scope of ac-
creditation is ideal. Area B represents ca-
pacity corresponding to the need and not to
the demand; this is something that can im-
prove customer satisfaction. Scope of ac-
creditation offers new parameters for cli-
ents that could also offer them commercial
advantages. This is an important part of the
concept of flexible scope of accreditation.
Area C is the part of the market where the
new concept fails to meet specifications
and so fails to satisfy customers. Scope of
accreditation does not cover certain tests
that may be required by some clients. Area

D represents excessive quality control. Ar-
ea E represents unnecessary or unsatisfied
requirements; customers who request
things they don’t need. Area F represents
shortcomings on the part of the accredited
laboratory; improvements are necessary to
satisfy potential needs. This is another im-
portant part of the concept of flexible
scope of accreditation. Area G represents
scope parameters that are unnecessary:
sub-quality, possible gain for laboratory.
Laboratories have a scope of accreditation
constituted through analysis not necessary
for their market. Under flexible scope of
accreditation, categories of need, demand
and supply tend to be confused: Area A be-
comes predominant.

Accreditation by types of tests 
or flexible scope

Recently, Beltest, the Belgian accreditation
agency, investigated a new concept called
“flexibilization of scope of accreditation”
[11], which is an accreditation bearing on
types of tests (i.e. enumeration of microor-
ganisms) with reference to a test method
(i.e. enumeration of Clostridium perfrin-
gens) and a test field (i.e. all foods, water),
mainly associated with a product or a range
of products. Flexibilization of the scope of
accreditation is understood to comprise all
accreditation procedures not directed ex-
clusively at the accreditation of individual
test methods [13]. A “test type” is defined
as a group of tests characterized by utiliza-
tion of similar methods (including sample
preparation, standardization, calibration
and validation principles, and training fun-
damentals) applied in a particular sector of
a testing field. Types of tests may be de-
fined on a technology/methodology-related
or application-related basis. For each type
of tests, the following must be specified:
internal reference of laboratory, testing
field(s) or products or range of products in-
volved, test method(s) used and the eventu-
al date of beginning and end of accredita-
tion procedures in regard to the given test.
Item(s) being tested could also be specified
in some cases. A simplified example of
flexible scope accreditation was given in
Table 1. The definitions of flexible-scope
accreditation will vary from country to
country and from sector to sector depend-

Fig. 1 Relationship between need, demand of clients and supply of laboratory for fixed
and flexible scope of accreditation

Table 1 Example of presentation of flexible scope of accreditation

Internal code Samples Measured principle Description Accredited
Test field (Products or Type of tests Test method (method, from to
materials or type (Range of measurement, standard, validated 
of activity tested) properties measured) in-house method)

FLEX 1 All foods and water, Enumeration of microorganismsa Culture
excepted worn water

P20/I3.2. All foods Enumeration of total coliforms NF V08-050b

P20/I10.2. All foods Enumeration of Clostridium perfringens NF V08-056

FLEX 2 Water, excepted Enumeration of microorganismsa Culture after filtration
worn water

P20/I2.5 Water Enumeration of presumed Escherichia coli ISO 9308/1
P20/I15.2 Water Enumeration of Pseudomonas aeruginosa NF-T-90-421

FLEX 3 All foods Detection of microorganismsa Culture
P20/ I 49.1 All foods Detection of Salmonella spp ISO 6579
P20/I49.2 All foods Detection of Listeria monocytogenes ISO 11290-1

FLEX 4 All foods Detection of microorganismsa Immunodiagnostic
P20/I55.1 All foods Detection of Salmonella spp AFNOR-BIO-12/1-04/94

Vidas Salmonella
P20/I55.3 All foods Detection of Escherichia coli O157 AFNOR-DYN-16/1-03/96

Dynabeads anti Escherichia
coli O157

a Type of tests.
b NF: French Standard; ISO: International Organization for Standardization; AFNOR: French association for standardization; 
Bio: bioMérieux; DYN: Dynal
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ing on established procedures in the vari-
ous sectors and countries, and depending
on the requirements and needs of important
customers of the laboratory. This flexibility
could take different forms, as indicated in
Table 1:

1. Fixed scope with footnotes to measure
principle column, which indicate that
no modification of the list of accredited
methods allowed and flexible scope
with footnotes (“Optimization of given
test methods allowed (adaptation to cli-
ents needs, new editions of test stan-
dards)”, or, “Development of additional
test methods within the accredited types
of tests allowed”) to measure principle
column, which indicate flexibility lev-
els after fixed scope.

2. Fixed scope parts are indicated by lists
of accredited methods and flexible
scope parts are indicated by reference
to documented in-house methods and
procedures.

3. Fixed scope parts are given by lists of
test methods. Flexible parts are indicat-
ed by reference of type of tests. The
rules of the accreditation body require
the competence in a minimum number
of testing methods for the accreditation
of “types of tests”.

4. Fixed scope parts are given by lists of
test methods. Flexible scopes are given
by short lists of standards and in-house
methods followed by the sentence:
“Within the indicated test area the labo-
ratory may modify, improve and newly
develop test methods without prior in-
formation and consent of the accredita-
tion body. The test methods given are
examples only” [14].

At all times, the laboratory being accredit-
ed must maintain a current listing of indi-
vidual validations that can be made for a
type of tests, available on request from the
appropriate accreditation agency or its in-
spectors, and for external queries, i.e. from
clients. Laboratories may introduce new
test methods or modified methods, within
the limits prescribed for the accredited type
of tests, within the approved type of test,
without the necessity to obtain approval
from accreditation authority in each indi-
vidual case. It might also be possible to ob-
tain confirmation of competence with re-
gard to non-routine tests on the basis of
general procedures. A technical annex in
accreditation certificate could refer simul-
taneously to individual tests and types of
tests. Extension and/or a surveillance audit
could integrate, definitively or not the new
tests or type of tests validated by the labo-
ratory. Information about modifications is
provided at fixed surveillance intervals. All
additions of new types of tests, testing
fields and new test methods outside the ac-
credited types of tests in the scope of ac-
creditation must be reported to the accredi-
tation authority as part of an extension.

NBN-EN-ISO-CEI 17025 standard
states in its paragraph 1.6 that “If testing
and calibration laboratories comply with
the requirements of this International Stan-
dard they will operate a quality system for
their testing and calibration activities that
also meets the requirements of ISO 9001
when they engage in the design/develop-
ment of new methods, and/or develop test
programs combining standard and non-
standard test and calibration methods, and
ISO 9002 when they only use standard
methods” [5]. This correspondence may be
mentioned in the accreditation certificate
or in its relevant annexes.

So, the meaning of “flexibility of scope
of accreditation” is a group of measures
takes to not limit accreditation at individu-
al tests. It addresses testing proficiency and
is not generally intended for research
and/or product development laboratories,
unless specified by a client and/or profi-
ciency to a test method is critical to these
functions.

Requirements and assessment 
of laboratory

Requirements: accreditation body aspect

A laboratory may be eligible for flexible
scope of accreditation or accreditation by
type of tests only if it is accredited for indi-
vidual tests and if it has passed at least one
surveillance audit. Flexibility might be ap-
plied on methods of tests and/or types of
analyzed products.

Accreditation by type of tests must sat-
isfy particular requirements defined by a
Beltest guide [11] and a demonstration by
the given laboratory of its performance
with regard to each type of tests. For each
type of tests, the performance of the given
laboratory in the following respects must
be submitted to an appropriate accredita-
tion agency:

1. A sufficient number of different indi-
vidual tests, at least six, concerning
type of tests and corresponding valida-
tion or verification reports (in certain
exceptional cases these could be routine
tests, but in such a case a supplemental
validation or verification procedure
must be carried out);

2. General procedures of validation or
verification applicable to type of test
concerned;

3. Records for the corresponding valida-
tion or verification.

A list of the test methods currently covered
by the existing accreditation must be avail-
able at all times in the testing laboratory on
request of accreditation body. As part of
the monitoring procedure, this list must be
submitted to the accreditation authority

with the new or modified test method iden-
tified.

Requirements: laboratory aspect

For a food or water laboratory, each type of
test which must be accredited must satisfy
several types of requirements:

1. Each test included in a given type of
tests must be submitted to a validation
procedure applied to the implementa-
tion of the methods in the laboratory,
and must be regularly evaluated with
triply redundant verification proce-
dures;

2. When laboratories use outdated ver-
sions of standards, or fail to mention a
date of version of standards in their
statement of accreditation scope, they
must revise their procedures for testing
(revise instructions) and train techni-
cians in new procedures for testing ac-
cording to new standards within a fixed
short period after standards publication;

3. When the flexible-scope accreditation
bears on methods for “all foods” or “all
waters”, laboratories must be under
strict control during validation of test
results and at reception of samples. Test
results depend completely upon sam-
pling carried out by the laboratory, and
on the first step of manipulation of
sample before real test application. Val-
idation of implementation of an accred-
ited test method is made in accordance
with a divergent type of matrix repre-
senting the main activities of the given
laboratory. The laboratory must estab-
lish and scientifically document the
proper handling of all the different
types of food samples delivered by cli-
ents. Upon reception of a non-conven-
tional sample, technicians must have
definite procedural instructions for han-
dling the sample. This step is necessary
for the correct identification of the sam-
ple. Also, the availability of the sample
material and the competence of the
technician must be verified by an ap-
propriate accrediting agency.

Assessment

Several points which arise during the prep-
aration of accreditation files in accordance
with this new concept, or which arise dur-
ing inspection, must be reviewed:

1. Organizational aspects that the labora-
tory must monitor in relation to valida-
tion or verification of new or modified
test methods;

2. Competence, experience and training
(present and future) of staff (and partic-
ularly for senior technical and manage-
ment staff) in statistics and in relation
to the particular type of testing, and the
particular products concerned;
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3. Performance level of equipment;
4. Test procedures or/and instructions;
5. Performance level of quality control

system;
6. Recording of completed validation pro-

cedures;
7. Conformation level by comparison of

accreditation requirements, as men-
tioned by results of most recent audits
(and particularly control of technical
aspects);

8. Results of participation in ring-tests or
collaborative trials;

9. Management specifications in cases of
less frequent testing.

Inspection by an official accreditation
agency must be based on a selection of cer-
tain test methods from both quantitative
and qualitative points of view. This selec-
tion takes into consideration:

1. Evidence of the implementation of the
quality management system, experi-
ence, capability, if any, modifica-
tion/development of testing methods;

2. The technical complexity of the tests;
3. The possible consequences of errors

(possible risks) in the tests;
4. The frequency of use of the test meth-

ods;
5. The ratio of routine tests (standard

methods) to non-routine tests (special
specifications from clients, in-house
methods, ...);

6. The ratio of complete observations of
test performance and checks of test re-
ports to inspections of test facilities.

The range of audited activities could make
it possible to attest the capacity of a given
laboratory to introduce new test methods
or to modify current methods. However,
the testing laboratory must not be made to
incur unnecessary costs.

Validation of methods 
and results: main point 
of flexible schedule

Laboratories which conform to standards
NBN-EN 45001 (Paragraph 5.4.1., 5.4.2.,
6.2 and 6.3.) and NBN-EN-ISO-CEI 17025
(Paragraph 5.4.5.) standards should use
validated methods for testing, methods
which produce reliable results; part of the
results validation procedure includes an
obligation to demonstrate the capacity to
carry out this procedure.

Validation of methods

Validation is defined as confirmation by
examination, including the provision of ob-
jective evidence that the particular require-
ments for a specific intended use are ful-
filled. It may include procedures of sam-

pling, handling and/or transportation. Pro-
cedures themselves, and any assigning of
tasks such as development, implementation
and validation of new or in-house test
methods, should be laid out in detail, by a
person experienced in documentation of
quality control, in a flow chart format. For
complex methods such procedures may, at
least to some extent, end up in project
management plans.

This validation procedure must confirm
that the method under examination is
adapted to the test context, and is continu-
ously in accordance with the client’s re-
quirements or needs, as regards the follow-
ing parameters: trueness, precision (repro-
ducibility and/or repeatability), uncertainty
of the results, measurement range compris-
ing limits of detection and/or quantifica-
tion, specificity and robustness against ex-
ternal influences and/or cross-sensitivity
against interference from the matrix of the
sample. Qualitative methods must satisfy
the parameters of the matrix effect (and in-
terference effect) which are very important
when a flexible scope of accreditation is
applied, because of the type of tests: that
is, when “all foods” must be controlled.
Levels of validation are evaluated depend-
ing on the particular type of method used,
and on results. But the following parame-
ters must be assumed:

1. Standardized methods of testing (and
methods validated by an official agency
of validation), used strictly (without ad-
aptation of test parameters), limited to
specified tasks (type of products tested,
range of measurement) not requiring in-
dividual validation;

2. Modifications of standardized methods
of testing (modification of test parame-
ters, and/or specified tasks validated in
regard to the modified parameters);

3. Non-standard methods (published
methods, new test methods, commer-
cialized test systems, kits, ...) or labora-
tory-designed/developed methods must
be thoroughly validated.

The laboratory shall record the results [15]
obtained in validation testing, the proce-
dure used for validation, and a statement as
to whether the method is appropriate for
the intended use.

Certain official methods which are not
considered in this list present some prob-
lems as regards validation. These frequent-
ly occur because of a failure to use stan-
dardized methods, or from simplification
of standardized methods, sanctioned by an
expert consensus, or written in to certain
regulations. Their official appearance
seems to influence accreditation bureaus to
consider standardized and official methods
of validation as equivalent. In many cases,
these official methods were originally es-
tablished in emergency situations of na-
tional crisis (outbreak, epidemic, etc.). In
the majority of cases, these official meth-

ods lack validation procedures. Onerous
standardized validation procedures may be
circumvented. In such cases laboratories
must demonstrate at a minimum the quali-
tative recovery of a microorganism for en-
richment procedures which are replicated,
and demonstrate quantitative recovery of a
microorganism for an enumeration proce-
dure carried out in replicate.

Validation of testing methods always
involves a balance between costs, risks and
the technical capabilities of a given labora-
tory (NBN-EN-ISO-CEI 17025, 1999).
Laboratory administrators must establish
minimum quality requirements before
starting the process of validation and im-
plementation, or before starting the whole
development process. Procedures of vali-
dation for a small laboratory could not be
the same as for commercial validation of a
new method, whether or not new kits from
a manufacturer are used. There are many
cases in which the range and uncertainty of
the test result values can only be given in a
simplified way due to lack of information.

Validation and verification of results

Results verification is totally different from
results validation. Results validation (point
4.7.5. and 5.9. of NBN-EN-ISO-CEI 17025
standard) shows, each year, or when it is
judged necessary, that a given laboratory
has the capacity to apply a particular meth-
od, repetitively, in respect of obtained data
during initial validation. Trueness and sta-
tistical dispersion of results are the basis of
the definition of the uncertainty of the stan-
dard of measurement [16] and, in some
cases, the basis for the definition of the
limit of detection and quantification. Man-
agement of data from validation results, as
control card, could permit the detection
and control of eventual deviation. Valida-
tion of results is the internal quality control
procedure which verifies the stability of
performance of the methods for which ac-
creditation is sought, in the limited-scope
procedural context.

Guideline for a validation scheme

Table 2 shows requirements for validation
of quantitative methods and could be sim-
plified in the case of qualitative methods.

So, the methods characteristic of each
test, comprising taken together a type of
tests, must undergo validation testing of
their results. This is the implementation of
the method, and the establishment of a
standard for its performance. For the stan-
dardization of quantitative methods, this
consists at a minimum of a determination
of trueness when blank utilization, certified
reference materials (or reference materials,
or spiking materials) or collaborative trials
are used, repeatability (r) with repetition,
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or reference materials utilization and repro-
ducibility (R) with collaborative trials or
certified reference material (or reference
materials). For the standardization of quali-
tative methods, the minimum requisite is
the determination of limits of detection,
with analysis by checked samples near this
limit. These results must be reported, based
on a significant number of tests, and dis-
cussed in a validation report, which give
positive agreement to include new methods
of testing as part of an accreditation pro-
gram.

At the same time, internal quality con-
trol must be carried out to verify the per-
formance stability of the limited-scope per-
formance of the method. Triply redundant
verification methods are carried out with
regard to control of first, second and/or
third line, each set of methods applied to a
particular type of test. The first line of ver-
ification involves pro forma repetition of
all the steps of the test, in order to establish
repeatability or reproducibility for quanti-
tative tests, and to verify the range of sen-
sitivity or detection for qualitative tests.
This verification is performed by the ex-
perimenter himself, as part of the proper
performance of the test. A second line of
verification is put into operation by admin-
istrative decision, and includes testing with
“blind” samples, repetition of samples, in-
ternal audit procedures, etc. If necessary, a
third line of verification can be set up by
the use of certified reference materials (or
spiking materials), or through collaborative
trials. These procedures are based on exter-
nal cooperation. External audit procedures
and complaints handling procedures are
also part of this third line of verification.

An annual schedule of validation of
methods for each type of test could be es-
tablished as regards limited-scope accredi-
tation. Some test methods similar among
themselves may allow the use of previous-
ly established validation procedures, such

as those used for reference testing, or those
used for the establishment of routine stan-
dards for the enumeration of aerobic meso-
philic microorganisms. The schedule could
differentiate between methods that can be
validated during collaborative trials in
which the laboratory participates, and
methods where substrates must be used as
reference materials if available.

Conclusion

Accreditation with flexible scope allows
laboratories who receive requests for eval-
uation and analysis to quickly provide cus-
tomers with a service adapted to their actu-
al needs (Fig. 2), and provides food and
water microbiology authorities with new
test methods which can be brought rapidly
to bear in cases of public health crisis.

Its implementation is easy in small
countries due to centralization of manage-
ment and ease of surveillance of this new
form of accreditation by a national accredi-
tation body. Due to the long-standing es-
tablishment of validation of food microbio-
logical methods in some countries, the be-
ginning of validation of water microbiolog-
ical methods, and establishment of Europe-
an standards for the validation of food mi-
crobiological test methods (Microval pro-
ject), the flexible-scope type of accredita-
tion must be adapted to certain national re-
quirements, but could prove less complex
than the standard requirements.
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Fig. 2 Testing laboratory, accreditation requirements and relation clients-laboratory
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Different approaches to
legal requirements on
validation of test
methods for official
control of foodstuffs and
of veterinary drug
residues and element
contaminants in the EC

Abstract In order to ensure food con-
sumer protection as well as to avoid bar-
riers to trade and unnecessary duplica-
tions of laboratory tests and to gain mu-

tual recognition of results of analyses, the
quality of laboratories and test results has
to be guaranteed. For this purpose, the
EC Council and the Commission have in-
troduced provisions
– on measures for quality assurance for

official laboratories concerning the ana-
lyses of foodstuffs on the one hand and
animals and fresh meat on the other,

– on the validation of test methods to
obtain results of sufficient accuracy.
This article deals with legal require-

ments in the European Union on basic
principles of laboratory quality assurance
for official notification to the EC Com-
mission and on method validation con-
cerning official laboratories. Widespread
discussions and activities on measurement
uncertainty are in progress, and the Euro-
pean validation standards for official pur-
poses may serve as a basis for world-wide
efforts on quality harmonization of analy-
tical results. Although much time has al-
ready been spent, definitions and require-

ments have to be revised and further ad-
ditions have to be made.

Key words Laboratories for offical con-
trol of foodstuffs, veterinary drug resi-
dues and element contaminants 7 Valida-
tion of test methods 7 Legal requirements

Laboratories for official control of
foodstuffs, veterinary drug residues
and element contaminants

Official laboratories testing foodstuffs
and stockfarming products of animal ori-
gin have to meet requirements of two
separate and distinct legislative areas in-
cluding analytical quality assurance in the
EC. The first area concerns the official
control of foodstuffs. It falls within the
remit of the Directorate General III (DG
III), Internal Market, and refers to Direc-
tives 89/397/EEC [1] and 93/99/EEC [2].
The second area is within the responsibil-
ity of the Directorate General VI (DG
VI), Agriculture, and refers to a series of
directives which until May 1996 regulated
the prohibition of the use of certain sub-
stances having a pharmacological action
and which are used in stockfarming to
promote growth and productivity in life-
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DG III, Internal Market
official food control

DG VI, Agriculture
veterinary drug and element
contaminant control

Legislation Preferably horizontal Preferably vertical

Laboratory quality
assurance system for
notification to the
EC-Commission

Yes, Art. 3 of Directive
93/99/EEC: EN 45000
series, additional measures
of OECD-GLP principles

No

Methods of analysis Preferably optional to the
laboratories, regulations
on validation

Preferably method
standardisation, additional
regulations on validation
(going further than DG
III)

Reference laboratory
system

No Yes

Regulations on proficiency
testing

Yes, Art. 3 of Directive
93/99/EEC, International
Harmonized Protocol [5]
(according to Council
minutes [6])

No (indirect: collaborative
trials, managed by
reference laboratories)

stock or for therapeutic purposes. In or-
der to harmonize the legal regulations of
the past on residues of illegal substances,
a number of provisions required clarifica-
tion in the interests of the effective appli-
cation of control and residue detection in
the Community. With a view to ensure
the immediate and uniform application of
the official controls, the rules of the past
and their amendments were assembled in
the Councils Directive 96/22/EC [3].

It is the purpose of the official food
control, of the veterinary drug control
and of the element contaminant control
to pursuit the free movement of food-
stuffs, living animals and fresh meat with-
in the EU and to guarantee safe products
without health hazards. Additionally, the
official food control shall prevent fraud
from consumers, whereas a main task of
veterinary drug control (official and self
control) is to compel the stockfarming in-
dustry to take greater responsibility for
the quality and safety of meat and to gua-
rantee even odds. This is the reason why
Art. 31 of 96/23/EC [4] provides for the
charging of a fee to cover the official con-
trol measures on drug and element con-
taminant analysis.

Unfortunately; DG III and DG VI are
following totally different approaches to
legislation, laboratory quality assurance
and test method or test result validation:

The official status of laboratories in
food control is defined in Art. 7 of the
Council Directive 89/397/EEC, which ref-
ers to both “first opinion” and “second
opinion” (or referee) laboratories. “First
opinion” stands for laboratories of the of-
ficial food control authorities in the Eu-
ropean Union. “Second opinion” means
private third party laboratories which un-
dertake analyses on a “second part of

samples” from such enterprises, which
have been subject to official inspection
and sampling by the enforcement authori-
ties. The status is laid down in the basic
food law of some EU member states, and
the laboratories have to be officially ac-
knowledged to the EC Commission not
later than 31 October 1998. Their func-
tion is to enable food companies to de-
fend their legitimate claims against the
food enforcement authorities. The private
laboratory community is not quite famil-
iar with this clarification of the EU Com-
mission and the EU Council in the Coun-
cil minutes [6] on Art. 3 of the Council
Directive 93/99/EEC.

First and second opinion institutions
for the purpose of official food analysis
have to be notified to the Commission as
laboratories referred to in Art. 7 of the
Directive 89/397/EEC. They have to meet
the assessment criteria laid down in Art.
3 § 1 and § 2 of the Directive 93/99/EEC.
The regulations consist of the general cri-
teria for the operation of testing labora-
tories laid down in European Standard
EN 45001 supplemented by standard op-
erating procedures and the random audit
of their compliance by quality assurance
personnel. These supplements are in ac-
cordance with the OECD principles nos.
2 and 7 of good laboratory practice as set
out in Section II of Annex 2 of the Deci-
sion of the Council of the OECD of 12
May 1981 concerning the mutual accept-
ance of data in the assessment of chemi-
cals [7]. The measures and administrative
provisions necessary to comply with this
legal requirement have to be met before
1 November 1998. The accreditation
pursuing EN 45001 in the valid status
alone does not meet the supplements
(standard operating procedures and ran-

dom audit by quality assurance person-
nel, which is not involved in testing) as
legal requirements of official food and
second opinion laboratories as mentioned
above.

Concerning laboratories for the analy-
sis of veterinary drug residues and ele-
ment contaminants in animals and fresh
meat, there are no detailed regulations on
the assessment of laboratory qualitiy as-
surance in contrast to official food con-
trol laboratories, but Annex V, Chapter
2, no. 1b) of the Council Directive 96/23/
EC refers to functions and activities of
Community reference laboratories in this
field. Function no. 1b) includes the sup-
port of the national residue reference la-
boratories to build up an appropriate sys-
tem of quality assurance, which is based
on the general criteria of good laboratory
practice (GLP principles) and the stand-
ards series EN 45000. This system can be
regarded as analogous to the legal requi-
rements laid down for official food con-
trol laboratories in Art. 3 of Directive 93/
99/EEC. So far, in contrast to official
food laboratories, there are no legally
binding provisions for the assessment and
notification of official veterinary drug-
and element-contaminant laboratories to
the EC Commission. But if the acknowl-
edgement of these laboratories is to be-
come mandatory in the future, the basic
system of quality assurance seems to be
quite clear: it will consist of some ele-
ments of the OECD principles of GLP
and of the standard series EN 45000. Be-
sides the general principles of laboratory
organization and quality assurance there
are existing detailed legal EC regulations
on validation of methods referring to
both kinds of laboratories.

Validation requirements concerning
offical food control laboratories

Art. 4 of the Directive 93/99/EEC re-
quires the member states of the EU to
ensure the validation of methods of ana-
lysis used within the context of official
control of foodstuffs “whenever possi-
ble”. For this purpose, the laboratories
have to comply with the provisions of pa-
ragraphs 1 and 2 of the Annex to Council
Directive 85/591/EEC [8] concerning the
introduction of Community methods of
sampling and analysis for the monitoring
of foodstuffs intended for human con-
sumption.

Annex 1 and 2 in detail demand:
1. Methods of analysis which are to be

considered for adoption under the pro-
visions of the Directive shall be exam-
ined with respect to the following cri-
teria:

(a) specificity,
(b) accuracy,



Different approaches to legal requirements on validation of test methods for official control of foodstuffs 161

(c) precision; repeatability intra-laborato-
ry (within laboratory) and reproduci-
bility interlaboratory (within and be-
tween laboratories) variabilities,

(d) limit of detection,
(e) sensitivity, (which means the slope of

the calibration curve and which is oft-
en mixed up with the level of the de-
tection limit)

(f) practicability and applicability,
(g) other criteria which may be selected

as required.
2. The precision values referred to in 1

(c) shall be obtained from a collabora-
tive trial which has been conducted in
accordance with an internationally re-
cognized protocol on collaborative
trials [e.g. International Organization
of Standarization “Precision of Test
Methods” (ISO 5725/1981)]. The re-
peatability and reproducibility values
shall be expressed in an internationally
recognized form (e.g. the 95% confi-
dence intervals as defined by ISO
5725/1981). The results from the colla-
borative trial shall be published or
freely available.

Validation requirements concerning
official control laboratories on
veterinary drug residues and
element contaminants

Validation criteria referring to official la-
boratories on the control of veterinary
drug residues are included in the follow-
ing Commission Decisions:
– 93/256/EEC [9], which lays down the

methods to be used for detecting resi-
dues of substances having a hormonal
or a thyreostatic action (immunoassay,
thin-layer chromatography, liquid chro-
matography, gas chromatography, mass
spectrometry, spectrometry or other
methods),

– 90/515/EEC [10], which lays down ref-
erence methods to be used for detect-
ing heavy metals and arsenic.

Commission Decisions are strictly manda-
tory to those laboratories to whom they
are addressed. Compared to a Commis-
sion Decision, a Council or Commission
Directive has not the same legally bind-
ing character, but the general aims of a
Directive have to be transposed into the
member states’ national law.

Whereas the Decision 93/256/EEC it-
self is very brief, the annex includes
– definitions of terms related to analyses,
– general requirements, which in accor-

dance with Directive 85/591/EEC shall
apply to the examination of test meth-
ods, and

– criteria for the qualitative identification
and quantification of residues.

In detail, the Decision 93/256/EEC in
the first part of the annex demands the
same validation criteria as the Directive
85/591/EEC, but beyond this there are
the following additional requirements:
– sample blank determination
– reagent blank determination
– requirements for calibration curves
– limit of determination (additional to

limit of detection in 85/591/EEC)
– co-chromatography (second run of ana-

lytical procedure with standard addi-
tion)

– calibration curves
– susceptibility to interference.
Pursuing Art. 3 of 93/256/EEC, the vali-
dation criteria laid down in the Annex
“are applicable to routine methods of
analysis of residues of substances having
a hormonal or a thyreostatic action”. The
Annex of 93/256/EEC distinguishes be-
tween “screening methods” (no. 1.2.2)
and “confirmation methods” (no. 1.2.3).
According to Art. 3 of the Commissions
Decision 93/256/EEC, the calibration cri-
tera for confirmation methods are applic-
able to reference analyses on veterinary
agents, which are laid down in Annex I
of Directive 86/469/EEC [11] and which
refer to the control of animals and fresh
meat.

In comparison to the Directive 85/591/
EEC and to the Decision 93/256/EEC the
Decision 90/515/EEC on the analysis of
element contaminants does not contain
further basic validation criteria. Both 93/
256/EEC and 90/515/EEC demand that
special requirements for the interpreta-
tion of results are fulfilled in order to en-
sure accurate results and/or to prevent
false positive or negative signals.

Discussion

The Annex of 93/256/EEC is an almost
complete guideline on the validation of
physico-chemical methods of analysis. Al-
though the title concerns the analysis of
hormonal and thyreostatic agents in ani-
mals and fresh meat, the criteria should
be applied to the routine testing of any
analyte irrespective of the kind and origin
of samples and matrices. They should
neither be restricted to substances having
a hormonal or a thyreostatic action nor
to reference methods for official purposes
nor to laboratories for the purpose of of-
ficial enforcement authorities. Besides the
official laboratories, the private ones,
which are working in the field of food, of
veterinary drug and of element contami-
nant analyses, should focus their atten-
tion on the validation criteria mentioned
above as well.

Since no guideline may be perfect, the
Annex to 93/256/EEC needs to be revised
because

1. Some definitions are contradictory,
meaningless, without benefit or will
cause much expenditure of personnel
and measurement capacity, e.g. “Limit
of determination. This is the smallest
analyte content for which the method
has been validated with specific accu-
racy and precision”. Apart from the
fact that “precision” is included in the
explanation of “accuracy”; the defini-
tion manifests a fundamental inability
to give a definition which is fit for
practice. A useful definition of the de-
tection and quantification limit is
based on a statistical approach to the
confidence hyperbola of a methods
calibration curve, elaborated by the
“Deutsche Forschungsgemeinschaft”
[12].

2. Some requirements cannot be fulfilled
in routine analyses, because of being
too costly, time expensive and large-
scaled, e.g. general requirements on
sample blanks and calibration curves,
where among others the following pro-
cedures have to be followed and/or in-
formation must be given:

– In case of nonlinearity, the mathemati-
cal formula which describes the curve.

– Acceptable ranges within which the pa-
rameters of the calibration curve may
vary from day to day.

– Verification of the calibration curve by
internal standards.

– A minimum of six calibration points is
required.

– Details of the variance of the variable
of the calibration curve should be giv-
en.

– Control samples have to be included in
each assay, with concentration levels
zero and at lower, middle and upper
parts of the working range.

– The procedure of analysis shall include
sample blank and reagent blank deter-
minations.

– If it is to be expected that factors such
as species, sex, age, feeding or other
environmental factors may influence
the charateristics of a method, a set of
at least 20 blank samples is required
for each individual homogeneons popu-
lation to which the method is to be ap-
plied.
These requirements seem to be

“hatched at the green table”, because, if
they were to be fulfilled completely, the
“practicability” requirements of the Com-
mission Decision such as high sample
throughput and low cost could never be
met.

The Decision 93/256/EEC in case of
repeated analyses of a reference material
includes the following ranges for devia-
tion of the mean from the true value (ac-
curacy) and coefficients of variation
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True value
(mass fraction)

Deviation ranges

~1 mg/kg –50% to c20%
11 mg/kg – 10 mg/kg –30% to c10%
110 mg/kg –20% to c10%

Content (mass
fraction)

Coefficient of
variation

1 mg/kg 45%
10 mg/kg 32%
100 mg/kg 23%
1 mg/kg 16%

These deviation ranges concerning accu-
racy and precision should be completed
by ranges for the recovery, e.g. in accor-
dance with a report of the Netherlands
Inspectorate of Health Protection on vali-
dation of methods [13]:

Analyte content Minimum recovery

10,5 mg/kg 80–110%
1 to 500 mg/kg 60–115%
~1 m/kg 50%

Furthermore, there should be mini-
mum requirements on the use of certified
standard reference samples and the use
of proficiency testing schemes as far as
appropriate. Pursuing Art 3 § 2b of the
Council Directive 93/99/EEC it is manda-
tory to official food laboratories to carry
out proficiency tests, which according to
the “statement for the Council min-
utes”[6] have to comply with the Interna-
tional Harmonized Protocol for the Profi-
ciency of (Chemical) Analytical Labora-
tories [5].

Conclusion

Harmonization of requirements on analy-
tical quality assurance and method valida-
tion between DG III and DG VI is ur-
gent and should have absolute priority.
The validation criteria from 93/256/EEC
described and discussed above are par-
tially mandatory to official EU laborato-
ries for the analysis of foodstuffs and
have to be fully met by official laborato-
ries testing veterinary drug residues in
animals and fresh meat. The examples
given do not claim to be complete. They
may serve as a guideline, and there are
many good reasons for a general revision
and for adding further requirements. Be-
sides, the guideline may be a good basis
for worldwide harmonization of physico-
chemical method validation, particularly
in the current discussion on measurement
uncertainty.
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Methods validation:
AOAC’s three validation
systems

Abstract Validated methods of analysis
are needed for many purposes: enforce-
ment of regulations, import/export con-
trol, in accredited laboratories, academia,
institutions. The AOAC INTERNA-
TIONAL Official Methods Program is
designed to provide fully validated meth-
ods of analysis, based on interlaboratory
testing by a minimum of eight laborato-
ries. Another, lesser validation system is
used for peer-verified methods of analysis
where two or three laboratories partici-
pate. The system for performance testing
of test kits is specially designed for a
thorough testing of manufacturer claims,
and can be obtained by submitting a kit
to Performance Testing by the AOAC
Research Institute.

Key words Validation of methods of
analysis 7 Interlaboratory study 7
Peer-verified methods 7 Performance
testing of test kits

Introduction

Since its beginning in 1884, AOAC IN-
TERNATIONAL has been truly dedi-
cated to the validation of analytical meth-
ods through trials in multiple laborato-
ries. An early undertaking of AOAC is
still its most important business: support-
ing the use of analytical methods used in
multiple laboratories through validation
by interlaboratory studies.

What do validated methods mean to
the laboratory? Why use methods that
have been performance-characterized
through interlaboratory study validation?
Such methods give the analyst increased
confidence in the results of this analysis.
In addition, the user of analytical data,
who frequently may not be the analyst or

the laboratory, will have increased confi-
dence in the results of the analysis. This
is important since regulatory actions or
transactions from local to world level can
be based upon these results.

The characteristics of the analytical
method and its applicability to the work
at hand are established through valida-
tion, are key elements in understanding
the quality of analytical data, and assure
confidence in quality.

Why quality measurements are
needed:
– compliance with regulations
– maintain quality and process con-

trol
– meet terms of procurement
– make regulatory decisions
– conduct national and internation-

al trade
– support research

Quality measurements have several el-
ements. Quality assurance plans and qual-
ity control procedures are an essential be-
ginning. In addition, it is necessary to
have qualified scientists whose training
needs to be documented and updated on
a continuous basis. Quality measurements
also require proper use of reference ma-
terials where available, and laboratories
must repeatedly test their ability to per-
form through taking part in proficiency
testing schemes. The provision of another
essential element in quality measure-
ments, namely validated methods, is the
primary contribution from the work of
AOAC.

There are many reasons why quality
measurements are needed. Products must
be tested for compliance and content, for
safety, and to meet a variety of regula-
tions. Quality measurements are also
needed to monitor quality during produc-
tion and in process control. Contracts are
written based on standards and terms of
procurement that must be tested. Every
day, regulatory agencies make decisions
based on results which are only as good
as the quality of the methods upon which
they themselves are based. Quality meas-
urements support international and na-
tional trade and support research. Labo-
ratories need to generate credible data
and to do so they must have valid meth-
ods.
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Table 1 Data requirements of the AOAC Method Validation Programs

AOAC Official Methods AOAC Performance-Tested Methods AOAC Peer-Verified Methods

1. Specificity
2. Sensitivity
3. False positives/negatives
4. Limit of detection
5. Precision
6. Accuracy
7. Matrixes
8. Ruggedness
9. Recovery

10. Intra-lab repeatability
11. Comparison of existing reference

methods
12. Collaborative studya

13. Package insert review
14. Quality policy certification

1. Specificity
2. Sensitivity
3. False positives/negatives
4. Limit of detection
5. Precision
6. Accuracy
7. Matrixes
8. Ruggedness
9. Recovery

10. Intra-lab repeatability
11. Comparison of existing reference

methods
12. Laboratory reproducibilityb

13. Package insert review
14. Quality policy certification

1. Specificity
2. Sensitivity
3. False positives/negatives
4. Limit of detection
5. Precision
6. Accuracy
7. Matrixes
8. Ruggedness
9. Recovery

10. Intra-lab repeatability
11. Comparison of existing reference

methods

a As defined in AOAC guidelines for conducting collaborative study
b As defined in AOAC-RI policy on laboratory verification

Validation of a method establishes
through systematic laboratory stud-
ies, that the performance character-
istics of the method meet the speci-
fications related to the intended use
of the analytical results. Perform-
ance characteristics determined in-
clude: selectivity and specificity,
range, linearity, sensitivity, limit of
detection and limit of quantifica-
tion, accuracy and precision.

Three method validation systems are
operated by AOAC INTERNATIONAL:
– The AOAC Official Methods Program
– The AOAC Peer-Verified Methods

Program
– The AOAC Performance-Tested Test

Kit Program.

The AOAC Official Methods Program

The AOAC Official Methods Program is
designed to provide analytical methods
for which the performance characteristics
have been validated to the highest degree
of confidence recognized by an interna-
tionally harmonized protocol through an
independent multiple laboratory study
[1].

An acceptable interlaboratory study
should be designed to support the in-
tended scope of the method and to vali-
date the performance across that scope.
The number and type of materials sent to
the collaborators is very important: Mate-
rial is defined as a matrix/analyte combi-
nation, the aim being to have five ma-

trices (or five concentrations) for each
analyte. In the case of multianalyte meth-
ods, more than one analyte may be pres-
ent in the same matrix, as a way of re-
ducing the total number of matrices sent
to collaborators. Each of the individual
analytes must be present in those five
matrices, as a minimum (i.e. one cannot
send one matrix containing five analytes
and consider that to be five materials).

For quantitative methods at least five
materials must be included, a require-
ment which can be met by a combination
of samples and levels of analyte. At least
eight laboratories must take part and fol-
low the interlaboratory study protocol.
For reason of possible outliers, it is rec-
ommended that more than this number
of laboratories should take part.

AOAC requires the following param-
eters to be included in the study for
quantitative methods:
1. Reproducibility coefficient of varia-

tion RSDR (CVR) at the appropriate
concentration level

2. Repeatability (within laboratory)
standard deviation, Sr

3. Reproducibility (including repeatabil-
ity) standard deviation, SR

4. % recovery
5. Method applicability statement
6. RSDr(CVr), repeatability coefficient

of variation
7. Repeatability, r (p 2.8 sr); and repro-

ducibility R(p 2.8 SR)
8. Mean
9. Number of laboratories

10. Number of outliers.
For qualitative methods providing a

yes or no result, it is necessary to have
analyte concentrations at two levels for
each matrix. Each matrix must be repre-

sented by five samples. Likewise, five ne-
gative controls are required for each ma-
trix. In total there would be no less than
15 samples in a qualitative study, and 15
laboratories must participate in this type
of interlaboratory study.

AOAC requires the following param-
eters for qualitative methods:
1. Sensitivity rate
2. False negative rate
3. % agreement
4. Specificity rate (for non-microbiologi-

cal methods)
5. False positive rate (for non-microbio-

logical methods)
6. Number of laboratories
7. Number of outliers
8. Level of analyte (if known).

Since microbiology studies are treated
in AOAC as qualitative studies, the large
number of participating laboratories may
cause problems. The AOAC Official
Methods Board has on its agenda the de-
velopment of a separate protocol for mi-
crobiology studies.

Ten steps to an AOAC Official Meth-
od:
1. Topic proposal to AOAC Office
2. Volunteer to conduct in-house valida-

tion
3. Review of in-house data and protocol
4. Recommendation for interlaboratory

study
5. Recruit laboratories; conduct interla-

boratory study
6. Analyse results; write report
7. Review results
8. Recommendation for adoption
9. Review by Official Methods Board

(OMB)
10. OMB vote for adoption as First Ac-

tion
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What do AOAC validated methods
mean to the laboratory?
– increases method user confidence
– increases confidence in the user

of analytical data
– provides information on methods

performance characteristics al-
lowing the method user to make
judgements about data quality

Guidelines

It is essential that the interlaboratory
study should only be carried out after
thorough preparation by the AOAC As-
sociate Referee, the volunteer who ini-
tiates the topic in AOAC. The necessary
steps are well described in the AOAC
guidelines for interlaboratory study,
which describes how to optimize a new or
available method, develop the within-la-
boratory attributes of the optimized
method, prepare a description of the
method that is not subject to bias, and
how to invite participation in the study,
how to write instructions and prepare re-
port forms for participants, and how to
facilitate familiarization of the technique
by sending practice samples.

Method status and publication
– adopted as Official Method
– publication in Official Methods

of Analysis
– interlaboratory study report pub-

lished in Journal of AOAC, or
other scientific journal

– after 2 years member ballot on fi-
nal action

Design (samples, range, laboratories)

In order to prepare the design of the
study, possible sources of variability must
be identified and included. Only labora-
tories familiar with the technique used
should be invited to participate. In view
of possible outliers, it is recommended to
invite ten or more laboratories to partici-
pate.

This interlaboratory study is a
method performance study, not a
study of the laboratory/analyst

Samples must be homogeneous and
tested for homogeneity, and should be
coded at random, including the two or
more blind replicates. A blank or nega-
tive control, and, if available, reference
materials should be provided. Spiked ma-
terials are recommended for recovery
study, incurred materials for residues
study.

Obligations of participants

The participants in the interlaboratory
study must analyze as indicated and fol-
low the method exactly, including the
number of determinations as instructed,
and not more! Individual values and
blanks should be reported, and raw data
and graphs should be supplied.The organ-
izer should be called if any problems oc-
cur. A complete report should be submit-
ted.

Frequent causes for outliers:
– calculation errors
– reporting errors
– incorrect standards
– contamination of reagents, equip-

ment, test, samples

What is learned?
– The use of standardized terminology

for method performance characteristics
– The scope, applicability and limitations

of analytical methods
– To apply criteria for obtaining ade-

quate qualitative and quantitive data
– To plan the conduct of a study
– To customize the design of a study
– To conduct multiple and single point

calibrations
– To determine selectivity
– To assess methods bias and variability
– To conduct a ruggedness test.

Changes in Official Methods
– editorial
– method extension
– analyte addition
– substansive revision
Supporting data information de-
pends on extent of modification
All modifications go through the
same levels of review as required
for adoption

From the above, it is demonstrated
that organizing/participation in an interla-
boratory method performance study is a
useful exercise, which may be costly and
time-consuming. Therefore it is important
to realize that there is much potential
benefit for:

The Analyst: by being recognized as
an expert in the publication of study and
method, by contributing to a successful
validation of a method which will proba-
bly be used worldwide, contributing and
being exposed by interaction with peers.

The Laboratory: the personnel time
and costs spent provide a contribution to
common regulatory and industry stand-
ards, support laboratory accreditation, af-
ford likely entry into international organi-

zations for standardizing methods of anal-
ysis, and strengthen confidence in the val-
idity of the methods used in the partici-
pating laboratory.

The AOAC Peer-Verified Methods
Program

For more than 100 years, AOAC had but
one methods program. In response to the
needs of analysts and laboratories for
methods that were clearly candidates for
use, as demonstrated by performance in
more than one laboratory but not neces-
sarily validated by a full interlaboratory
study, AOAC has developed the Peer-
Verified Methods (PVM) system.

Peer Verified Methods Objective:
To provide analytical methods that
have not been otherwise evaluated
with a level of validation acceptable
for some laboratory users

This is intended to provide a class of
tested methods which have not been sub-
ject of a full interlaboratory study.
Through a significantly lower resources-
demanding process, this program pro-
vides for the rapid movement of methods
into and recognition by AOAC and a lev-
el of validation for many methods which
might not be otherwise evaluated. A
Peer-Verified Method can always under-
go full interlaboratory study at a later
stage, if so desired.

At least six samples at three concen-
trations per matrix (including incurred
samples where applicable and possible),
usually with at least one near the ex-
pected/normal specification level, are re-
quired.

The originating laboratory and at least
one additional, independent laboratory
must participate in the study. Replicate
analyses are required to help establish
within-laboratory repeatability (preci-
sion). PVM methods are announced in
Inside Laboratory Management, AOAC’s
monthly magazine.

The 10 steps of a Peer-Verified Meth-
od:
1. Author develops in-house perform-

ance data.
2. Method writ-up in format.
3. Design of protocol for second labora-

tory testing.
4. Select independent laboratory and ar-

range testing.
5. Independent laboratory conducts

method performance testing.
6. Independent laboratory submits re-

sults to author.
7. Author analyzes all data and sends to

AOAC.
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8. All method information to Technical
Referee.

9. Technical Referee selects at least two
expert reviewers.

10. Based on reviews, Technical Referee
grants acceptance as PVM method.

PVM status and publication
– accepted by AOAC as PVM

method
– published as individual methods,

on demand; by mail, fax, Internet
– report of study in the Journal of

AOAC INTERNATIONAL
– duration of status; 5 years

Peer-Verified Methods may be modif-
ied as needed by users; modifications,
with supporting data, may be submitted
to AOAC and will be published as
‘Notes’ attached to the original method.

The AOAC Performance-Tested Test
Kit Program

The AOAC Performance-Testing Pro-
gram is designed essentially for test kits,
to provide third-party verification of per-
formance claims for commercial, proprie-
tary test kit analytical methods. Opera-
tion of this program is under the AOAC
Research Institute, a subsidiary of AOAC
INTERNATIONAL.

Test Kit Performance Testing Ob-
jective
To provide third party verification
of performance claims for commer-
cial, proprietary test kit analytical
methods

A set of requirements for verification
of test kit performance has been develop-
ed and applied successfully. In 1996, be-
cause of financial constraints, the pro-
gram was suspended temporarily and is
now again in full operation.

Test kit producer-generated data to
verify performance claims are required
according to an AOAC-approved proto-
col, to generally include: ruggedness tests,
calibration curves, accuracy, precision,
cross reactivity, test kit component stabil-
ity, detection limit, limit of quantification
and rates of false positives and false ne-
gatives.

The verification of the producer’s data
on selected parameters must be perform-
ed by an independent laboratory, accord-
ing to AOAC-approved protocol.

When the AOAC Research Institute
grants the one year ‘Performance-Tested’
certificate, the AOAC RI Performance-

Tested mark may be used under specific
conditions.

Ten steps for the Test Kit Perform-
ance-Testing procedure are:
1. Kit producer prepares required pack-

age of information.
2. Producer submits application and ap-

plication fee.
3. AOAC RI Staff performs preview.
4. Identification of Expert Reviewers

and independent testing laboratory.
5. Expert Reviewers develop testing

protocol.
6. Independent testing.
7. Expert Reviewers assess results.
8. Package insert review.
9. Certification.

10. License to use Performance-Tested
mark for 1 year.

Changes in Performance Tested
kits
– graduated levels of re-validation

study
– same levels of review as required

for certification

The test kit is certified as an AOAC
Performance-Tested Kit and carries a li-
censed-to-use certification mark, which is
granted for 1 year.

Notice of certification and validation
information is given in Inside Laboratory
Mangement, AOAC’s monthly magazine.

At present, a special Task Force in
AOAC INTERNATIONAL is studying
the integration of the three methods vali-
dation systems. The reason for doing this
is the increasing number of proprietary

techniques that are submitted for valida-
tion. To ensure that this is done in a de-
sirable way, with possibilities for yearly
checking and updating of scientific ad-
vances and the validity of the technique
itself and whether it is still on the market
in the same format, a study is made on
how best to integrate the systems. This
may give opportunities for extensive vali-
dation by a full interlaboratory study in
order to be compatible with other organi-
zations.

The conclusions of the Task Force are
discussed at AOAC meetings, and this
may take some time. Information is avail-
able at AOAC INTERNATIONAL, De-
partment of Technical Services.
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Magnus Holmgren

Observing validation, un-
certainty determination
and traceability in devel-
oping Nordtest test
methods

Nordtest has analysed and developed test
methods for over 20 years and presently
there are over 1250 Nordtest methods in
15 different technical areas. More than
520 of these methods have been develop-
ed in Nordtest projects while the rest are
adopted and recommended for use by
Nordtest. All test methods are listed in
the Nordtest Register of Test Methods [1].

Requirements for test methods as well
as the way they are developed are ever-

lasting subjects of discussion. Examples of
issues in connection with the develop-
ment of methods are: validation of the
method, measurement uncertainty and
traceability of the method, documentation
of the development work as well as en-
dorsement, revision and withdrawal of a
method. Literature dealing with these is-
sues is published through many channels,
e.g. the proceedings from EUROLAB
Symposia [2–4]. There are several articles
of interest in these proceedings for those
who develop test methods.

There are, however, few reports which
deal with all parts of the development
process. In Nordtest technical report 403,
“Observing validation, uncertainty deter-
mination and traceability in developing
Nordtest test methods” [5], the issues
mentioned above are analysed and sug-
gestions of how to handle them are made.
The analysis is not only limited to Nord-
test methods but is generally valid for all
types of test methods, e.g. in-house meth-
ods developed at one laboratory or inter-
national standards used world-wide.

The report is available from the Nord-
test secretariat free of charge.
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