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Foreword

Recent advances in cloud computing and emerging web applications have created
the need for more powerful data centers. These data centers need high-bandwidth
interconnects that can sustain the heavy communication requirements between the
servers in the data centers. Data center networks based on electronic packet switches
will consume excessive power in order to satisfy the required communication
bandwidth of future data centers. Optical interconnects have gained attention
recently as a promising solution offering high throughput, low latency, and reduced
energy consumption compared to current networks based on commodity switches.

This book presents the most recent and promising solutions that have been
presented in the domain of the optical interconnects for data centers. First, it presents
the requirements of future data center networks and how optical interconnects
could support the data center scaling by providing the required bandwidth. The
requirements of future data centers are provided for major data center owners
and operators. The majority of the book presents most of the data center network
architectures that are based on optical interconnects proposed by leaders in industry
and academe. This book should be a valuable source of comprehensive information
for researchers, professors, as well as network and computer engineers who are
interested in high-performance data center networks and optical interconnects.

Department of Computer Science, Biswanath Mukherjee
University of California, Davis
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Preface

The rise of cloud computing and web applications such as streaming video and
social networks has created the need for more powerful data centers that can sustain
much higher bandwidth than a few years ago. This trend requires high-performance
interconnects for the data center networks that can sustain this bandwidth inside the
data centers without consuming excessive energy.

In the last few years many researchers have pointed out the limitations of the
current networks and have proposed as a viable solution data center networks based
on optical interconnects. Data center networks based on optical interconnects are
an interdisciplinary field which encompasses such fields as computer networks,
computer architecture, hardware design, optical networks, and optical devices.
Therefore it required a wide and in-depth knowledge of the above fields. This
book collects the most recent and innovative optical interconnects for data center
networks that have been presented in the research community by universities and
industries in the last years.

This book is a valuable reference book for researchers, students, professors, and
engineers who are interested in the domain of high-performance interconnects and
data center networks. In addition this book will provide researchers and engineers
who are working on high-performance interconnects invaluable insights into the
benefits and advantages of optical interconnects and how they can be a promising
alternative for the future data center networks.

Finally, we would like to thank all the authors who provided such interesting and
valuable contributions and helped towards the realization of this book.

Peania, Greece Christoforos Kachris
New York, NY Keren Bergman
Peania, Greece Ioannis Tomkos
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Part I
Introduction to Data Center Networks



Chapter 1
Introduction to Optical Interconnects
in Data Centers

Christoforos Kachris, Keren Bergman, and Ioannis Tomkos

1.1 Introduction

Over the last few years, the exponential increase of the Internet traffic, mainly driven
from emerging applications like streaming video, social networking and cloud
computing has created the need for more powerful warehouse data centers. These
data centers are based on thousands of high performance servers interconnected
with high performance switches. The applications that are hosted in the data center
servers (e.g., cloud computing applications, search engines, etc.) are extremely data-
intensive and require high interaction between the servers in the data center. This
interaction creates the need for high bandwidth and low latency communication
networks between the servers in the data centers. Furthermore, these data centers
must comply with low power consumption requirements in order to reduce the total
operating cost.

1.2 Architecture of Data Center Networks

Figure 1.1 shows the high level block diagram of a typical data center. A data center
consists of multiple racks hosting the servers (e.g. web, application, or database
servers) connected through the data center interconnection network. When a request
is issued by a user, then a packet is forwarded through the Internet to the front end of

Ch. Kachris (�) • I. Tomkos
Athens Information Technology, Athens, Greece
e-mail: kachris@ait.edu.gr; itom@ait.edu.gr

K. Bergman
Department of Electrical Engineering
Columbia University, New York, NY, USA
e-mail: bergman@ee.columbia.edu

C. Kachris et al. (eds.), Optical Interconnects for Future Data Center Networks,
Optical Networks, DOI 10.1007/978-1-4614-4630-9 1,
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the data center. In the front end, the content switches and the load balance devices
are used to route the request to the appropriate server. A request may require the
communication of this server with many other servers. For example, a simple web
search request may require the communication and synchronization between many
web, application, and database servers.

Most of the current data centers are based on commodity switches for the
interconnection network. The network is usually a canonical fat-tree 2-Tier or 3-
Tier architecture as it is depicted in Fig. 1.1 [7]. The servers (usually up to 48
in the form of blades) are accommodated into racks and are connected through a
Top-of-the-Rack Switch (ToR) using 1 Gbps links. These ToR switches are further
inter-connected through aggregate switches using 10 Gbps links in a tree topology.
In the 3-Tier topologies (shown in the figure) one more level is applied in which
the aggregate switches are connected in a fat-tree topology using the core switches
either at 10 Gbps or 100 Gbps links (using a bundle of 10 Gbps links). The main
advantage of this architecture is that it can be scaled easily and that it is fault tolerant
(e.g., a ToR switch is usually connected to 2 or more aggregate switches).
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However, the main drawback of these architectures is the high power consump-
tion of the ToR, aggregate and core switches, and the high number of links that
are required. The high power consumption of the switches is mainly caused by the
power consumed by the Optical-to-Electrical (O-E) and E-O transceivers and the
electronic switch fabrics (crossbar switches, SRAM-based buffers, etc.).

Another problem of the current data center networks is the latency introduced
due to multiple store-and-forward processing. When a packet travels from one
server to another through the ToR, the aggregate and the core switch, it experiences
significant queuing and processing delay in each switch. As the data centers con-
tinue to increase to face the emerging web applications and cloud computing, more
efficient interconnection schemes are required that can provide high throughput,
low latency, and reduced energy consumption. While there are several research
efforts that try to increase the required bandwidth of the data centers that are based
on commodity switches (e.g., using modified TCP or Ethernet enhancements), the
overall improvements are constraints by the bottlenecks of the current technology.

1.3 Network Traffic Characteristics

In order to design a high performance network for a data center, a clear under-
standing of the data center traffic characteristics is required. This section presents
the main features of the network traffic in the data centers and discusses how
these features affect the design of the optical networks. There are several research
papers that have investigated the data center traffic such as the ones presented by
Microsoft Research [2, 3, 12]. The data centers can be classified in three classes:
university campus data centers, private enterprise data centers, and cloud-computing
data centers. In some cases there are some common traffic characteristics (e.g.,
average packet size) in all data centers while other characteristics (e.g., applications
and traffic flow) are quite different between the data center categories. The results
presented in these papers are based on measurement of real data centers. The main
empirical findings of these studies are the followings:

• Applications: The applications that are running on the data centers depend on the
data center category. In campus data centers the majority of the traffic is HTTP
traffic. On the other hand, in private data centers and in data centers used for cloud
computing the traffic is dominated by HTTP, HTTPS, LDAP, and DataBase (e.g.,
MapReduce) traffic.

• Traffic flow locality: A traffic flow is specified as an established link (usually
TCP) between two servers. The traffic flow locality describes if the traffic
generated by the servers in a rack is directed to the same rack (intra-rack traffic)
or if it directed to other racks (inter-rack traffic). According to these studies the
traffic flow ratio for inter-rack traffic fluctuates from 10 to 80% depending on the
application. Specifically, in data centers used by educational organization and
private enterprises the ratio of intra-rack traffic ranges from 10 to 40%. On the
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other hand, in data centers that are used for cloud computing the majority of the
traffic is intra-rack communication (up to 80%). The operators in these systems
locate the servers, which usually exchange high traffic between each other, into
the same rack. The traffic flow locality affects significantly the design of the
network topology. In cases of high inter-rack communication traffic, high-speed
networks are required between the racks while low-cost commodity switches can
be used inside the rack. Therefore, in these cases an efficient optical network
could provide the required bandwidth demand between the racks while low cost
electronic switches can be utilized for intra-rack communication.

• Traffic flow size and duration: A traffic flow is defined as an active connection
between 2 or more servers. Most traffic flow sizes in the data center are
considerably small (i.e., less than 10KB) and a significant fraction of these flows
last under a few hundreds of milliseconds. The duration of a traffic flow can affect
significantly the design of the optical topology. If the traffic flow lasts several
seconds, then an optical device with high reconfiguration time can sustain the
reconfiguration overhead in order to provide higher bandwidth.

• Concurrent traffic flows: The number of concurrent traffic flows per server is
also very important to the design of the network topology. If the number of
concurrent flows can be supported by the number of optical connections, then
optical networks can provide significant advantage over the networks based on
electronic switches. The average number of concurrent flows is around 10 per
server in the majority of the data centers.

• Packet size: The packet size in data centers exhibit a bimodal pattern with most
packet sizes clustering around 200 and 1,400 bytes. This is due to the fact that
the packets are either small control packets or are parts of large files that are
fragmented to the maximum packet size of the Ethernet networks (1,550 bytes).

• Link utilization: According to these studies, in all kinds of data centers the link
utilization inside the rack and in the aggregate level is quite low, while the
utilization on the core level is quite high. Inside the rack the preferable data rate
links are 1 Gbps (in some cases each rack server hosts 2 or more 1 Gbps links),
while in the aggregate and in the core network, 10 Gbps are usually deployed.
The link utilization shows that higher bandwidth links are required especially in
the core network, while the current 1 Gbps Ethernet networks inside the rack can
sustain the future network demands.

Although that the qualitative characteristics of the network traffic in the data
center remains the same, the amount of network traffic inside the data centers is
growing rapidly. Larger data centers are required that can sustain the vast amount
of network traffic from the end users due to emerging web applications (e.g., cloud
computing) and due to higher data rates that access networks provide.

The amount of network traffic inside the data center growths not only due to
larger data centers but also due to higher-performance servers. As more and more
processing cores are integrated into a single chip, the communication requirements
between servers in the data centers will keep increasing significantly [19]. According
to Amdahl’s Law for every 1 MHz of processing power we need 1MB of memory
and 1Mbps I/O. If we target the current data center servers that have 4 processors
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Fig. 1.2 Server Datarate forecast by ethernet connection type, Source: Intel and Broadcom, 2007

running at 2.5 GHz, and each processor has 4 cores the total I/O bandwidth is
40 Gbps per server [22]. If we assume a data center with 100k servers, the total
bandwidth requirements is 4 Pbps.

To face this overwhelming growth of bandwidth, service providers around the
globe are racing to transform their networks by adopting higher bandwidth links.
Analysts estimate a compound annual growth rate (CAGR) of more than 170%
from 2011 to 2016 for 100G Ethernet ports as service providers rush to meet this
demand [10].

Figure 1.2 depicts the forecast for the server data-rates inside the data centers
[6]. As it is shown, while in 2012 only a small portion of the servers is using
40G Ethernet transceivers, it is estimated that by 2017 the majority of the Ethernet
transceivers will be based on 40G modules. Therefore, high performance switches
will be required consuming vast amount of energy for the E-O and O-E conversion
of the transceivers and the switching in the electronic domain. It is clear that if the
data rates continue to increase exponentially novel requirements will be required
that will be able to sustain the high data rates with minimum latency and minimum
power consumption.

1.4 Power consumption requirements

A main concern in the design and deployment of a data centers is the power
consumption. Many data consume a tremendous amount of electricity; some
consume the equivalent of nearly 180,000 homes [8]. Greenpeace’s Make IT Green
report [14] estimates that the global demand for electricity from data centers was
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Table 1.1 Performance, BW requirements, and power consumption bound for future
systems, Source: IBM [1]

Year
Peak performance
(10×/4 years)

Bandwidth requirements
(20×/4 years)

Power consumption
bound (2×/4 years)

2012 10 PF 1 PB/s 5 MW
2016 100 PF 20 PB/s 10 MW
2020 1,000 PF 400 PB/s 20 MW

around 330bn kWh in 2007 (almost the same amount of electricity consumed by
UK [8]). This demand in power consumption demand is projected to more than
triple by 2020 (more than 1,000bn kWh). According to some estimates [17], the
power consumption of the data centers in the USA in 2006 was 1.5% of the total
energy consumed at a cost of more than $4.5B.

The power consumption inside the data center is distributed in the following way:
the servers consume around 40% of the total IT power, storage up to 37% and the
network devices consume around 23% of the total IT power [24]. And as the total
power consumption of IT devices in the data centers continues to increase rapidly,
so does the power consumption of the HVAC equipment (Heating-Ventilation and
Air-Conditioning) to keep steady the temperature of the data center site. Therefore,
the reduction in the power consumption of the network devices has a significant
impact on the overall power consumption of the data center site. According to a
study from Berk-Tek, saving 1W from the IT equipment results in cumulative saving
of about 2.84 W in total power consumption [9]. Therefore, a reduction on the power
consumption of the interconnection network will have a major impact on the overall
power consumption of the data center.

The power consumption of the data centers has also a major impact on the envi-
ronment. In 2007, data centers accounted for 14% of the total ICT greenhouse gases
(GHG) emissions (ICT sector is responsible for 2% of global GHG emissions), and
it is expected to grow up to 18% by 2020 [20]. The global data center footprint in
greenhouse gases emissions was 116 Metric Tonne Carbon Dioxide (MtCO2e) in
2007 and this is expected to more than double by 2020 to 257 MtCO2e, making it
the fastest-growing contributor to the ICT sectors carbon footprint.

Table 1.1 shows the projections for performance, bandwidth requirements, and
power consumption for the future high performance systems [16],[21]. Note that
while the peak performance will continue to increase rapidly, the budget for the total
allowable power consumption that can be afforded by the data center is increasing
in a much slower rate (2× every 4 years) due to several thermal dissipation issues.

Table 1.2 depicts the power consumption requirements for the future high
performance parallel systems like data centers. In this table it is assumed that the
data center network consumes only 10% of the total power consumption. Based on
this numbers, we have to reduce the power consumption to only 5 mW/Gbps in 2016
(the bandwidth requirements are in terms of bidirectional traffic). Therefore, novel
schemes have to be developed to achieve the power processing requirements of the
future data center networks.



1 Introduction to Optical Interconnects in Data Centers 9

Table 1.2 Performance and power consumption requirements for the intercon-
nects, Source: IBM [1]

Year
Bandwidth requirements
(20×/4 years)

Network power
consumption

Power consumption
requirement

2012 1 PB/s 0.5 MW 25 mW/Gbps
2016 20 PB/s 2 MW 5 mW/Gbps
2020 400 PB/s 8 MW 1 mW/Gbps

1.5 The Rise of the Optical Interconnects

In order to face this increased communication bandwidth demand and the power
consumption in the data centers, new interconnection schemes must be developed
that can provide high throughput, reduced latency, and low power consumption.
Optical networks have been widely used in the last years in the long-haul telecom-
munication networks, providing high throughput, low latency, and low power
consumption. Figure 1.3 depicts the adoption of the optical links in different
network topologies. In the case of WAN and MAN, the optical fibers were adopted
in late 1980s in order to sustain the high bandwidth and latency requirements of
the rising global Internet traffic. Firstly, optical fibers were adopted in the domain
of LAN networks and later they were adopted for the interconnection of the data
center racks. However, in all cases the optical fibers can be used either only for
point-to-point links or for all-optical networks (i.e., transparent networks).

The optical telecommunication networks (WAN’s and MAN’s) have evolved
from traditional opaque networks toward all-optical networks. In opaque networks,
the optical signal carrying traffic undergoes an optical-electronic-optical (OEO)
conversion at every routing node. But as the size of opaque networks increases,
network designers had to face several issues such as higher cost, heat dissipation,
power consumption, and operation and maintenance cost. On the other hand,
all-optical networks provide higher bandwidth, reduced power consumption, and
reduced operation cost using optical cross-connects and reconfigurable optical
add/drop multiplexers (ROADM) [18].

Currently the optical technology is utilized in data centers only for point-to-
point links in the same way as point-to-point optical links were used in older
telecommunication networks (opaque networks). These links are based on low
cost multi-mode fibers (MMF) for short-reach communication. These MMF links
are used for the connections of the switches using fiber-based Small Form-factor
Pluggable transceivers (SFP for 1 Gbps and SFP+ for 10 Gbps) displacing the
copper-based cables. In the near future higher bandwidth transceivers are going
to be adopted (for 40 Gbps and 100 Gbps Ethernet) such as 4 × 10 Gbps QSFP
modules with four 10 Gbps parallel optical channels and CXP modules with 12
parallel 10 Gbps channels. The main drawback in this case is that power hungry
electrical-to-optical (E/O) and optical-to-electrical (O/E) transceivers are required
since the switching is performed using electronic packet switches.
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Current telecommunication networks are using transparent optical networks
in which the switching is performed at the optical domain to face the high
communication bandwidth. Similarly, as the traffic requirements in data centers are
increasing to Tbps, all-optical interconnects (in which the switching is performed
at the optical domain as it is depicted in Fig. 1.4) could provide a viable solution to
these systems eliminating the electrical switches and the E-O and O-E transceivers.
These system based on all-optical interconnects could meet the high bandwidth
requirements while decreasing significantly the power consumption [4, 5, 11, 15].
According to a study from IBM the replacement of copper-based links with VCSEL-
based optical interconnects can reduce the power consumption from 8.3 MW to
1.4 MW [1]. This reduction in total power consumption of a data center by using
optical interconnects can saves more than $150M operating cost over 10 years.
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According to a report, all-optical networks could provide in the future up to 75%
energy savings in the data center networks [23]. Especially in large data centers
used in enterprises the use of power-efficient, high bandwidth, and low latency
interconnects is of paramount importance and there is significant interest in the
deployment of optical interconnects in these data centers [13].

1.6 Structure of the Book

This book presents the most recent and most promising optical interconnects for
data centers that have been presented recently by several universities, research
centers, and industries. In this section we introduced the data center networks and
we discussed the advantages of optical interconnects.

The second section of the book presents the communication requirements inside
the data center and discuss the need for optical interconnects. Chapter 2, provided
by one of the largest data center owners (Google), reviews the architecture of
modern data center networks and their scaling challenges. Furthermore it presents
the opportunities and needs for emerging optical technologies to support data center
scaling. Chapter 3 provided by APIC Co. presents an end-to-end view of optical
interconnects in next generation data centers. This chapter shows the interrela-
tion and research opportunities of high bandwidth applications, microprocessor
advances, and interconnect research. Finally, Chap. 4 presents the need for efficient
and accurate simulation of energy-aware data center networks. This chapter presents
a simulation environment that can be used for accurate simulation and efficient
energy estimation of packet-level communications in realistic data center setups.

The third section of the book presents some of the most promising and innovative
architectures based on optical interconnects that have been proposed recently. Some
of the proposed schemes target current data centers and are usually based on readily
available optical and electronic components. The main advantage of these schemes
is that they can be adopted faster and usually the cost is quite low. However, most of
these schemes cannot be easily scaled to the requirements of the future data center
networks.

On the other hand, other schemes are targeting future data center networks
that will have excessive requirements in terms of bandwidth and latency. These
schemes are usually based on more advanced optical components that could be cost
efficient in the near future. In any case all of the presented schemes have unique
characteristics that can make them attractive for data center networks.

Chapter 5, provided by HP, focuses on the potential role of optical/photonic
communication technology and the impact that this technology may have on future
energy-efficient data centers. Furthermore, this chapter presents a scalable switch
that is used in a design space exploration to compare the photonic and electrical
alternatives for a high-radix switch-chip used in data centers.
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Chapter 6, provided by IBM, presents an all-optical multi-stage data center
network with distributed arbitration achieved through minimal per-node buffering.
The proposed system can achieve low latency using a novel combination of
deterministic (prescheduled) and speculative (eager) packet injections.

Chapter 7, from NEC, presents a novel data center network architecture based
on cyclic arrayed waveguide grating device and multiple-input multiple-output
(MIMO) orthogonal frequency division multiplexing (OFDM) technology. This
architecture offers flexible bandwidth resource sharing at fine granularity, high
speed switching, and low latency.

Chapter 8, from Polytechnic Institute of New York University, a novel optical
architecture that includes interconnected arrayed waveguide grating routers (AW-
GRs) and tunable wavelength converters (TWCs). The proposed scheme achieves
nanosecond-level reconfiguration overhead and provides Petabit switching capacity
in the data center networks.

Finally, Chap. 9, provided by Columbia University, presents two network
architectures explicitly designed to leverage the capacity and latency advantages of
all-optical switching while utilizing unique system-level solutions to the photonic
buffering and processing problems. The first architecture is based on the data vortex
architecture and is comprised of simple 2 × 2 all-optical switching nodes. This
architecture achieves ultra-high bandwidths and reduce routing complexity, while
maintaining reduced packet latencies. The second architecture is called SPINet
and is based on indirect multistage interconnection network (MIN) topology. This
architecture exploits WDM to simplify the network design and provide very high
bandwidths.
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Chapter 2
Optical Interconnects for Scale-Out
Data Centers

Hong Liu, Ryohei Urata, and Amin Vahdat

2.1 Introduction

An increasing fraction of computing and data storage is migrating to a planetary
cloud of warehouse-scale datacenters [1]. While substantial traffic will continue to
flow between users and these datacenters across the Internet, the vast majority of
overall data communication is taking place within the datacenter [2]. For example,
a datacenter with 100,000+ servers, each capable of 10 Gb/s of bandwidth, would
require an internal network with 1 Petabits/s of aggregate bandwidth to support
full-bandwidth communication among all servers. While seemingly outlandish, the
technology, both on the software [3] and hardware [4, 5] sides, is available today.

However, leveraging existing datacenter topologies, switching and interconnect
technologies makes it difficult and costly to realize such scale and performance. The
bandwidth and power efficiency must scale accordingly to meet the growth of large
datacenter networks.

Optics plays a critical role in delivering the potential of datacenter networks and
addressing the above challenges. However, fully realizing this potential requires
a rethinking of the optical technology components traditionally used for telecom;
optimizations must specifically target deployment within a datacenter environment.
In this paper, we present an overview of current datacenter network deployments,
the role played by optics in this environment, and opportunities and requirements
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for developing variants of existing technologies specifically targeting large-scale
deployment in the datacenter, and emerging optical technologies that could further
accelerate the ability of the datacenter to scale.

2.2 Datacenter Network Architecture

We begin by exploring some of the communication and network requirements
in emerging large-scale datacenters. The first question is the target scale. While
economies of scale suggest that datacenters should be as large as possible, typically
restricted by the amount of power available for the site, datacenters should also
be distributed across the planet for fault tolerance and latency locality. The second
question is the total computing and communication capacity required by a target
application. Consider social networking as an example. Their sites must essentially
store and replicate all user-generated content across a cluster worth of machines.
The network requirements supporting such services are also significant. For each
external request, many hundreds or even thousands of servers must be contacted in
parallel to satisfy the request. The last question is the degree that individual servers
are multiplexed across applications and properties. For instance, a portal such as
Yahoo! may host hundreds of individual user-facing services along with a similar
number of internal applications to support bulk data processing, index generation,
ads placement, and general business support.

While no hard data is available in answering these questions, on balance we posit
a trend to increasing compute densities in datacenters certainly at the level of tens
of thousands of servers. It is of course possible to partition individual applications
to run on dedicated machines with a dedicated interconnect, resulting in smaller-
scale networks. However, the incremental cost of scaling the network will ideally
be modest [6], and the flexibility benefits of both shifting computation dynamically
and supporting ever-larger applications are large.

Figure 2.1 shows the architecture of typical datacenter networks using a tradi-
tional scale-up approach. Individual racks house tens of servers, which connect to
a top-of-rack (ToR) switch via copper or optical links. ToR switches then connect
to an access switch layer via optical transceivers. If each TOR employs u uplinks,
then the network as a whole can support u access switches within a single cluster,
as ToRs typically connect to several switches in parallel. The port count c of each
access switch then determines the total number of ToRs that may be supported.
If each ToR employs d downlinks to hosts, then the network for each cluster could
scale to c∗d∗u total ports (with an oversubscription ratio of d : c at the ToR). If the
scale of this two-stage architecture, often limited by the radix of switch silicon [7],
is insufficient, then additional layers may be added to the hierarchy [5] to create an
aggregation layer, at the cost of increased latency and larger overhead for internal
network connectivity. To connect multiple clusters, Layer-3 cluster routers (CR) are
employed at the top of the datacenter fabric. Ideally, a fully meshed networking
fabric that connects every server to every other server in a datacenter provides



2 Optical Interconnects for Scale-Out Data Centers 19

Fig. 2.1 Traditional hierarchical datacenter using scale-up model: ToR layer oversubscription
ratio d:c, aggregation layer oversub-scription ratio m:1. The cluster router layer is highly
oversubscribed with ratio r:1

full bisectional bandwidth, easier programming and better utilization of server
computation efficiency. However, such a design would be prohibitively expensive,
and oversubscription is often applied at every layer. When a system cannot support
the bandwidth needs, new hardware with higher capacity may be purchased to build
a larger core (scale-up approach).

While scale-up network fabrics can be cost-effective and easier to set up,
particularly for small to medium-size datacenters, they require large up-front invest-
ment in more expensive and highly reliable large capacity hardware. In particular,
the switches and routers higher in the hierarchy handle more traffic, becoming
prohibitively expensive with the efforts needed to increase availability. Further,
their inability to scale beyond the limits of a current deployment makes them less
attractive for large-scale datacenters.

Over the past decade, with the advances in merchant switch silicon [5] and
software defined network (SDN) control plane (http://www.openflow.org/) [8], the
scale-out model has replaced the scale-up model as the basis for delivering large-
scale computing and storage platforms [6, 9].

Figure 2.2 shows a scale-out datacenter architecture that employs an array of
small pods composed of identical switches, built with merchant switch silicon, to
create the large-scale, non-blocking, networking fabric. The access layer could be a
traditional ToR switch performing L2 switch function, or transparently aggregated
server links connecting to the aggregation switches. There is full bisectional
bandwidth with extensive path diversity within the pod and among the pods.

The scale-out datacenter offers many advantages for building large-scale dat-
acenters: (1) Agility: The networking bandwidth can be allocated for different
applications in a modular fashion; (2) Scalability: With its modular approach, we
can add computing and storage capacity on an as-needed basis. The datacenter
fabric can scale while delivering constant cost per port and per bit/sec of bisection
bandwidth; (3) Accessibility: With no bandwidth fragmentation and oversubscrip-
tion among a large fungible pool of servers, the computation power of each server
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Fig. 2.2 Emerging datacenter using scale-out model. Non-blocking networking fabric is formed
with full bisectional bandwidth at each layer

can be widely accessible; (4) Reliability: With extensive path diversity, the network
fabric degrades gracefully under failure; (5) Manageability: With a software-defined
control plane, hundreds of thousands of servers are managed as one single computer.
Petabytes of data can be moved and managed under a single distributed system and
one global namespace.

Scale-out datacenters also pose many technical and deployment challenges at and
beyond Petabyte scale. While the software and management is beyond the scope
of this paper, there are many limitations with existing technologies, including: (1)
Management: the number of electrical packet switches (EPS) would substantially
complicate management and overall operating expenses; (2) Cost: the cost of fiber
cables and optical transceivers would dominate the overall cost of the network
fabric; (3) Power: the power of optical transceivers would limit the port density as
bandwidth scales; and (4) Cabling complexity: millions of meters of fiber would
be required to interconnect large scale-out datacenters, presenting an extremely
daunting deployment and operational overhead.

2.3 Enabling Optical Technologies

Optics has already played a critical role, mostly as interconnect media, in delivering
on the potential of the datacenter network. Various emerging optical technologies
are candidates to address the above technical and operational challenges of scale-
out networking and improve the performance and efficiency of large datacenters.

Figure 2.3 shows an example future datacenter network employing WDM
transceivers as a first-class entity for modular datacenters [4, 5]. For connections
to and from the pods to core switches, traditional parallel optical transceivers
are replaced with integrated WDM transceivers (e.g., 40G, 100G, and 400G) to
aggregate electrical channels with a common destination over a single strand of
fiber. To optimize power efficiency, the interconnect bandwidth between pods can
be dynamically tuned to match the required network bandwidth.
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Fig. 2.3 An example future datacenter. A combination of high-radix EPSes along with high-
bandwidth optical interconnect will be needed to scale the performance and efficiency of the
datacenter

Within the fabric created by the EPSes (Pods and core switches), interconnect
technologies will similarly be at higher speeds (≥ 40G) while needing to maintain
fixed cost, size, and power per bandwidth. In this application area, integrated multi-
core fiber transceivers could provide a very efficient way to scale the bandwidth.

For intra-rack communication, photonics will potentially replace traditional
copper interconnects as data rates rise (≥ 10G). At 10 Gb/s speeds and beyond,
passive and active copper cables are impractical to use beyond a few meters of reach
because of their bulky size, high loss at high data rates, and high required power
consumption. The emergence of cheap, short-reach optics using IC type of optical
packaging (e.g., Light Peak), could change the equation in the datacenter. In the
next few years, we will see commodity network interface cards (NICs) with cost-
effective n× 10G optical interfaces. In addition, the switch silicon will also have
native PHY and accept 10G serial connections to further reduce cost and power.

In the following sections, we give an overview of the current state of optical
interconnect technologies for the datacenter. We then describe future requirements
and potential directions forward, with the end goal of achieving a flexible, energy-
efficient, cost-effective datacenter network with bandwidth towards Exabyte scale.

2.3.1 Bandwidth and Scalability of Optical Interconnects

Optical interconnects, with reach between 10 m to 2 km, are of utmost importance
for datacenters. Regardless of implementing a scale-up or scale-out approach, there
is a constant, ever-growing demand for increasing aggregate interconnect bandwidth
within the datacenter.

To meet the server and network bandwidth growth as outlined in Fig. 2.4,
new optical technologies, at the device level, modulation to lane multiplexing



22 H. Liu et al.

Fig. 2.4 Bandwidth trend for networking and server I/O (from [10])

and photonic packaging, are all required to scale data rate, power, cost, and
space/density. Within this optimization, the choice of fiber (single vs. multimode)
also needs to be carefully considered along with the corresponding compatible
technologies.

2.3.1.1 High-Speed VCSEL, DFB, and Silicon Photonics

Low-power, inexpensive vertical cavity surface emitting lasers (VCSELs) and
multimode fiber (MMF) already play a critical role for communication at 10 Gb/s
within the datacenter. Although significant progress has been made in higher speed
VCSEL using alternative materials [11], overcoming the reliability and yield hurdles
to scale VCSELs significantly beyond 10 Gb/s link speed has thus far proven
difficult. Further, traditional VCSELs coupled with MMF have a limited reach-
bandwidth product due to modal dispersion. At 10 Gb/s, the associated reach is
then insufficient to cross a single datacenter building. This maximum reach shrinks
rapidly with higher data rates (Fig. 2.5).

Higher-power, more expensive distributed feedback (DFB) lasers and single
mode fiber (SMF) are often used in the datacenter to cover the reach beyond 300 m
at 10 Gb/s. As we scale from 10 to 25G per lane, DFB lasers employing more
novel quaternary materials (InGaAlAs/InP, with a larger band offset) can give better
high temperature performance at higher speeds. Novel DFB laser structures, such
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Fig. 2.5 Lensed-integrated surface emitting DFB laser (from [13])

as short cavity [12] and lensed-integrated surface emitting [13] DFB lasers, have
also been demonstrated. These approaches provide higher device bandwidth and a
narrower spectrum in comparison with their VCSEL-based counterparts to increase
interconnect bandwidth and reach while maintaining low power consumption and
cost.

In the past decade, significant advances have been made in silicon photonics to
address the energy efficiency and cost of traditional optical transceiver using III–V
compound materials. Silicon, although not the material of choice for semiconductor
lasers due to its indirect band gap, has good thermal conductivity, transparency at the
traditional telecom wavelengths, low noise for avalanche multiplication (from high
electron/hole impact ionization ratio), and most importantly, allows the leveraging
of the silicon CMOS fabrication/process developed for the electronics industry.
Silicon photodetectors are the oldest and perhaps best understood silicon photonic
device. For wavelengths below 1,000 nm, silicon is a low cost and highly efficient
photodetector. Silicon has also demonstrated low loss waveguides for wavelengths
above 1,000 nm, thus allowing the creation of higher functionality waveguide-based
devices as well as chip-level interconnection of various components (photonic
integrated circuits (PICs)). Other recent advances in the main building blocks
of silicon photonics include: high efficiency Germanium photodetectors [14],
high-speed silicon modulators with extremely small switching energy [15], and Ger-
manium/silicon lasers [16]. The intimate integration of electronics with photonics
allows the realization of higher bandwidth at lower power, giving silicon photonics
the potential to improve datacenter flexibility, energy efficiency, and cost, contingent
on overcoming various packaging and integration hurdles.

2.3.1.2 Multiplexing

Through fundamental device improvements described above, optical link speed is
increased to align with the electrical switch I/Os. In addition, methods for increasing
interconnect bandwidth through multiplexing must be utilized.
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Fig. 2.6 Spacing division multiplexing with (a) parallel ribbon fiber cable (b) multi-core fiber
cable

Space division multiplexing (SDM) and wavelength division multiplexing
(WDM), taking advantage of the nature parallelism of data lanes in computer
architecture and switch silicon, are two widely employed multiplexing techniques in
the datacenter. There are other multiplexing techniques, such as optical orthogonal
frequency division multiplexing (O-OFDM), multilevel or advanced modulation,
which could also scale the bandwidth and capacity of a single fiber. However,
these approaches all require a gear box to perform signal encoding, ASICs for
DSP and/or A/D, D/A converters for analog-to-digital signal conversion, which
incurs large power consumption penalty and could be cost prohibitive for datacenter
applications.

Space Division Multiplexing

One natural way of scaling bandwidth is dedicating one fiber per lane along with
parallel laser and photodetector arrays. Parallel optical transceivers using ribbon
fiber and MPO connectors (Fig. 2.6a)) is widely deployed within datacenter and
HPC environments. However, the MPO connector and ribbon fiber can incur a
significant portion of the entire datacenter network cost [4]. Scaling bandwidth
through parallelism in this manner can also lead to an unmanageable volume and
size in the fiber infrastructure. Thus, when longer reach interconnects are required,
this approach becomes obsolete.

Beyond space division multiplexing using parallel ribbon cables, there has
been recent growing interest in developing multi-core fiber (MCF) technology for
long-haul transmission in telecom [17]. This field and the associated components
developed for it may also be leveraged for the datacenter to extend the application
area and lifetime of the space division multiplexing approach [18, 19]. Within a
single MCF, multiple cores share one cladding as shown in Fig. 2.6b. Using a grating
coupler, MCF can be terminated directly using regular LC connection to laser and
photodetector arrays [20]. The interconnect density is thus increased by placing
more bandwidth within a single strand of fiber cable.
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Wavelength Division Multiplexing

Wavelength division multiplexing has been widely employed in metro and long-
haul transmission, allowing the telecom industry to gracefully scale bandwidth
over the past several decades. It is clear WDM will need to make its way from
these traditional telecom application areas to the short reach datacenter interconnect
area. To reduce the cabling overhead described above, to scale to ever-increasing
link bandwidth, spectrally efficient optics needs to be employed in next-generation
datacenter transceivers [4]. However, meeting datacenter economies and scale
requires WDM performance without an associated explosion in power and cost,
as outlined below:

• Cost: In traditional, telecom applications, the approach was, and still is to a large
degree, spend more cost at the link end points to maximize the throughput of
precious long distance fiber links, as evidenced by the activity in research and
development on coherent transmission devices and systems over the past several
years. Within the datacenter, fiber resources are much more abundant and cheap.
Thus, the transceiver cost must be aggressively reduced so as not to dominate the
cost of the datacenter interconnect fabric.

• Power consumption: Transceivers with large power consumption present thermal
challenges and limit EPS chassis density. In the datacenter, non-retimed, un-
cooled solutions are preferred. Photonic integrated circuits (PIC), low-threshold
lasers with better temperature stability (e.g., quantum dot laser [21]) and
silicon photonic modulators with low switching energy hold promise for further
reducing power.

• Optical link budget: Datacenter transceivers must account for multi-building span
reaching 2 km and optical loss from patch panels. For large-scale deployments,
additional link budget is also needed for operational simplicity to provide
coverage of high loss links at the tail end of the distribution.

• Bandwidth and speed: The photonics highway must align seamlessly with the
electrical switch fabric in bandwidth and speed. Today 10G, 4× 10G LR4 and
10 × 10G LR10 provide cost-effective and power-efficient WDM transceiver
solutions. Moving forward, further integration in the transceiver to align with
the bandwidth and speed from the switch silicon I/O speed will be necessary,
with the availability of n× 10G, or n× 25G native electrical link speeds.

• Spectral efficiency: There will continue to be a tension between spectral
efficiency, power consumption, path diversity and cabling complexity. For the
intra-building network, a rich-mesh topology is desirable; hence, lower spectral
efficiency can be traded for lower power, cheaper transceiver cost, and a richer
network fabric. While at higher aggregation layers or the inter-building network,
bandwidth is more concentrated over point-to-point links and dark fiber is
expensive to procure; hence, DWDM with higher spectral efficiency is preferred.
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Table 2.1 Comparing SMF and MMF

SMF cable MMF cable

Cost Volume Cost Volume

10GE 1× 1× 2× 1×
40GE (4×10Gb/s) 1× 1× 6× 2.25×
100GE (4×25Gb/s) 1× 1× 12× 2.25×
400GE (16×25Gb/s) 1× 1× 30× 4×

2.3.1.3 Fiber

Optical fiber is fast becoming a dominant transmission media for modern datacen-
ters. The vast number of interconnections for scale-out networks drives the need for
compact cabling solution.

At 10G, rack-to-rack communication in the datacenter and high-performance
computing environments have traditionally been the realm of VCSEL-based trans-
mitters, and multi-mode fiber (MMF) primarily due to their low transceiver cost.

However, with the rising cost, bandwidth and reach limitation (approximately
10 Gb/s, several hundreds of meters) of these MMF-based interconnections, moving
to single mode fiber (SMF)-based interconnections for even the shorter, rack-to-
rack distances provides significant benefits [4]. Due to its simple structure and
its prevalence for decades in the telecommunications industry, SMF is a low-cost,
commodity technology. A single strand of fiber can support tens (to hundreds) of
terabits per second of bandwidth. These high bandwidths per SMF are obtained not
by a single transmitter–receiver pair, but by a number of pairs, each operating on a
separate wavelength of light contained in the same fiber through WDM, as described
in the previous section.

As a result of these characteristics, SMF-based interconnects provide a number
of advantages over MMF-based interconnects within the datacenter, contrary to the
conventional viewpoint. As listed in Table 2.1, there is a large saving in cable cost
and volume through multiple generations of networking fabric when the bandwidth
scales from 10GE, 40GE/100GE to 400GE. Thus, there is both a CapEx and OpEx
advantage. The fiber is installed once for a particular interconnect speed. Subsequent
increases in speed only require adding wavelength channels, with the same fiber
infrastructure remaining in place. Fiber thus becomes a static part of the facility
and requires only a one-time installation, similar to the electrical power distribution
network. Considering the large number of fibers and time and cost to install them,
this represents a huge cost saving. In addition, scalability in interconnect bandwidth
is greatly enhanced as wavelengths in the same fiber are increased for higher
speeds, and not the number of parallel fibers, as would be required in an MMF
interconnection. The maximum reach of the interconnection is also significantly
increased, along with reduction of fiber count and patch panel space.
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Fig. 2.7 Power and bandwidth dynamics for optical links for 4 lanes with data rate from 2.5 to
10 Gb/s per lane

2.3.2 Energy Proportionality of Optical Interconnects

Traditional hierarchical datacenter networks consume little power, relative to
servers, because of the high degree of over-subscription at each layer and low
utilization of servers. However, for scale-out networking, because of a substantial
increase in cluster bisectional bandwidth and better utilization of servers, the
networking power, which was less than 12%, could now become a significant
portion of overall datacenter power [22].

Besides using low power optical transceivers for the datacenter, further improve-
ment of network power efficiency can be achieved by making communication more
energy-proportional to the amount of data being transmitted.

Optical interconnects and associated high speed serializer/deserializer (SerDes)
have a large dynamic range in power and delivered bandwidth. Figure 2.7 illustrates
the normalized dynamic range of an off-the-shelf switch chip available today, where
it is possible to manually adjust the link data rates accordingly. The maximum link
rate of 40 Gb/s is obtained with four lanes running at 10 Gb/s each. The dynamic
range of this particular chip is 64% in terms of power, and 16× in terms of
performance. Therefore it is possible to operate the link with fewer lanes and at a
lower data rate to reduce the power consumption of the optical links. This allows
efficient network power consumption by making communication more energy-
proportional, to the amount of data being transmitted.

Both Infiniband and Ethernet allow links to be configured for a specified
speed and width, although the reactivation time of the link can vary from several
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nanoseconds to several microseconds. For example, when the link rate changes by
10 Gb/s, 20 Gb/s, and 40 Gb/s, with all four lanes on, the chip simply changes the
receiving Clock Data Recovery (CDR) bandwidth and relocks the CDR. Since most
SerDes today uses digital CDRs at the receive path, the locking process for receiving
data at a different data rates is fast, ≈ 50–100ns for the typical to worst case. Adding
and removing lanes offers more energy saving, but the process is relatively slow
compared to link rate changes, within a few microseconds.

Although optical links are already capable of having their performance and
power tuned, in current networks and switches, variable link speed is typically
something that must be manually configured. With the advances in software defined
networking (SDN), the link speed can be dynamically configured on-the-fly to
tailor bandwidth (and power) based upon real-time network utilization and traffic
demand [23]. In doing so, the power efficiency of scale-out networks can be made
more energy proportional without fundamentally changing the performance of the
network.

2.4 Conclusions

Optics has already had a significant impact on the datacenter. However, we are at
the cusp of a transformation of datacenter network architecture fueled by emerging
optical technologies and components. These along with other yet undeveloped
optical technologies will be critical in fueling the ever-growing demand for
performance and bandwidth of the global compute infrastructure.
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Chapter 3
Optical Interconnects in Next Generation Data
Centers: An End to End View

Madeleine Glick

3.1 Introduction

Optics has enormous potential for high bandwidth transmission with experimental
results achieving transmission over 100 Tb/s in a single mode fiber [1]. However,
until recently commercial implementation of optical links for data centers computer
networks has been hampered by relatively high power consumption and high cost in
addition to the barriers inhibiting the adoption of new technology. Recently we have
seen advances with the adoption of active optical cables and plans to incorporate
vertical cavity laser modules in supercomputers [2–4]. These solutions had been
considered too costly for the commodity-based data center but the requirements
for higher bandwidth are changing these perceptions towards a more favorable
view of the incorporation of optical solutions. Although low cost is still a primary
metric for the data center, increasing data rates are making optical transmission
more advantageous in terms of cost/bit. Meeting the challenge of incorporating
optics in the data center network can be facilitated by considering end-to-end
solutions in collaboration with application software and network engineers. Power
consumption of a subsystem can be determined; however, it is most relevant in
relation to the whole. It is important to ask how a reduction in power (or other
metric such as latency) of the optical subsystem gets reflected in a reduction of the
power consumption of the system as a whole. Implementing optical switches in a
network is made more challenging by the lack of optical random access memory.
Viable solutions are most likely to be the result of collaboration between jointly
developed optical subsystems and novel scheduling and routing algorithms [5–10].
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Consequently, the functioning of the optical system is intimately related to other
aspects of the network, requiring a heuristic assessment of the system as a whole
rather than the individual optical subsystem.

The following presents the interrelation and research opportunities of high
bandwidth applications, microprocessor advances, and interconnect research. This
brief review cannot cover many of the research avenues being pursued to improve
the capabilities and efficiency of the data center; it focuses on areas that relate
to high bandwidth requirements relating to the interconnection network. We start
with an overview of the three main forces driving innovation in the data center,
enormous increases in traffic to and from and within the data center, advances
in multiprocessors, and efforts to reduce energy consumption. We then review
approaches to overcoming these using optical interconnects.

3.2 The Data Center

3.2.1 Data Centers and Cloud Computing

Data centers come in many forms and sizes. Cisco defines them as follows: “Data
Centers house critical computing resources in controlled environments and under
centralized management, which enable enterprises to operate around the clock or
according to their business needs. These computing resources include mainframes;
web and application servers; file and print servers; messaging servers; application
software and the operating systems that run them; storage subsystems; and the
network infrastructure, whether IP or storage-area network (SAN). Applications
range from internal financial and human resources to external e-commerce and
business-to-business applications” [11].

The definition of the data center in general is much broader than the warehouse
scale version, containing tens of thousands of computers often appearing in the news
headlines [12, 13]. In [12], the authors make the case that the warehouse scale
data center or computer differs significantly from a large data center. Much of the
application, middleware and system software is built in house and these centers
run a smaller number of very large applications. They are controlled by a single
organization and focus on cost efficiency. It is these largest scale centers, belonging
to single organizations, that often require and drive technology innovation to achieve
the required performance and become the machines enabling advanced innovation
in applications

One of the innovations leading to more traffic in the larger data centers is
Cloud Computing. In [14] this is defined as “Cloud Computing refers to both the
applications delivered as services over the Internet and the hardware and systems
software in the datacenters that provide those services. The services themselves have
long been referred to as Software as a Service (SaaS). The datacenter hardware
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and software is what we will call a Cloud. When a Cloud is made available in a
pay-as-you-go manner to the general public, we call it a Public Cloud; the service
being sold is Utility Computing. We use the term Private Cloud to refer to internal
datacenters of a business or other organization, not made available to the general
public. Thus, Cloud Computing is the sum of SaaS and Utility Computing, but
does not include Private Clouds. People can be users or providers of SaaS, or users
or providers of Utility Computing.” The use of the cloud is growing dramatically.
A Cisco forecast on global cloud computing predicts that global cloud IP traffic
will increase by 12 times in the next 5 years and will be over one third of all
data center traffic by 2015 (http://www.cisco.com/en/US/solutions/collateral/ns341/
ns525/ns537/ns705/ns1175/Cloud Index White Paper.pdf).

3.2.2 Applications

Recent increases in the usage and data rates of video, satellite imagery, peer-to-
peer, and storage have significantly driven growth in Internet traffic [15]. We would
like to have a better understanding of how new applications are affecting traffic to
and within the data center in order to better understand how optical solutions might
be applied to meet the challenges being faced. Apart from the sheer increase in
usage due to video streaming, applications such as medical scans, virtual reality
modeling and physics simulations are obtaining and storing more and more data
and using these data sets for more complex manipulation. In addition, sensors
are collecting and analyzing more and more information in our surroundings. The
advances being enabled by the ever-increasing processing power of new generation
multicore microprocessors. These applications are yielding huge quantities of
data that must be processed on the fly and/or stored for later processing. The
world is becoming data rich. Researchers are looking to find the best ways to
handle and manipulate this data in order to drive further advances in many fields
including mobile computing, personal media, machine learning, robotics, and other
applications [16].

The application or a portion of it may be more heavily based on using processing
cores for computation or for communicating stored information. For example,
earthquake prediction and scientific computations which are often run on dedicated
supercomputers have a phase which is more communication intensive as the stored
data is transferred to compute nodes and a phase that is more compute intensive
as the task is divided among processing cores to carry out the computation. The
Reduce portion of a MapReduce [17] is dominated by the communication of results
between the cores.

As a specific example, consider real-time event recognition in video. There are
significant efforts to identify and localize objects and events within video data for
intelligence and surveillance applications [18, 19]. Rather than analyzing a specific
individual frame or scene, the goal of event detection is to identify and localize

http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns1175/Cloud{_}Index{_}White{_}Paper.pdf
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns1175/Cloud{_}Index{_}White{_}Paper.pdf
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specified patterns in video across space and time, for example, a person waving his
or her hand. Real-world actions occur often in crowded, dynamic environments and
it is often difficult to separate the actor from the background. For real-time detection
of multiple events, such as hand waving, running, and cell phone usage, the video
stream is replicated for task parallelism to different nodes on the computer cluster,
massively increasing the amount of data being transmitted.

Applications which employ computer vision are very computationally demand-
ing have specific latency requirements in interactive settings and often have
time-varying and data-dependent execution characteristics. They generally have
characteristics that make them amenable to parallel execution.

Figure 3.1 shows a decomposition of event detection tasks. Incoming video is
replicated to two different analysis modules, the results of which are sent to a
merging task that determines if an event is recognized.

The data communication requirements between tasks are sharply different:
the channels transmitting video data require much higher bandwidth than those
transmitting results of the analysis tasks.

The amounts of data to analyze quickly get extremely large. For standard
NTSC video, with 640× 480 pixels ×3 bytes (for 24 bit color) ×30frames/s =
27,648,000 or 27.6Mbytes/s. If one goes to high definition, the numbers become
1,920× 1,080× 3× 60frames/s = 373,248,000 or approximately 373.3 Mbytes/s.
These numbers are for one camera. In a surveillance situation there would be
10s to 100s of cameras over fairly large areas (e.g., airports). Compression and
sophisticated algorithms can be used to reduce the data rates (the compression for
Mpeg is approximately 100 for HD and 20–40 for standard video). But this would
not completely solve the problem especially as usage increases.

Due to the parallelization of the compute task especially for a real-time response,
many cores are used simultaneously. For object recognition, hundreds to thousands
of cores will be required.
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3.2.3 Advances in Microprocessors

The new applications described above are being enabled by advances in the capa-
bilities of the new multicore microprocessors. The trend to multi- and many-core
architectures with shared memory and storage brings new capabilities to computing
and new bandwidth demands for the interconnect [20, 21].

At the processor level, there is a communications bottleneck, for multicore CPU
to CPU communications and also the well-known bottleneck from CPU to memory.
The requirements on interconnect bandwidth are constantly increasing. Despite
research advances in copper interconnects, the increasing transceiver complexity
is becoming limited by increased signal error [22–24] and power consumption
constraints.

Trends show that the CPU to memory link will require a bandwidth of greater
than 200 GB/s by 2015 [25]. Optical interconnects offer an alternative option to
enable higher bandwidth communication, scalability, and added design flexibility.

3.2.4 Network Bottleneck

As discussed above, new applications are creating an increasing demand for
bandwidth. Many of these applications from scientific computing to web search
and MapReduce require substantial intra-cluster bandwidth. Intra-cluster data center
bandwidth, known as east–west traffic, is increasing even faster than the increase of
traffic into the data center. In 2011 the ratio was approximately 4:1 in Microsoft
data centers [26]. As data centers and their applications continue to grow, scaling
the capacity of the network fabric to the ideal all-to-all communication becomes
more and more challenging.

In a classic data center, tree architecture network design (Fig. 3.2), there is
more bandwidth available within a rack and more within an aggregation router
than between racks. The network is over-subscribed. Although enabling massive
storage and computer power from commodity or relatively low-cost processors, this
architecture is more suitable to tasks where most high bandwidth communication
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is between nearby nodes. The parallelization programs should therefore be aware
of the physical layout of nodes for efficient parallelization and execution. These
placement restrictions make the already over-constrained workload placement
problem even more difficult. In addition, as we have described above, many
applications are using more and more cores, increasing the complexity of this
approach. In addition, to take full advantage of virtualization [27] it would be
beneficial to reduce the constraint of and dependence on placement of compute tasks
and stored data [28]. Therefore, despite advances in multicore processors, offering
increasing processing capabilities, the network performance and the incorporation
of new applications may be limited by the inter-connection network [29]. As
James Hamilton of Amazon says, “We are allowing the network to constrain
optimization of the most valuable assets” (http://perspectives.mvdirona.com/2010/
10/31/DatacenterNetworksAreInMyWay.aspx).

3.2.5 Energy Efficiency and Energy Proportionality

There is a growing awareness that power consumption of computer networks
cannot increase at the same rate as in the past, from the perspective of both
social responsibility and cost [24, 30, 31]. In 2006, servers and data centers were
estimated to consume 1.5% of the electricity in the USA (61 billion kilowatt-hours
(kWh)), doubling from the year 2000 and implying that with no changes in power
consumption trends this could double again by 2011 as more and more data is
being stored in data centers for online use, leading to an increase in the number
of data centers and the large number of servers in each along with the required
network and cooling equipment. This increase may not have been as much as
expected due to the economic downturn [32–34]. Locations for data farms are being
chosen on the basis of the cost of electricity. Google, for example, has built a data
center along the Columbia River Gorge for its lower cost electricity. Increases in
energy consumption are projected even when including cloud computing [14, 35]
and virtualization [27] both of which cut down the number of servers and therefore
total energy consumed [36]. These trends are motivating considerable effort into
improving energy efficiency in the data center.

Apart from the sheer cost of the energy bill, energy consumption has become
a very public social issue. The relative value of “dematerialization,” moving
bits instead of atoms, is not completely obvious. A Times of London report
claiming that two Google searches require as much energy as boiling a kettle of
water (http://www.technewsworld.com/rsstory/65794.html) resulted in a flurry of
comments, explanations, and clarifications (http://googleblog.blogspot.com/2009/
01/powering-google-search.html) ending with Google pointing out that a typical
user’s Google searching for a year would produce the same amount of CO2 as
a single load of washing and a table of values showing that 15,000 searches is
equivalent to the energy required to make a single cheeseburger (http://googleblog.
blogspot.com/2009/05/energy-and-internet.html). It is not clear how any of these

http://perspectives.mvdirona.com/2010/10/31/DatacenterNetworksAreInMyWay.aspx
http://perspectives.mvdirona.com/2010/10/31/DatacenterNetworksAreInMyWay.aspx
http://www.technewsworld.com/rsstory/65794.html
http://googleblog.blogspot.com/2009/01/powering-google-search.html
http://googleblog.blogspot.com/2009/01/powering-google-search.html
http://googleblog.blogspot.com/2009/05/energy-and-internet.html
http://googleblog.blogspot.com/2009/05/energy-and-internet.html
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claims and counter-claims shed much light on the issue. It does, however, indicate a
desire and effort to relate day-to-day Internet activities to other day-to-day activities.

The energy consumption discussion has gone beyond the issue of merely reduc-
ing the amount of energy used. Apart from the comprehensive and widely cited stud-
ies by Koomey on Worldwide Electricity Used in Data Centers [33, 34], Greenpeace
has also published a report, “How dirty is your Data?” (http://www.greenpeace.org/
international/Global/international/publications/climate/2011/Cool%20IT/dirty-data-
report-greenpeace.pdf) distinguishing between efficient IT and green IT. They
express the concern that making data centers more energy and cost efficient will
encourage more usage and not reduce energy consumption as a whole. They rate
major companies on the environmental and transparency policies concerning their
data centers.

From perhaps a more technical viewpoint, we see that companies have found
many ways to improve energy efficiency over the last few years. The concept of the
power usage effectiveness, PUE, has become more widespread. The PUE is defined
as the total facility power divided by the IT equipment power and is therefore a
measure of how efficiently a data center uses its power, with PUE = 1.0 being the
ideal. Google reports quarterly on PUE performance, which is steadily reducing
and currently approximately 1.2 (http://www.google.com/about/datacenters/inside/
efficiency/power-usage.html). Some of the energy saving techniques are listed on
the web site. At Facebook’s data center in Pineville the cold aisle is at 81F and hot
air from the servers is used to heat the offices. They have changed the dimensions of
their servers to 1.5U in order to promote better airflow. They have announced that
the PUE of this data center has achieved a remarkable 1.08 [37].

In “The Case for Energy Proportional Computing’ [38] Barroso and Holzle point
out that studies of average CPU utilization have found that servers were rarely
completely idle and seldom operate at maximum utilization. The consequence
of this is that servers spend most of their time in the lowest energy efficiency
regime. Their claim that energy proportional computing could potentially double the
efficiency of a typical server has spawned considerable activity towards this goal.
One should note that 100% utilization is not necessarily a desirable goal, as that
leaves the system in a state too close to the edge of poor performance. In addition,
turning off relatively idle servers is also not as obvious a solution as it might seem,
as data is distributed among the servers and idle time is often used for necessary
background tasks. In [39] the authors take this concept further and advocate for
energy proportional data center networks. They point out that the trends towards
less oversubscription and an increase in bisection bandwidth will require additional
switching and network capabilities, and therefore network power will become a
much more significant portion of the energy budget. The major keys to the energy
proportional network are topology (the authors propose using the flattened butterfly)
and optimal use of high bandwidth links. The authors introduce the concept of
dynamic topologies for a dynamically changing, energy proportional network.

http://www.greenpeace.org/international/Global/international/publications/climate/2011/Cool{%}20IT/dirty-data-report-greenpeace.pdf
http://www.greenpeace.org/international/Global/international/publications/climate/2011/Cool{%}20IT/dirty-data-report-greenpeace.pdf
http://www.greenpeace.org/international/Global/international/publications/climate/2011/Cool{%}20IT/dirty-data-report-greenpeace.pdf
http://www.google.com/about/datacenters/inside/efficiency/power-usage.html
http://www.google.com/about/datacenters/inside/efficiency/power-usage.html
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3.3 Optical Interconnects

3.3.1 System Level Interconnection Networks

The massive increase in traffic in the data center, along with new applications,
advances in semiconductor capabilities, and the need to reduce energy consumption
have all led to a consensus that change is needed in the data center architecture.
Many research groups in industry and universities are engaged in efforts to find
scalable solutions to improve data center performance while reducing energy con-
sumption. There are efforts in software, electronics and photonics, and combinations
of these. Some are looking into nearer term solutions with off-the-shelf components
while others depend on device research, primarily silicon photonics.

Several research groups have proposed modified electronic networks to improve
the bisection bandwidth of the data center while maintaining the use of low-cost
commodity hardware; this has been called scaling out in comparison with scaling
up to higher cost, higher bandwidth equipment. The scale out solutions, however,
have a high cost in wiring and switching complexity [40] and are less appealing if
we would like to find a solution that is scalable to future generations of data centers,
making these solutions perhaps more feasible for the short term [41–45] Pursuing an
idea for hybrid electrical/optical networks originally proposed for supercomputing
applications [46] several groups almost simultaneously proposed extrapolations of
this concept for the data center [6, 7, 47]. The basic idea being that full bisection
bandwidth is not a requirement for improved performance and that a few high
bandwidth pipes at the higher levels of the tree could relieve congestion (Fig. 3.3). In
addition, if the higher bandwidth requirements were based on latency tolerant, long-
lived flows, the high bandwidth links could be built from commercially available
optical links and optical MEMs switch technology. By using the circuit-based
optical switch, these networks become not only hybrid electrical/optical but also
hybrid packet/circuit networks. Reference [47] provides information on the MEMs
reconfiguration times and considers applications for financial institutions.

Top of rack
switches (ToR)

Racks of servers

Higher level
switches

Optical switch

High bandwidth links

Fig. 3.3 Schematic of a hybrid optical/electrical (circuit/packet) network. Based on the traditional
tree architecture (blue, thin lines), the hybrid network adds an optical circuit switch connected by
high bandwidth optical links (orange, thick lines) for selected high bandwidth transfers
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Helios [6] and c-through [8,48] differ primarily in their implementation of traffic
estimation and buffering. It was recognized at the outset that an advantage would
be dependent on the traffic characteristics of the data center network and suitable
application aware interfaces. A recent joint publication [49] reviews these projects
and their limitations. These hybrid optical/electrical solutions were pursued using
off-the-shelf equipment. Some network limitations derived from the off-the-shelf
nature of the components used, for example timing constraints [50] and are not
fundamental to the optical devices. Recognizing limitations in the MEMs switching
reconfiguration time and scalability work has been pursued using semiconductor
amplifiers as hybrid packet/circuit switches [51]. NEC has proposed Proteus which
adds scalability through additional wavelength selective switching [52]. Reference
[49] in reviewing the hybrid electrical optical experiments concludes that there are
software challenges that need to be addressed. Information regarding the temporal
and spatial heterogeneity of data center traffic and the analysis of application needs
requires further effort and information to support the dynamic switch scheduling
proposed in these architectures. They propose solutions for the control framework
and the use of OpenFlow to resolve the challenges. These hybrid proposals have
added value in that they have brought new concepts and potential solutions to
the attention of those outside of the photonics community raising awareness of the
possibility of using optics in computer networks.

3.3.2 Optical Networks on Chip

The networks discussed above focus on solving the traffic bottlenecks in the
conventional tree architecture, primarily by modifying the tree architecture itself
using commercially available or near to available off-the-shelf equipment. As briefly
described above, there is also a bandwidth pressure on the network from below,
at the microprocessor level. As the number of processing cores per chip grows,
an efficient high bandwidth interconnection network becomes essential. Silicon
photonics-based optical interconnects, leveraging the capacity and transparency
of optics and fabricated in high volume CMOS compatible foundries, form the
foundation of a vision solving communications bottlenecks. For many years re-
searchers have recognized that the relatively high cost of adoption of photonics in
computer systems might be overcome if the photonic components could be made
in fabrication environments compatible with silicon-based electronics [53]. This
section very briefly outlines components and some highlights of this burgeoning
research direction.

The ingredients for an optical network on chip have been investigated and
several systems proposed. Starting with the waveguides we have seen a steady
improvement in quality and loss characteristics [54]. Waveguide loss characteristics
depend on the geometry and fabrication technology [53, 55–57]. Reference [53]
reports a very low-loss hybrid silicon waveguide circuit consisting of straight rib
sections with a propagation loss of 0.272±0.012dB/cm and compact photonic wire
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Fig. 3.4 (a) Schematic of basic ring resonator design and function (b) When the transmission
wavelength does not fall within the resonance of the ring (the circumference of the ring is not an
integer multiple of the wavelength of the light), the light passes through to the bypass output port,
(c) When the wavelength falls within the resonance band of the ring (the circumference of the ring
is an integer multiple of the wavelength of the light), light is coupled from the input waveguide
into the ring and then to the ring coupled drop port

bends of 5 μm radius with a loss of 0.0273± 0.0004dB/90◦ bend. In [56] Oracle
and Kotura present low loss shallow-ridge silicon waveguides with an average
propagation loss of 0.274 dB/cm in the C-band. New etchless techniques are also
being proposed [57].

A high speed modulator is a key component of the optical link. Significant
progress has been made in advancing the silicon photonics optical modulator based
on both silicon Mach Zehnder modulators and electronically tuned ring resonators
(Fig. 3.4) [58, 59].

Many groups are exploring technologies to reduce power consumption and
increase bandwidth and fabrication tolerances. An all-silicon optical modulator
using a CMOS compatible fabrication process with a data rate of 40 Gb/s and
extinction ratio up to approximately 6.5 dB for TE and TM polarizations is
demonstrated in [60]. Intel demonstrated a high-speed silicon optical modulator
based on the free carrier plasma dispersion effect based on carrier depletion of a pn
diode embedded inside a silicon-on-insulator waveguide. A travelling-wave design
was used resulting in a 3 dB bandwidth of ∼ 30GHz and data transmission up to
40 Gb/s [61].

Low power consumption is a critical requirement of silicon photonics and
the modulator in particular. Many groups have explored ways to reduce power
consumption [62–65]. Oracle demonstrated standard ring resonators with driver
circuits with <100fJ/b [62] Reference [65] reviews vertical junction microdisk
modulators and their potential for ultra-low power consumption, demonstrating the
first sub-100fJ/bit silicon modulators.

Spectrally aligned networks of such ring resonator modulators and filters are
being proposed for photonic on-chip interconnection networks [66, 67]. Broadband
switches have also been proposed and demonstrated [68, 69]. Reference [68]
reported the fabrication and experimental verification of a multiwavelength high-
speed 2 × 2 silicon photonic switch for ultrahigh-bandwidth message routing in
optical on-chip networks. The structure employed two microring resonators in order
to implement the bar and cross states of the switch.



3 Optical Interconnects in Next Generation Data Centers: An End to End View 41

An important aspect of this research, particularly for networks such as those
proposed with thousands of ring resonators, is the effort to achieve low power tuning
and trimming of the rings. Several methods are under consideration including joule
heating and the use of an overlay of thermally compensating materials [70–74].

Germanium is the preferred choice for the photodetector in the silicon CMOS-
based link, [75–78] Germanium-based photodetectors can be monolithically inte-
grated with silicon and compatible with CMOS fabrication technology. Reference
[75] demonstrated waveguide integrated germanium detectors a low capacitance of
2.4 fF and directly recorded impulse response at 8.8 p. Intel [76] demonstrated<1fF
capacitance and 0.9A/W, with a slightly higher impulse response of 12.5 ps.

A remaining challenge is the choice of a light source. It is well known that,
because it is an indirect band gap material and despite extensive efforts [79–84], an
efficient manufacturable silicon laser has not yet been achieved. Some have chosen
to bypass this challenge by using an off-chip light source. An off-chip light source
already exists commercially at fairly low cost and is more easily serviceable and
replaceable. The power consumption of the off-chip laser, although part of the whole
system, does not contribute to the heat dissipation challenge of the integrated chip.
On the other hand, the off-chip laser introduces additional packaging and alignment
challenges with the need for on-chip distribution. An efficient on-chip source would
not require coupling and could be packaged more compactly and would make more
efficient use of the optical power. Of course here the challenge is the development of
the new laser. This laser should be suitable for high volume manufacture to maintain
low cost of the silicon photonic circuit. Currently the most promising sources are
the hybrid laser being developed by Intel and UCSB [82] and the germanium laser
being developed by MIT and APIC [83, 84].

The above discussion shows that the elements comprising a silicon photonic
network on chip have been demonstrated in research laboratories and that several
network architectures have been proposed. While work continues to improve device
performance and power consumption, effort is now focusing on developing and
demonstrating solutions that will be most manufacturable in terms of cost, yield,
and compatibility with standard CMOS processes.

3.4 Conclusions

In the last few years the data center has undergone extraordinary change, increasing
influence on our lives. At the same time, at the processor level, advances and trends
towards increasing numbers of cores are putting more pressure on the processor
to processor and processor to memory interconnects. The immense communication
bandwidth requirements are driving research groups and industries to seek solutions
to these challenges by using the transmission capabilities of optics. As described
above, in this brief and necessarily incomplete summary, results from system level
research for the data center down to intra chip interconnects show that optics
can offer solutions and scalability for future generations, although there are many
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technical challenges to resolve. Optical switch fabrics can add to high speed low
latency capabilities; however, novel routing and scheduling algorithms must be
developed to demonstrate their benefits to throughput and performance. Tremendous
advances are ongoing in silicon photonic components, with development underway
to demonstrate that they are economical, power efficient, and manufacturable.
Optics is poised to make a significant impact in the data center, in the first instance,
to overcome current bottlenecks and, in the longer term, to enable new architectures
and applications.
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Chapter 4
Simulation and Performance Analysis of Data
Intensive and Workload Intensive Cloud
Computing Data Centers

Dzmitry Kliazovich, Pascal Bouvry, and Samee Ullah Khan

4.1 Introduction

Data centers are becoming increasingly popular for the provisioning of computing
resources. The cost and operational expenses of data centers have skyrocketed
with the increase in computing capacity [1]. Energy consumption is a growing
concern for data center operators. It is becoming one of the main entries on a data
center operational expenses (OPEX) bill [2,3]. The Gartner Group estimates energy
consumptions to account for up to 10% of the current OPEX, and this estimate is
projected to rise to 50% in the next few years [4]. However, computing-based energy
consumption is not the only power-related portion of the OPEX bill. High power
consumption generates heat and requires an accompanying cooling system that costs
in a range of $2–$5 million per year for classical data centers [5]. Failure to keep
data center temperatures within operational ranges drastically decreases hardware
reliability and may potentially violate the service level agreement (SLA) with the
customers.

From the perspective of energy efficiency, a cloud computing data center can
be defined as a pool of computing and communication resources organized in
the way to transform the received power into computing or data transfer work to
satisfy user demands. The first power saving solutions focused on making the data
center hardware components power efficient. Technologies, such as dynamic voltage
and frequency scaling (DVFS), and dynamic power management (DPM) [6], were
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extensively studied and widely deployed. Because the aforementioned techniques
rely on power-down and power-off methodologies, the efficiency of these techniques
is at best limited. In fact, an idle server may consume about two-thirds of its peak
load [7].

Because the workload of a data center fluctuates on a weekly (and in some
case on hourly) basis, it is a common practice to overprovision computing and
communicational resources to accommodate the peak load. In fact, the average load
accounts only for 30% of data center resources [8]. This allows putting the rest of
the 70% of the resources into a sleep mode for most of the time. However, achieving
the above requires central coordination and energy-aware workload scheduling
techniques. Typical energy-aware scheduling solutions attempt to: (a) concentrate
the workload in a minimum set of the computing resources and (b) maximize the
amount of resource can be put into sleep mode [9].

Most of the current state-of-the-art research on energy efficiency has pre-
dominantly focused on the optimization of the processing elements. However, as
recorded in earlier research, more than 30% of the total computing energy is
consumed by the communication links, switching and aggregation elements. Similar
to the case of processing components, energy consumption of the communication
fabric can be reduced by scaling down the communication speeds and cutting
operational frequency along with the input voltage for the transceivers and switching
elements [10]. However, slowing the communicational fabric down should be
performed carefully and based on the demands of user applications. Otherwise,
such a procedure may result in a bottleneck, thereby limiting the overall system
performance. A number of studies demonstrate that often a simple optimization
of the data center architecture and energy-aware scheduling of the workloads may
lead to significant energy savings. Reference [11] demonstrates energy savings of
up to 75% that can be achieved by traffic management and workload consolidation
techniques.

In this chapter, we survey power-saving techniques implemented at both com-
ponent and system levels. In energy efficiency optimization we focus on both com-
puting and communication fabrics. As the system level, energy-efficient network-
aware scheduling solutions are presented. Finally a simulation environment, named
GreenCloud, for advanced energy-aware studies of cloud computing data centers in
realistic setups is presented. GreenCloud is developed as an extension of a packet-
level network simulator ns-2 [12]. Unlike few existing cloud computing simulators
such as CloudSim [13] or MDCSim [14], GreenCloud extracts, aggregates, and
makes information about the energy consumed by computing and communication
elements of the data center available in an unprecedented fashion. In particular, a
special focus is devoted to accurately capture communication patterns of currently
deployed and future data center architectures.
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4.2 Simulating Energy-Efficient Data Centers

In this section, we present the main aspects of design of energy-efficient data cen-
ters, survey the most prominent architectures, and describe power-saving techniques
implemented by individual data center components.

4.2.1 Energy Efficiency

Only a part of the energy consumed by the data center gets delivered to the
computing servers directly. A major portion of the energy is utilized to maintain
interconnection links and network equipment operations. The rest of the electricity
is wasted in the power distribution system, dissipates as heat energy, and used
up by air-conditioning systems. In light of the above discussion, we distinguish
three energy consumption components: (a) computing energy, (b) communicational
energy, and (c) the energy component related to the physical infrastructure of a data
center.

The efficiency of a data center can be defined in terms of the performance
delivered per watt, which may be quantified by the following two metrics: (a) Power
Usage Effectiveness (PUE) and (b) Data Center Infrastructure Efficiency (DCiE)
[15,16]. Both PUE and DCiE describe which portion of the totally consumed energy
gets delivered to the computing servers.

4.2.2 Data Center Architectures

Three-tier trees of hosts and switches form the most widely used data center
architecture [17]. It (see Fig. 4.1) consists of the core tier at the root of the tree, the
aggregation tier that is responsible for routing, and the access tier that holds the pool
of computing servers (or hosts). Earlier data centers used two-tier architectures with
no aggregation tier. However, such data centers, depending on the type of switches
used and per-host bandwidth requirements, could typically support not more than
5,000 hosts. Given the pool of servers in today’s data centers that are of the order
of 100,000 hosts [11] and the requirement to keep layer-2 switches in the access
network, a three-tiered design becomes the most appropriate option.

Although 10 Gigabit Ethernet (GE) transceivers are commercially available, in
a three-tiered architecture the computing servers (grouped in racks) are intercon-
nected using 1 GE links. This is due to the fact that the 10 GE transceivers: (a)
are too expensive and (b) probably offer more capacity than needed for connecting
computing servers. In current data centers, rack connectivity is achieved with
inexpensive Top-of-Rack (ToR) switches. A typical ToR switch shares two 10
GE uplinks with 48 GE links that interconnect computing servers within a rack.
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Fig. 4.1 Three-tier data center architecture

The difference between the downlink and the uplink capacities of a switch defines its
oversubscription ratio, which in the aforementioned case is equal to 48/20= 2.4 : 1.
Therefore, under full load, only 416 Mb/s will remain available to each of the
individual servers out of their 1 GE links.

At the higher layers of hierarchy, the racks are arranged in modules (see Fig. 4.1)
with a pair of aggregation switches servicing the module connectivity. Typical
oversubscription ratios for these aggregation switches are around 1.5:1, which
further reduces the available bandwidth for the individual computing servers to
277 Mbps.

The bandwidth between the core and aggregation networks is distributed using
a multi-path routing technology, such as the equal cost multi-path (ECMP) routing
[18]. The ECMP technique performs a per-flow load balancing, which differentiates
the flows by computing a hash function on the incoming packet headers. For a three-
tiered architecture, the maximum number of allowable ECMP paths bounds the total
number of core switches to eight. Such a bound also limits the deliverable bandwidth
to the aggregation switches. This limitation will be waved with the (commercial)
availability of 100 GE links, standardized in June 2010 [19].

But how the data center architecture will look like in the future? The most
promising trend in to follow a modular design. Traditional racks of servers will
be replaced with standard shipping containers hosting 10 times as many servers
as conventional data center in the same volume [20]. Each container is optimized
for power consumption. It integrates a combined water and air cooling system
and implements optimized networking solutions. These containers, being easy to
ship, can become plug-and-play modules in future roof-less data center facilities
[21]. Their current PUE is in the order of 1.2 [22] while the average PUE for
the industry is between 1.8 and 2.0 [1] depending on the reporting source. Some
skeptics addressing the problem of individual component failures and the overhead
of shipping the whole container back to the manufacturer. This can be addressed
by packing even more servers into self-contained container solutions requiring
no operational maintenance [23]. Whenever an individual component fails the
whole container can continue operation with only minor degradation in computing
capacity. To make it a reality, each container as well as the data center itself
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Fig. 4.2 Architecture of GreenCloud simulator

should follow a distributed design approach. But current data center architectures
are completely hierarchical. This way, for example, a failure in the rack switch
can disable all servers in the rack. A failure of the core or aggregation switches
may degrade operation or even disable a large number of racks. Therefore, fat-tree
architectures will be replaced with distributed approaches like DCell [24], BCube
[25], FiConn [26], or DPillar [27] in future data centers.

4.2.3 Simulator Structure

In this section we introduce GreenCloud simulator which offers fine-grained
simulation of modern cloud computing environments focusing on data center
communications and energy efficiency. GreenCloud is an extension to the network
simulator ns-2 [12]. It offers users a detailed fine-grained modeling of the energy
consumed by the elements of the data center, such as servers, switches, and links.
Moreover, GreenCloud offers a thorough investigation of workload distributions.
Furthermore, a specific focus is devoted on the packet-level simulations of com-
munications in the data center infrastructure, which provide the finest-grain control
and is not present in any cloud computing simulation environment. Reference [28]
provides more details on the GreenCloud simulator. Figure 4.2 presents the structure
of the GreenCloud extension mapped onto the three-tier data center architecture.
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4.2.4 Hardware Components and Energy Models

Computing servers are the staple of a data center that are responsible for task
execution. In GreenCloud, the server components implement single core nodes
that have a preset on a processing power limit in MIPS (million instructions per
second) or FLOPS (floating point operations per second), associated size of the
memory/storage resources, and contain different task scheduling mechanisms rang-
ing from the simple round-robin to the sophisticated DVFS and DNS approaches.

The servers are arranged into racks with a ToR switch connecting it to the access
part of the network. The power model followed by server components depends on
CPU utilization. As reported in [2] and [7] an idle server consumes about two-thirds
of its peak load consumption. This is due to the fact that servers must constantly
manage memory modules, disks, I/O resources, and other peripherals. Moreover,
the power consumption increases with the level of CPU load linearly. As a result,
the aforementioned model allows implementation of power saving in a centralized
scheduler that can provision consolidation of workloads in a minimum possible
amount of the computing servers.

1. Another option for power management is dynamic voltage/frequency scaling
(DVFS) [10], which introduces a trade-off between computing performance
and the energy consumed by the server. The DVFS is based on the fact that
switching power in a chip decreases proportionally to V 2 × f , where V is the
voltage and f is the switching frequency. Moreover, voltage reduction requires
frequency downshift. This implies a cubic relationship from f in the CPU power
consumption. Note that server components, such as bus, memory, and disks do
not depend on the CPU frequency. Therefore, the power consumption of an
average server (see Fig. 4.3) can be expressed as follows [29]:

P = Pfixed +Pf × f 3, (4.1)

where Pfixed accounts for the portion of the consumed power which does not scale
with the operating frequency f , while Pf is a frequency-dependent CPU power
consumption.

Network switches and links form the interconnection fabric that delivers work-
loads to any of the computing servers for execution in a timely manner. The
interconnection of switches and servers requires different cabling solutions depend-
ing on the supported bandwidth, physical and quality characteristics of the link. The
quality of signal transmission in a given cable determines a trade-off between the
transmission rate and the link distance, which are the factors defining the cost and
energy consumption of the transceivers.

The twisted pair is the most commonly used medium for Ethernet networks that
allows organizing Gigabit Ethernet (GE) transmissions for up to 100 m with the
transceiver power consumed of around 0.4 W or 10 GE links for up to 30 m with the
transceiver power of 6 W. The twisted pair cabling is a low cost solution. However,
for the organization of 10 GE links it is common to use optical multimode fibers.
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Fig. 4.3 Computing server power consumption

The multimode fibers allow transmissions for up to 300 m with the transceiver power
of 1 W [30]. On the other hand the fact that multimode fibers cost almost 50 times
of the twisted pair cost motivates the trend to limit the usage of 10 GE links to the
core and aggregation networks as spending for the networking infrastructure may
top 10%–20% of the overall data center budget [31].

The number of switches installed depends on the implemented data center
architecture. However, as the computing servers are usually arranged into racks the
most common switch in a data center is ToR switch. The ToR switch is typically
placed at the top unit of the rack unit (1RU) to reduce the amount of cables
and the heat produced. The ToR switches can support either gigabit (GE) or 10
gigabit (10 GE) speeds. However, taking into account that 10 GE switches are more
expensive, current capacity limitation of aggregation and core networks gigabit rates
are more common for racks.

Similar to the computing servers early power optimization proposals for
interconnection network were based on DVS links [10]. The DVS introduced a
control element at each port of the switch that depending on the traffic pattern and
current levels of link utilization could downgrade the transmission rate. Due to the
comparability requirements only few standard link transmission rates are allowed,
such as for GE links 10 Mbps, 100 Mbps, and 1 Gbps are the only options.

On the other hand, the power efficiency of DVS links is limited as only a portion
(3%–15%) of the consumed power which scales linearly with the link rate. As
demonstrated by the experiments in [32] the energy consumed by a switch and all
its transceivers can be defined as:

Pswitch = Pchassis + nlinecards ×Plinecard +
R

∑
i=0

nports.r ×Pr, (4.2)
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where Pchassis is related to the power consumed by the switch hardware, Plinecard is
the power consumed by any active network line card, Pr corresponds to the power
consumed by a port (transceiver) running at the rate r. In Eq. (4.2), only the last
component appears to be dependent on the link rate while other components, such as
Pchassis and Plinecard remain fixed for all the duration of switch operation. Therefore,
Pchassis and Plinecard can be avoided by turning the switch hardware off or putting it
into sleep mode.

4.2.5 Jobs and Workloads

Workloads are the objects designed for universal modeling of various cloud user
services. In grid computing the workloads are typically modeled a sequence of jobs
that can be divided into a set of tasks. The tasks can be dependent requiring an
output from other tasks to start execution or be independent. Moreover, due to the
nature of grid computing applications (biological, financial, or climate modeling)
the number of jobs available prevail the number of computing resources available.
While the main goal is in minimization of the time required for the computing of
all jobs which may take weeks or months the individual jobs do not have a strict
completion deadline.

In cloud computing, incoming requests are typically generated for such applica-
tions like web browsing, instant messaging, or various content delivery applications.
The jobs tend to be more independent, less computationally intensive, but have a
strict completion deadline specified in SLA. To cover the vast majority of cloud
computing applications, we define three types of jobs:

• Computationally Intensive Workloads (CIWs) model high-performance comput-
ing (HPC) applications aiming at solving advanced computational problems.
CIWs load computing servers considerably, but require almost no data transfers
in the interconnection network of the data center. The process of CIW energy-
efficient scheduling should focus on the server power consumption footprint
trying to group the workloads at the minimum set of servers as well as to route the
traffic produced using a minimum set of routes. There is no danger of network
congestion due to the low data transfer requirements, and putting the most of
the switches into the sleep mode will ensure the lowest power of the data center
network.

• Data-Intensive Workloads (DIWs), on the contrary, produce almost no load at the
computing servers, but require heavy data transfers. DIWs aim to model such
applications like video file sharing where each simple user request turns into a
video streaming process. As a result, the interconnection network and not the
computing capacity becomes a bottleneck of the data center for DIWs. Ideally,
there should be a continuous feedback from network switches to the central
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workload scheduler. Based on such a feedback, the scheduler will distribute the
workloads taking current congestion levels of the communication links. It will
avoid sending workloads over congested links even if certain server’s computing
capacity will allow accommodating the workload. Such scheduling policy will
balance the traffic in the data center network and reduce average time required
for a task delivery from the core switches to the computing servers.

• Balanced Workloads (BWs) aim to model the applications having both computing
and data transfer requirements. BWs load the computing severs and communi-
cation links proportionally. With this type of workloads the average load on the
servers is proportional to the average load of the data center network. BWs can
model such applications as geographic information systems which require both
large graphical data transfers and heavy processing. Scheduling of BWs should
account for both servers’ load and the load of the interconnection network.

The execution of each workload object requires a successful completion of its
two main components: (a) computing and (b) communicational. The computing
component defines the amount of computing that has to be executed before a given
deadline on a time scale. The deadline aims at introducing Quality of Service (QoS)
constraints specified in SLA. The communicational component of the workload
defines the amount and the size of data transfers that must be performed prior,
during, and after the workload execution. It is composed of three parts: (a) the size of
the workload, (b) the size of internal, and (c) the size of external to the data center
communications. The size of the workload defines the number of bytes that after
being divided into IP packets is required be transmitted from the core switches to the
computing servers before a workload execution can be initiated. The size of external
communications defines the amount of data required to be transmitted outside the
data center network at the moment of task completion and corresponds to the task
execution result. The size of internal to the data center communications defines the
amount of data to be exchanged with another workload that can be executed at the
same or a different server. This way the workload interdependencies are modeled.
In fact, internal communication in the data center can account for as much as 70%
of total data transmitted [11].

Figure 4.4 captures energy consumption measured in a DVFS- and DNS-enabled
data center running different types of workloads. An efficient and effective method-
ology to optimize energy consumption of interdependent workloads is to analyze the
workload communication requirements at the moment of scheduling and perform a
coupled placement of these interdependent workloads—a co-scheduling approach.
The co-scheduling approach will reduce the number of links/switches involved into
communication patterns.

Figure 4.5 shows a typical distribution of energy consumption between data
center components obtained via simulations.
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4.3 Energy-Efficient Scheduling

4.3.1 Network Congestion

Utilizing a communication fabric in data centers entails the concept of running
multiple types of traffic (LAN, SAN, or IPC) on a single Ethernet-based medium
[33]. On one side, the Ethernet technology is cheap, easy to deploy, and relatively
simple to manage, on the other side, the Ethernet hardware is less powerful and
provisions for small buffering capacity. A typical buffer size in an Ethernet network
is in the order of 100s of KB. However, a typical buffer size of an Internet router is
in the order of 100s of MB [34]. Small buffers and the mix of high-bandwidth traffic
are the main reasons for network congestion.

Any of the data center switches may become congested either in the uplink
direction or in the downlink direction or both. In the downlink direction, the
congestion occurs when individual ingress link capacities overcome individual
egress link capacities. In the uplink direction, the mismatch in bandwidth is
primarily due to the bandwidth oversubscription ratio, which occurs when the
combined capacity of server ports overcomes a switch’s aggregate uplink capacity.

Congestion (or hotspots) may severely affect the ability of a data center
network to transport data. Currently, the Data Center Bridging Task Group (IEEE
802.1) [35] is specifying layer-2 solutions for congestion control, termed IEEE
802.1Qau specifications. The IEEE 802.1Qau specifications introduce a feedback
loop between data center switches for signaling congestion. Such a feedback allows
overloaded switches to hold off heavy senders from sending with the congestion
notification signal. Such a technique may avoid congestion-related losses and keep
the data center network utilization high. However, it does not address the root of
the problem as it is much more efficient to assign data-intensive jobs to different
computing servers in the way that jobs avoid sharing common communication
paths. To benefit from such spatial separation in the three-tiered architecture (see
Fig. 4.1), the jobs must be distributed among the computing servers in proportion
to their communication requirements. Data-intensive jobs, like ones generated by
video sharing applications, produce a constant bit-stream directed to the end-user
as well as communicate with other jobs running in the data center. However, such
a methodology contradicts the objectives of energy-efficient scheduling, which tries
to concentrate all of the active workloads on a minimum set of servers and involve
minimum number of communication resources. This trade-off between energy
efficiency, data center network congestion, and performance of individual jobs is
resolved using a unified scheduling metric presented in the subsequent section.

4.3.2 The DENS Methodology

The DENS methodology minimizes the total energy consumption of a data center by
selecting the best-fit computing resources for job execution based on the load level
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and communication potential of data center components. The communicational
potential is defined as the amount of end-to-end bandwidth provided to individual
servers or group of servers by the data center architecture. Contrary to traditional
scheduling solutions [36] that model data centers as a homogeneous pool of com-
puting servers, the DENS methodology develops a hierarchical model consistent
with the state-of-the-art data center topologies. For a three-tier data center, DENS
metric M is defined as a weighted combination of server-level fs, rack-level fr, and
module-level fm functions:

M = α× fs +β× fr + γ× fm, (4.3)

where α, β, and γ are weighted coefficients that define the impact of the correspond-
ing components (servers, racks, and/or modules) on the metric behavior. Higher
values of α favor the selection of highly loaded servers in lightly loaded racks.
Higher values of β will prioritize computationally loaded racks with low network
traffic activity. Higher values of γ favor selection of lightly loaded modules. The
γ parameter is an important design variable for job consolidation in data centers.
Taking into account that α+β+ γ must equal unity, the values of α = 0.7, β = 0.2,
and γ = 0.1 are selected experimentally to provide a good balance in the evaluated
three-tier data center topology. The details of the selection process are presented
in [37].

The factor related to the choice of computing servers combines the server load
Ls(l) and its communication potential Qr(q) that corresponds to the fair share of the
uplink resources on the ToR switch. This relationship is given as:

fs(l,q) = Ls(l)× Qr(q)φ

δr
, (4.4)

where Ls(l) is a factor depending on the load of the individual servers l, Qr(q)
defines the load at the rack uplink by analyzing the congestion level in the switch’s
outgoing queue q, δr is a bandwidth over provisioning factor at the rack switch, and
φ is a coefficient defining the proportion between Ls(l) and Qr(q) in the metric.
Given that both Ls(l) and Qr(q) must be within the range [0,1] higher φ values will
decrease the importance of the traffic-related component Qr(q). Similar to the case
of computing servers, which was encapsulated in Eq. (4.4), the factors affecting
racks and modules can be formulated as:

fr(l,q) = Lr(l)× Qm(q)φ

δm
= Qm(q)φ

δm
× 1

n

n
∑

i=1
Ls(l), (4.5)

fm(l) = Lm(l) = 1
k

k
∑
j=0

Lr(l), (4.6)

where Lr(l) is a rack load obtained as a normalized sum of all individual server
loads in the rack, Lm(l) is a module load obtained as a normalized sum of all of
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the rack loads in this module, n and k are the number of servers in a rack and the
number of racks in a module respectively, Qm(q) is proportional to the traffic load
at the module ingress switches, and δm stands for the bandwidth over provisioning
factor at the module switches. It should be noted that the module-level factor fm

includes only a load-related component l. This is due to the fact that all the modules
are connected to the same core switches and share the same bandwidth using ECMP
multi-path balancing technology.

The fact that an idle server consumes energy that is almost two-thirds of its
peak consumption [7] suggests that an energy-efficient scheduler must consolidate
data center jobs on a minimum possible set of computing servers. On the other
hand, keeping servers constantly running at peak loads may decrease hardware
reliability and consequently affect the job execution deadlines [38]. To address the
aforementioned issues, we define the DENS load factor as a sum of two sigmoid
functions:

Ls(l) =
1

1+ e−10(l− 1
2 )

− 1

1+ e−
10
ε (l−(1− ε

2 ))
. (4.7)

The first component of Eq. (4.7) defines the shape of the main sigmoid, while the
second component is a penalizing function aimed at the convergence towards the
maximum server load value (see Fig. 4.6). The parameter ε defines the size and
the incline of this falling slope. The server load l is within the range [0,1]. For the
tasks having deterministic computing load the server load can be computed as the
sum of computing loads of all of the running tasks. Alternatively, for the tasks with
predefined completion deadline, the server load l can be expressed as the minimum
amount of computational resource required from the server to complete all the tasks
right-in-time.
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Being assigned into racks, computing servers share the same ToR switch their
uplink communication demands. However, defining a portion of this bandwidth used
by a given server or a flow at the gigabit speeds during runtime is a computationally
expensive task. To circumvent the aforementioned undesirable characteristic, both
Eqs. (4.4) and (4.5) include a component that is dependent on the occupancy level
of the outgoing queue Q(q) at the switch and scales with the bandwidth over
provisioning factor δ.

Instead of relying on the absolute size of the queue, the occupancy level q is
scaled with the total size of the queue Qmax within the range [0,1]. The range
corresponds to none and full buffer occupancy. By relying on buffer occupancy,
the DENS metric reacts to the growing congestion in racks or modules rather than
transmission rate variations. To satisfy the aforementioned behavior, Q(q) is defined
using inverse Weibull cumulative distribution function:

Q(q) = e
−
(

2q
Qmax

)2

. (4.8)

The obtained function, illustrated in Fig. 4.7, favors empty queues and penalizes
fully loaded queues. Being scaled with the bandwidth over provisioning factor δ in
Eqs. (4.4) and (4.5) it favors the symmetry in the combined uplink and downlink
bandwidth capacities for switches when congestion level is low. However, as
congestion grows and buffers overflow, the bandwidth mismatch becomes irrelevant
and immeasurable.

Figure 4.8 presents the combined fs(l,q) as defined in Eq. (4.4). The obtained
bell-shaped function favors selection of servers with the load level above average
located in racks with the minimum or no congestion. Reference [37] provides more
details about DENS metrics and its performance in different operation scenarios.
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4.4 Conclusions

The cost and operating expenses of data centers are becoming a growing concern
as cloud computing industry is booming. The challenge of energy efficiency
allows maintaining the same data center performance while the level of energy
consumption is reduced. This can not only significantly reduce costs of operating
the IT equipment and cooling but also increase server density enlarging the capacity
of existing data center facilities.

To understand the optimization space we surveyed energy consumption models
of computing servers, network switches, and communication links. Thereafter, main
techniques for energy efficiency, like DVFS or dynamic shut-down, are studied
at both the component and system levels. It is demonstrated that approaches
for centralized coordination and scheduling are required to achieve satisfactory
optimization levels. Such coordination should combine traditional scheduling ap-
proaches with the awareness of the state of communication equipment and network
traffic footprints. Furthermore, the characteristics of the incoming workloads must
be taken into account. Currently, GreenCloud simulator and presented energy-
aware scheduling approaches are being extended to cover scenarios which include
geographically distributed data centers and renewable sources of energy.
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Chapter 5
The Role of Photonics in Future Datacenter
Networks

Al Davis, Norman P. Jouppi, Moray McLaren, Naveen Muralimanohar,
Robert S. Schreiber, Nathan Binkert, and Jung-Ho Ahn

5.1 Introduction

Over the past decade, the very nature of our computing and information
infrastructure has gone through a dramatic change. Besides the normal near-
exponential requirement for more of everything, there are some new driving factors.
The reach and bandwidth of the Internet has rapidly expanded, and this increase has
been amplified by the near ubiquitous reach of cellular telephone networks. As a
result, the most common information endpoint for most users is a mobile device
such as a smart phone, tablet, or laptop. By themselves these devices are useful.
Now that they are connected to the Internet, they have spawned a wide range of new
information-centric activities such as streaming video, social networking, satellite
maps, and cloud computing. Even the word “Google” is no longer just the name
of a company, but is commonly used as a verb associated with rapidly searching
massive amounts of data and returning pointers to hopefully relevant results.

The change is in evidence at the corporate and consumer level as well. Shopping
is no longer restricted to physical presence, but can be done virtually anywhere
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via the Internet. Point of sale transactions, whether they are via the Internet or a
conventional store are tracked and analyzed to predict anything from what should
be advertised to a particular consumer to information that guides corporations
to invent new products and services. The amount of data available to large
corporations is enormous, and the need to analyze that data for a business advantage
involves an equally staggering mix of computational power, storage capacity, and
communication.

The result is that the bulk of the processing and storage action has moved from the
information endpoint to powerful and centralized warehouses comprising massive
storage and computational resources—e.g., the datacenter. Given the economic
advantages of large-scale installations, this centralization theme is just the beginning
of what will likely continue. We use the term datacenter in this chapter loosely
since datacenters vary significantly in terms of their size and the nature of their
constituent components. At the high-end, high-performance computing (HPC)
installations utilize the fastest and most powerful components. Low-end private
enterprise datacenters are harder to characterize since they may employ high- or
low-performance components or even a mixture of both. The middle ground is
even harder to place in some sort of taxonomy since these datacenters are very cost
sensitive and therefore use the best bang for the buck components while servicing
a much larger user base than either the enterprise or HPC installations. In terms of
their size, this middle tier may well equal or even exceed the size of supercomputer
facilities, e.g., the warehouse scale computers (WSCs) employed by Google, Yahoo,
Twitter, Facebook, etc.

Each datacenter class is optimized for various metrics. For supercomputers,
it is all about performance and this involves not just only computational power
but also network performance which includes minimizing latency and maximizing
bandwidth. For commercial WSCs, maximizing raw performance is less important
than high availability and throughput per dollar, since they service an enormous
number of concurrent requests. It is noteworthy that these high-volume request
servers have a strange computation vs. communication ratio. Each request may well
involve a massive amount of data but the computational requirements may be small
in comparison. One can safely conclude that for any particular large-scale WSC
there is a need for a massive level of data communication, computation, or both.
Other observations support this premise. Astfalk [6] points out that:

1. For every byte written or read to/from a disk, 10 KB is transmitted over the
datacenter network.

2. For every byte transmitted over the Internet to/from the datacenter, 1 GB of data
is moved through the datacenter network.

3. The server growth rate is 7% per annum. Note that in the US Environmental
report to Congress [1], the rate was 17% but they did not account for the high
levels of virtualization and the attendant server consolidation that is in play today.

4. Storage requirement growth is 52% per year. In 2007, 5 exabytes of additional
datacenter storage was required which is 10,000 times the size of the entire
printed data contained in the Library of Congress.
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5. Internet traffic was 6.5 exabytes per month in 2007 and the annual growth rate is
expected to be 56%.

6. The number of Internet nodes in 2007 indicated a sustained annual growth rate
in the number of Internet nodes to be 27%. Note that given the current popularity
of cell phones and tablets, this number is likely very conservative.

The goal is to enable the design of more energy-efficient future datacenters and
there is a clear conclusion that can be drawn from this data. Namely that it is
more important to improve the bandwidth and energy-efficiency of the network
infrastructure than it is to improve the energy and performance of the processor
socket. In part, this is because the latter will happen anyway due to the merchant
semiconductor industry’s efforts to improve semiconductor processes and improve
socket architectures. The former is a bigger challenge since as integrated circuit
feature sizes become smaller, transistors scale nicely in terms of area, switching
speed, and energy consumption. Unfortunately both on-chip wires and off-socket
I/Os do not scale nearly as well.

WSC-scale datacenters are also very expensive and the total capital expense
(CapEx) of the building, cooling, power infrastructure, networking, storage, and
compute servers varies between $150M to over $1B today. The amortization
schedules vary. The building, cooling, and power distribution costs are typically
amortized over a 10-year period, networking equipment over 4 years, and servers,
memory, and storage are considered to have a 3-year lifetime. Operational expense
(OpEx) includes personnel costs as well as energy costs and the 3–4 year OpEx
expense often equals the initial amortized CapEx expense.

Hoelzle and Barroso [15] report that the total power for a 2007 Google WSC
can be broken down into the following components: 33% for servers, 25% for
power distribution and cooling, 15% for electrical utility losses, and 15% for the
network. They also argue that while networking is not the largest power component,
networking and systems innovation is the key to getting the most out of the WSC
investment. We argue that for WSC-scale datacenters, the network is in fact the
critical component and the next question to answer is what should be done to
improve these networks for future datacenters.

Fundamentally there are two technologies used today to transport data: (1)
electrical and (2) optical. The telecommunications industry has long recognized
the advantages of optical communication in terms of modulation rate, latency,
bandwidth, and bit-transport energy (BTE) for long-haul communication. We note
that the definition of long should be modulation rate dependent. Electrical commu-
nication faces a number of serious problems as modulation rates exceed a few GHz
and transport lengths exceed a few mm. Namely:

1. The amount of power required to drive an unrepeated wire is fundamentally
linear with the length of the wire and delay is quadratic with length [14].

2. Wire delay can be reduced to nearly linear with appropriate repeater spacing but
at the cost of increased power.

3. Signal integrity for high-speed signals is a serious problem for off-socket
communication.
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4. Both the number of signal I/Os on a package and the per-pin modulation rate are
increasing much more slowly than the number of transistors that can be placed
on the die [5]. This creates a serious edge bandwidth communication constraint.

5. The use of high-speed SerDes I/Os is one way to increase the pin bandwidth,
but these circuits are very power intensive and their power consumption does not
scale well with process improvements.

Optical/photonic signaling has rather different properties:

1. Due to the low loss rates of the waveguides or fibers, the active power consumed
by photonics is dominated by the end-points where electrical to optical (EO),
or optical to electronic (OE) domain conversion happens. Hence optical active
power consumption is essentially independent of path length for the distances of
interest in the datacenter. There is an idle-power problem, however, that will be
discussed subsequently.

2. Bandwidth is not strictly dependent upon the modulation rate since multiple
wavelengths of light can be used on the same waveguide/fiber, an option that
is not practical for high-speed electronic signaling.

3. The signal integrity problem is significantly reduced in the optical domain.

The obvious conclusion is that we should abandon electrical signaling in favor of
photonics. Photonics should win in most of the critical datacenter metrics, namely
bandwidth and power. However, this conclusion would be premature; cost cannot
be ignored and the designers of better electronic systems are not standing still. The
cost of all-electrical communication structures is well known since this technology
has been in play for a long time. Photonic device structures are relatively new and
we don’t have a similar ability to reliably predict the future, primarily because
volume manufacturing of these devices on modern fab lines has yet to happen.
Cost for integrated devices is heavily dependent on both volume and manufacturing
efficiency. All of the requisite devices necessary to support photonic communication
have been fabricated and tested in lab environments, but it is safe to say that the gap
between lab device demonstration and cost-effective, high-yield manufacturing is a
big step.

Modern datacenters have already embraced photonic signaling for long distances.
Electronic signaling is still the norm inside the rack but today’s datacenter cables
are rapidly transitioning from electrical to photonic. These Active Optical Cables
(AOCs) have the OE and EO engines embedded in the connector. AOCs are
significantly lighter, have a tighter bend radius, and are more energy efficient than
the electrical alternative. They are, however, more expensive. The primary reason
that they are increasingly becoming the right choice is that the higher CapEx
expense is offset by the reduced energy/OpEx cost. The scaling argument also favors
this trend since components become cheaper and energy will be more expensive in
the future.

One way to look at what might be referred to as the optical invasion is to note
that the long haul telecom and Internet backbone is already photonic. The next
longer distance is the cable lengths inside the datacenter and they are rapidly
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becoming photonic with the use of AOCs. The open question is when and with
what technology will the next longest paths convert to photonics. The next longest
paths in order of decreasing length from an interconnect perspective are backplanes,
server or router board traces, and finally the individual switch or processor chips.
In May, 2011 Hewlett Packard demonstrated an all-optical passive backplane in a
router cabinet [34]. The same technology can be easily applied to other backplane
applications.

The reader will note that so far, little has been said about latency. It is the
other key datacenter metric since everybody cares about how fast they can get an
answer to a search or large database query. For cases where computational needs
are light, the key performance component is often network latency. It is a common
misconception that photons in a waveguide travel faster than electrons in a good
copper trace or cable. This is just not true in all cases. The fact is that optical signal
propagation is the speed of light in a vacuum (c) divided by the group refractive
index of the waveguide. Currently on-chip waveguides and electrical signals both
achieve approximately 1/3c. For intra-datacenter cables it is a different story:
optical transmission achieves about 2/3c and electrical signaling achieves about
1/3c. For circuit boards using hollow metal waveguides the optical option wins
again since the group refractive index is very close to 1.0. Once can safely conclude
that for on-chip signals, it is not about latency but the winning technology will be
based on other factors such as energy consumption. Once the signal is off-chip,
photonic latency simply wins but delay through the OE and EO engines and cost
must be considered.

Total packet latency in a datacenter can be defined as the time it takes for a
packet to traverse the network from the sender to the receiver node (a.k.a. terminal).
Total packet latency is the sum of all of the path latencies and all of the switch
latencies encountered along the route. A packet that travels over N paths will pass
through N − 1 switches. The value of N for any given packet will vary depending
on the amount of locality that can be exploited in an application’s communication
pattern, the topology of the network, the routing algorithm, and the size of the
network. However, when it comes to typical case latency in a WSC-scale datacenter
network, path latency is a very small part of total latency. Total latency is dominated
by the switch latency which includes delays due to buffering, routing algorithm
complexity, arbitration, flow control, switch traversal, and the load congestion for a
particular switch egress port. Note that these delays are incurred at every switch in
the network and hence these delays are multiplied by the hop count.

The best way to reduce hop-count is to increase the radix of the switches.
Increased switch radix means less switches for a network of a given size and
therefore a reduced CapEx cost. Reduced hop-count and fewer switches also lead to
reduced power consumption as well as reduced latency. For all-electrical switches,
there is a fundamental trade-off due to the poor scaling of both signal pins and per-
pin bandwidth. Namely one could choose to utilize more pins per port which results
in a lower radix but with higher bandwidth per port. The other option is to use fewer
pins per port which would increase the radix but the bandwidth of each port would
suffer. Photonics may lead to a better option, namely the bandwidth advantage due



72 A. Davis et al.

to wave division multiplexing, and the tighter signal packaging density of optics
means that high-radix switches are feasible without a corresponding degradation of
port bandwidth.

The remainder of this chapter is devoted to exploring where photonics will be
most useful in the creation of high-radix switches for future datacenters. Given the
the cost uncertainty, the primary focus will be on the very-large scale and high-
performance datacenter target where higher priced components are more palatable.

5.2 Background

High-end system performance is expected to grow by three orders of magnitude,
from petascale to exascale, by 2020. The Moore’s law scaling of semiconductor
technology will not, by itself, meet this need; to close the gap, there will be
more processing and storage components. A recent study [23] shows that an
exascale system will likely have 100,000 computational nodes. The increasing
scale and performance will put tremendous pressure on the network, which is
rapidly becoming both a power and a performance bottleneck [24]. High-radix
network switches [17] are attractive since increasing the radix reduces the number
of switches required for a given system size and the number of hops a packet
must travel from source to destination. High-radix switches can be connected
hierarchically (in topologies such as folded Clos networks [18]), directly (in a
flattened butterfly or HyperX topology [2, 19]), or in a hybrid manner [20].

The chip I/O bandwidth and chip power budget are the two key limits to boosting
radix. Our goal is to assess whether electronics or photonics will be better suited to
overcome these limits in future switches. In order to make this assessment, we need
guideposts. For electronics, we use the ITRS [30]. Since photonics has no published
roadmap, we develop one as described in Sect. 5.3 and use it in a performance
and power comparison between electronics and photonics.

In electronic switches, increasing radix to reduce latency while maintaining
per-port bandwidth will be hard because of chip-edge bandwidth: the ITRS predicts
only modest growth in per-pin bandwidth and pin count over the next decade.
For example, Cray’s YARC is a high-radix, high-performance, single-chip switch
[29], with 768 pins shared by 64 bi-directional ports, giving an aggregate bandwidth
of 2.4 Tb/s. Each port has three input and three output data signals, but the use of
differential signaling, necessary to improve high-speed signaling reliability, means
that 12 pins are required in total. High-speed SERDES can help by increasing the
signaling rate, but this reduces the power budget available for the actual switching
function. In YARC, high-speed differential SERDES consume approximately half
the chip power (Parker (2010) Personal communication).

Emerging silicon nanophotonics technology [21, 22, 25, 35, 36] may solve the
pin bandwidth problem. Waveguides or fibers can be coupled directly onto on-chip
waveguides, eliminating electrical data pins. While the signaling rate is comparable
to that of electrical pins, high-bandwidth per waveguide can be achieved with dense
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wavelength division multiplexing (DWDM), in which up to 64 wavelengths of light
constitute independent communication channels. Because of DWDM, a high-radix
photonic switch will have fewer off-chip fiber connections than pins in a comparable
electronic switch. Furthermore, over a long path, an inter-switch cable or a circuit
board trace, the energy cost to send a bit of information is lower in optics than
in electronics. At datacenter scale, the bit transport energy (BTE) of photonic
communication is nearly independent of path length. Electrical BTE grows linearly
for unrepeated wires and worse than linearly if repeaters are used to improve latency
and signal integrity.

The next scaling limit will be power in the on-switch-chip electrical interconnect.
Again, an all-electrical solution will not work. But unlike the I/O limit, the right
answer is not an all-photonic solution; it is a reasonable hybrid of long-distance
photonics with short-distance electronics.

On-chip global wires are increasingly slow and power hungry [14]. Global wire
geometry is not scaling at the same rate as transistor geometry. To minimize fall-
through latency, YARC uses repeated wires in global data and control paths. Many
intermediate buffers and wires are required to support YARC’s over-provisioned
intra-switch bandwidth.

Photonic BTE is low, and is length independent on-chip as well as off-chip.
But there are other issues. Optical modulators and receivers require constant tuning
even when not being used (more in Sect. 5.3.2) resulting in static power not present
in plain electrical wires. This static tuning power requirement implies that photonics
are most energy-efficient if the optical links are heavily utilized. Electrical signaling
over small distances can have lower BTE and be faster than optical signaling, partly
due to endpoint EO/OE domain conversion power. The distance at which optics
becomes preferable will change with shrinking feature size, because electrical wires
and optics scale differently. Thus a short-range electronic, long-range optical design
seems reasonable, although the cross-over point for short vs. long will certainly
depend on technology improvements that are difficult to determine precisely at the
moment.

5.3 Electronic and Photonic Roadmaps

High-performance switches are not manufactured in the same volume as processors;
they are relegated to older fabs. YARC, a standard cell ASIC, was fabricated in a
90 nm fab, and custom microprocessors were then fabricated in a 65 nm process
[29]. Microprocessors are now fabricated in 32 nm CMOS technologies; ASICs
remain at least a generation behind. We therefore focus on the 45, 32, and 22 nm
CMOS technology steps.

We describe electrical and photonic I/O roadmaps. These help define the design
space for high-radix switches. The electrical I/O roadmap is based on the 2009 ITRS
[30]. It provides the roadmap for most switch components, but does not predict
I/O power. We supplement it with SERDES power predictions based on recently
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published results. Although the impact of technologies such as photonics is being
considered by the ITRS, there is no industry roadmap at the present time. We make
a first attempt to create a photonic roadmap, based on recent literature as well as our
own laboratory efforts.

The benefits of photonics are compelling, but technology challenges remain
before it can be deployed. Laboratory device demonstrations have been performed;
waveguides, modulators, and detectors have been built and tested [9], but the ability
to cheaply and reliably manufacture hundreds to millions of these devices on the
same substrate has not yet been demonstrated.

5.3.1 Electrical I/O Roadmap

The ITRS is concerned primarily with the “short reach” or SR-SERDES, with trace
lengths of a few centimeters, used for processor to main memory interconnects.
Recently a number of low-power SR-SERDES have been demonstrated [12, 28]. In
switch applications, “long reach” or LR-SERDES are generally required to drive a
path of up to one meter of PC board trace with at least two backplane connectors
in the path. SR-SERDES use less power than LR-SERDES, but they require some
form of external transceiver or buffer to drive longer transmission paths. Although
switch-chip power in this arrangement decreases, the overall system power grows.

Historical data show that SERDES power scales by roughly 20% per year
[28]. Not all components of SERDES power will continue to scale at this rate.
The external loads (impedances of off-chip wires) are not changing, and the output
drive power cannot be expected to improve. Our power model for SR-SERDES
and LR-SERDES takes the current state-of-the-art BTE value as its starting point.
We assume that the power of the transmitter output stage remains constant, and the
balance of the energy will scale according to the ITRS roadmap. The predicted BTE
values for both types are shown Fig. 5.1.
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5.3.2 Photonic Roadmap

External transceivers cannot overcome the chip-edge bandwidth wall. An integrated
technology can, by bringing light directly onto the chip. Integrated CMOS pho-
tonics, where all the components for communication with the exception of an
external laser power source are integrated in a CMOS compatible process, have
been demonstrated using indirect modulation [4]. However, the Mach–Zehnder
modulators used in these systems are impractical for systems requiring many optical
channels due to their large area and relatively high BTE.

Compact, power-efficient modulators based on resonant structures have been
demonstrated [9]. Our proposed technology uses silicon ring resonators, similar to
the devices described by [3]. A ring can be used as a modulator, as a wavelength-
specific switch, or as a drop filter. Rings have the additional advantage of being
wavelength specific, allowing DWDM (dense wavelength division multiplexed)
transmitters to be created. Rings, together with silicon ridge waveguides for on
chip connectivity, waveguide-integrated germanium detectors, and grating couplers
for external connectivity, constitute a complete set of components required for
communications. All components can be manufactured on a common silicon
substrate with the optical source being provided by an off-chip laser.

Figure 5.2 depicts a complete DWDM photonic link. An external mode-locked
laser provides light as a “comb” of equally spaced wavelengths. An array of ring
resonators in one-to-one correspondence with the wavelength comb modulates a
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signal on the passing light. That light is transmitted through a waveguide, into fiber
via a coupler, and back into another waveguide on a different chip, and into another
array of ring resonators for detection. This link can be used for both inter-chip
communication via the single mode fiber or for intra-chip communication if that
fiber and the related couplers are removed.

Power and losses for a complete inter-chip DWDM photonic link consisting
of 2 cm of waveguide and 10 m of fiber are illustrated respectively in Figs. 5.3
and 5.4. We calculate the laser electrical power from the required receiver optical
input power, the total path loss including optical power distribution, and the laser
efficiency. Receiver electronic power was simulated using HSPICE to model the
transimpedance amplifier and limiting amplifiers. Modulation power was estimated
from the measured circuit parameters of ring resonators assuming a modulation
rate of 10 Gb/s at each process step. The final component is the thermal tuning
power. Since all the power terms except modulation are independent of link activity,
link power is not strictly proportional to usage. High-speed differential electronic
links exhibit a similar lack of proportionality. Since they must be constantly active
sending idle frames when real data is not being transmitted.
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5.4 Switch Microarchitecture

A scalable switch microarchitecture is used in a design space exploration to compare
the photonic and electrical alternatives for a high-radix switch-chip. For electri-
cal systems, this is accomplished by increased chip pin-count and/or improved
SERDES speeds. For photonic interconnects this is enabled by the availability of
more wavelengths for the optical links. Constrained by the limits of the electrical
and photonic roadmaps, we investigate switches of radix 64, 100, and 144, of
each in three process generations. The decision to use an N2 square number of
ports was motivated by the desire to maintain an N ×N array of subswitches in
the all-electronic switch case. We view feasible designs as falling within ITRS
package limitations, consuming less than 140 W, and fitting within an 18x18 mm
die. Higher power switches are possible, but would require significantly more
expensive liquid conductive cooling. We view designs between 140 and 150 W
as cautionary and designs greater than 150 W as infeasible. The die size is based
on a floorplan that accounts for port interconnect pitch, input and output buffer
capacity, photonic element pitch, port tile logic, and optical arbitration waveguides
or electrical arbitration logic.

Datacenter switches typically conform to Ethernet style packet sizes, and vary
in length from jumbo packets, commonly 9,000 or more bytes, to the smallest 64 B
size. For simulation purposes, we vary the packet size in multiples of 64 B, where
the multiplier varies between 1 and 144. In both electronic and photonic designs,
we provide buffers at both the input and output ports. Input buffers are 32, 64, and
128 KB, respectively, for the 45, 32, and 22 nm feature sizes. This 2× scaling tracks
the 2× scaling projection of additional wavelengths. The output buffer is sized at 10
KB to accommodate an entire jumbo packet. The output buffer can also be increased
in size to support link-level retry, but we are not modeling failure rates and link-level
retry in this work since this chapter’s focus is concerned with the design options for
a single switch.

For optical I/Os, we allow one input fiber and one output fiber per port, and hence
the per-port bandwidths over the three process generations are 80 Gbps, 160 Gbps,
and 320 Gbps. Flow control is done on a per-packet basis. The worst case inter-
switch link in our model is 10 m, and flow control must account for the round trip
latency on the link plus the response time on either end. Table 5.1 shows the worst
case number of bits that could be in flight, and the buffers are sized accordingly.
Our simulations and power estimation models focus on datapath and arbitration
resources. The remaining details of the various tile resources are shown in Table 5.1.
We assume a 5 GHz electrical component clock based on ITRS [30] and drive the
optical links in DDR fashion at 10 Gbps.
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Table 5.1 Radix independent resource parameters

General Process nm 45 32 22
System clock GHz 5

Link characteristics Port bandwidth Gbps 80 160 320
Max link length m 10
In flight data Bytes 1,107 2,214 4,428

Optical link parameters Data wavelengths 8 16 32
Optical data rate Gbps 10

Electronic link parameters SERDES per Gbps 10 20 32
channel bandwidth

SERDES channels per port 8 8 10
Bit energy (LR SERDES) fJ/bit 7,000 4,560 3,311
SERDES TDP/port mW 560 730 1,060
Electronic I/O pins/port 32 32 40

Buffers Input buffer size kB 32 64 64
Header queue entries 64 128 256
Input buffer read width bits 32 64 128
Input buffer write width bits 16 32 64
Flit size Bytes 64
Packet size Flits 1–144
Output buffer size Bytes 9,216

5.4.1 Electronic Switch Architecture

A simple switch consists of three primary components: input buffers to store
incoming messages; a crossbar to transmit the messages to the appropriate output
port; and an arbiter to allocate resources and resolve conflicts. Since the latency of
all three components increases with radix and size, scaling them directly to a high
radix will either reduce the operating frequency or the switch throughput. Where a
simple FIFO structure is used for the input buffers, a packet at the head of the buffer
waiting for a busy output port will block subsequent packets from progressing even
if their destination is free. This phenomenon, called head-of-line (HOL) blocking,
limits the throughput of a simple crossbar switch to around 60% under uniform
random traffic [16]. To address the latency problem, YARC splits crossbar traversal
into three stages; 1-to-8 broadcasting (or demultiplexing), 8×8 subswitch traversal
stage, and 8-to-1 multiplexing. Buffers are inserted between stages to alleviate HOL
blocking by buffering packets according to destination. A fully buffered crossbar
with a dedicated buffer at every crosspoint can handle loads close to 100% of
capacity. This significantly increases buffering, which grows as the square of port
count. The YARC architecture reduces the buffer size requirements by partitioning
the crossbar into multiple subswitches.

Figure 5.5 shows the organization of a distributed high-radix switch similar
to YARC. The switch uses a single repeated tile with one instance for each
bidirectional port. The tiles are organized as an M row by N column array; hence,
there are M × N ports. Each tile consists of an input buffer, an N input to M
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Fig. 5.5 Array of electronic switch tiles and waveguides. Photonic I/O is incorporated into the tile

output subswitch, an M input multiplexer, and an output buffer. Every subswitch
has buffers at its inputs called row buffers. Every multiplexor has buffers at its
inputs called column buffers. The size of these intermediate buffers is critical to
avoiding HOL blocking. Packets flow from the input SERDES to the input buffer
and are then sent (via a broadcast message) along the row bus to the tile that is
in the same column as the output port. Note that on average, the N input buffers
along a row will send one phit per cycle to each subswitch. Hence, the average
load in a subswitch is only 100/N%. Once a phit reaches a subswitch, the first
stage arbitration maps it to the tile of the correct output port. Within each column,
the subswitches and output multiplexors are fully (all-to-all) connected. A second
stage arbitration picks packets from the column buffers and sends them to the output
buffer. This arrangement means that arbitration is local to a tile and is limited to N
inputs for the first stage and M inputs for the second stage. For electronic switch
datapaths, we scale the input port bandwidth based on the roadmap we discussed in
Sect. 5.3. The size of the subswitches, column, and row resources scale as the square
root of the port count. For optical I/O, the output modulators and output detectors
are assumed to be integrated with the tile in order to eliminate long wires and use
the optical waveguides as an additional low-loss routing layer. For electronic I/O,
the high-speed SERDES are placed around the periphery of the chip to provide a
more controlled analog environment.
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5.4.2 Optical Switch Architecture

In the optical switch architecture, we return to a simple single-level switch using
an optical crossbar. This choice is motivated by the high static power of optical
interconnects. YARC over-provisions wires to interconnect subswitches; they are
underutilized. This is not a power-efficient way of using an optical interconnect due
to the static tuning power requirement.

We exploit the low propagation loss of optical waveguides to build an optical
crossbar that spans the chip more power efficiently than an electronic crossbar. HOL
blocking is addressed by using a flexible input buffer structure, and an arbitration
algorithm that considers multiple requests from each input. The optical switch
architecture is shown in Fig. 5.6, with multiple I/O tiles surrounding a high-aspect-
ratio optical crossbar. The I/O tile consists of a unified input buffer, output buffer,
input header queue, and request generation logic.

Packets arriving on the input fiber are immediately converted into the electronic
domain and stored in the input buffer. A separate header FIFO contains the routing
information for every packet in the input buffer. The first eight elements of the
header FIFO are visible to the request generation logic, which generates up to eight
requests to the central arbiter. When a grant is received for one of the requests, the
input buffer sends the relevant packet to the switch core and frees the buffer space.
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Fig. 5.7 12 input, 4 output crossbar with 4 way clustering

The input buffer has sufficient bandwidth to transfer two packets to the crossbar
at a time. Since the input buffer is not a FIFO, buffer space management is more
complex. The crossbar operates at double the external link bandwidth, which allows
the input port to “catch up” when output port contention occurs. Since the crossbar
bandwidth is twice the external port bandwidth, output ports require sufficient
buffering to accommodate at least one maximum-sized packet.

5.4.3 Optical Crossbar

A crossbar is a two-dimensional structure that broadcasts in one dimension and
arbitrates in the other. In our optical crossbar, a waveguide is associated with each
output port. Input port requests are granted by the arbitration structure so that at
any given time only one bank of modulators will be actively driving any given
waveguide. In this channel per destination approach [33], each receiver ring must
always actively listen to its associated waveguide.

The tuning power for this approach scales linearly with the number of inputs,
as inactive modulator arrays must be kept at a known off-frequency position to
avoid interference. Multiple crossbar inputs may share a set of modulators, without
impacting crossbar performance, since only one set of modulators is ever active at a
time. We refer to this as clustering, and use this technique to minimize the number
of ring resonators per waveguide.

The optical crossbar in Fig. 5.7 shows the optical modulators shared by two
pairs of inputs, one pair on each side of the optical switch, for a clustering factor
of 4. Each waveguide of the 12-port switch therefore requires only three sets of
modulators. The clustering factor can be adjusted to share the modulators between
any number of adjacent tiles without impacting the throughput of the switch,
but higher clustering factors require additional intra-cluster electrical interconnect.
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Table 5.2 Components of
optical loss

Component name dB

Waveguide single mode (per cm) 1
Waveguide multi mode (per cm) 0.1
Adjacent ring insertion loss 0.017
Ring scattering loss 0.001
Off-chip coupling loss 1
Nonideal beam-splitter loss [13] 0.1
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Fig. 5.8 Varying clustering factor, radix 64 switch in 22 nm technology

The large number of rings per waveguide in the photonic crossbar means that
ring related losses are more significant than for point-to-point links. Every ring
induces some scattering loss, and idle, off-resonance modulator rings add loss
due to adjacent partial coupling. Clustering reduces both of these loss factors.
The components of loss are listed in Table 5.2. For the largest switch configuration
studied the worst case path loss is 7.7dB.

Figure 5.8 shows the power savings that can be obtained by sharing the optical
modulators. Initially, power drops due to the static power saved by reduced ring
count. Beyond the minimum (cluster factor = 16), power grows due to the long wires
in the cluster.

5.4.4 Thermal Tuning of Rings

A ring is resonant with a wavelength when its circumference is an integer multiple
of this wavelength. Manufacturing variability and thermal expansion of the silicon
make it necessary to add per-ring, active temperature control to align one of the
resonant frequencies of the ring with one of the wavelengths of the laser-generated
comb. Watts et al. demonstrated this using Joule heating elements embedded in or
near the rings [35].

Complete tuning flexibility for a single ring would require sufficient heating
power to move the ring across a wide wavelength range. A more efficient design
can minimize the thermal tuning power. One idea is to use an extended array of
equally spaced rings (see the top of Fig. 5.9). Tuning only needs to put the ring on
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Fig. 5.9 Coarse tuning methods to minimize heating power: (left) additional rings; and (right)
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the closest wavelength. By adding rings to extend the array, combined with a shift
function between the rings and the electronic signals, the heating power required to
tune between adjacent frequencies can be dramatically reduced.

A ring has multiple modes of resonance and is said to be resonant in mode M
when the effective ring path length is M times the wavelength. To avoid the added
power and area costs of additional rings, with a similar reduction in the maximum
required heating power, we can design the geometry of the ring array such that
the resonant frequency of the M + 1th mode of the largest ring is one wavelength
comb “tooth” to the low wavelength side of the shortest comb wavelength (right
side Fig. 5.9). The number inside the colored ring represents the resonant mode of
the ring; thus D[0] is always connected to the longest (reddest) wavelength, and
D[31] to the shortest. The use of two modes in all rings gives a logical tuning range
that is almost equivalent to the ring’s full free spectral range, which is the frequency
range between two adjacent resonant modes.

Our photonic scaling assumptions are as follows. The geometry of the rings does
not scale with process improvements since ring size and resonant frequency are
coupled. We assume that the modulation frequency will remain constant across
generations, a consequence of the use of charge injection as the mechanism for
modulation. Modulation speed in this case is limited by the carrier recombination
time of the rings. A relatively low modulation rate has the advantage that simple
source synchronous clocking can be used. This requires an additional clock
wavelength but allows simple, low power receiver clocking when compared to high-
speed SERDES. We use a single added wavelength for the forwarded clock, along
with groups of 8, 16, and 32 data wavelengths, respectively, for the three process
steps that are considered.

5.4.5 Arbitration

Our photonic crossbar design requires a high-speed, low-power arbiter. To better
utilize the internal switch bandwidth, we performed a novel design space study using
uniform random traffic to quantify the benefit that would result from increasing
the number of requests and grants available for each input port. We found that
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allowing 8 requests and 2 grants per port improved internal bandwidth utilization by
approximately 30% on average for all radices and packet sizes. This choice allows
an input port to concurrently send two packets to different output ports.

We employ two forms of electrical arbitration. The electrical arbiter (YARB)
for the electrical baseline datapath is an exact replica of the distributed YARC
arbitration scheme. Since our goal is to evaluate the best arbitration choice for
the photonic datapath, the electrical arbiter (EARB) implementation for a photonic
datapath departs from the YARC model in order to more closely mimic the optical
arbitration scheme. We employ the parallel-prefix tree arbitration design of [11].
This approach is similar to parallel-prefix adder design, where the trick is to realize
that carry propagate and kill are similar to a prioritized grant propagate and kill.
The EARB contains k-tiles for each radix k configuration. Each tile is logically
prioritized in a mod-k ring, where the highest priority grantee for the next selection
is just after the current grantee in ring order. This provides a fairness guarantee
similar to round-robin scheduling.

The EARB is centralized and pipelined, but there is little doubt that additional
improvements to our current version can be found. In particular area, speed, and
power improvements are likely possible with more rigorous attention to critical path
timing and transistor sizing issues. Layout can be improved to reduce wire delays.
Finally our current scheme uses one prefix-tree arbiter for each output port and each
arbiter returns a single grant to the winning requester. Hence it is possible for an
input port to receive more than two grants. When this happens, logic at the input
port will select which grants are to be rejected by dropping the associated request
lines. The result is that the eventual grantee will wait longer than necessary due to
the extra round trip delays between the input port and arbiter.

Sending a minimum-sized packet takes eight clocks. The most important aspect
of any arbitration scheme is to have a round trip delay that is less than the packet
transmission time. Our EARB design is optimized for delay, although we note that
the dominant delay is due to the long electrical request and grant wires. Our EARB
tile takes less than one 200 ps cycle for all process steps and radices. The worst
case EARB request to grant time is seven clocks. The EARB power has a negligible
impact on total switch power and in the worst case (radix 144, 45 nm) the arbiter
requires 52 pJ/operation. For 22 nm the 144 radix power is 25.7 pJ/op.

Optical arbitration uses a separate set of arbitration waveguides where a particular
wavelength on an arbitration waveguide is associated with a particular egress
port in the switch. We employ the token channel arbitration scheme proposed by
[33]. The optical arbitration round trip time is also less than eight clocks and
the arbitration power has a negligible impact on total switch power. We conclude
that there is no substantial difference between EARB and optical token channel
arbitration and that either will be suitable through the 22 nm process step. Since
the dominant delay component of EARB is the long request and grant wires, which
grow with each new process step, we believe that in the long run optical arbitration
may prove to be the winner.
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Table 5.3 I/O and package constraints

Ports 64 100 144

All optical generations Max die size (mm) 18.1
Fibers per side (250 μm) 72
Fibers per side (125 μm) 144
Fibers required 128 200 288
Fiber sides (250 μm) 2 3 4
Fiber sides (125 μm) 1 2 2

45 nm

Port bandwidth 80 Gbps
SERDES rate 10 Gbps
Available SERDES pairs 600
Pairs required 512 800 1,152

32 nm

Port bandwidth 160 Gbps
SERDES rate 20 Gbps
Available SERDES pairs 625
Pairs required 512 800 1,152

22 nm

Port bandwidth 320 Gbps
SERDES rate 32 Gbps
Available SERDES pairs 750
Pairs required 640 1,000 1,440

5.4.6 Packaging Constraints

We evaluated the feasibility of all the switch variants against the constraints of the
ITRS roadmap for packaging and interconnect.

Table 5.3 shows the electrical and photonic I/O resources that will be required
for our choice of I/O models in all three process generations. The key conclusion is
that the only feasible design for an all-electrical system capable of port bandwidths
of 80 Gbps is radix 64. However even with today’s 250 micron fiber packaging
pitch, all of the optical I/O designs are feasible using fibers on four sides of the
device. Using 125 micron pitch fiber packaging all the optical connectivity can be
achieved on two sides. Even given the optimistic ITRS provisioning of high-speed
differential pairs, there just aren’t enough to support 100 and 144 port electronic
designs with the requisite port bandwidth due to packaging limitations. From a
packaging perspective, the trend is clear; increasing the switch radix over the radix-
64 YARC while significantly increasing bandwidth requires optical I/Os. Since
power and performance are equally critical in determining feasibility, they will be
discussed next.
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5.5 Experimental Setup

We estimate performance using the M5 simulator [7]. New modules were created
for each of our design points. Module interactions are modeled at packet granularity.
The optical model accounts for the propagation delay of light in waveguides in order
to accurately quantify communication and arbitration delay.

We use CACTI 6.5 [27] to model the electronic switch and the electronic
components of the photonic switch. The photonic model includes an analytic model
of optical losses, input laser power, and thermal tuning power. For both, we model
in detail the dominant components of the datapath, such as input and output buffers,
crossbars, row and column buffers, arbiters, and the vertical/horizontal buses. Other
logic modules such as the Link Control Block (LCB) [29] and statistical counters
contribute to the total power, but their contribution is negligible.

In the YARC model, to calculate peak power we assume a 100% load on input
and output buffers. Although each subswitch can be fully loaded, the aggregate
load on all of the subswitches is inherently limited by the switch’s bandwidth.
For example, in a switch with n subswitches handling uniform traffic, the mean
load on each subswitch is no greater than 100/

√
(n)%, even when the switch is

operating at full load. Similarly, the number of bytes transferred in horizontal and
vertical buses is also limited to the aggregate I/O bandwidth.

5.6 Results

Our initial experiments compare the performance and power of the optical full
crossbar with a YARC style electronic crossbar for a range of switch sizes and traffic
types. Overall, the performance results show that a YARC style electronic crossbar
can perform as well as an optical crossbar, but as the radix and port bandwidth
increase the power consumed by the electronic crossbar becomes prohibitive.
Finally, we present power results for large networks based on the various switches
that we have modeled.

5.6.1 Performance Results

Both switches do well on most traffic patterns, except for some contrived patterns
where YARC performs poorly. Once the switch radix is large, the performance
variation due to switch radix is minimal, making the performance results for all three
radices roughly equivalent. The performance results also don’t change appreciably
at the different technology nodes. With an optical datapath, both electrical and
optical arbitration schemes provide roughly the same performance because the
electrical scheme is fast enough for our data points. The main benefit of the higher
radix switches comes at the system level, where hop-count, switch power and cost
are reduced.
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a b

Fig. 5.10 (a) Uniform random traffic, 64 byte packets, and 22nm technology. The 1x and 2x refer
to the internal speedup of the optical switch. (b) Uniform random traffic, 9216 byte packets, and
22nm technology. The 1x and 2x refer to the internal speedup of the optical switch

Figure 5.10 shows the performance for uniform random traffic with 64 byte
packets across three switch configurations at the 22 nm technology node. The per-
formance of the optical crossbar with and without speedup brackets the YARC
design. The optical crossbar, without speedup, is performance limited by its
inability to catch up when an input is unable to send to a particular output due
to contention. Though YARC also doesn’t have internal speedup, the column wires,
being independent resources, in effect give the output half of the switch significant
speedup. With very large input buffers, the YARC design is easily able to keep its
row buffers filled and thus output contention never propagates back to the input
stage. The increase in latency with the applied load is almost identical for both
approaches reflecting the fact that although the YARC is a multistage design, the
use of minimal shared internal resources means that it performs as well as a full
crossbar.

Figure 5.10b shows the performance for jumbo packets. With jumbo packets,
there are two problems with the YARC design which prevent high throughput. First,
the row buffers are too small to store an entire packet, so congestion at the output
causes the packet to trail back through the switch and the row bus and results in
HOL blocking. Since we are targeting switches for Ethernet networks, flits cannot be
interleaved because packets must be single units. We can fix this HOL blocking by
providing credit-based flow control from input to output, but even with zero-latency
flow control this doesn’t improve the load that the switch can handle because the
switch is unable to keep the column buffers full, thus losing its ability to catch up
when there is output contention. The optical crossbar without internal speedup does
better with large packets because the duration of output contention is short compared
to the duration of packet transmission (i.e., a failed arbitration might cause a few
cycle loss of bandwidth whereas the data transmission takes hundreds of cycles).
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Table 5.4 Switch core
power in watts

Radix
Generation Port BW Core type 64 100 144

45 nm 80 Gbps Electronic 41.8 72.7 120.7
Optical 13.2 17.4 31.9

32 nm 160 Gbps Electronic 38.0 65.9 109.0
Optical 22.9 27.7 50.9

22 nm 320 Gbps Electronic 52.4 91.9 153.8
Optical 34.2 41.3 76.3

5.6.2 Power Results

Table 5.4 compares the peak power for optical and electronic switch cores for
various switch sizes and technology generations. It is clear that across all technology
nodes, optical cores consume less power. In many cases the electrical switch
power is very high, so that even if we break the pin barrier with optical off-chip
interconnects, it is not feasible to build high-bandwidth, high-radix electric switches
without incurring exorbitant cooling costs.

Compared to electrical switch cores, optical core power increases more slowly
with radix. In electrical switches, the buffered crossbar design is a key to enabling
high throughput. But its complexity grows quadratically with radix, leading to
high power consumption. The row/column interconnects, consisting of fast repeated
wires switching at high frequency, contribute heavily to the total power in electrical
switches. Optical switch cores overcome both these problems by leveraging the
superior characteristics of optical interconnect and our arbitration scheme. The
proposed 8-request, 2-grant scheme is able to achieve high-throughput without in-
termediate buffers. The optical crossbar is effective in reducing the communication
overhead. The only optical component that scales nonlinearly is the laser power
(due to the loss in the link), but its contribution to the total power is minimal.
The clustering technique helps keep the laser power contribution low even for high
radices by reducing the number of optical rings required.

Table 5.5 shows the total power including I/O for all configurations. For high
port count, devices with electronic I/O become impractical. Across the design space,
electronic switch cores are considered feasible if the total power consumed is within
140 W. Beyond this threshold, more expensive conductive liquid cooling is required.
Hence for high port count designs, the optical switch core has a considerable power
advantage. Packaging requirements make the case even stronger for photonics.

Figure 5.11 shows the per-bit energy for large-scale HyperX networks [2] for a
range of switch components in the 22nm generation. This shows a double advantage
of photonic I/O in both reducing power and enabling higher radix switches; switches
of greater than 64 ports with electronic I/O exceed practical device power limits
and packaging constraints. The combination of greater radix and lower component
power leads to a factor-of-three savings in interconnect power for large networks
using photonic I/O. A further 2× power savings can be realized by exploiting
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Table 5.5 Overall switch power including I/O in watts

Switch Radix
Generation Port BW core I/O 64 100 144

E E 77.6 128.7 201.4
45 nm 80 Gbps E O 44.1 76.3 125.9

O O 15.5 21.0 37.0

E E 89.7 146.7 225.3
32 nm 160 Gbps E O 40.9 70.4 115.5

O O 25.8 32.2 57.5

E E 135.3 221.5 340.4
22 nm 320 Gbps E O 56.3 98.0 162.6

O O 38.1 47.4 85.1
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Fig. 5.11 Switch throughput comparison

photonics for the switch core. When photonics is applied in our channel per
destination approach, the tuning power of idle modulator rings becomes the most
significant power overhead.

5.7 Related Work

Single-chip CMOS high-radix Ethernet switches with up to 64 ports have recently
become available [8, 10]. A significant fraction of the silicon area and power
consumption in these devices is associated with the complexity of Ethernet routing.
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In this work we assume a simplified, compact addressing scheme to avoid the need
for content addressable memories for routing tables in a sparse address space. In a
multistage network used for Ethernet traffic, the function of translating between
standards-based addressing schemes and the compact scheme is required only at the
ingress side of the network. This saves power on inter-switch transfers and enables
larger switches to be constructed due to the lower routing overhead.

Recent work has studied the design challenges of building high-radix single chip
switches. Mora et al. [26] propose partitioning the crossbar in half to improve
scalability. We follow [17] by using a deeper hierarchical structure to construct
electronic switch cores. A more detailed discussion on the implementation of the
YARC switch is contained in [29].

The state of the art for CMOS integrated photonics today is limited to simple
transceiver devices [4]. Krishnamoorthy et al. [24] demonstrate some of the
component technologies for larger-scale integrated CMOS photonics in chip-to-
chip applications. However this work is focused on the use of photonics to build
photonically enabled macrochips, rather than components for use in data center
networks. The use of integrated photonics for intra-chip communication is the
subject of much current research. Shacham et al. [31] propose an on-chip optical
network for core-to-core communication. In this case, the switching function
is optical circuit switching with an optical path being established between the
communicating cores. While this can be more power efficient for long transfers,
it is less efficient for heavy short-packet loads.

5.8 Conclusions

In this chapter, the authors argue that integrated CMOS photonic I/O provides
the capability to scale the radix of routers beyond the electrical pin and power
limitations of projected CMOS technology. A number of conclusions can be drawn
from the data presented in this chapter. Once optical I/O’s are used to break the pin
barrier, the next bottleneck will be global on-chip wires for switch radices greater
than 64. This can be addressed using a flat optical crossbar. By leveraging high-
bandwidth optical waveguides to provide significant internal speedup, and by using
an arbitration scheme that allows eight requests for each ingress port but which is
only allowed to accept up to two grants. This scheme overcomes the HOL blocking
problem.

The photonic crossbar might not be heavily loaded which could result in excess
tuning power. To reduce this inherent high static power problem, a clustered
approach can be employed to balance the use of optics and electrical wires.
The architecture presented here restricts the use of buffers to just input and output
ports, and this makes it feasible to size them adequately to handle jumbo packets that
would be needed to be compatible with Ethernet switches. In addition, the lack of
intermediate buffers reduces the number of EO and OE domain conversions which
improves both latency and power consumption. The analysis shows that photonics
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can reduce the system power in several ways. With the adoption of optical I/Os,
power can be reduced by up to 52%. The use of an optical datapath provides another
47% reduction in power for a radix 144 switch in a 22 nm process. Clustering to
allow ring sharing by multiple ports, the power can be further reduced by 41% in a
radix 64 switch.

Exploiting both the power savings of photonics and the reduction in component
count resulting from the ability to build higher radix switches gives a factor of
six improvement in the energy per bit for a 100,000 port photonic switch network
compared to an all electrical implementation.

As datacenters grow in both scale and performance, the interconnection network
will become increasingly critical. Given the advantages of photonic communication,
it is clear that photonics will continue to be a key technology to deploy in future
datacenters. It makes sense to use photonics where it will be the most effective.
At the time of this writing (2012), copper inter-rack cabling is being replaced by
active optical cables to improve latency on the cable, and to reduce the energy
consumed by communication. The next step is to replace copper intra-rack cables or
backplane traces with optical waveguides. Both of these options have already been
demonstrated. As intra-rack signaling becomes photonic, the OE and EO conversion
engines will move from inter-rack AOCs to inside the rack. The next step is to put
waveguides on the long data traces on the server blade. There are several ways
to do this. Tan et al. [32] provide a nice study of this option. The next step is to
move photonics onto the die. From a datacenter perspective, the most helpful choice
for on-die photonics is the switch-chip that is the foundation for the datacenter’s
interconnection network. This chapter has described how much photonics will help
in terms of energy efficiency and the ability to build much higher-radix switch-chips.
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Chapter 6
All-Optical Networks: A System’s Perspective

Nikolaos Chrysos, Jens Hofrichter, Folkert Horst, Bert Offrein,
and Cyriel Minkenberg

6.1 Introduction

Computer interconnection networks for commercial data centers (DC) as well as
scientific high-performance computing (HPC) installations are at the core of a
profound shift from the conventional computing-centric (i.e., CPU-centric) system
view to a more communication-centric (i.e., network-centric) view. The trend
in computing in general has been towards increasing parallelism at all levels:
more threads per core, more cores per CPU, more CPUs per node, more nodes
per machine, more machines per cloud. The full potential of all these levels of
parallelism can only be unleashed if the communication infrastructure enables it.

In this context “interconnection network” mainly refers to various types of system
area networks (as opposed to wide area networks), which comprise (a) local area
networks (LANs) such as Ethernet, (b) storage area networks (SANs), (c) clustering
or inter-process communication (IPC) networks, including standardized or propri-
etary offerings, and (d) I/O expansion networks, such as PCI Express (PCIe).

There is a strong drive to improve the efficiency, flexibility, manageability, and
total cost of ownership of interconnection networks by consolidating the different
types of traffic (LAN, SAN, IPC) on a common, shared physical infrastructure
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as well as by virtualization of network resources. Such a converged, virtualized
interconnect implies a more comprehensive and stringent set of requirements.
We briefly summarize a few key requirements here, some of which differ signifi-
cantly from those found in, for example, IP routers.

• Scalability: The interconnect architecture should enable scaling to thousands of
nodes in a cost-efficient manner. Extension of an existing network to support
a larger node count should be possible in an incremental fashion, i.e. without
having to replace a disproportionate amount of the installed hardware.

• Reliability: DC and HPC networks have very demanding loss rate requirements,
because the higher layers are typically very intolerant with respect to packet
losses. To achieve the objective of close to 100% reliability, suitable link-layer
coding techniques in combination with end-to-end retransmission policies are
needed. Moreover, all existing DC interconnects employ some form of link-level
flow control to avoid unnecessary losses due to buffer overflows.

• Latency: End-to-end latency is a crucial factor in the overall system performance,
as it directly determines the penalty in performing a remote operation, for
instance accessing a remote memory location, passing an MPI message, or
performing a cache line update. With increasing system sizes, the latency
component purely due to the interconnect grows significantly. This latency
comprises the network interfaces at the send (ingress) and receive (egress) sides,
the network switches, and all interconnecting cables or fibers. Moreover, the
latency has a pure time-of-flight component, i.e. the time it takes to traverse an
otherwise idle network, and a queuing component. Typical end-to-end latency
requirements are in the low single-digit microsecond range.

• Data rate and throughput: With the advent of 10-Gigabit Ethernet (10GE) and
quad-data-rate (QDR) InfiniBand, 10 Gb/s has become the minimum data rate to
be supported. The effective throughput should naturally be as close to 100% as
possible, especially as convergence and virtualization are both expected to drive
mean utilization higher. Factors that reduce throughput include various overheads
(line coding, protocol headers, segmentation) and other inefficiencies (because
of topological issues, routing, scheduling, queuing, contention, congestion,
acknowledgements, retransmissions).

6.1.1 Optical Transmission

Optical transmission offers three major benefits in computer interconnects com-
pared to electrical transmission:

Power: Optical fibers and waveguides exhibit very low loss compared to electrical
wires, thus requiring much less power to cover a given distance. Moreover, as most
systems are already using optics to connect racks, additional power can be saved by
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implementing the switching nodes in an all-optical fashion, thereby eliminating the
need to perform O/E/O conversions at every hop.

Data rate: Optical fibers and waveguides are basically data-rate transparent.
Aggregate fiber bandwidth exceeds that of copper cables by orders of magnitude.

Density: Wavelength division multiplexing (WDM), which has no electrical
equivalent, can considerably increase bandwidth density [8]. In addition, waveguide
pitches are significantly smaller than wire pitches.

6.1.2 Architectural Considerations

Although there has been an enormous amount of work on all-optical interconnects
[2,12,15–17,22], protocols, and devices, there is still no common consensus on the
high-level organization of these networks. This work attempts to formulate such a
generic architecture that is derived from lessons in current electronic networks, as
well as on the basic premises that:

(1) Optical buffering will need time to mature, although significant progress, e.g.
using slow light, has been made recently [3].

(2) The integration density of optical devices is still orders of magnitude removed
from that of electronics.

In the following, we describe a set of “best practices” for all-optical interconnects
that have driven the design of our architecture as described in Sect. 6.2. We believe
that some of these practices apply beyond the specific architectures that we propose.

6.1.2.1 Time-Division-Multiplexing

Scalable multistage networks rely either on complicated scheduling schemes [5],
or on the existence of relatively large buffers inside the nework [6]. Both of these
alternatives contradict the premises stated earlier regarding the capabilities of optical
devices and networks in the foreseeable future.

On the other hand, time-division-multiplexing (TDM) scheduling can provide
high throughput in certain types of networks, e.g. those based on multistage
interconnection networks (MINs), without requiring any buffers to do so. At the
same time, orchestrating packet injections according to a fixed, TDM schedule is
scalable to large port counts, as it relies on simple, distributed control units,
requiring no coordination other than a global periodic signal (clock). Effectively,
TDM scheduling is very attractive for all-optical interconnects [13, 21].

There is, however, a significant cost to be paid for these benefits: the fixed TDM
schedule imposes packet delays that are intolerable for packet-switched networks,
especially those employed for interprocessor communications.
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6.1.2.2 End-to-End Reliability

There is a long list of possible hazards in an all-optical, multistage interconnect, e.g.
power penalties when the optical signal is passing through switches and waveguide
crossings, just to mention a few [18]. In traditional networks, link-level error
detection and recovery schemes may be used to deal with such random errors.
As implementing such protocols in the optical domain is not feasible at present,
we have to rely on end-to-end reliable delivery schemes, implemented by network
interfaces (adapters) in the electronic domain.

Besides improving robustness to errors, an end-to-end reliability scheme can
support a viable solution to the high-latency issue of TDM-operated networks, and
thus broaden the applicability that these networks have. In particular, a possible
method to avoid the TDM latency at low loads is to allow speculative/eager packets
to override the TDM schedule. In a distributed, uncoordinated setup, breaking the
TDM rules may result in collisions among eager packets, or between eager and
prescheduled ones. TDM scheduling avoids collisions among prescheduled packets,
under the premise that they all progress synchronously in lock-step; if one of them
is delayed, e.g. because of an eager packet getting in its way, then prescheduled
packets may collide with one another. Thus, a better way to resolve contention is to
drop eager packets, when required, and allow prescheduled ones to move forward
so as to sustain throughput. As we show here, by means of a responsive, low-delay,
end-to-end reliability scheme, we can recover the lost eager packets, and sustain
reasonable mean packet delays.

6.1.2.3 Minimally-Sized Switching Nodes

As the switch complexity (in terms of data path and control plane) scales super-
linearly with the number of switch ports, small-radix switches have a definite
advantage. In this work, we assume the minimum switch radix of two, although
the results qualitatively apply to larger radices also. Note that switching nodes
need not have any buffers if the network conveys prescheduled (TDM) packets
only. But in view of the requirement for a speculative mode, the capacity to store
some packets in case of collision can improve performance. Therefore, we assume
a minimal buffering capacity per output link, which for a 2×2 switching node can
be implemented using a couple of fiber delay lines per switch output [3].

6.1.2.4 Multistage Interconnection Networks

Based on our objective to keep the switch radix small while allowing cost-effective
scalability to large node counts, we turned to logarithmic unidirectional multistage
interconnection networks (MINs). These topologies are sometimes referred to
collectively as Delta, Banyan, or k-ary n-fly networks and comprise n = log2 N
stages, each stage having N/k switches with k ports per switch. They support N = kn
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end nodes, have a diameter equal to n− 1, and have a bisection ratio equal to one.
Therefore, such a topology can scale to very large node counts using a small switch
radix without compromising on bisectional bandwidth and with good scaling of the
diameter (logk(N) instead of n

√
N for k-ary n-meshes). Moreover, these networks

are all self-routing: to reach a destination node with address dn−1dn−2 · · ·d1d0, with
0≤ di < k, a switch in stage n− i routes to output port di, the stages being numbered
in increasing order from left to right. This makes the routing algorithm easy to
implement: the most significant digit of the destination node identifier serves as the
local routing tag for the first stage, the second-most significant digit for the second
stage, etc.

The basic MIN topology cannot support arbitrary non-uniform traffic. However,
one can use it to implement more expensive and more efficient networks, such as the
Beneš topology or the load-balanced switch [4], which can provide full-throughput
for any admissible arrival pattern.

6.1.3 Previous Work

TDM scheduling schemes have their roots in telephony (circuit-switching) networks,
and have reappeared recently, in various ways, in packet-switched networks [1,4,10,
14, 18, 21]. We employ TDM scheduling in our architecture to address the inherent
performance limitations of multistage networks with no or limited internal buffers
[7, 9, 20]. Another alternative that we examined is dynamic scheduling, which also
reduces the degree of blocking in multistage fabrics with small internal buffers, but
requires larger buffers and more complicated control schemes [6].

The idea to drop eager packets when they collide with prescheduled ones, by
taking advantage of reliable delivery retransmissions, was first presented in [11].
Our proposal extends the work of [11], by (a) applying it to TDM scheduling, and
(b) considering end-to-end retransmissions in a multistage network. In addition, [11]
uses both positive ACKs and negative NACKs that are sent out-of-band on special
lossless channels. We, on the other hand, consider only positive ACKs1 which are
routed in-band, through the data network, and can therefore be lost. In the absence
of NACKs, we handle packet drops by means of retransmission timeouts at ingress
adapters. These issues make it harder for speculation to work as intended. One
particular difficulty is that in-band ACKs can nearly double the network utilization,
thus reducing the network capacity that is required for successful speculations.
We address this issue by dynamically adapting the retransmission timeout periods
so as to increase the success of piggybacking and reduce ACK overhead.

1As NACKs should be generated within the optical fabric, their implementation would not be
feasible in the proposed architecure.
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6.1.4 Contents

In Sect. 6.2, we describe the network topology and the scheduling and flow
control schemes that we use. We also introduce the concepts of prescheduled and
speculative (eager) injections, as well as the rules that govern their coexistence in
the network. To ensure reliable, in-order delivery, we use a bandwidth-efficient end-
to-end reliable delivery scheme based on selective retry, as described in Sect. 6.3.
We evaluate the latency-throughput characteristics of the proposed architecture in
Sect. 6.4, and conclude this study in Sect. 6.5.

6.2 Network Architecture

The system comprises end nodes (e.g., compute nodes, servers, storage), which
are attached to the interconnect via network interfaces (adapters) that incorporate
electronic buffering and control, along with E/O and O/E conversions to interface
with the network. Every adapter comprises an ingress path (end node to network)
and an egress path (network to end node). At its ingress path, an adapter accepts
incoming packets, stores them in virtual output queues (VOQs), and converts them
to the optical domain before injecting them into the network. At its egress path, an
adapter receives optical packets from the network, converts them to the electrical
domain, performs re-ordering and reassembly when required, and forwards them to
the attached end node. We consider synchronous slotted time for all nodes, where a
time slot equals the duration of a fixed-size packet on a network link.

The network itself provides an all-optical data path end-to-end, i.e. without any
O/E/O conversions along the way. Among the k-ary n-fly networks, we selected
the Omega network (see Fig. 6.1), which is characterized by having a perfect shuffle
permutation before each network stage; the connections from the last stage to the
end nodes do not produce a permutation.

As mentioned in Sect. 6.1.2.3, we consider switching elements that contain a
couple of FDLs per output (shown in Fig. 6.2) in order to handle speculative
injections more efficiently. To prevent buffer overflow, every switch conveys stop
& go flow control to its upstream nodes, individually controlling access to each
FDL. In order to route these flow control signals in unidirectional MINs, a backward
communication channel needs to be present between any pair of forward-connected
switches.

We performed a preliminary study on the gate-level implementation of the
control unit for such a switch. We found that output link arbitration and assertion of
the backpressure signals require a few tens of two-input logical gates, and a few one-
bit latches for storing the backpressure and scheduling (round-robin, next-to-serve)
state for each output. Such two-input gates and one-bit latches may be realized
using novel arrangements of optical devices implementing digital photonic logic;
however, one may also implement them using conventional CMOS technology.
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Figure 6.3a depicts the mean packet delay of this lossless buffered Omega
network (baseline), for uniform, random traffic, as a function of offered load, for
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different network sizes.2 The maximum throughput for N = 32 is approximately
60%, and declines to 50% for N = 256—N denotes the network size. Hence, in a
lossless network, once the incoming load exceeds the maximum throughput of the
system, packets queue up in VOQs.

This effect gives us the incentive to present the performance of an optical
network that ignores flow control signals. In such a lossy network, packets are never
blocked and are dropped when they arrive at a full buffer. Figure 6.3b compares
the throughput of the lossy network to the baseline. The figure shows that ignoring
the flow control signals leads to even worse throughput than conforming to them.
Note that in this experiment, we do not recover dropped packets.

6.2.1 TDM Prescheduled Packet Injections

Prescheduling the injections according to a TDM schedule works as follows:
At every time slot, a set of prescheduled flows (i.e. VOQs) is eligible to inject a
packet. In each set, each source or destination node appears exactly once. Thus,
each set is essentially a full bipartite graph matching and can be characterized
as a permutation of the nodes. When a prescheduled VOQ is non-empty, the
corresponding source adapter injects the head-of-line (HOL) packet from this VOQ;
otherwise, the source adapter stays idle.

To ensure conflict-free routing of prescheduled packets in the Omega network,
we exploit the property that an Omega network can route, without conflicts,
any permutation wherein destinations are monotonically increasing in modulo-
N arithmetic [10]. Figure 6.4 depicts four conflict-free matchings for N = 4;

2Simulation models and parameters are described in Sect. 6.4.
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these are four differently shifted instances of the identity permutation. Such static
round-robin-based patterns have been proposed for use in crossbar schedulers [21],
Clos networks [19], and load-balanced switches [4].

Given the above set of N routable matchings, we must consider the order in
which to apply them. We consider a fixed, repeated sequence of matchings, visiting
every source-destination pair once every N time slots. This sequence is suitable
for uniform traffic, where the flow arrival rate never exceeds 1/N.3 The selected
sequence of matchings for N = 4 is presented in Fig. 6.4. Generalizing for arbitrary
network size N, at time slot t, source i is matched to destination (t + i) mod N.

Figure 6.5 shows that for a 64×64 Omega network the saturation throughput
is 58% without prescheduling and 100% with prescheduling. On the downside,
prescheduling increases the delay at low loads by about 31 time slots. It follows
that, at low loads, for networks of size N that use prescheduling, the maximum
delay equals N-1 time slots, and the average delay ∼ N

2 time slots. In fact, for i.i.d.
uniformly distributed Bernoulli packet arrivals, at an arbitrary load of λ < 1, the
average packet delay can be estimated by [23]:

E(d) =
N − 1

2
+

(N − 1)×λ
2× (1−λ )

(6.1)

6.2.2 Speculative Packet Injections

We can remove the large delay overhead of prescheduled transmissions by allowing
adapters to speculatively inject packets from non-empty VOQs at low loads, without
having to wait for the designated prescheduled time slots. Speculative injections

3We restrict this work to uniform traffic, as Omega networks are inherently incapable of routing
all possible non-uniform traffic patterns because of internal conflicts. In principle, other matching
sequences are possible, and the applied matching sequence could be changed dynamically.
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also allow persistent flows to reach full bandwidth, when they do not face internal
contention inside the network. We will refer to packets injected in this way as eager.

When the load is low, we expect that almost all packets will be eager. As the
load increases and approaches the saturation load of the network, flow control will
eventually start blocking eager injections, pushing packets back to their VOQs.
Therefore, adapters will start finding their prescheduled VOQs being non-empty,
and more injections will be prescheduled. As eager and prescheduled packets can
coexist simultaneously in the network, we need to consider how they should interact.

When contention occurs between prescheduled and eager packets, the presched-
uled packet always takes precedence to preserve the conflict-free property among
prescheduled flows: forcing a prescheduled packet to wait, might lead to a conflict
with another prescheduled packet belonging to a different matching in the next time
slot. Similarly, if prescheduled and eager packets were subject to non-discriminate
flow control, a buffered eager packet could prevent progress of a prescheduled
packet. We eliminate such blocking by changing the flow control rules to allow
prescheduled packets to overwrite buffered eager packets.When a buffer is held
by an eager packet, flow control blocks eager but not prescheduled packets: a
prescheduled packet can proceed and overwrite the eager one in the buffer. On the
other hand, a prescheduled packet blocks all packets, whether eager or not, i.e.
prescheduled packets are never overwritten. For this reason, the flow control signal
from each buffer carries an extra bit to indicate whether it is exerted by an eager or
a prescheduled packet.

Prescheduled packets have strictly higher priority than eager in adapters and
switches and ignore stop signals caused by eager ones. The main cost is that eager
packets can now be dropped in the network. In addition, an eager packet may
have to wait indefinitely, if prescheduled packets continuously utilize the output
it is targeting. These deficiencies are covered by the reliable delivery mechanism in
Sect. 6.3.

When a prescheduled packet that has just overwritten an eager one in a network
buffer departs from that buffer, the corresponding flow control signal unblocks
the link, thus possibly triggering the injection of new eager packets waiting in
the upstream adapter. At high loads, these eager packets are very likely to be
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dropped. To prevent such unfortunate injections, a source adapter with a backlog of
threshold T Hpre or more packets cannot have speculative injections. This threshold
will effectively block eager injections at high loads, when packets queue up at
adapters.

Setting the threshold T Hpre too low will diminish eager injections at low loads,
thus diminishing the latency-reducing benefit of speculation. On the other hand,
setting the threshold too high may allow too many speculations at loads close to or
beyond the saturation point of the baseline system, causing many packet drops and
therefore reduced throughput.

6.3 End-to-End Reliable Packet Delivery

We designed an end-to-end, selective-retry reliable delivery scheme in order to
examine the performance of speculative injections. We chose selective-retry, and
not the cheaper alternative of go-back-N, in order not to flood the network with
successfully delivered when some eager packet is dropped. Nevertheless, we tried
to keep the protocol simple, and to minimize the hardware components that are
required for its implementation. In this section we outline its operation, along with
some interesting features that we have incorporated, and refer the reader to [24] for
additional issues on reliable packet delivery.

Figure 6.6 depicts the basic steps performed by end-point adapters. To limit
the number of pending packets (i.e., those waiting for an ACK) per destination,
the source adapter maintains two variables: the next-packet sequence ID, which is
appended to every packet injected, and the anticipated ACK ID, which is the ID of
the oldest (earliest sent) pending packet: if their difference is W or more, the source
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cannot inject new packets towards the corresponding destination. Every source
adapter needs a buffer space for up to W unacknowledged packets per destination,
and every destination adapter needs a re-order buffer space for up to W packets per
source. Packets are numbered in modulo 2W arithmetic.

The source adapter appends a sequence number to the header of every injected
packet. Sequence numbers are defined per flow, and are used to identify lost, out-of-
order, and duplicate packets. The source adapter also keeps a copy of each packet
while waiting for the corresponding ACK message. If this ACK does not arrive in
a predefined amount of time, a timeout will expire, causing the retransmission of
the packet.

The destination adapter generates ACK messages that carry the ID of the latest
in-order packet.4 ACKs are first forwarded to the ingress path of the destination
adapter, where they are stored in an ACK array with per-flow entries, waiting to be
routed through the network to the egress path of their source adapter. ACKs may
either be sent as standalone messages or be piggybacked on payload packets that
are routed along the reverse path, i.e. from destination to source.

We never retransmit a packet in eager mode, ascertaining that retransmissions are
successful in most of the cases. To cover accidental losses of prescheduled packets
that may be caused by device or link errors, prescheduled packets also wait for
acknowledgment. Hence, if an ACK for a retransmitted packet is lost or excessively
delayed, we may have a second retransmission of the same packet.

In addition, in single-path fabrics, prescheduled-only retransmissions eliminate
starvation: if an eager packet waits in the network for too long, the source adapter
will time out and retransmit. The prescheduled retransmission will follow the
route of the starving packet, overwrite it, and reach the destination. In multi-path
topologies, one may use a timer, and drop a packet that has been waiting for too long.

6.3.1 New Injections vs. Retransmissions vs. Standalone ACKs

The injection policy from input VOQs is as follows5: at time slot t, source adapter
i selects the prescheduled ((t + i) mod N) flow, if this flow has a normal packet,
i.e. a packet that has not yet been injected, or a packet waiting for retransmission.
Otherwise, if the aggregate backlog B in the adapter is below threshold T Hpre, then
the adapter polls flows searching for an eager injection. Note that backlog B is
computed as the number of normal packets in VOQs, plus the number of packets
waiting for retransmission.6

4This is equal to the next-awaited packet ID “minus 1” mod 2W .
5This is the injection policy that we use in our computer simulations. A slightly modified version
of it is presented in Sect. 6.4.4.
6Not all unacked packets are included in B, but only those that the adapter has to retransmit.
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Within a given flow, three kinds of packets may be candidates for injection:
(a) packets in the VOQ of that flow, (b) packets waiting for retransmission, and
(c) standalone ACK messages for the reverse flow. When a flow is selected, the
adapter has to choose which packet to inject from that flow. Highest priority is
assigned to retransmissions (only as prescheduled injections). The HOL packet of
the corresponding VOQ is considered next, and, finally, standalone ACK messages
are considered. The latter can be sent either in prescheduled or in eager mode,
whichever comes first.7

6.3.2 Reducing ACK Overhead

In-band ACKs consume network bandwidth. To make things worse, we have to
consider equal sizes for standalone ACKs and payload packets because the network
operates in a time-slotted fashion. Without piggybacking, there is one ACK message
for every payload packet, effectively doubling the network load. Piggybacking
can reduce ACK bandwidth, but depends on the presence of traffic in the reverse
direction. When load is low, we expect a lot of standalone ACKs. Even if the
network has the capacity to route these, the increase in network load due to
standalone ACKs may reduce the chances for eager transmissions. To ameliorate
this effect, we use cumulative ACKS to reduce the volume of ACK IDs that need to
be conveyed from destination to source, and we defer the generation of standalone
ACKs to the benefit of piggybacking [24].

6.3.2.1 Format and Semantics of ACK Messages

By means of an ACK, a destination communicates the ID y of the last in-order packet
correctly received from a given source. Assume that when the source receives this
ACK, it anticipates ACK ID x. If (y−x) mod 2W ≥W , then the ACK is considered
a duplicate. Otherwise, the source is apprised that the destination has correctly
received all packets in the interval [x,y]. Thus, with ack combining, communicating
a single packet ID may acknowledge up to W packets [24]. Note that the combining
of the per-flow ACKs takes place while these wait in the ACK array.

With ack combining alone, the source adapter is unaware of any out-of-order
arrivals at the destination. In single-path topologies, like the Omega network, we
can perform the following optimization. Every ACK message, in addition to the ID
y of the last in-order packet, conveys the ID z of the first (if any) out-of-order packet
received by the destination. This allows the source to expedite the retransmission of
all pending packets in the interval [y+1,z−1], without having to wait for a timeout.

7ACKs have the lowest priority, because any injected packet from source s to destination d
piggybacks ACK information for the reverse flow d → s.



108 N. Chrysos et al.

Dnet

packet? ack

packet

t0

new

reverse
packet?

source

destin.
Dnet defer ACK time

time out period

Fig. 6.7 The destination
deferring sending a
standalone ACK message

6.3.2.2 Generation of Standalone ACK Messages

The destination piggybacks ACK information for a given flow s → d on all reverse
packets d → s. In this way, if an ACK message is dropped inside the fabric, it can
be automatically recovered by a subsequent reverse packet. On the other hand, this
method may produce numerous duplicate ACKs, but as these are piggybacked, they
do not affect the network load.

An insightful observation is that the destination can safely wait for a duration that
is linked with the timeout period at the source node before generating a standalone
ACK [24]. The benefit is that, while waiting, reverse traffic may arrive and convey
the ACK message. Waiting also favors combining several ACKs from packets of
the same flow that arrive at the destination within the timeout window into a single
acknowledgment.

As shown in Fig. 6.7, assume that a source adapter injects packet p at time t0.
The source adapter will retransmit packet p at time t0 + TTO, where TTO is the
timeout period. Assuming that Dnet is the delay that packets undergo between the
two adapters, in either direction, the destination can safely defer sending the ACK
message until time t0 +TTO − 2 ·Dnet. In this way, the destination waits as much as
possible to profit from piggybacking and ACK combining, while also making sure
that the source adapter will receive the ACK before the respective timeout expires.
Thus, we can defer sending a standalone ACK for time Tdefer, where

Tdefer = TTO − 2 ·Dnet. (6.2)

Obviously, with this method, a larger timeout period increases the deferral time
and tends to decrease the ACK overhead. However, increasing the timeout also
increases the delay of discovering and retransmitting lost packets. Furthermore, a
larger timeout increases the window of in-flight packets and requires larger buffers
at the end points.

We use an adaptive ACK generation delay to balance this trade-off. Each
adapter estimates the mean time between successive packet receptions from each
connection, and defers the generation of standalone ACK messages for a longer or
shorter time depending on the activity of the reverse connection. It also informs the
corresponding source adapter of the new deferral period so that the latter can update
its timeout period using (6.2).
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In particular, consider adapters A and B, which communicate via connections c
(A → B) and c’ (B → A). Algorithm Adaptive Timeout, below, describes how adapter
B updates TTO and then Tdefer (using (6.2)) for connection c. We denote by μ the
mean inter-arrival time of packets belonging to c’ at adapter B, and consider that
the timeout period of connection c can range within [Tmin, Tmax]. Note that k is a
constant scaling factor applied to μ .

Algorithm 1 ADAPTIVE TIMEOUT
if ( k×μ +2×Dnet < Tmin ) then

TTO = Tmin;
else

if ( k×μ +2×Dnet > Tmax ) then
TTO = Tmax;

else
TTO = k×μ +2×Dnet;

end if
end if

Note that μ is updated every time, t, that we receive a new packet from
connection c’ using the method of exponential moving averages. Assuming that
the last packet from c’ was received at time tprev, we update μ when we receive a
new packet at time t, as:

μ := α × (t − tprev)+ (1−α)× μ . (6.3)

Parameter α is a constant ∈ [0,1]. If a reverse connection suddenly becomes
inactive, μ may inaccurately retain a small value. Therefore, if before updating the
timeout at time t, the adapter finds that the t − tprev >> μ , it sets TTO equal to Tmax.

6.3.3 Retransmission Timers

The source adapter needs to program a timeout event every time it injects a new
packet. Doing so typically requires maintaining an excessive number of timers, as
each adapter may have up to N×W packets pending. Here we use only N timers per
adapter, essentially one timer per VOQ.

A timer is idle when there is no packet pending towards the corresponding
destination. When a first packet is injected, the timer is programmed to expire after
a timeout period, and the ID of the injected packet is stored in a variable to bind
the pending timeout event with that particular packet. If another packet from the
same connection is injected while the timer is still programmed, no new timeout
event will be programmed. When the timer expires or the packet that is currently
associated with it receives an ACK message, the adapter searches for a next pending
packet, if any, from the same connection, to associate the timer with. The timer
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is then programmed to expire after a new timeout period. This scheme saves a
considerable amount of resources at the expense of timeout accuracy. In the worse
case, the timeout for a packet may be delayed for W − 1 timeout periods, if W − 1
“earlier” packets from the same connection receive a timeout first.

6.4 Evaluation Using Computer Simulations

We implemented computer simulation models for the proposed systems using an
event-driver simulator. In our simulations, we assume a finite buffer space for 4,096
packets at each adapter, which is shared among all VOQs. The window size is set
to 128 packets. Thus, every adapter needs an additional buffer space for 128 ·N
packets at its ingress path to store pending packets, and another 128 ·N packets
buffer at its egress path to store out-of-order packets. We use random (Bernoulli)
traffic, uniformly distributed across all outputs. Unless otherwise noticed, T Hpre

is set to 24 packets, and N = 128 (7 stages). Packets experience a fixed delay of
approximately half a time slot at every switch or adapter node, resulting in a time-
of-flight of 4 time slots for N = 128. The timeout period TTO is allowed to range
from 100 to 1,000 time slots, and parameters k and α which pertain to its dynamic
adaptation are set to 5 and 0.9, respectively. The estimate of the network delay, Dnet,
is set to 30 time slots.

6.4.1 Impact of Retransmissions

Figure 6.8a,b plot the average packet delay and throughput curves of five system
variants:
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1. Baseline: Lossless Omega network without prescheduling or eager transmis-
sions,

2. Prescheduled only: Prescheduled but no eager transmissions,
3. Hybrid without retransmissions: Combines prescheduled with eager injections,

but no retransmissions,
4. Hybrid with out-of-band ACKs: As above, but dropped packets are retransmitted

and ACKs travel out-of-band,
5. Hybrid with in-band ACKs: As above, but ACKs are sent in-band, sharing

bandwidth with data packets.

System 1 cannot sustain high loads but has small delays when traffic is light,
whereas system 2 exhibits the opposite behavior. Systems 3–5 deliver small delays
when possible and toggle to prescheduled transmissions when required to achieve
high throughput. The systems differ on the characteristics of this transition.

Figure 6.9a presents the ratio of eager packets to total packets injected for the
same systems as in Fig. 6.8. Without reliable delivery, eager injections predominate
for a wider load range, as no bandwidth is consumed by retransmissions or ACKs.
However, as seen in Fig. 6.8b, when eager and prescheduled packets coexist at
intermediate loads, not retransmitting the eager packets that get dropped leads to
loss of throughput. Finally, Fig. 6.9b plots the frequency of packet drops in the
network.

When ACKs are conveyed out-of-band, the transition to prescheduled
transmissions is ideal: the corresponding delay plot in Fig. 6.8a tracks the baseline
delay up to the saturation point, and the prescheduled-only delay afterwards. With
in-band ACKs, the performance is very similar. The only notable difference is the
increased packet delay just before toggling to prescheduled transmissions, caused
by the delay overheads in recovering occasionally dropped packets.
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6.4.2 ACK Overhead

Figure 6.10 compares the following ACK-forwarding strategies: (1) piggyback
all ACKs (no standalone ACKs), (2) send standalone ACKs as soon as possible
(ASAP), i.e. without using a timer, and (3) use deferred ACKs, using an adaptive
timer to trigger sending of the standalone ACK if no piggybacking opportunity
appeared in the meantime. Figure 6.10a shows that using only piggybacked ACKs is
the worst option, because reverse packets offering piggybacking opportunities may
not appear soon enough, causing sources to needlessly retransmit packets. In
the load range from 0.05 to 0.15, delay actually decreases as load increases,
because the increased contention is more than compensated by the increased rate
of piggybacking and the resulting reduction in spurious retransmissions.

This is validated by Fig. 6.10b, which shows that if standalone ACKs are not
allowed, sources inject packets at an effective rate that is much higher than the
input load, indicating that multiple timeout-induced spurious retransmissions of the
same packet may occur before the corresponding ACK is piggybacked. Effectively,
because of the increased load, sources toggle to prescheduled transmissions.

When standalone ACKs are allowed, spurious retransmissions diminish, but the
ACK overhead may induce a shift to the prescheduled mode. Figure 6.10b depicts
this overhead. When generating ACK messages immediately, the effective injection
rate can be nearly doubled. For loads above 0.25, this strategy causes the highest
overall injection rate.

The scheme using deferred ACKs performs best by far. It drastically reduces the
overhead due to standalone ACKs, while eliminating spurious retransmissions that
can be caused by piggybacking delays. Using the proposed combination of eager
and prescheduled injections, coupled with an optimized end-to-end retransmission
and acknowledgment scheme, the performance of the low-cost Omega network can
be enhanced dramatically.
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Fig. 6.11 Packet delay vs. incoming load for different network sizes

6.4.3 Different Network Sizes

In Fig. 6.11 we plot the delay-throughput performance for different network sizes,
ranging from 32×32 up to 256×256. We used threshold values THpre = 12, 24, 24,
and 36 for N = 32, 64, 128, and 256, respectively. Additional results have shown
that the optimal T Hpre increases with network size. Figure 6.11 demonstrates that
for every network size the transition from eager to prescheduled injections is very
close to the load point where the corresponding baseline network saturates, and thus
scales well with N. Moreover, the absolute latency improvement increases with N.

We note here that although the mean packet latency is kept low, we have seen that
some few packets undergo very large latencies, when they are dropped and have to
be retransmitted. This holds true especially at the transition point when many eager
coexist with many prescheduled packets. These large latencies must be attributed to
the relatively large timeouts that we use in order to reduce the ACK overhead.

6.4.4 Permutation Traffic

Prescheduled injections perform well when traffic is uniform but are very inefficient
when traffic is directed, as every connection is visited only once every N time
slots. The speculative mode (eager injections) can correct this inefficiency. In
the following experiment we set the window size equal to 512, and consider a
permutation traffic pattern, in which each adapter i sends only to adapter (i+ 1)
mod N, at a varying load λ . Note that this permutation is monotonic and therefore
routable through the Omega network.
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In Fig. 6.12, we plot the maximum permissible load λ , i.e., the load for which the
input backlogs remain bounded, for different system configurations. The baseline
system achieves full throughput because the network experiences no contention
with this monotonic permutation. On the other hand, the prescheduled-only system
cannot sustain a load above 1

N � 1.6% for N = 64. The combination of prescheduled
with eager can sustain a maximum load of around 33%.

Closer inspection revealed that the relatively low performance of prescheduled
with eager is because of the injection policy. To sustain full line rate under this
traffic pattern, the majority of injections have to exploit the eager mode. However,
at full load, our injection policy uses the prescheduled mode once per N time slots.
This should not be a problem, as payload data never conflict with each other, but
in practice there is interference with the in-band ACK messages. In simulations,
we observed cases where ACKs are dropped because of collisions with presched-
uled packets, thus triggering retransmissions. Because the retransmissions use the
prescheduled mode, they can overwrite additional ACKs, and hence induce more
retransmissions, in a destructive positive-feedback loop. The backlogs that built up
in this way bring about a sudden shift into the prescheduled mode for all loads
above 33%.

The following modification to the injection policy remedies this performance
issue. The basic idea is to avoid as many prescheduled injections as possible at
low loads in order to prevent eager packets, and, most importantly for permutation
traffic, eager acks, from being overwritten. As in Sect. 6.3.1, retransmissions always
use the prescheduled mode and are given precedence. However, if a prescheduled
retransmission is not possible, and B < THpre, then the adapter can inject only eager
packets even if these come from prescheduled VOQs: in particular, the adapter first
examines whether it can inject from the prescheduled VOQ in eager mode8; if the
prescheduled VOQ is empty or not eligible, the adapter polls the remaining flows
for an eager injection. As can be seen in Fig. 6.12, the modified injection policy
sustains 98% of the line rate under this permutation traffic pattern. Additional results
demonstrate that under uniform traffic it provides as good performance as our initial
policy.

8We give precedence to the prescheduled flow, although the injected packet will be eager, to reduce
the conflicts with prescheduled packets coming from other adapters.
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6.5 Conclusions and Future Work

We have described the design of a high-throughput, low-latency, optical network.
Its design was guided by the need to move complexity out of the network
(optical switching nodes) and into the edges (electronic adapters) to enable an
all-optical implementation of the switching nodes. We combine this simple, low-
cost optical network with highly optimized end-to-end scheduling and transmission
policies to meet the requirements for HPC and datacenter interconnects.

The proposed architecture is based on a minimum-cost banyan-class MIN using
small-radix switching nodes, which employ shallow buffers and link-level flow
control to perform distributed contention resolution, thereby eliminating the need
for centralized control. Moreover, our approach exploits the property that an Omega
network (and its topological equivalents) can route specific permutation patterns
without conflicts to support prescheduled packet injections with 100% throughput,
while at the same time reducing the latency penalty associated with prescheduling
by allowing eager injections. Precedence rules govern the coexistence of eager and
prescheduled traffic so that the former does not affect the latter, whereas an efficient
end-to-end reliable delivery scheme deals with drops of eager packets.

We demonstrated that this approach combines low latency at low to medium
utilization with high maximum throughput. The saturation throughput is about twice
that of a buffered Omega network without prescheduled injections, whereas the low-
load latency is about N/2 slots lower than for the same network with prescheduling
but without eager injections. Thanks to speculation, we were also able to support
directed traffic, comprising non-conflicting one-to-one connections, at line rate.

Additional insights that we collected while studying this drop-and-retransmit
strategy highlight the potential benefits of using a separate medium for routing
(out-of-band) the acknowledgments. If ACKs go in-band, as in this study, then
timeouts must be large in order to reduce the ACK overhead, which is especially
high in slotted systems. With such large timeouts, although we showed that the
mean packet delay can be kept low, some packets may experience large delays if
they have to be retransmitted. This may be undesired in delay–critical applications.
The adaptive ACKs mechanism provides some means to keep the timeout short
for connections that are intensive in both directions; in addition, one may also the
fix the maximum allowable timeout on a per connection basis. But in any case, a
separate medium for ACKs would certainly perform best—it is a question of cost
vs. performance.

So far, we have examined mostly uniform traffic, because an Omega network
cannot efficiently handle non-uniform traffic. To cope with non-monotonic permu-
tation patterns, a Batcher sorting network could be inserted in front of the Omega
network, although this requires about 1

2 log2(N) additional stages. Performance for
non-uniform traffic could also be enhanced by adopting multi-path topology such as
a Beneš network or a load-balanced Birkhoff-von Neumann switch.
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Chapter 7
A High-Speed MIMO OFDM Flexible
Bandwidth Data Center Network

Philip N. Ji, D. Qian, K. Kanonakis, Christoforos Kachris, and Ioannis
Tomkos

7.1 Introduction

As the global Internet traffic is growing exponentially, the data centers, which host
many Internet application servers, are also facing rapid increase in bandwidth de-
mands. Due to emerging applications like cloud computing, next-generation data
centers need to achieve low latency, high throughput, high flexibility, high re-source
efficiency, low power consumption, and low cost. Furthermore, as more and more
processing cores are integrated into a single chip, the communication requirements
between racks in the data centers will keep increasing significantly. By integrating
hundreds of cores into the same chip (e.g., Single-chip Cloud Computer-SCC [17])
we can achieve higher processing power in the data center racks. However these
cores require a fast and low-latency interconnection scheme to communicate with
the storage system and the other servers inside or outside of the rack.

Optical technology has been adopted in data center networks (DCN) due to its
high bandwidth capacity. However, it is mainly used for point-to-point link, while
the intra Data Center Network (DCN) interconnect is still based on electrical switch-
ing fabric, which has high power consumption and limited bandwidth capacity [13].
Currently, the power consumption of the data center networks accounts for 23%
of the total IT power consumption [21]. However, due to the high communication
requirements of the future data center networks, it is estimated that the data
center networks will account for much higher percentages of the overall power
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consumption [4]. Therefore it is expected that data center network may evolve
to all-optical networks, similar to the telecommunication networks that have been
evolved from opaque to transparent networks using all-optical switches.

In recent years, several hybrid optical/electrical or all-optical interconnect
schemes for DCN have been proposed [9, 16, 19, 22, 23, 25]. Many of them
rely on large-scale fiber cross-connect (FXC) [9, 19, 25] or multiple wavelength-
selective switches (WSS) ([16], which are costly and have slow switching rate
(at millisecond level). Having a large-scale FXC also present an undesirable
single source-of-failure. A recent work in [23] uses silicon electro-optic mirroring
WSS and semiconductor optical amplifier-based switch to achieve nanosecond
scale switching, making all-optical packet level routing possible. However the
key components are not commercially available and have low scalability. Other
architectures use tunable wavelength converters [22, 25]. They are also costly and
do not allow bandwidth resource sharing among the connections. Some of them also
require electrical or optical buffer.

In this chapter we propose and experimentally demonstrate a novel all-optical
DCN architecture that combines a passive cyclic arrayed waveguide grating
(CAWG) core router with orthogonal frequency division multiplexing (OFDM)
modulation and parallel signal detection (PSD) technologies. The architecture
achieves fast (nanosecond speed), low latency, low power consumption multiple-
input multiple-output (MIMO) switching while allowing fine granularity bandwidth
sharing without requiring FXC, WSS, or tunable wavelength converter.

7.2 MIMO OFDM Flexible Bandwidth DCN Architecture

7.2.1 MIMO OFDM

A key technology for this DCN architecture is MIMO OFDM. OFDM is a
modulation technology to achieve high spectral efficiency transmission by parallel
transmission of spectrally overlapped, lower rate frequency-domain tributaries
where the signals are mathematically orthogonal over one symbol period (Fig. 7.1).
Originally applied for copper and wireless communications, OFDM technology has
been adopted in optical communication network applications in the past few years as
the high-speed digital signal processing and broadband DAC/ADC became feasible
[1, 20]. Because of the advantages such as better tolerance to fiber dispersions and
the ability to perform one-tap equalization at the frequency domain, OFDM has been
demonstrated to be a good candidate for long distance transmission [2,6,14]. OFDM
technology has also been proposed for optical access network to take advantage of
its flexibility to share the spectrum among multiple users, such as in the application
of OFDMA-PON (orthogonal frequency division multiple access passive optical
network) [7]. The feasibility of using OFDM technology for data center application
has been discussed in [3], but no actual network architecture has been proposed for
the intra-data center network.
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There are mainly two types of OFDM implementation in optical transmission.
The first type is to generate the OFDM signal electrically and modulate the signal
to an optical carrier [2, 6, 14]. This is referred to as the optical OFDM (O-OFDM).
The receiver can use direct detection or coherent detection techniques. The second
type is to generate the orthogonal subcarriers (or called tones) optically and then
apply signal onto each subcarrier [10, 11]. This is called the all-optical OFDM
(AO-OFDM).

The DCN architecture proposed in this chapter is based on O-OFDM implemen-
tation. It has network level MIMO operation because each rack can send OFDM
signal to multiple destination racks simultaneously, and multiple racks can send the
signal the same destination rack at the same time by modulation data on different
OFDM subcarriers in the RF domain.

At each receiver, a common photo-detector (PD) can simultaneously detect
multiple O-OFDM signals from many sources with different optical wavelengths,
provided that there is no contention in OFDM subcarriers and the WDM wave-
lengths. This is referred to as the PSD technology [15] and has been demonstrated
in OFDM WDM-based optical networks [12].

7.2.2 Cyclic Arrayed Waveguide Grating

The key optical component for the proposed DCN architecture is a CAWG.
An N ×N CAWG (also called an AWG router or a cyclic interleaver) is a passive
optical multiplexer/demultiplexer that routes different wavelengths from N different
input ports to N different output ports in a cyclic manner. Figure 7.2 illustrates the
cyclic wavelength arrangement of an 8× 8 CAWG. CAWG is usually constructed
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Fig. 7.2 Cyclic wavelength routing of a CAWG

using planar lightwave circuit technology. The cyclic wavelength arrangement
characteristic avoids the wavelength contention and eliminates the need for large-
scale core FXC or multiple WSS units. Several other DCN architectures also use
CAWG as the core optical router [22, 25].

7.2.3 DCN Architecture

The schematic of the MIMO OFDM DCN architecture is illustrated in Fig. 7.3.
It contains N racks, each accommodating multiple servers connected through a
top-of-the-rack switch (ToR). Inter-rack communications are performed by inter-
connecting these ToRs through the DCN.

The inter-rack signals at each rack are aggregated and sent to a transmitter,
which contains an OFDM modulator that modulates the aggregated signals into
K OFDM data streams with appropriate subcarrier assignments, where K is the
number of destination racks that the signals from this source rack need to travel
to, so 0 ≤ K ≤ N. Different racks can have different K numbers. These OFDM data
streams are converted to K WDM optical signals through an array of K directly
modulation lasers (DMLs) or K sets of laser/modulator with different wavelengths.
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If these lasers are the fixed wavelength type, N units will be needed since the signal
from each ToR might be switched to any destination rack potentially.

If the number of the racks increases, it is not cost efficient to install N lasers at
each transmitter, this is also not necessary because it is not likely that each rack
needs to communicate with all other racks simultaneously. Therefore the N fixed
wavelength lasers in the transmitter can be replaced with fewer tunable lasers.

These O-OFDM signals are then combined through a WDM combiner to form
an OFDM-modulated WDM signal and sent to an N × N CAWG. Due to the
cyclic non-blocking wavelength arrangement of the CAWG, the WDM channels
are routed to the respective output ports for the destination racks. Each optical
receiver receives one WDM channel from each input port. Through a centralized
OFDM subcarrier allocation scheme, the WDM channels at each receiver do not
have subcarrier contention, so that a single PD can receive all WDM channels
simultaneously through the PSD technology. The received OFDM signal is then
demodulated back to the original data format and sent to the appropriate servers
through the destination ToR.

When a new switching state is required, the OFDM modulators execute the new
subcarrier assignments determined by the centralized controller, and the respective
lasers turns on and off to generate new OFDM WDM signals. Some servers in the
DCN have constant large volume communication with other servers. It will be less
efficient for them to go though the ToR before exiting the rack. In some cases,
the large traffic volume from these servers might even congest the ToR. To serve
these “super servers” more effectively, the MIMO OFDM DCN architecture can
be extended to reserve dedicated OFDM WDM transmitters and dedicated CAWG
ports for them. These servers can bypass the ToR and connect to the transmitters
directly, as illustrated in Fig. 7.4.
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7.2.4 DCN Architecture Features

Comparing to other optical or hybrid DCN architectures proposed so far, this MIMO
OFDM DCN architecture offers the following advantages:

MIMO switching: Conventional optical DCN architectures use optical circuit
switching. Each rack can only talk to one rack at a time. It needs to wait for
the current connection to complete before another connection can be established
for the same rack. Due to the MIMO OFDM operation in this architecture, each
rack can communicate with multiple racks simultaneously. Thus the waiting time is
eliminated and high interconnect efficiency can be achieved.

Flexible bandwidth allocation and sharing: By flexibly selecting the number
of subcarrier at each O-OFDM transmitter and splitting and sharing the total
available subcarriers at each receiver among multiple sources, this architecture
allows different bandwidth allocations for different source-destination pairs at
the same time. And this allocation can be dynamically changed over time. Such
feature is suitable for DCN application where there are frequent setting up and
tearing down of connections and large fluctuation in bandwidth demands.

Fine granularity switching: Since the O-OFDM signal is generated electrically,
the switching granularity is much finer than the current optical DCN technologies.
For example, in direct optical point-to-point link, the granularity is one fiber; in
regular WDM system, the granularity is one WDM channel, which typically carries
10 Gb/s to 40 Gb/s or 100 Gb/s data; in the AO-OFDM system, the granularity is
one optically generated OFDM subcarrier, which is typically 10 Gb/s or higher. The
switching granularity in the O-OFDM system is one electrically generated OFDM
subcarrier, which is typically in the order of tens of Mb/s or less. Having finer
granularity allows more flexible bandwidth allocation and more efficient spectrum
utilization.

Flexible modulation format and data rate: OFDM modulation also provides the
capability to change the modulation order to adjust the amount of data to be carried
within the same subcarrier (or group of subcarriers). For example, the OFDM signal
in each subcarrier can be modulated using BPSK, or QPSK, or 16QAM, or 64QAM,
etc. This allows variable amount of data to be packed within the same subcarrier
as these modulation formats encode different number of data bits in each symbol.
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This can be used to solve the congestion issue at the destination racks. Within the
same OFDM signal, different modulation formats can coexist, different subcarriers
can use different modulation formats.

No guard band: In PSD-based OFDM system, guard bands are usually required
between subcarrier groups from different sources due to the synchronization
difficulty and impairments during transmission such as dispersion and OSNR
degradation. However, such guard band is not required for the DCN application
because the transmission distance is short (typically from tens of meters up to 2
km). This allows the maximum bandwidth utilization at each receiver.

Fast switching: This architecture performs optical circuit routing by turning
respective lasers on and off. This can be achieved at sub-ns level, making this system
feasible for packet level operation. If tunable lasers are used, the switching speed
will then be determined by both the laser on/off speed and tuning speed, which can
also be realized at ns level [8].

Low and uniform latency: All switched signals take exactly one hop (i.e., passing
through the core optical router only once); therefore, the latency is very low
and uniform. Furthermore, because this architecture uses MIMO operation and
bandwidth sharing by OFDM subcarrier allocation, no optical or electrical buffer
is required. Thus the latency can remain at low level.

Scalable: The key factor that determines the available scale of this DCN is the
port count of the CAWG. A 400-channel AWG based on 6-inch silica waver and a
512-channel AWG based on 4-in silica wafer have been demonstrated more than a
decade ago [18]. With the recent advancement in silicon photonics technology, even
higher port count CAWG can be expected because silicon waveguide can achieve
higher core/cladding index contrast and thus allow waveguide bending radius to be
several order of magnitude lower than silica waveguide [24].

Simple control: While having the subcarrier contention restriction at each receiver,
this architecture allows same OFDM subcarriers to be used by different OFDM
signals generated from the same transmitter. Therefore the subcarrier allocation
at each receiver can be considered independently, and thus greatly reduce the
complexity of the subcarrier assignment problem compared to other bandwidth
sharing networks.

Low power consumption: Because the core optical router in this architecture is
completely passive and static, the optical components have lower power consump-
tion compared with other optical DCN architectures that require switching through
WSS or FXC. The heat dissipation is also lower.

Low cost: Since this architecture does not require FXC, WSS or tunable wave-
length converter, the optical component cost is low. Having low power consumption
and low heat dissipation also reduces the cooling requirement and the operation
cost.
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7.3 Experimental Demonstration of Flexible MIMO OFDM
Optical Interconnect

The flexible MIMO interconnect capability of the proposed architecture is demon-
strated on a lab testbed. The optical core router is an 8× 8 CAWG with 100 GHz
spacing. Each transmitter contains two tunable external cavity lasers with 10 GHz
intensity modulators. The OFDM signals are generated by an arbitrary waveform
generator. The signal has 1,200 subcarriers, each occupying 5 MHz bandwidth.
Two scenarios with different wavelength and subcarrier assignments are tested
(Table 7.1). Due to the cyclic wavelength routing arrangement in the CAWG, λ3

and λ6 from ToR1 are routed to ToR3 and ToR 6, respectively, while λ4 and λ7 from
ToR2 are routed to ToR3 and ToR 6, respectively.

Different modulation formats, including QPSK, 16QAM, and 64QAM, are
used for different OFDM subcarrier groups highlighted in black, producing per-
subcarrier data rates of 10 Mb/s, 20 Mb/s, and 30 Mb/s, respectively. A 10 GHz
bandwidth single-ended direct detection PD is used at each CAWG output to receive
the WDM signal and convert it to electrical OFDM signal. This OFDM signal is then
captured and digitized by a real-time oscilloscope and processed using an offline
computer to recover the data from the OFDM signal. No optical amplification is
used in this experiment.

The RF spectra of the OFDM signals are measured at each OFDM transmitter
output each the receiver output for different tests (Fig. 7.5). They show that
different OFDM signals from the same transmitter can possess overlapping (such as
subcarrier group A and subcarrier group B in Test 1) or non-contiguous subcarriers
(such as subcarrier group E), and through the PSD technology each receiver can
successfully detect and receive OFDM signals from multiple sources, provided
that these OFDM subcarriers do not overlap. No guard band is required when

Table 7.1 Wavelength and subcarrier assignments in MIMO OFDM DCN
experiment

Test

From ToR 1 From ToR 2 

3

193.5 THz 
1549.32 nm 
(To ToR 3) 

6

193.2 THz 
1551.72nm 
(To ToR 6) 

 4

193.4 THz 
1550.12 nm
(To ToR 3)

 7

193.1 THz 
1552.52 nm 
(To ToR 6) 

1
SC 100-450 
QPSK  .A.

SC 300-450 
64QAM  .C.

SC 451-800 
QPSK  .D.

SC 850-950 
QPSK  .F.

2
SC 200-600 
16QAM  .B.

SC 50-150, 
700-900 

QPSK  .E.
SC: subcarriers 
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Fig. 7.5 Measured RF spectra of the OFDM signals at the transmitters and the receivers
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Fig. 7.6 Measured optical spectra at the inputs (top) and outputs (bottom) of the CAWG

assigning the OFDM subcarriers, as shown at the receiver of ToR 3 in Test 1. Besides
allocating subcarriers, the centralized controller also balances the subcarrier powers
among signals from different inputs.

The optical spectra of the WDM signals at the CAWG input ports from ToR 1 and
ToR 2 transmitters and CAWG output ports to ToR 3 and ToR 6 receivers are shown
on Fig. 7.6. They confirm the non-blocking cyclic routing operation of the CAWG.

The PSD receiver performance (solid symbols), represented by the bit error rates
(BER) under different received optical power levels, are measured and compared
with single channel receiver (hollow symbols) for different OFDM signals at each
test (Fig. 7.7). While the absolute BER value varies with the modulation format
and per-subcarrier power level, no significant degradation between single channel
detection and PSD detection is observed in any tests, and OFDM signals with
different modulation formats can all be detected successfully. This shows that PSD
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technology is feasible for receiving multiple OFDM WDM signals simultaneously
using a single PD, and thus realizing MIMO switching.

7.4 Performance Evaluation

7.4.1 Simulation Model and Traffic Assumptions

In order to evaluate the performance of the proposed architecture, a custom
simulation model was built using OPNET Modeler. The model simulated an
OFDMA-based switch operating as described above, consisting of 8 ToRs. Each
ToR receiver used 1,000 subcarriers, each offering a bit rate of 10 Mbps, hence the
total ToR-ToR capacity was 10 Gbps. Traffic at each ToR was destined with equal
probability to all other ToRs. Regarding traffic characteristics, studies performed on
real data center networks [5] have indicated that packet arrivals are best modeled
using long-tail distributions (e.g., Log-normal, Weibull). In the same work, it was
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found that packet sizes approximated a trimodal distribution, with sizes of 64, 200,
and 1,400 bytes appearing with probabilities of 0.05, 0.5, and 0.45, respectively.
In that respect, for our simulation study traffic was simulated for each ToR pair by
an ON-OFF source producing packets of the aforementioned sizes. Both the ON
and OFF period durations, as well as the packet interarrivals during ON periods,
followed the Log-normal distribution with a shape of 0.75. Different degrees of
burstiness (characterized by a different average OFF/ON ratio) were tested. Finally,
a buffer of 10 MB was dedicated to each source-destination ToR pair.

7.4.2 Subcarrier Allocation Algorithms

Several subcarrier allocation algorithms were considered to exploit the proposed
architecture:

1. Optimal Resource Utilization (ORU): Arriving packets from any ToR towards
a specific destination ToR are transmitted in FIFO order using all available
subcarriers each time. In other words this is in essence a time-based (rather than
subcarrier-based) scheduling approach, employing OFDM technology for the
transmission of each individual packet. It is assumed that time is continuous
(i.e., no timeslots) and there are no guardbands, so that no bandwidth resources
are wasted. Therefore, this scheme is expected to offer the minimum average
packet delay. Note though that it is not realistic, since ToRs have to switch
between states very fast, i.e. at the timescales of packet interarrivals (few μs).
Since this scheme is not feasible (and included here just for benchmarking
purposes), below we describe ways of relaxing switching time requirements and
at the same time exploiting the subcarrier domain for bandwidth arbitration.

2. Fixed subcarrier allocation (FSA): In FSA, virtual transmission pipes of fixed
bandwidth are created for each ToR pair by dedicating to each of them a number
of subcarriers. Since in this work we considered uniform average traffic, each
ToR pair was assigned 125 subcarriers (i.e., 1,000/8). Although this is a very
simple solution, it cannot adapt to bursty traffic (which is the case in a real data
center network) and is hence expected to lead to increased packet delay.

3. Dynamic Subcarrier Allocation (DSA): We propose this scheme as a feasible
approach to achieve assignment of subcarriers for each ToR pair according to the
actual traffic needs. In that respect, DSA is executed periodically (the scheduling
period is denoted as T ) and tries to adjust the current assignment based on traffic
information collected from all ToRs. More specifically, a ratio (denoted as f )
of the available subcarriers is distributed equally to all ToR pairs in a fixed
manner, while the rest are assigned each time in a weighted fashion, with the
weights decided according to the traffic rate in each of them during the previous
scheduling period.
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Fig. 7.8 Average packet delay comparison when OFF/ON = 10

Note that T should be selected carefully, since, on the one hand, it should be
relatively short to avoid affecting QoS (i.e., inaccurate decisions should be corrected
quickly) and, on the other hand, a very short T would impose challenges in the
relevant electronics and could produce inaccurate measurements (depending on the
exact traffic characteristics). As a final note, it should be mentioned that FSA can
also be considered as a subset of DSA, with f equal to 1 and T = ∞ (since it is
executed only once in the beginning).

7.4.3 Simulation Results

The performance of the proposed algorithms was evaluated for different traffic
profiles and network loading conditions. More specifically, two general scenarios
were considered; the first with the sources having an OFF/ON ratio of 10 and the
second having OFF/ON = 50. The load values shown in the results indicate the
average aggregate load as a ratio of the total available switch capacity.

Figure 7.8 shows the average packet delay when OFF/ON = 10. First of all it
is clear that, as expected, ORU and FSA offer the best and worst performance,
respectively. In particular, FSA proves to be completely inadequate, since it exceeds
ORU by several orders of magnitude even at moderate loads. At the same time,
the use of DSA (a value of 1 ms was used in these simulation experiments as a
compromise, taking into account the issues listed above) offers delay values that are
quite close to ORU. Moreover, the use of a hybrid FSA/DSA approach by means of a
nonzero f value (0.25 here) seems to improve performance, though not significantly.
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Figure 7.9 depicts a comparison of the average packet delay performance for
the same algorithms, however this time under more challenging traffic conditions
(burstiness is increased to OFF/ON = 50). It is evident that the delay values for all
algorithms are increased due to the more bursty traffic profile, while the conclusions
drawn above for ORU and FSA still hold. Note also that the convergence of delay for
FSA for higher loads (i.e., after 0.05) is only due to extensive buffer overflows, while
the packet loss in those load regions exceeded 50% (the maximum loss observed for
the rest of the algorithms was more than one order of magnitude lower). Therefore,
comparisons with FSA are pointless and it should not be considered as a potential
solution here. The delay performance of DSA is again between FSA and ORU.
However, it is very interesting to point out that this time the hybrid DSA ( f = 0.25)
managed to reduce delay up to two orders of magnitude compared to the pure DSA
( f = 0).

7.5 Conclusions

We propose a novel DCN architecture utilizing OFDM and PSD technologies. This
architecture offers high switching speed, low and uniform latency, and low power
consumption. We experimentally demonstrate the MIMO OFDM switching and fine
granularity flexible bandwidth sharing features. We also develop efficient subcarrier
allocation algorithms, which achieves high spectrum utilization at low computation
complexity. Therefore this architecture is suitable for all-optical inter-rack and inter-
server communication in next-generation DCN application.
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Chapter 8
A Petabit Bufferless Optical Switch for Data
Center Networks

Kang Xi, Yu-Hsiang Kao, and H. Jonathan Chao

8.1 Introduction

Data centers are critical infrastructures of the Internet, providing data- and
computing-intensive services for various types of applications. Data centers are
the only platform that can support large-scale cloud computing applications,
such as Microsoft Azure, Amazon Elastic Compute Cloud (EC2), Google search,
and Facebook. With the rapid growth of Internet applications, data centers have
witnessed growing demands for storage, computation power, and communication
bandwidth. Today it is not uncommon for a data center to house tens of thousands of
servers in a single facility. For instance, it is reported that a Google data center holds
more than 45,000 servers [35]. Despite the large size, data centers keep growing at
an exponential rate [19]. The short-term target is to host hundreds of thousands of
servers in a single data center. For instance, Microsoft is building a data center that
has the capacity for up to 300,000 servers [34]. Although Google does not reveal the
total number of servers in its data centers, its vision goes up to ten million servers
worldwide according to the design objectives of its new storage and computation
system called Spanner [14].

Modern data centers are different from traditional computer clusters in that a
data center is not a simple collection of servers running many small, independent
jobs. Instead, the servers work in collaborative ways to solve large-scale problems.
This type of computing often requires extensive data exchange inside data centers.
For instance, in a search using MapReduce, jobs are dispatched to many servers for
parallel computing, the results are collected for post-processing to obtain the final
results [15]. Storage servers need to periodically replicate data to multiple locations
to achieve redundancy and load balancing. In data centers that allow dynamic
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Fig. 8.1 Traditional data center network architecture

migration of virtual machines, system images need to be transfered between original
and new servers whenever a migration is performed, generating huge amount of
data exchange. To support such applications, data center networks need to provide
high bandwidth and low latency with low complexity. However, when data centers
scale up to host hundreds of thousands of servers and beyond, it becomes a great
challenge to build an interconnection network with enormous bandwidth. For a data
center hosting 300,000 servers each with two 1 Gb/s Ethernet interfaces, the required
network bandwidth (without oversubscription) is 600 Tb/s. In contrast, the biggest
router available on the market is Cisco’s CRS-3 series, which offer a maximum
bidirectional throughput of 322 Tb/s.

Today’s data center networks have a multi-tiered architecture [11], as illustrated
in Fig. 8.1. Servers on a rack are connected to one or two top-of-rack (ToR) switches.
The ToR switches are then connected to access switches to form clusters. The access
switches are interconnected by a small number of high-capacity aggregation
switches, which are then interconnected by core switches. In such networks, the
traffic concentrates toward the top, thus requires huge capacity at the aggregation
and core switches. Currently people often rely on oversubscription at each layer
to reduce the cost of switches. According to research in [18], the oversubscription
ratio at the ToR switches is typically 1:5 to 1:20, while the overall ratio could reach
1:240.

The traditional architecture has several scalability problems. The first problem
is the bandwidth bottleneck caused by oversubscription, which brings extra com-
plexity to application design and deployment in that special consideration has to be
taken to localize traffic [33]. The second problem is the long latency introduced by
multiple hops when a packet traverses the aggregation and core switches to reach its
destination. In particular, the delay grows significantly under heavy load and could
harm delay-sensitive applications such as stock exchange [4]. The third problem is
the wiring and control complexity, which grows super linearly when the data center
scales. Furthermore, a lot of line cards are used between layers to carry transit traffic,
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but not revenue generating traffic. This is not very cost effective. Recently several
designs have been proposed to address the above problems [2, 17–20, 24, 38, 41].
We discuss such designs in Sect. 8.6.

In this paper we propose to flatten data center networks by interconnecting all
server racks through a single switch as shown in Fig. 8.2. Our target is to support
10,000 100 Gb/s ports in a single switch, providing Petabit/second switching
capacity. The main contributions of our design include the following.

• We exploit recent advances in optics and combine them with the best features of
electronics to design a high-capacity switch architecture that can scale up to a
large number of high-speed ports while keeping the complexity and latency low.

• We design an optical interconnection scheme to reduce the wiring complexity of
Clos network from O(N) to O(sqrt(N)), making it applicable to very large scale
networks.

• We develop a practical and scalable packet scheduling algorithm that achieves
high throughput with low complexity.

• We present the analysis of implementation issues to justify the feasibility of the
design.

The rest of this paper is organized as follows: Section 8.2 provides the switch
architecture. Section 8.3 presents the scheduling algorithm. Section 8.4 discusses the
implementation issues. Section 8.5 gives performance evaluation results. Section 8.6
briefly surveys the related work. Finally, Sect. 8.7 concludes the paper.

8.2 Switch Architecture

The architecture of our design is illustrated in Fig. 8.3. The ToR switches are
connected to the giant switch without any intermediate packet processing. Wave-
length devision multiplexing (WDM) is used to facilitate wiring. The switch fabric
is a three-stage optical Clos network [9] including input modules (IMs), central
modules (CMs), and output modules (OMs), where each module uses an arrayed
waveguide grating router (AWGR) as the core. A prominent feature of the switch
is that packets are buffered only at the line cards, while the IMs, CMs and OMs



138 K. Xi et al.

Central 
Module 
(CM) 

Output 
Module 
(OM) 

LC

Central 
Module 
(CM) 

server 
racks

WDM 
wiring

WDM 
wiring

server 
racksOptical switch

Input 
Module 

(IM) 

Input 
Module 

(IM) 

LC

LC

LC LC

LC

LCOutput 
Module 
(OM) LC

scheduler

LC: line card

RM-1

R0

RN-1

RN-M

RM-1

R0

RN-1

RN-M

M
U

X
M

U
X

D
M

U
X

D
M

U
X

D
M

U
X

D
M

U
X

M
U

X
M

U
X

Fig. 8.3 Switch architecture

waveguide

AWG

λ3
λ2

λ1

λ0

λ0

λ1
λ2

λ3

λ3

λ2

λ1

λ0
λ1

λ2
λ3

λ0

AWGR

a b

Fig. 8.4 Principle of AWG and AWGR

do not require buffers and fiber delay lines. This helps to reduce implementation
complexity and to achieve low latency. We explain the details of the design in the
following.

8.2.1 Optical Switch Fabric

Our design exploits two major optical devices: AWGRs and tunable wavelength
converters (TWCs).

As shown in Fig. 8.4a, an arrayed waveguide grating (AWG) is a passive device
that performs wavelength demultiplexing based on the principle of interference
between light waves of different wavelengths. With waveguides engineered to
specific lengths, the device creates desired phase shift for each wavelength. As a
result, signals of a certain wavelength are directed to a specific output port. AWG
can be used for WDM demultiplexing in one direction and multiplexing in the other
direction. An M×M AWGR is an integration of M 1×M AWGs in a way that any
output port receives a specific wavelength from only one input port in a cyclic way
(Fig. 8.4b). The design ensures that input port i directs wavelength λm only to output
port (i+m) mod M, where i= 0,1, . . . ,M−1. Therefore, to send a signal from input
i to output j, the wavelength to use must be λM+ j−i mod M.
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AWGRs do not have good scalability due to limited number of ports they can
support. In order to build a large-scale optical switch fabric, we need to interconnect
multiple AWGRs to form a switch network. Due to the nature of AWG, the
routing paths in such networks for a specific wavelength starting from an input
port is fixed. To enable dynamic configuration of the switch fabric, we need to
perform wavelength conversion using TWCs. A typical TWC is shown in Fig. 8.5.
The input signal on wavelength λs is coupled onto λ j that can be dynamically
adjusted by tuning the tunable laser source. The conversion is performed by a
semiconductor optical amplifier (SOA) followed by a Mach–Zehnder interferometer
(MZI). The cross modulation in the SOA allows the data signal to change the gain
and phase of λ j. The MZI works as a filter to generate reshaped and clean pulses
at λ j. Technology advances have enabled wide range conversion of high bit rate
signals. An SOA-MZI monolithic all-optical wavelength converter for full C-band
operation has been reported in [37]. In [39] the authors show that wavelength
conversion can be achieved with no extinction ratio degradation at 160 Gb/s. In a
recent paper [1], all optical conversion was demonstrated to support 160 Gb/s in the
full C-band.

In the Clos network, each IM/CM/OM includes an AWGR as the switch fabric.
Each input port of the CMs and OMs has a TWC to control the routing path. The IMs
do not need TWCs because the wavelength at their input ports can be adjusted by
controlling the tunable laser source on the line cards. The example in Fig. 8.6 shows
a 4 × 4 switch fabric using 2 × 2 AWGRs and a path from input 3 to output 2.
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To establish the path, we configure the tunable devices so that the line card transmits
at λ0, the TWC in the CM keeps λ0 unchanged, and the TWC in the OM converts
λ0 to λ1. Amplifiers can be added between stages wherever necessary.

The Clos-based switch fabric has good scalability. If we use identical M ×M
AWGRs, the size of the switch is scaled to M2 ×M2. Currently 128× 128 AWGRs
are available [42], so it is feasible to reach our target at 10,000 ports. Building
an optical switch fabric also helps to reduce the power consumption compared
to electrical designs of the same throughput. It is worth noting that other fast
reconfigurable optical switch modules can be used to substitute the AWGRs in our
architecture with minor modifications of the scheduling algorithm.

8.2.2 Switch Configuration

Consider an N×N switch fabric using M×M AWGRs, we discuss the configuration
of the tunable lasers and TWCs to set up a path from input port i to output port j
through CM k, where i, j = 0,1, . . . ,N − 1 and k = 0,1, . . . ,M − 1. We explain how
to select the correct wavelengths among λ0,λ1, . . . ,λM−1.

1. Tunable laser on the line card: In the IM that input port i is connected to, the local
input index is

i∗ = i mod M. (8.1)

The IM connects to CM k through its output port k. Therefore, the tunable
laser at the input port should be tuned to transmit at wavelength

λIM(i, j,k) = λM+k−i∗ mod M. (8.2)

2. TWC in the CM: The index of the IM for this path is

I = i/M�, (8.3)

and the index of the OM is

J =  j/M�. (8.4)

The task of CM k is to connect its input port I to its output port J, thus the
corresponding TWC should be tuned to convert λIM(i, j,k) to

λCM(i, j,k) = λM+J−I mod M. (8.5)

3. TWC in the OM: CM k is connected to the kth input of OM J. The local output
index on the OM corresponding to output j is

j∗ = j mod M. (8.6)
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Therefore, the TWC at this OM is configured to convert λCM(i, j,k) to

λOM(i, j,k) = λM+ j∗−k mod M. (8.7)

8.2.3 Frame-Based Switching

Although the optical switch fabric can be dynamically reconfigured, the config-
uration time is not negligible. Since the AWGRs do not need reconfiguration,
the timing depends on the switching time of the TWCs and the tunable lasers
on the line cards. Researchers in Bell Labs have demonstrated a monolithically
integrated tunable wavelength converter with nanosecond level switching time.
They also show that with proper electrical termination the tunable lasers can reach
sub-nanosecond switching time [6]. Nonetheless, nanosecond-level switching time
is still a considerable overhead that makes it impossible to perform per packet
switching. The duration of a small Ethernet packet (64 bytes) on a 100 Gb/s link
is only 5.12 ns.

We adopt frame-based switching in the data plane to reduce the impact of the
switching time. Packets are assembled into fixed-size frames in the ingress of the
line cards and disassembled at the egress of the line cards. In this design we set
the frame size to 200 ns inside the switch fabric. For simplicity, we do not allow a
packet being segmented to two frames. Between two consecutive frames we insert
a guard time to allow switch fabric reconfiguration and frame alignment deviation.

8.2.4 Address Management

We provide a flat layer 2 address space for easy application deployment and
virtual machine (VM) management. For example, a VM can be migrated to a new
location without changing its IP address. The address management is performed by a
centralized control plane. It is worth noting that centralized control has been adopted
in several data center network designs since data centers are similar to autonomous
systems and have small footprint [17, 18, 38].

The central controller performs address assignment and resolution as following.

• When a server (or VM) starts, the controller assigns it an IP address and creates
a record with its MAC, IP, and rack index.

• The address resolution protocol (ARP) is modified (e.g., by modifying the
hypervisor) to use the central controller. Each ARP request is sent to the
controller using unicast, and the reply includes the MAC address and rack index
of the destination. The rack index is embedded in the packet header and is used
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by the core switch to determine the output port. Note that the rack index can
be converted to the corresponding output port, this design significantly reduces
complexity since no table lookup is needed.

8.2.5 Line Card Design

The line card architecture is illustrated in Fig. 8.7. We focus on high-speed and low-
complexity design and eliminate functions that are not necessary for data center
network or can be distributed to other places.

At the ingress from the servers, a classification module assigns each packet to
a VOQ. Note that the line card does not perform address lookup since each packet
carries a label to identify the destination rack index, which is directly converted
to the VOQ index. Packets belonging to the same VOQ are assembled into fixed-
size frames. Given the huge size of the switch, it would introduce high complexity
if a VOQ is maintained for each output port. In our design we create a VOQ for
each OM. Although the per-OM VOQ scheme cannot completely avoid head-of-
line (HOL) blocking, it reduces the number of queues and hardware complexity.
Simulation shows that with a well-designed scheduling algorithm and a reasonable
speedup, we can overcome HOL blocking to achieve near 100% throughput.

At the egress to the servers, frames are disassembled into packets, which are
buffered briefly before being transmitted to the racks. Buffering is necessary because
the switch fabric uses speedup to achieve high throughput. To avoid overflow and
packet loss at the output buffer, backpressure is triggered once the queue length
exceeds a predetermined threshold. The backpressure notifies the scheduler to
suspend packet transmission to the signaling output port. To achieve high-speed
buffering we use the widely adopted hybrid SRAM and DRAM architecture [23].
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8.3 Scheduling Algorithm

8.3.1 Problem Statement

We consider an N ×N switch consisting of M ×M modules (N = M2). The traffic
demand is a binary matrix {di, j}, where di, j = 1 means at least one frame is waiting
to be switched from input i to output j (i, j = 0, . . . ,N − 1). The objective of
scheduling is to find a bipartite match from the input ports to the output ports and
assign a CM for each match such that the throughput is maximized. We use binary
variable si, j(k) = 1 to denote that a match is found from input i to output j through
CM k, where k = 0,1, . . . ,M − 1. The scheduling is formulated as a binary linear
programming as follows.

maximize:
M−1

∑
k=0

N−1

∑
i, j=0

si, j(k)di, j , (8.8)

subject to:

M−1

∑
k=0

N−1

∑
j=0

si, j(k) ≤ 1, ∀i = 0,1, . . . ,N − 1, (8.9)

M−1

∑
k=0

N−1

∑
i=0

si, j(k)≤ 1, ∀ j = 0,1, . . . ,N − 1, (8.10)

N−1

∑
i, j=0

si, j(k)≤ M, ∀k = 0,1, . . . ,M− 1. (8.11)

The objective function (8.8) is to maximize the number of input–output matches.
Constraint (8.9) allows at most one connection from each input port. Constraint
(8.10) allows at most one connection to each output port. Constraint (8.11) allows
at most M connections through each CM.

Scheduling in input-queued switches has been researched extensively. Typical
algorithms include parallel iterative matching (PIM) [3], iSLIP [31], dual round
robin matching (DRRM) [8, 10, 27], longest queue first (LQF), oldest cell first
(OCF) [32], etc. Routing in Clos network switches has also been studied and many
algorithms have been proposed, such as m-matching [22], Euler partition algorithm
[12], Karol’s algorithm [9]. However, the above algorithms cannot be applied to
very large switches (e.g., 10,000× 10,000) due to implementation complexity
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8.3.2 Frame Scheduling Algorithm

We develop an iterative frame scheduling algorithm that is practical and scalable.
Corresponding to each IM, CM, and OM we have an scheduling module, which we
call scheduler at IM (SIM), scheduler at CM (SCM) and scheduler at OM (SOM),
respectively. The algorithm completes in H iterations as described below.

• Request: Each input port chooses H VOQs using round robin and sends the
requests to the corresponding SIM.

• Iteration: Repeat the following steps for H cycles. In the hth cycle (h =
1,2, . . . ,H), we only consider the hth request from each input port.

1. Request filtering: If an input port received a grant in the previous iterations,
its requests are excluded from the subsequent iterations. If an SIM receives
multiple requests competing for an output port, it randomly chooses one
request.

2. CM assignment: Each SIM randomly assigns an available CM to each request
and sends the request to the corresponding SCM.

3. CM arbitration: If a SCM receives multiple requests pointing to the same
OM, it chooses one using round robin. The selected requests are sent to the
corresponding SOMs.

4. OM arbitration: For each output port, the corresponding SOM grants the first
request using round robin if the output port did not grant any requests in the
previous iterations and is not doing backpressure.

In our switch there are two contention places: at CMs and at output ports.
We combine multiple approaches to resolve the contention. We introduce ran-
domness to reduce the contention probability. We allow each input to generate H
requests. (Note that generating N requests would be good but incurs high communi-
cation overhead.) We also employ multiple iterations and speedup. Our simulation
shows that with three iterations and 1.6 speedup, the scheduling algorithm achieves
nearly 100% throughput under various traffic distribution and switch sizes.

8.3.3 Packet Scheduler Design

Figure 8.8 shows an architecture to implement our proposed packet scheduling
algorithm, which consists of three stages: (1) CM assignment at the SIM stage,
(2) output link arbitration at the SCM stage, (3) output port arbitration at the SOM
stage. A request consists of 15 bits, with the first bit indicating whether there is a
request or not, and 14 bits for output port addresses.

At each SIM, a filter selects a request among those destined to the same output
port. The winner is then assigned an available CM number randomly and then sent
to the corresponding SCM. Each SIM, e.g., SIMi, has an CM availability vector,
denoted as Ai. The vector has M bits indicating CM’s availability. A “1” means
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Fig. 8.8 Packet scheduler
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that the link to the CM is available and “0” unavailable. Detailed operation of the
filter and CM assignment is described next. The output link arbitration at SCM and
output port arbitration at SOM are performed based on round robin and can be easily
implemented for the size of 128.

As shown in Fig. 8.9 the request filter can be implemented by sorting the requests
based on the output port addresses and then picking the first request from each
overlapped group. Sorting can be implemented using a Batcher sorting network
with multi-stage comparators [5]. After being sorted, a request is invalidated if its
destination is the same as its upper neighbor request.

Our algorithm selects a winner from the overlapped requests randomly to achieve
fairness. The randomness is realized by appending a random number to each request
before sorting and removing that number after sorting. For example, input ports
3 and 4 request output port 1, if their random numbers are 3 and 6, respectively,
the values to be sorted become 10000011 and 100000110, making input port 3 the
winner. The random numbers can be generated using simple thermal noise-based
approaches [13].

The CM assignment logic is illustrated in Fig. 8.10. The input ports are sorted
to place those with request (bit 1) at the beginning of the output vector. The CMs
are sorted to place the availabe ones (bit 1) at the beginning of the output vector.
By matching the two vectors we realize random CM assignment to the requests.
The sequence of requests to this logic is already randomized in the request filter in
Fig. 8.9, thus we don’t need to add randomness here.
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Fig. 8.10 CM assignment using two sorters

The packet scheduler has been designed with VHDL code and synthesized and
analyzed by the Cadence Encounter RTL Compiler on the ST Microelectronics
Company 65nm technology. The evaluation shows the latency is 21 ns for a 10,000×
10,000 switch.

8.3.4 Multi-chip Scheduler and the Inter-chip Connections

It is not possible to build the packet scheduler on a single chip because the total
I/O bandwidth is too high. We discuss practical multi-chip implementation in this
section.

Based on our performance study, in order to achieve high throughput and low
latency, the packet scheduler needs to use three iterations to arbitrate up to 3
different requests from each line card. In each cycle, each line card can send three
requests (with 15 bits each) to the packet scheduler and receive a grant signal. Thus
the link bandwidth from the line card to its SIM is 225 Mb/s (45 bits/200 ns). The
link bandwidth between the stages of the packet scheduler is also 225 Mb/s. The
bandwidth for carrying the acknowledge signals (grant/reject) on the reverse paths
is negligible as compared to the bandwidth on the forwarding paths. The total
bandwidth between the line card and the scheduler and between the stages for
a 10,000-port packet scheduler is 2.25 Tb/s, which is too high for a single-chip
scheduler. We study two methods to partition the packet scheduler into multiple
chips with I/O bandwidth constraint for each chip.

The first method groups k SIMs into a chip, as shown in Fig. 8.11a, and does
the same to SCMs and SOMs. This method needs three different types of chips
to implement the scheduler and is not cost effective. The second method groups k
SIMs, k SCMs and k SOMs in the same rows into a chip, as shown in Fig. 8.11b,
and only requires one type of chip. The maximum number of links for each chip on
the forwarding direction is:

L = M× k+ 2× (M− k)× k. (8.12)

As each SIM has M links connected to the line card and each chip has k SIMs,
M× k is the number of links from the line card to the SIMs. On each chip, there are
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Fig. 8.11 Partitioning of three-stage packet scheduler

(M−k)×k inter-chip links (circled in Fig. 8.11b) between the SIMs and the SCMs,
and the number of inter-chip links between the SCMs and SOMs is the same. Denote
the rate of each line as r, the I/O bandwidth of each chip becomes

CR = L× r. (8.13)

The second method achieves better reduction of wiring complexity. This is
because some of the wires are on-chip connections. We want to maximize k to
reduce the number of chips and the number of wires between chips. The current
technology can achieve 470 Gb/s per single chip [30]. For a 10,000-port scheduler,
we let CR < 470 Gb/s and get k = 7. So the scheduler can be implemented using
15 chips. The bi-directional I/O bandwidth for each chip is 450 Gb/s, implemented
with 10 Gb/s SERDES.

8.4 Implementation

8.4.1 Racks and Wiring

We adopt the multi-rack scheme to build the proposed large-scale switch. The switch
fabric is placed on a single rack and the line cards are hosted on multiple racks.

Wiring in the switch fabric is a great challenge as there are M2 interconnections
between two stages and the wires from one module is spread to all the other
modules, making it impossible to use WDM in a straightforward way. We reduce
the number of connections from M2 to M by using WDM and a single AWGR
between two stages. The principle is illustrated in Fig. 8.12. The output ports of
each IM is converted to a sequence of wavelengths. The wavelength pattern is fixed,
thus only fixed wavelength converters (WCs) are needed. Now the M wavelengths
from each IM can be multiplexed to a single fiber and transmitted to an M ×M
AWGR. Due to the cyclic property of AWGR, wavelengths from all the IMs are
cross-connected to the output side and automatically multiplexed without conflict.
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The multiplexed signals are transmitted through M fibers to the CMs, where each
fiber is demultiplexed to M signals.

We use WDM for interconnections between server racks and line card racks
and between line card racks and the switch fabric rack. This can greatly reduce
the wiring complexity.

8.4.2 Timing and Frame Alignment

The propagation of optical signals in fibers is about 5 ns per meter. With the frame
length set to 200 ns, the delay between optical modules is not negligible. Since the
optical switch fabric is bufferless, it would be ideal for the frames to be precisely
aligned. We relax this strict constraint by inserting a guard time between consecutive
frames and using configurable fiber delay lines to compensate the propagation delay
difference. The guard time is also used to tolerate the switch reconfiguration time,
which is in nanosecond level.

Fiber delay lines are installed at the input of each IM, CM, and OM so that frames
are aligned. Each delay line is configured based on the corresponding propagation
delay. Measurement of the propagation delay and the configuration are performed
only once after system start or a rewire operation.

We place the scheduler and the optical switch fabric on the same rack. The dis-
tances from the line card racks to the switch fabric rack is bound by the frame length.
This is because in one frame cycle (200 ns) we must complete the transmission
of requests from the line cards to the scheduler, scheduling, and the transmission
of grants from the scheduler to the line cards. Since the scheduling takes 21 ns
for a 10,000× 10,000 switch (refer Sect. 8.3.3), there are 179 ns for request/grant
propagation. Thus the maximum distance between a line card rack to the switch
fabric rack is about 179 m. By placing the line card racks and switch fabric properly,
this is sufficient for typical data centers.
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Table 8.1 Performance for various switch sizes

Number of switch ports 10,000 4,096 1,024
Throughput 99.6% 99.6% 99.6%
Average queue length, 80% load (frames) 1.53 1.52 1.51
Average queue length, 90% load (frames) 2.17 2.15 2.11
Average latency, 80% load (frames) 2.27 2.27 2.25
Average latency, 90% load (frames) 5.19 5.17 5.13

8.5 Performance Evaluation

We evaluate the performance of the design using our in-house frame-based simulator
that is cycle-accurate. We study the throughput, queue length, and average frame
latency under various switch sizes and traffic patterns. The results show that with
internal speedup of 1.6 and three iterations the switch can achieve close to 100%
throughput.

8.5.1 Scalability and Throughput

Table 8.1 shows the throughput, average queue length, and average latency under
80 and 90% load for various switch sizes under uniform traffic. All the switches can
approach near 100% throughput. The average latency is only a little more than twice
of a frame duration (200 ns) at 80% load. In particular, it shows that the performance
is virtually independent of the switch size, which demonstrates excellent scalability
of our design.

8.5.2 Delay Performance

Figure 8.13 shows the delay performance with switch size 1,024× 1,024.We use
the following traffic patterns.

• Uniform: Each input sends to all the outputs evenly.
• Transpose: Input i only sends to output i+ 1 mod N.
• Non-uniform: 50% of the traffic is uniform, and 50% is transpose.
• Cluster: Input i sends to outputs i+ k mod N (k = 1, . . . ,10) evenly.

Figure 8.13 shows that the switch can approach near 100% throughput under
various traffic. The performance under transpose traffic is the best because there is
no output contention. On the other hand, the cluster pattern tends to create the most
output contention. Nonetheless, the latency keeps to be very small until the load
exceeds 95%.
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Fig. 8.13 Average latency (in frame duration) under various load

One may wonder if the performance can be further improved by using more
iterations. Our simulation shows that while one and two iterations are not good
enough, three iterations are sufficient (Fig. 8.14).

8.6 Related Work

With the rapid growth of data centers it has gained much attention to design novel
data center architecture. One approach is to scale out data center networks using
a large number of small commodity switches, the typical designs include Portland
[38] and virtual layer 2 (VL2) [18]. Portland adopts a three-stage fat tree topology
using k-port switches and can support non-blocking communication among k3/4
host stations with 5k2/4 switches. In VL2, IP switches are interconnected as
a Clos network to scale out the topology. Both designs separate names from
locator by using a well-designed location-specific address space for routing in the
network. Mapping between the actual addresses and the location-specific addresses
is managed by a centralized controller. The wiring complexity can be reduced
by packaging switch modules together [16]. We embrace the idea of scaling out
topology using small switch modules. However, our design is different in that
it adopts bufferless optical switch modules to improve performance and reduce
complexity.
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Another approach is server-centric where servers perform both computing and
packet switching. Such designs include DCell [19], BCube [20], DPillar [28]. Using
the proposed topologies a server-centric data center can scale to host hundreds of
thousands of servers. Since general-purpose servers are not optimized for fast and
reliable packet switching, special hardware and software processing is needed for
this type of designs to provide performance guarantee in terms of end-to-end delay
and network resilience.

Two recent work, called Helios [17] and HyPaC [41], propose to augment
the packet-switched network with an optical circuit-switched network. Optical
circuit switching has the advantages of high bandwidth, low cost, and low power
consumption but suffers from considerable reconfiguration time. The essence of
Helios and HyPaC is to examine the characteristics of traffic in real time and
dynamically set up circuits to carry the suitable traffic. The scheduling has to be
well designed to avoid frequent circuit reconfiguration and minimize the impact of
reconfiguration time.

In the area of high-speed switch design, multi-stage multi-plane architecture
using buffered switch modules is adopted by TrueWay switch [9] and Cisco
CRS-1 router [40]. While this architecture is more scalable than single-stage input-
queued switches, its scalability is limited by power consumption, multi-stage
queueing delay, and hardware complexity. Load-balanced switches have a two-
stage architecture where the first stage performs load balancing and the second
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stage delivers packets to the destination [7, 25, 26]. The switch has low complexity
because both stages perform periodic permutation without any scheduling. When
scaling to many ports, the delay caused by fixed permutation and packet reordering
would increase substantially, making it inappropriate for data center applications.
In the area of optical packet switching, the major hurdle for all-optical switch is the
lack of optical random access memory. Data Vortex is an optical switch that achieves
high capacity using deflection routing and transparent wavelength switching [21].
Deflection routing is good at avoiding buffering but could cause significant delay
when the switch scales to large size. The optical shared memory supercomputer
interconnect system (OSMOSIS) has an SOA-based crossbar to support switching
using broadcast-and-select [29,36]. It also employs space- and wavelength-division
multiplexing to increase the capacity. A 64-port, 40 Gb/s demonstration system has
been successfully built. Like traditional crossbar switches, OSMOSIS’s scalability is
limited by its hardware complexity: O(N2). In addition, broadcasting is also limited
by signal power when scaling to many ports.

8.7 Conclusions

We present an ultra large-scale switch to meet the requirements of data center
networks for high capacity, low latency, and low complexity. The switch combines
the best features of optics and electronics to reduce the complexity. We present a
scalable and practical scheduling algorithm and verified its hardware implementa-
tion. We develop novel interconnection network to substantially reduce the wiring
complexity. Simulation results show that the switch can reach very high throughput
under various traffic patterns.
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Chapter 9
Optically Interconnected High Performance
Data Centers

Keren Bergman and Howard Wang

9.1 Introduction

Over the years, advances in optical technologies have enabled unprecedented data
transmission capacities through the engineering and exploitation of a number of
extremely advantageous physical properties inherent to photonic media. Wavelength
division multiplexing (WDM), which is enabled by the enormous bandwidth of
guided optics (nearly 32 THz in optical fiber [1]), represents a highly disruptive
capability enabling information transmission across a single physical photonic
channel at data rates many orders of magnitude greater than its copper-based
counterpart, with demonstrated capacities exceeding 20 Tb/s [2] in single mode
fiber. The characteristically low loss of optical media further enables extremely high
bandwidth-distance and bandwidth-energy products, lifting previously unyielding
architectural constraints dictated by the physical limitations of electronic intercon-
nects [3]. Moreover, optical fiber media can sustain much smaller bending radii with
significantly lower volume and weight, resulting in much more tenable and robust
physical cabling.

As a result, photonic media has recently seen appreciable penetration into
large-scale cluster computing systems, where unprecedented growth in application
scale and hardware parallelism has combined to impose increasingly intractable
communications requirements on its underlying interconnection network. Given
the immense number of computation and storage elements, performance of these
systems is reliant upon the effective exchange of vast amounts of data among end
nodes (e.g., processors, memory, and storage). Therefore interconnects capable of
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supporting high-bandwidth low-latency communication across the scale of these
highly distributed machines have become a nearly ubiquitous requirement for
large-scale systems [4].

Accordingly, system designers have begun to embrace optical interconnects in
production large-scale systems in the form of point-to-point links [3, 5]. While
point-to-point interconnects have received significant attention and acceptance
commercially, they can only partially alleviate the burgeoning bandwidth and power
constraints plaguing modern day systems. Conventional electronic switches are still
required at the terminus of each optical link. As these switches scale in port count
and capacity, they are reaching fundamental performance limits. Worse still, the
power consumed by electronic switches is already prohibitively high and continues
to grow super-linearly with port count and bandwidth.

Therefore, in order to effectively address the power, bandwidth, and latency
requirements imposed by these systems, optically switched networks have been
proposed as a possible solution. By providing end-to-end optical paths from
the source to the destination, all-optical networks can forgo costly translations
between the electronic and optical domains. Photonic switches operate on the
principle of routing lightpaths. This is a fundamentally different operation than
that of electronic switching, which must store and transmit each bit of information
individually. By doing so, a conventional electronic switch dissipates energy with
each bit transition, resulting in power consumption proportional to the bitrate of
the information it carries. However, a lightpath through an optical switch ideally
remains transparent to the information it carries, a critical characteristic known
as bit rate transparency [6]. Consequently, unlike an electronic switch, the power
consumed by an optical switch is independent of the bitrate of the information it
is routing. Therefore, scalability to significantly higher transmission bandwidths
(using techniques such as WDM) can be achieved, enabling extremely low power-
per-unit bandwidths through all-optically switched interconnection networks.

While bit-rate transparency is an eminently advantageous property for the
design of high-bandwidth, energy-efficient switches, there are other fundamental
properties of optical technology that represent significant challenges toward the
realization of all-optical switches. Depending on the design and technology em-
ployed in optical switches, signal impairment and distortion due to effects such
as noise and optical nonlinearities must be carefully considered. More critically,
inherent limitations of the optical medium give rise to two architectural challenges
that must be addressed: namely, the lack of effective photonic memories and
the extremely limited processing capabilities realizable in the optical domain.
Electronic switches are heavily reliant upon random access memories (RAM) to
buffer data while routing decisions are made and contention resolution is performed.
Effective header parsing and processing in electronics is simply assumed. As no
effective photonic equivalent of RAM or processing exists, critical functionalities
such as contention resolution and header parsing will need to be addressed in a
manner unique to optical switching, dictating photonic network designs that are
similarly unique. In the following sections, we describe two network architectures
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explicitly designed to leverage the capacity and latency advantages of all-optical
switching while utilizing unique system-level solutions to the photonic buffering
and processing problems.

9.2 Data Vortex

The data vortex architecture [7], specifically designed to be implemented as an
all-optical packet switched topology, is comprised of simple 2×2 all-optical switch-
ing nodes (Fig. 9.1). Each node utilizes two semiconductor optical amplifier (SOA)
devices, which perform the switching operation. Given the wide gain-bandwidth of
the SOAs, the network utilizes a multi-wavelength striped packet format (Fig. 9.2),
with high bit-rate payload data segmented across multiple channels and low bit-rate
addressing information encoded on dedicated wavelengths, one bit per wavelength
per packet. Passive optical splitters and filters within the node extract the relevant
routing information (a frame bit to denote the presence of a packet and a header
bit to determine the switch’s configuration), which are subsequently detected by
low-speed receivers. The SOA pair is controlled via high-speed electronic decision
circuitry, and routes the packet based on the recovered header information.

Fig. 9.1 (a) 2×2 data vortex switching node design

Fig. 9.2 Multi-wavelength
striped packet format
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Fig. 9.3 Topology of a 12 × 12 data vortex all-optical packet switch consisting of 36 2 × 2
switching nodes. Green lines represent deflection fibers while blue lines represent ingression fibers

In a data vortex topology, the 2× 2 switching nodes are organized as concentric
cylinders and addressed according to their location within the topology, represented
by their cylinder, height, and angle (C, H, A) (Fig. 9.3). The switching elements
are arranged in a fully connected, directed graph with terminal symmetry but not
complete vertex symmetry. The single-packet routing nodes are wholly distributed
and require no centralized arbitration. The topology is divided into C hierarchies
or cylinders, which are analogous to the stages in a conventional banyan network
(e.g., butterfly). The architecture also incorporates deflection routing, which is
implemented at every node; deflection signal paths are placed only between different
cylinders. Each cylinder (or stage) contains A nodes around its circumference and
H = 2C−1 nodes down its length. The topology contains a total of A ×C × H
switching elements, or nodes, with A × H possible input terminal nodes and an
equivalent number of possible output terminal nodes. The position of each node
is conventionally given by the triplet (c,h,a), where 0 ≤ c ≤ C–1, 0 ≤ h ≤ H–1,
0 ≤ a ≤ A–1.

The switching nodes are interconnected using a set of ingression fibers, which
connect nodes of the same height in adjacent cylinders, and deflection fibers, which
connect nodes of different heights within the same cylinder. The ingression fibers
are of the same length throughout the entire system, as are the deflection fibers.
The deflection fibers’ height crossing patterns direct packets through different height
levels at each hop to enable banyan routing (e.g., butterfly, omega) to a desired
height, and assist in balancing the load throughout the system, mitigating local
congestion [8–11].
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Incoming packets are injected into the nodes of the outermost cylinder and
propagate within the system in a synchronous, time-slotted fashion. The conven-
tional nomenclature illustrates packets routing to progressively higher numbered
cylinders as moving inward toward the network outputs. During each timeslot,
each node either processes a single packet or remains inactive. As a packet enters
node (c,h,a), the cth bit of the packet header is compared to cth most significant
bit in the node’s height coordinate (h). If the bits match, the packet ingresses
to node (c+ 1, h, a+ 1) through the node’s south output. Otherwise, it is routed
eastward within the same cylinder to node (c,Gc(h),a+ 1), where Gc(h) defines
a transformation which expresses the abovementioned height crossing patterns
(for cylinder c) [10, 11]. Thus, packets progress to a higher cylinder only when the
cth address bit matches, preserving the c–1 most significant bits. In this distributed
scheme, a packet is routed to its destination height by decoding its address in a
bitwise banyan manner. Moreover, all paths between nodes progress one angle
dimension forward and either continue around the same cylinder while moving
to a different height, or ingress to the next hierarchal cylinder at the same height.
Deflection signals only connect nodes on adjacent cylinders with the same angular
dimension; i.e. from (c+ 1, h,a) to a node at position (c,Gc+1(h),a).

The paths within a cylinder differ depending upon the level c of the cylinder.
The crossing or sorting pattern (i.e., the connections between height values defined
by Gc(h)) of the outermost cylinder (c = 0) must guarantee that all paths cross from
the upper half of the cylinder to the lower half of the cylinder; thus, the graph of
the topology remains fully connected and the bitwise addressing scheme functions
properly. Inner cylinders must also be divided into 2c fully connected and distinct
subgraphs, depending upon the cylinder. Only the final level or cylinder (c = C–1)
may contain connections between nodes of the same height. The cylindrical crossing
must ensure that destinations can be addressed in a binary tree-like configuration,
similar to other binary banyan networks.

Addressing within the data vortex architecture is entirely distributed and bitwise,
similar to other banyan architectures: as a packet progresses inward, each successive
bit of the binary address is matched to the destination. Each cylinder tests only one
bit (except for the innermost one); half of the height values permit ingression for 1
values, and half for 0 values, arranged in a banyan binary tree configuration. Within
a given cylinder c, nodes at all angles at a particular height (i.e., (c,h,)) match the
same c+ 1st significant bit value, while the paths guarantee preservation of the c
most significant address bits. Thus, with each ingression to a successive cylinder,
progressively more precision is guaranteed in the destination address. Finally, on
the last cylinder c = C–1, each node in the angular dimension is assigned a least
significant value in the destination address so that the packets circulate within that
cylinder until a match is found for the last ∼ log2(A) bits (so-called angle-resolution
addressing) [8].

The data vortex all-optical packet switch is the result of a unique effort
towards developing a high-performance network architecture designed specifically
for photonic media. The overall goals were to produce a practical architecture that
leveraged wavelength division multiplexing (WDM) to attain ultra-high bandwidths
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and reduce routing complexity, while maintaining minimal time-of-flight latencies
by keeping packets in the optical domain and avoiding conventional buffering [7].
In keeping with these objectives, a functional prototype of a 12-port data vortex
was implemented and demonstrated [8]. Physical layer scalability was analyzed
and demonstrated in [12, 13], and further experimental studies of the optical
dynamic range and packet format flexibility were performed [14, 15]. Sources
of signal degradation in the data vortex were investigated in [16, 17] and data
resynchronization and recovery was achieved using a source synchronous embedded
clock in [18]. Extensible and transparent packet injection modules and optical
packet buffers for the data vortex were presented in [19]. Alternative architectural
implementations and performance optimizations were explored in [20–23].

9.3 SPINet

Based on an indirect multistage interconnection network (MIN) topology, SPINet
(Scalable Photonic Integrated Network) [24], designed to be implemented using
photonic integration technology, exploits WDM to simplify the network design
and provide very high bandwidths. SPINet does not employ buffering, instead
resolves contention by dropping contending messages. A novel physical-layer
acknowledgment protocol provides immediate feedback, notifying the terminals
whether their messages are accepted, and facilitates retransmissions when necessary
in a manner resembling that in traditional multiple-access media.

A SPINet network is composed of 2× 2 SOA-based bufferless photonic switch-
ing nodes [25, 26]. The specific topology can vary between implementations, and
switching nodes of higher radices can be used if they are technologically available.
The network is slotted and synchronous, and messages have a fixed duration.
The minimal slot duration is determined by the round-trip propagation time of the
optical signal from the compute nodes to the ports of the network. A slot time of
100 ns can, therefore, accommodate a propagation path of nearly 20 m.

A possible topology for SPINet is the Omega, an example of a binary banyan
topology [4]. An NT ×NT Omega network consists of NS = log(NT ) identical stages.
Each stage consists of a perfect-shuffle interconnection followed by NT /2 switching
elements, as Fig. 9.4a shows. In the Omega network, each switching node has four
allowed states (straight, interchange, upper broadcast, and lower broadcast). In this
implementation, we have modified the switching nodes by removing the broadcast
states and introducing four new states (upper straight, upper interchange, lower
straight, lower interchange). In these four states, the node passes data from only one
input port to an output port and drops the data from the other port (see Fig. 9.4b).

At the beginning of each slot, any terminal may start transmitting a message,
without a prior request or grant. The messages propagate in the fibers to the input
ports of the network and are transparently forwarded to the switching nodes of
the first stage. At every routing stage when the leading edges of the messages are
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Fig. 9.4 An 8× 8 Omega network (a); switching nodes’ six states (b); and wavelength-parallel
messages (c). Header bits and payload are encoded on dedicated wavelengths [25]

received from one or both input ports, a routing decision is made, and the messages
continue to propagate to their requested output ports. In the case of output-port
contention in a switching node, the network drops one of the contending messages.
The choice of which message to drop can be random, alternating, or priority-based.
Because the propagation delay through every stage is identical, all the leading edges
of the transmitted messages reach all the nodes of each stage at the same time.

The nodes’ switching states, as determined by leading edges, remain constant
throughout the duration of the message, so the entire message follows the path
acquired by the leading edge. Because the propagation delay through the network,
which is ideally implemented via integrated photonics, is very short compared
to the duration of the messages, the messages stretch across the PIC, effectively
creating transparent lightpaths between the inputs and outputs. When the messages
reach the output modules, they are transparently forwarded on the output fibers to
the appropriate terminals; at the same time, the destination terminal generates an
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acknowledgment optical pulse and sends it on the previously acquired lightpath
in the opposite direction. Because the node’s switching elements preserve their
states and support bidirectional transmission, the source terminal receives the
acknowledgment pulse, which serves as confirmation of the message’s successful
reception.

When the slot time is over, all terminals cease transmission simultaneously, the
switching nodes reset their switching states, and the system is ready for a new slot.
The slot duration is set to ensure that the acknowledgment pulses are received at
the source terminals before the slot ends. Hence, before the beginning of the next
slot, every terminal knows whether its message was accepted; when necessary, it
can choose to immediately retransmit the message.

Leveraging ultralow-latency signal propagation through the network, SPINet
eliminates the need for central scheduling, instead employing the distributed
computing power of the switching nodes to produce an input–output match at every
slot. This process of implicit arbitration enables scalability to large port counts
without burdening a central arbiter with computations of complex maximal matches.
Because SPINet uses blocking topologies to reduce hardware complexity, the net-
work’s utilization is lower than that of a traditional maximum-matched nonblocking
network (as in switching fabrics for high-performance Internet routers). Techniques
that exploit the properties of integrated photonics can increase utilization by adding
a small number of stages.

SPINet uses the wavelength domain to facilitate a routing mechanism in the
switching nodes that can instantly determine and execute the routing decision upon
receiving the leading edges, without any additional information exchange between
the switching nodes. The mechanism also maintains a constant switching state
for the duration of the messages. The messages are constructed in a wavelength-
parallel manner, similar to that used in the data vortex architecture, trading off a
part of the enormous bandwidth of optical fibers to simplify the switching-node
design. As Fig. 9.4c shows, the routing header and the message payload are encoded
on separate wavelengths and are received concurrently by the nodes. The header
consists of a frame bit that denotes the message’s existence and a few address
bits. Each header bit is encoded on a dedicated wavelength and remains constant
throughout the message duration. When a binary network is used, a single address
bit is required at every stage, and therefore the number of wavelengths required
for address encoding is the number of routing stages in the network, or log2
of the number of ports. The switching nodes’ routing decisions are based solely
on the information extracted from the optical header, as encoded by the source.
The switching nodes neither exchange additional information nor add any to the
packet. The payload is encoded on multiple wavelengths at the input terminal,
which segments it and modulates each segment on a different wavelength, using the
rest of the switching band. A guard time is allocated before payload transmission,
accommodating the SOA switching time, clock recovery in the payload receivers,
and synchronization inaccuracies.
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9.4 Networking Challenges in the Data Center

The aforementioned networks, in addition to other implementations of all-optical
networks, are capable of the ultra-high bandwidths and low power densities
necessary for enabling the continued scaling of large cluster computing systems.
However, these systems represent a wide range of computing classes, ranging from
highly specialized designs to commodity and cost-driven computing environments.
For example, the increasing popularity of cloud-based services continues to drive
the creation of larger and more powerful data centers. As these services scale in
both number and size, applications oftentimes extend well beyond the boundaries
of a single rack of servers. Moreover, the continued advancements in computational
density enabled by increasing parallelism in contemporary microprocessors and
chip multiprocessors (CMP) have resulted in substantial off-chip communication
requirements. As a result, in a similar fashion to their supercomputing counterparts,
the performance of modern data centers are becoming increasingly communication-
bound, requiring upwards of hundreds of thousands of ports supporting petabits per
second of aggregate bandwidth [27].

However, due to the superlinear costs associated with scaling the bandwidth
and port density of conventional electronic switches, network oversubscription
is common practice. Consequently, data-intensive computations become severely
bottlenecked when information exchange between servers residing in separate racks
is required. Unlike high-performance computing systems, the very nature of the
data center as a pool of centralized computational resources gives rise to significant
application heterogeneity. The resultant workload unpredictability produces signif-
icant traffic volatility, precluding the efficacy of static capacity engineering in these
oversubscribed networks.

Energy efficiency has also emerged as a key figure-of-merit in data center design
[28]. The power density of current electronic interconnects is already prohibitively
high—on the order of hundreds of kilowatts—and continues to grow exponentially.
As it stands, the power consumption of a single switch located in the higher
network tiers can reach upwards of tens of kilowatts when also considering the
dedicated cooling systems required. Moreover, measurements on current data center
deployments have recorded average server utilization as low as 30% [29], indicating
significant wasted energy due to idling hardware starved for data.

As a result, alleviating inter-rack communication bottlenecks has become a
critical target in architecting next-generation data centers. The realization of a
full bisection-bandwidth, “all-servers-equidistant” interconnection network will
not only accelerate the execution of large-scale distributed applications, but also
significantly reduce underutilization by providing sufficient network performance to
ensure minimal idling of power-hungry compute elements. In addition, the increased
connectivity between computing and storage resources located throughout the data
center will yield more flexibility in virtualization, leading to further enhancements
in energy efficiency.
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Despite continued efforts from merchant silicon providers towards the devel-
opment of application-specific integrated circuits (ASICs) for high-performance
switches and routers, the sheer scale of the data center and the relentless demand
from data-intensive applications for increased connectivity and bandwidth continues
to necessitate oversubscription in hierarchical purely packet-switched electronic
interconnection networks. While there have been significant efforts focused on ar-
chitectural and algorithmic approaches towards improving the overall performance
of data center networks [30, 31], these proposals are ultimately constrained by the
fundamental limitations imposed by the underlying electronic technologies.

Recently, in the context of production data center environments, there have
been a number of efforts exploring the viability of circuit-switched optics as a
cost-effective means of providing significant inter-rack bandwidth. Helios [32] and
C-Through [33] represent two data center network architectures proposing the use of
micro-electro-mechanical system (MEMS)-based optical switches. By augmenting
existing oversubscribed hierarchical electronic packet-switched (EPS) networks,
each implementation realizes a hybrid electronic/optical architecture that leverages
the respective advantages of each technology. These initial proposals have suc-
cessfully demonstrated the potential for utilizing photonic technologies within the
context of data center traffic to provide significantly increased network capacities
while achieving reduced complexity, component cost, and power in comparison with
conventional electronic network implementations. Another network architecture,
called Proteus, combines both wavelength-selective switching and space switching
to provide further granularity in the capacity of each optical link, varying between a
few gigabits per second to a hundreds of gigabits per second on-demand [34].

While network traffic is characteristically unpredictable due to application
heterogeneity, communication patterns where only a few top-of-the-rack (ToR)
switches are tightly coupled with long, extended data flows have been observed
in production data centers [35]. Therefore, the utility of the aforementioned
architectures are reliant on the inherent stability of traffic patterns within such
systems. Nevertheless, further bandwidth flexibility remains a key target for future
data center networks as applications require even higher capacities with increased
interconnectivity demands. When studied under the communication patterns im-
posed by a richer, more representative set of realistic applications, the efficacy of
architectures utilizing purely commercial MEMS-based switches, which are limited
to switching times on the order of milliseconds, becomes ambiguous [36].

9.5 Conclusions

Traditional supercomputers usually employ specialized top-of-the-line components
and protocols developed specifically to support highly orchestrated distributed
workloads that support massively parallel, long-running algorithms developed to
solve complex scientific problems. As such, these applications impose stringent
latency requirements on processor-to-processor and processor-to-memory transac-
tions, which represent the major bottleneck in these highly specialized systems.
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On the other hand, data centers, which are primarily deployed by enterprises and
academic institutions, predominantly run general-purpose user-facing cloud-based
applications and are largely composed of commodity components. The majority
of the messages being passed across a data center consist of very short random
transactions. However, there typically exist a small number of long extended
flows, which account for a majority of the data being transmitted through the
network. Furthermore, traffic at the edges of the network is often bursty and
unpredictable, leading to localized traffic hotspots across the system that leads
to network congestion and underutilization. While it is apparent that bandwidth
restrictions result in significant performance degradation in data centers, the latency
requirements of these systems are relatively relaxed in comparison with that of
supercomputers.

Consequently, the application demands and traffic patterns characteristic of
these systems vary widely, resulting in highly variegated network requirements.
Therefore, in addition to the improved capacity, power consumption and bandwidth-
distance product delivered by a photonic interconnect medium, capacity flexibility
is a key requirement for enabling future optically interconnected high-performance
data centers and supercomputers.
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