


Next Generation Intelligent Optical Networks



Stamatios V. Kartalopoulos

Next Generation Intelligent Optical
Networks

From Access to Backbone



Dr. Stamatios V. Kartalopoulos
The University of Oklahoma
Room 4413
Schusterman Center
4502 E. 41st Street, Bldg 4, Room 4413
Tulsa, OK 74135
USA

ISBN: 978-0-387-71755-5 e-ISBN: 978-0-387-71756-2

Library of Congress Control Number: 2007933715

c© 2008 Springer Science+Business Media, LLC
All rights reserved. This work may not be translated or copied in whole or in part without the written permission of the
publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York, NY 10013, USA), except for brief excerpts
in connection with reviews or scholarly analysis. Use in connection with any form of information storage and retrieval,
electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed is
forbidden.
The use in this publication of trade names, trademarks, service marks and similar terms, even if they are not identified as
such, is not to be taken as an expression of opinion as to whether or not they are subject to proprietary rights.

Printed on acid-free paper.

9 8 7 6 5 4 3 2 1

springer.com



To my wife Anita for her love and support



Preface

Optical networks have been in commercial deployment since the early 1980s as a result of advances
in optical, photonic, and material technologies. Although the initial deployment was based on silica
fiber with a single wavelength modulated at low data rates, it was quickly demonstrated that fiber
can deliver much more bandwidth than any other transmission medium, twisted pair wire, coaxial
cable, or wireless. Since then, the optical network evolved to include more exciting technologies,
gratings, optical filters, optical multiplexers, and optical amplifiers so that today a single fiber can
transport an unprecedented aggregate data rate that exceeds Tbps, and this is not the upper limit
yet. Thus, the fiber optic network has been the network of choice, and it is expected to remain so
for many generations to come, for both synchronous and asynchronous payloads; voice, data, video,
interactive video, games, music, text, and more.

In the last few years, we have also witnessed an increase in network attacks as a result of store
and forward computer-based nodes. These attacks have many malicious objectives: harvest someone
else’s data, impersonate another user, cause denial of service, destroy files, and more. As a result, a
new field in communication is becoming important, communication networks and information secu-
rity. In fact, the network architect and system designer is currently challenged to include enhanced
features such as intruder detection, service restoration and countermeasures, intruder avoidance,
and so on. In all, the next generation optical network is intelligent and able to detect and outsmart
malicious intruders.

This is the first book, to the best of my knowledge, which bridges two disjoint topics, optical
networks and network security. It provides a comprehensive treatment of the next generation optical
network and a comprehensive treatment of cryptographic algorithms, the quantum optical network,
including advanced topics such as teleportation, and how detection and countermeasure strategies
may be used. Therefore, we believe that this book differentiates from many others and presents a
holistic approach to the treatment of secure optical networks, including fiber to the home (FTTH)
and free space optical (FSO).

This book deserves my thanks and appreciation because it came into being after the persistence
of Mr. Jason Ward, the expert “literal” eyes of Mrs. Caitlin Womersley, and the many management
and production personnel of Springer US anonymous to me.

I hope that the next generation optical network will be intelligent, and when using wireless tech-
nologies at the edge, it will enable unlimited and secure communication multi-services with a single
and portable device to anyone, anyplace, anytime at low cost.

Stamatios V. Kartalopoulos, Ph.D.
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Introduction

Optical technology and its applicability in communication networks has intrigued scientists and
communications engineers alike. The reason is simple: fiber optic networks are the only ones that
can transport at the speed of light a humongous amount of data in the unit of time.

Since the first optical protocol came into being, SONET/SDH has been proven for robustness,
bandwidth transport and fast switching to protection. However, the transportable bandwidth and
data was soon overrun by an unsaturated bandwidth appetite and new services. Within a decade or
so, this led to a new optical network that was based on an optical and photonic technology known
as dense wavelength division multiplexing (DWDM). The success of this optical network helped
to solve the amount of transportable traffic, although at the same time it created a bottleneck at
the network edge or access. Currently, different technologies are under development, and fiber is
deployed at the access using an almost passive optical network (PON) technology suitable for fiber
to the premises (FTTP). At the same time, new protocols have been developed to allow for a variety
of payloads to be transported over the optical network.

As a consequence, the next generation optical network must be backwards compatible with tradi-
tional networks and also include nontraditional characteristic features and intelligence. Among these
are protocol adaptability, future proofing, bandwidth elasticity, scalability, service protection, and
security, both network and information. Security is an emerging topic in optical networks, and highly
sophisticated algorithms and methods are under development and also under scrutiny to assure that
they will not be outsmarted by sophisticated intruders.

This book provides a comprehensive treatment of the next generation intelligent optical networks,
from access to the core where it also provides an insight into new protocols, connectivity manage-
ment, and network security. Chapter 1 provides an introduction to telecommunications network from
which the digital network evolved, which is described in Chapter 2. Chapter 3 describes the modern
DWDM network and the technology that makes it possible. Chapters 4 and 5 provide a description of
the next generation optical network, NG-SDH and OTN, and the new protocols that enable them to
transport all known protocols mapped in a common payload envelope efficiently, reliably, and pro-
tectively. Chapter 6 describes the synchronization aspects of modern optical networks, and Chapter 7
describes the current issues with network and link performance, as well as methods for in-service
and real-time performance estimation, BER, SNR, Q, and more. Chapter 8 describes the traffic man-
agement and control and wavelength management strategies that are needed by the multi-wavelength
intelligent optical network of today and tomorrow. Chapter 9 describes network protection and
service protection strategies as well as fault management. Network and information security is a
growing concern of users, network providers, and government. As a consequence, we have enhanced
this book with a thorough description of network security from the application/information layer to
MAC and to physical layer. In this chapter, we review cryptographic methods including quantum
cryptography and we describe detection methods and countermeasures. Finally, Chapter 11 provides

xvii



xviii Introduction

a discussion on key issues of the next generation intelligent optical network such as protocol and
service convergence, portability, security, backward compatibility and retrofitting, and more.

It is my hope that this book will excite and stimulate the interest of the reader in the exciting Next
Generation Intelligent Optical Network and it will aid in the development of robust, efficient, and
cost-effective systems and networks that will help develop and offer novel services, cost-efficiently
and securely.

Stamatios V. Kartalopoulos, Ph.D.



Chapter 1
Communication Networks

1.1 Analog and Digital Transmission

The transmission of analog electrical signals over twisted pair copper cables emulates the acoustic
voice signal within a narrowband between 300 and 3,400 Hz within a 4,000 Hz frequency band; the
unused spectrum 0–300 and 3,400–4,000 Hz provides a guardband and also a useful sub-band for
out-of-band signaling.

As demand for service increases, the analog signal, being subject to attenuation and electromag-
netic interference, is difficult to multiplex with other signals reliably and cost-efficiently. However,
if the analog signal is converted to digital, then the multiplexing problem is greatly simplified at
the small expense of better engineered trunk lines. Based on this, the analog signal is periodically
sampled at 8,000 samples per second [1, 2], and each sample is converted to eight bits via a coder-
decoder (CODEC) using a nonlinear digital pulse coded modulation (PCM) method, Fig. 1.1. Thus,
the signal is converted to a continuous 64 Kbps digital signal, known as digital service level 0 (DS0),
Fig. 1.2. Having converted the analog signal to digital PCM, many signals can be multiplexed by
upping the bit rate accordingly, based on an established digital hierarchical network [3, 4]. Thus,
24 DS0s are multiplexed to produce a digital service level 1 (DS1) signal at 1.544 Mbps and other
higher data rates, Table 1.1.

Up to the 1970s, the established digital hierarchy was sufficient to meet the communication band-
width demand and service needs, if one also considers regulations that did not allow to mix services
such as voice and video despite the fact that video over DS1 lines and the videophone had already
been demonstrated. However, this was a decade where personal computers and the Internet were
in embryonic phase and phone service in the United States was dominated by the old American
Telephone and Telegraph Corporation or AT&T; it was the era when the POTS telephone device was
permanently connected on the wall and it was also the property of the phone service provider.

At about the beginning of the 1980s, a need for integrated digital services over the same loop
came about, but these services were by far close to the services we have today: the equivalent of
two voice channels and a subrate 8 Kbps to a total of 144 Kbps. However, at the time this was a
radical loop technology and several experiments were (successfully) demonstrated that eventually
led to what is known as ISDN (integrated services digital network) and to DSL (digital subscriber
line) [5–11].

∗ The content of this book is intended to have illustrative and educational value and it should not be regarded as a
complete specification of Next Generation Networks or any protocol described herein. The information presented in
this book is adapted from standards and from the author’s research activities; however, although a serious effort has
been made, the author does not warranty that changes have not been made and typographical errors do not exist. The
reader is encouraged to consult the most current standards recommendations and manufacturer’s data sheets.

S. V. Kartalopoulos, Next Generation Intelligent Optical Networks, 1
C© Springer 2008
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Fig. 1.1 Transfer function for converting linear binary to digital PCM code according to a weighted (nonlinear) curve
known as �-law (in Europe, a similar transfer function is used known as �-law)

Since then, microelectronics have demonstrated an exponential increase in transistor density,
antennas have been miniaturized, displays have become ultrathin with very high resolution, novel
modulation methods have been deployed, printed circuit technology and packaging have been
advanced, and batteries with extended life have been miniaturized. As a consequence, the initial
portable or mobile phone that was based on analog signal (AMPS) is slowly being replaced by
digital transmission techniques that support voice, data, and low-resolution video.

These incredible advancements over just three decades have opened an appetite for new services
and more bandwidth that the traditional communication network was running short in bandwidth
capacity. At about the same time, in the 1970s, a new transmission medium became available,
the optical fiber based on silica. This medium, being highly purified and with a highly controlled
refractive index profile in its core, was able to transport optical signals at unprecedented data rates

The analog signal is sampled
8,000 times per second

Each sample is converted to
8 PCM bits which are placed
in contiguous 125 µs time slots
at a bit rate of 64,000 bits/s
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tTime slot Time slot
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Fig. 1.2 The analog signal is sampled 8,000 times per second, and each sample is converted to eight PCM bits placed
in 125 �s concatenated time slots to generate 64 Kbps (DS0)
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Table 1.1 Bit rates in the legacy telecommunications non-optical network

Facility United States Europe Japan

DS0/E0 64 Kbps 64 Kbps 64 Kbps
DS1 1,544 Kbps 1,544 Kbps
E1 2,048 Kbps
DS1c 3,152 Kbps 3,152 Kbps
DS2 6,312 Kbps 6,312 Kbps
E22 8,448 Kbps

32,064 Kbps
E31 34,368 Kbps
DS3 44,736 Kbps
DS3c 91,053 Kbps

97,728 Kbps
E4 139,264 Kbps
DS4 274,176 Kbps

397.2 Mbps

and distances without amplification. With the first optical transmission demonstration, it was imme-
diately realized that fiber optics is a disruptive technology and the future of telecommunications will
be exciting and it will allow for services that could be found in science fiction only. Today, video-
phones, teleportation effects, remote surgery, online banking, and many more futuristic services
convince us that “the future is here, now”.

The rapidly changing information and communications technologies have summoned World Eco-
nomic Forums at a high level to negotiate on trade agreements in an effort to set the trade rules
in Internet, mobile telephony, video formatting, music formatting, communication technology and
networking, security, and other technological developments.

1.2 Breaking the Traffic Barrier

Data traffic has exceeded voice traffic and it is in an explosive path as a result of an abundance of new
data services that are offered over the access network. One part that has contributed to this explosive
increase in data traffic is emerging wireless, wired, and optical technologies and new techniques that
in their own way have increased the accessible bandwidth; digital wireless access technology has
enabled Mbps and optical access Gbps allowing for multiplay services, voice, data (IP, Ethernet),
and music and video (broadcasting and interactive, streaming, and real time). Another part that
contributed to data traffic explosion is new end devices (or gadgets) that have taken advantage of
advances in hybrid microelectronics, display technology, RF technology, miniaturized batteries, and
advanced packaging; end devices are versatile, pocket size, and affordable. Finally, a third part that
has contributed to this explosion is an aggressive pricing model that appeals to very young and to
mature customers and a revenue-flow model that satisfies the service providers. One can also add a
fourth contributor, an aggressive competitive environment so that every 3 months or so a new gadget
becomes available that is smaller, more versatile, more capable, and at lower cost. Thus, the old
paradigm of having the same telephone for several years has changed, and telephones have become
a perishable commodity so that one may go through few generations in a single year as a result of
an appetite for new services and capabilities that cause a bandwidth aggregation which can only be
accommodated by high bandwidth access networks.

In addition to high bandwidth demand, many new data services demand quality of service (QoS),
reliability, availability and real-time deliverability comparable with that of the legacy public digital
synchronous network, as well as bandwidth elasticity, and bandwidth on demand, which only the
next generation network can provide.
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Thus the question: If the legacy network is characterized by QoS and real time, why don’t we
improve it instead of needing a next generation network? The legacy synchronous optical network
has supported real-time deliverability with reliability and availability. However, when defined in
the 1980s, data services were not as pervasive as now, and therefore it is not as cost-efficient for
data services as it is for voice. To this, add new technological advancements in wireless and opti-
cal technology, and maturing equipment that need replacement, and one finds that it is time for a
next generation network with new and advanced technology that is future proofed and cost-efficient
to multiplay and anyplay; it is designed with additional intelligence for performance monitoring,
control, provisioning, protection, management, security, and more. In particular, the optical back-
bone network has adopted a relatively new optical technology, the wavelength division multiplexing
(WDM) [12, 13], which is capable of transporting many payloads over many optical channels at
a bandwidth exceeding Terabits per second per fiber, and thus an enormous aggregate bandwidth
capacity.

Another plausible question is: how could such a network with such capacity become cost-efficient
for both synchronous voice-type traffic and asynchronous high-capacity data traffic? Again, if one
thinks of fibers as “pipes” that transport bandwidth, the answer is found in the supporting proto-
cols, node design and network provisioning and management. And this is where the next generation
optical network plays an important role.

To put it in perspective, let us take a look at some interesting data. The data rates of the legacy
synchronous networks started from 64 Kbps (DS0) to a rate a little above 44 Mbps (DS3). The
synchronous optical network started with a data rate a little below 42 Mbps (OC1) and currently is
at 40 Gbps per channel (OC-768) [14], Table 1.2. The initial Ethernet protocol has evolved from a
few Mbps to currently 1 Gbps, 10 Gbps and it is still evolving to 20 and 40 Gbps. Thus, in terms
of traffic, both TDM-type optical and packet data networks are on a converging path to a common
network that satisfies the required cost-efficiency of data networks, and the robustness, real-time
delivery, and quality of the synchronous optical network SONET/SDH with high-aggregate data
rates that the new WDM technology can support.

Current market indicators show that as more data traffic is transported over the SONET/SDH
network, the demand for Ethernet ports on SONET/SDH increases. However, to meet the cost-
efficiency of data networks, robustness, and quality requirements of the synchronous network, the
SONET/SDH needs to be updated to efficiently transport diverse data protocols, hence “Next Gen-
eration SONET/SDH” optical network [15–22].

The initial SONET and SDH standards that were developed in the 1980s and early 1990s rec-
ommended methods and specifications for fast and efficient transport of synchronous information.
SONET/SDH defines a payload frame of specified fixed capacities that consists of overhead field
and a payload field; these frames, regardless of size, would be transmitted within 125�s and in a
continuous manner one after the other and without gaps (hence synchronous). The overhead field
specifies alignment, synchronization, maintenance, error control, and other network functions. The

Table 1.2 Bit rates in the synchronous digital optical network (SONET/SDH)

Signal designation Line rate (Mbps)

SONET SDH Optical

STS-1 STM-0 OC-1 51.84 (52 M)
STS-3 STM-1 OC-3 155.52 (155 M)
STS-12 STM-4 OC-12 622.08 (622 M)
STS-48 STM-16 OC-48 2,488.32 (2.5 G)
STS-192 STM-64 OC-192 9,953.28 (10 G)
STS-768 STM-256 OC-768 39,813.12 (40 G)

OC-N: Optical carrier-level N
STS-N: Synchronous transport signal-level N
STM-N: Synchronous transport module-level N
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payload field transports small data units called virtual tributaries (VT) or virtual containers (VC).
These data units are also specified in fixed capacities so that they can fill the payload field completely
like the pieces of a puzzle. The prespecified capacities are for data transport efficiency reasons since
not all digital services are at the same rate or granularity (such as DS1, E1, DS3).

The initial introduction of SONET/SDH was crowned with such success that became a standard
network in optical communications. However, with the rapid evolution of data traffic, SONET/SDH
did not have the necessary cost-efficiency, simplicity, and traffic granularity in order to compete
with the data network. For example, a desirable network that combines both synchronous and asyn-
chronous (data) services should support

• a larger variety of “containers” with selectable bandwidth sizes as needed
• a transporting mechanism that can fit a larger variety of contents and an easily provisioned mix-

and-match payload
• quality of service tailored to customer requirements
• a variety of protocols (for both synchronous and asynchronous payloads)
• a more flexible and intelligent routing scheme to support traffic balancing and fault avoidance
• new protocols that can adapt diverse data traffic onto the synchronous payload
• protocols and system architecture that are scalable and future proofed
• reliability
• security
• design simplicity, low power consumption, and small form factor
• bandwidth efficiency, cost-efficiency, and lower equipment cost.

Clearly, the aforementioned requirements present a serious challenge to both network design-
ers and providers. Advanced data services at low cost are not supported by legacy data networks
and synchronous optical networks are unprofitable for data services. Thus, there are two choices:
make a radical upgrade of the existing data network or make a serious simplification of the optical
synchronous network to support quality data services and voice at low cost and at the same time
use wavelength division multiplexing (WDM) optical technology. That is, a conceptual fusion of the
synchronous (voice-based) network with the asynchronous (packet/data-based) network to an optical
intelligent network that combines the cost-efficiency of Ethernet, the reliability, real-time, guaran-
teed delivery, and QoS of the synchronous optical network, and additionally, the high bandwidth
capacity and scalability of WDM technology.

However, to feed a network with converged services and diverse traffic flow at the access points,
new access methods and protocols have been developed. Among the access protocols are the wireless
LAN (802.11 standard), IP over cable, digital subscriber lines (DSL), computer telephony (CT), and
more recently fiber to the home/curb/cabinet/premises/officeor x (FTTx). In addition, protocols have
been developed such as the generic framing procedure (GFP) to efficiently encapsulate new and old
data protocols, IP, IP/PPP, Ethernet, Fiber Channel, FICON, ESCON, ATM as well as TDM and
Video and then map them onto the next generation SONET/SDH concatenated frames, which brings
us to “The Next Generation intelligent optical network”. As such, the next generation SONET/SDH
is an evolution by necessity of a well-known and well-performing transporting vehicle that has been
reengineered to meet the current and future communication needs intelligently and cost-efficiently.
In Chap. 4, we take a closer look at these protocols and their mapping process.

1.3 Voice and Data Networks

1.3.1 PSTN and the SS7 protocol

The legacy communications network was primarily designed to offer robust voice services, and it
consisted of the loop plant at the access side and the trunk plant at the internetworking side. Loops
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consisted of twisted pair (TP) copper and connected the end device, termed as plain old telephone
service (POTS), with the nearest switching node (the end office or office level 5) in an hierarchical
architecture of switching nodes that makes up the entire communications network, Figs. 1.3, and 1.4.
Up to the 1970s, each loop was able to transport low bandwidth bidirectional analog traffic up to 4
kHz, and the trunk was able to transport digital signals level 1, 2, or 3 (DS1 at 1.544 Mbps, DS2 at
6,312 Mbps, and DS3 at 44,736 Mbps); a similar network hierarchy existed in Europe and the rest
of the world, although the signals had different bit rates, see Table 1.1.

Because of Ohm’s law, the resistance of the loop did not allow the distance of POTS from the
end office to exceed 18 Kft with thin copper wires. In the United States, although copper loops
up to 18 Kft were able to support POTS service for the majority of urban regions, they could not
support POTS service in rural areas and in some suburbia. As a result, the pair-gain system was
developed that was able to bring voice services to POTS located many kilometers far from the end
office, Fig. 1.5.

Each POTS is associated with a calling number, and this is convenient to residential applications;
the well-known Yellow Pages lists residential customers in an alphabetical order within a city serving
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Fig. 1.4 Communications hierarchy and networking; traffic routing through different serving areas (cities)
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Fig. 1.5 Pair-gain systems also known as Subscriber Loop Carriers (SLC) have been very popular in the rural and
suburbia United States, as well as in other countries

as a quick finder. Thus, the old paradigm has been one customer with one or two POTS, one entry
in the list. However, imagine a small- or medium-size business with one dozen or more POTS. How
convenient is this if all numbers are listed in the Yellow Pages? How easy is it to remember all these
numbers? Would it not be better to remember one number only, and then dial an extension? This
presented a business opportunity for a communications system that is now known as public business
exchange (PBX). Thus, the PBX was not more than a low-cost small switching node that connected
a small or medium business with the end office over a high-speed link (such as 1.544 Mbps).

For the traditional network to be able to establish connectivity quickly, it consisted of dynamic
switching nodes and an operations, administration, and management (OA&M) network layer. These
nodes quickly connect inputs with outputs so that a complete end-to-end path is established by
running a protocol known as signaling system 7 (SS7) [23]. The signaling system 7 is a protocol
specifically developed to establish connections (or call setup) across the public switch transport net-
work (PSTN) and also terminate (or teardown) connections. SS7 starts from the end office and ends
at the remote end office. SS7 uses its own digital network, which consists of three main functional
nodes, the service switching point (SSP), the signal transfer point (STP), and the service control
point (SCP), Fig. 1.6.

Fig. 1.6 The SS7 Network
may be viewed as an network
overlay to the communica-
tions network. SS7 paths are
separate from user paths

Service
control
point
(SCP)

Signal
transfer
point (STP)

Service
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SS7 network
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• SSP nodes are the end or access offices in a network and they utilize common channel signaling
(CCS); that is, a call processing protocol such as TR-303.

• STP nodes are points in the network where SS7 messages are received from a signaling link and
are transferred to another link. STPs monitor messages and maintain connectivity (or routing)
tables.

• SCPs are computers that maintain databases of the network; such databases are

• local number portability (LNP)
• calling name database (CNAM)
• home locations register (HLR)
• line information database (LIDB)
• and more as SS7 has evolved to more advanced version to meet modern communication needs.

There are two STP types, national and gateway. National STPs transfer SS7 messages in the
national network. Gateway STPs work with national and international protocols and transfer mes-
sages from one to the other. In all, SS7 optimizes the digital network operations, is backward compat-
ible with existing switches and meets future requirements, and it provides a reliable mechanism for
data transfer without loss or duplication. Based on this, when connectivity is requested in the PSTN
network, all switching nodes that are on the end-to-end path are dynamically provisioned, provided
that nodes and bandwidth are available; according to SS7 instructions, a permanent connection is
established until one of the end devices hangs up or connectivity termination is requested.

Although trunks that interconnect switching nodes transport DS1 and DS3 signals, these signals
are demultiplexed down to the DS0 level when they reach a dynamic switch of the PSTN network.
That is, PSTN dynamic switches are DS0 (digital service level 0 or 64 Kbps) and they operate on
the time slot level.

In this digital PSTN, another type of switch exists; this is not dynamically provisioned according
to SS7 but provisioned according to instructions by craft personnel either over the Ethernet (nodes
have an Ethernet connectivity for remote provisioning and testing) or in situ (nodes also have a
craft interface terminal (CIT) for provisioning and testing on location). These “static” switches are
known as digital cross-connect systems (DACS or DCCS) and provide semipermanent connectivity
to enterprise customers and at a higher level than DS0 (such as DS1 and DS3).

Both dynamic and DACS switches pass digital information without delay and buffering. This
is an important characteristic of the legacy PSTN (including the more modern optical version) as
compared with the current data network.

1.3.2 Data Networks and Protocols

Computer generated data when transmitted through a network require different switching methods
than the PSTN supports [24]. Such data is not continuously generated as digital data from voice,
and therefore, the notion of DS0 is associated only with the 64 Kbps data rate. Initially, the PSTN
network was used to carry data over pre-provisioned paths, such as the frame relay (FR). Another
data type but over its own network has been the asynchronous transfer mode (ATM). Since the
1980s, Internet data has been transported over its own network that consists of routers instead of
dynamic switches. Routers are computer-based switches that compute according to an algorithm the
next best router to transport packetized digital information. However, until the next best router is
found, data packets are stored in router memory. Thus, routers have been more inexpensive than
dynamic switches of the PSTN network and as a result the Internet usability and services exploded.
This in combination with the dramatic cost and price reduction of personal computers with built-in
sophisticated wireless communication interfaces and fiber-optic networks that support humongous
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transportable bandwidth opened a “never” enough appetite for bandwidth. Over the last two decades,
the explosion of data transport created a data networking business and a successful data router indus-
try. Based on specifically defined protocols packet transport any type of data, including digital voice
and video from the data source to one or more destinations over the router-based data network.

As already described, routers store data first and then determine the best next router according
to a router algorithm. Because of this, if we assume that there is a smart malicious program on
it (that found its way in it hidden in one of the packets), then for as long as information data
resides on the router, this program may access data, harvest information, and transmit it to an
unauthorized destination. A different malicious program may also hide in the computer and execute
itself according to a triggering mechanism such as a source address or destination address, a clock,
and so on. Thus, the explosion of data networks and the rapid development and deployment of
data protocols did not come for free; currently many security issues exist that are associated with
software “viruses”, with “Trojan horses” and with many other malicious programs, in addition to
a large class of irresponsible hackers who gain unauthorized access into computers, create havoc,
and attempt illegal actions and also irresponsible data senders who broadcast all sort of unwanted
e-mails, termed “spam”, and use unnecessarily network bandwidth. As a result, in just two decades
of data networks existence, a whole new lexicon about such illegal and unauthorized actions has been
created contrasted with traditional synchronous communication networks that for over a century had
one term only, “eavesdropping”.

A data device generates large groups of bits or files, which are organized in packets to be trans-
ported to a destination. Each bit in a packet is represented with one of two symbols, a logical one (1)
or a logical zero (0), which in practice correspond to two voltage levels (in electrical transmission),
0 and +V (unipolar), −V and +V (bipolar), or (in optical transmission) presence of light and lack
of light.

When packets are generated, they are not generated in a continuous and synchronous manner
because files are not generated so. For example, when a “send file” command is issued, a string
of packets is formed and transmitted. After that, there are no packets until a next command to
send is issued. Thus, contrary to synchronous telephony for which bits are continuously generated
and transmitted in a periodic manner, packets are generated sporadically without a predetermined
periodicity. To make things more complicated, the generated packets depend on the particular data
protocol and they may have a fixed length (such as ATM) or a variable length (such as TCP/IP),
Fig. 1.7, and also differently defined overhead bytes because each data protocol is defined to meet
specific requirements according to the application they were designed for. Thus, all data networks
are not equal and so, there are ATM networks, Internet (IP) networks, frame relay networks, video
ok (networks), and the list goes on, as compared with the hierarchical PSTN network, which
is one.

1.3.3 Narrowband, Broadband, and Ultraband Services

Transmission engineering is concerned with design issues that impact the timely transport of data at
an acceptable quality. This includes a plethora of physical layer media (wireless, wired, and fiber-
optic), a plethora of devices such as the transmitter and modulator, the receiver and demodulator,
amplifiers (preamplifiers, post-amplifiers, and booster amplifiers), filters, compensators, equalizers,
multiplexers/demultiplexers, clock and synchronization circuitry, connectors, and more. A particular
subset of these defines the particular characteristics of a link and particularly the transmission data
rate (number of bits per second), the link length, and the performance of the link (the number of bits
that cannot be correctly recognized at the receiver thus counted as erroneous bit, or the number of
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Fig. 1.7 The data protocol determines one of two packetizing scenarios, packets with fixed length and packets with
variable length

packets that are not accepted due to excessive noise and jitter and other signal distortions (attenua-
tion, power level, pulse shape, modulation depth, and more).

Accordingly, a link is classified as narrowband, broadband, and ultraband and so are the services
that can be offered over such links.

• Narrowband services are those that traditionally are 64 Kbps or less. Such services are voice,
low-speed text, and telemetry and are supported by wired and wireless media (millions of voice
channels when multiplexed are supported by fiber-optic media).

• Broadband services are typically those that traditionally are at 1.544 or 2.048 Mbps. Such services
include multiple voice channels, compressed video, image, and high-speed data, and they are
supported by wired, wireless, and fiber-optic media.

• Ultraband services are relatively new and they include high-quality video, interactive real-time
video, super-computation, and a mix of many services to support multiplay. The data rate is Gbps
and it is typically supported by optical media.

1.3.4 Circuit Switched Versus Store and Forward

The synchronous PSTN network as described in Sect.1.3.1 dedicates a well-defined path from source
to destination, and the flow of information over the defined path is known with precision. That is,
the loop number is known (all loops are numbered), the trunk number is known (all trunks are
numbered), the input and output port at each circuit switching node is exactly known, and the time
slots in multiplexed higher digital services (DS1, DS3, and so on) are exactly known. Each path is
allocated during the call process by a number of protocols (such as TR-303) that run at the access
nodes and also by SS7 that runs over the SS7 network, Fig. 1.8, as already discussed. One could say
that as soon as the path is determined, a “pipe” has been formed that connects source with destination
in which information flows end to end.

In contrast to the well-defined path of the PSTN network, the data network does not define the
path in detail. Packetized data enters a router node of the data network, packets are stored, and
then the router executes an algorithm to define the best next router in the network; this is based
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Fig. 1.8 Call setup using SS7

on source, destination, priority fields within the overhead of the packet and state of the data network.
Thus, the “pipe” of the circuit switching network has no meaning here. Only in specific cases, the
notion of “pipe” has meaning for which predefined routes are established for specific end users
by provisioning routers on a predefined route. As a consequence, the store and forward network,
in general, adds to the delay, and it cannot warranty real-time deliverability as the synchronous
network can.

However, the amount of delay introduced by routers and data switches depends on the routing
protocol and router technology. For example, the routing protocol may decide which the best next
node is after taking into account the traffic and status parameters of all nodes in the network; this
would introduce a significant delay due to intense processing. Another protocol may broadcast pack-
ets to all neighboring nodes regardless of traffic and status and these nodes to their neighboring, and
so on, so that packets will reach their destination expediently; this method would use bandwidth and
resources unnecessarily. Another method may precompute the best possible routes to many desti-
nations so that as soon as a packet arrives it relays it to the proper next node according to look-up
tables, and so on; this is the fastest method, which depends on robustness and traffic congestion of
the on the network.

In conclusion, the synchronous switched network is known for its reliability, real-time deliver-
ability, super-high bandwidth, and security, whereas the traditional data network is known for its
low-cost payload deliverability and ease of scalability. Thus, it is plausible that the next generation
network should combine the strengths of both and at the same time eliminate or minimize their
weaknesses, so that in the next generation network, nodes are

• characterized by real-time payload deliverability
• meet the performance that is commensurate with type of service
• recognize different protocols
• meet the expected quality of service (QoS)
• they restore the signal quality at their outputs
• they are reliable
• they consume low power, and
• they are low cost with small footprint and volumetric capacity minimizing real-estate.
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Similarly, the overall network

• meets the expected performance
• meets the expected availability
• transports high and elastic bandwidth
• it is protocol transparent
• it transports payload securely
• it is reliable
• it is fault tolerant, and
• it is cost-efficient.

1.3.5 Traffic and Service Evolution in Optical Networks

The 1980s witnessed the first optical data network and the first optical synchronous network, the
Fiber Distributed Data Interface (FDDI) and the Synchronous Optical Network (SONET in the US)
or Synchronous Digital Hierarchy (SDH in Europe), respectively. The first was a local area network
(LAN) with a dual ring topology and the second a long-haul transport network that supported optical
rings with optical add-drop multiplexing nodes topology as well as a point-to-point with optical
add-drop multiplexing nodes. Since then, we have witnessed a rapid data network evolution with
protagonists the Ethernet protocol and the Internet protocol, and to some extent the ATM, the Frame
Relay and other protocols, each developed to meet different needs.

The interesting part in this is that although data networks are more cost-efficient, the optical
network supports a humongous bandwidth, and thus even data over very long distances use optical
network bandwidth; that is, despite the differences in cost structure, there is a symbiotic existence
of both data and synchronous traffic: data needs the optical bandwidth, and optical bandwidth needs
data to fill in the unused optical bandwidth. Thus, the next generation optical network, again, is a
consequence of the traffic and services evolution.

1.3.6 Reliability of Optical Networks

The deployment of the optical synchronous network (SONET/SDH) has established an unprece-
dented network reliability, switching protection, availability, unavailability, and performance. A per-
formance at 10−12 BER at data rates 2.5 Gbps for link lengths 50–80 km, a network unavailability
which is in seconds per year, and a switching protection which is better than 50 ms. However,
SONET/SDH was neither based on the WDM dense ITU-T channel grid [25, 26] nor supported
data rates at 10 and 40 Gbps, at an aggregate data rate per fiber exceeding Tbps. Therefore, the
established metrics should be surpassed or be met in the next generation optical network.

To accomplish this, strong or moderate error correction techniques (such as forward error cor-
rection or FEC) should be employed to compensate for performance degradation due to data rate
increase, and the performance metrics (BER, SNR, Q-factor, signal power levels) of each channel
needs to be monitored in service and in real time by sophisticated methods [27–32] and sophisticated
reassignment strategies for channel protection and channel security need to be employed [33–38].

1.3.7 Security in Optical Networks

Security in communication networks is at various levels, user data, link and node, and the network
(management and control), each having its own intrusion-resistance and vulnerabilities [39].
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End-user data is most vulnerable as bad actors attempt to eavesdrop and harvest personal data.
The protection of end-user data is typically the responsibility of the end user who employs encryp-
tion algorithms and secret keys to transmit a ciphertext. However, the secret key needs to be
distributed to the rightful recipient(s) to decode the ciphertext. Although data ciphering is the
responsibility of the end user and it is transparent to network providers, the integrity of the key
distribution method is a transmission issue.

Security of the link pertains to security of transmission paths throughout the network. The user
trusts the network and expects data and key transported through it to be safe from unauthorized
intrusions. Therefore, links should have sensing mechanisms to detect possible intrusions and also
employ countermeasures.

Network security is related with security of nodes when they are managed and provisioned; typi-
cally, a node is provisioned remotely over the Ethernet or Internet and thus it may fall victim to bad
actors. Unauthorized access may alter the provisioning of a node to disable it, flood the network,
harvest user information, deflect traffic to other destinations, or inject data and mimic a source.
Harvested information may be calling numbers, traffic profiles, and so on. In data networks, har-
vested information may be credit card numbers, bank accounts, client records and files, connectivity
maps, and more. Typically, network security and data delivery assurance is the responsibility of the
network provider.

Among the three media currently used in telecommunications, wireless, wired (twisted pair and
coax), and fiber optic, the latter has inherently better security features because of the specialized
knowledge required to access the medium. Wireless is the most insecure since electromagnetic
waves reach both friendly and foe receivers, and thus, its security relies on features built in the
authentication protocol and key hardness. The copper medium is easily tapped, but because it
requires some effort, its security features may be placed between the wireless and optical; how-
ever, eavesdropping is not unusual. Today attackers, hackers, and bad actors are well educated and
therefore one cannot assure security by resting on the difficulty of tapping the fiber medium, on
the difficulty of breaking the encryption code, or on the hardness of the authentication protocol, as
eavesdroppers can harvest critical personal or national security information; they steal IDs, cause
denial of service and in general generate havoc [40–43].

In Chap. 10, we examine encryption algorithms and network security in more detail.
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Chapter 2
Digital Networks

2.1 Synchronous Optical Networks: SONET/SDH

2.1.1 Introduction

The development of solid-state lasers opened a new realm of possibilities with applications in man-
ufacturing, consumer appliances, medicine, communications, and more. At the same time, optical
fiber was developed (initially for medical endoscopes) that constrained light and guided it to travel
for many kilometers and not in a straight path (with line of sight) within it. Put a modulated laser
and an optical fiber together, and here is a transmission medium able to carry millions or trillions (or
many more) of bits per second and over many kilometers. This capability, high data rate over very
long distance, is impossible to be supported by any other technology and it was rightfully realized
that optical technology offers to communications a tremendous potential to break the old telephony
paradigm and support communication services that were and still are unimaginable.

In the 1980s, a new standardized protocol was introduced that defined the specifications of inter-
faces, architecture and features of a synchronous optical network, which in the United States was
called SONET and in Europe and elsewhere synchronous digital hierarchy (SDH); SONET and SDH
were defined with enough differences to have two different standards issued as SONET by Telcordia
(previously Bellcore) and SDH by ITU [1–16]. Since its introduction, the SONET/SDH network
performed beyond expectation; it was quickly adopted by most advanced countries, and it became
the de facto standard of optical networks. The reasons for this success were many:

• (glass) fiber as the transmission medium:

• exhibits high reliability (EMI, RFI, BER, etc.);
• transports megabits and gigabits per second, which is expandable to terabits;
• links without repeaters that are many times longer (than twisted copper);
• uses thinner cable (than twisted copper)/per GHz; and
• is easy to amplify, retime, and reshape.

• Standardized protocols allow for multi-vendor compatibility and interoperability.
• Technical personnel became well accustomed with the network and with maintenance procedures.
• Although a young technology, it is future proofed and is expected to increase cost-efficiency as it

matures. For example, the initial SONET/SDH did not include the OC-768 (40 Gbps) rate, which
does now, and currently 100 Gbps is in the evaluating phase.

The set of SONET standard interfaces is the synchronous transport signal level-N (STS-N),
where N = 1, 3, 12, 48, 192, and 768. The STS-N rate on the optical medium is known as optical

S. V. Kartalopoulos, Next Generation Intelligent Optical Networks, 15
C© Springer 2008



16 2 Digital Networks

Table 2.1 SONET and SDH rates
Signal designation Line rate (Mbps)

SONET SDH Optical

STS-1 STM-0 OC-1 51.84 (52 M)
STS-3 STM-1 OC-3 155.52 (155 M)
STS-12 STM-4 OC-12 622.08 (622 M)
STS-48 STM-16 OC-48 2,488.32 (2.5 G)
STS-192 STM-64 OC-192 9,953.28 (10 G)
STS-768 STM-256 OC-768 39,813.12 (40 G)

OC-N : optical carrier-level N
STS-N : synchronous transport signal-level N
STM-N : synchronous transport module-level N

carrier-N (OC-N), Table 2.1; STS-N where N = 1, 3, 12, 48, 192, and 768 indicates the bit rate
of the electronic signal before the optical transmitter. The topology of the network is typically a
protected ring with add-drop multiplexing (ADM) nodes or protected point-to-point with ADMs,
Fig. 2.1; network nodes are known as network elements (NE).

Similarly, the SDH set of standard interfaces is the synchronous transport module level-M
(STM-M) where M = 0, 1, 4, 16, 64, and 256.

Both SONET and SDH define all layers, from the physical to the application. The physical trans-
mission medium of both SONET and SDH is single-mode fiber (SMF). That, is, the SONET and
SDH have many similarities and fewer differences. Some examples are the following:

• SONET and SDH are technically consistent;
• SONET and SDH rates and frame format are the same;
• SDH photonic interface specifies more parameters than SONET; and
• SONET and SDH standards have enough minor differences (technical and terminology) to add

enough complexity (and cost) in designing hardware and software.

Both SONET and SDH carry all synchronous broadband rates (DS-n, E-n), asynchronous data
(ATM), and well-known protocols (Internet, Ethernet, Frame Relay) encapsulated in ATM first and
then mapped in SONET/SDH.

For maintenance, operations, administration, and management, the SONET/SDH defines three
network layers: path, line, and section, Fig. 2.2

Fig. 2.1 Ring and
point-to-point topologies
supported by SONET/SDH

OC-192 OC-192

OC-48 OC-12

OADMTransceiver

Transceivers
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Fig. 2.2 Definition of path, line, and section in SONET/SDH Networks

The path layer addresses issues related to transport of “services”, such as DS3, between path
terminating network elements (PTE); that is, end to end.

The line layer addresses issues related to the reliable transport of path layer payload and its
overhead across the physical medium. It provides synchronization and multiplexing for the
path layer network based on services provided by the section layer.

The section layer addresses issues related to the transport of STS-N frames across the physi-
cal medium, and it uses the services of the physical layer to form the physical transport. It
constructs frames, scrambles payload, monitors errors, and much more.

2.1.2 SONET Frames

SONET/SDH (STS-N) frames come in specific sizes. However, regardless of size, a SONET/SDH
frame is always transmitted in 125 μs, and because of this, each STS-N signal has a specific bit rate
(see Table 2.1).

The smallest frame, STS-1, consists of a matrix of octets or bytes organized in 9 rows and 90
columns. This matrix or 9×90 is partitioned in two distinctive parts: the transport overhead of the
first 3 columns and the synchronous payload envelope (SPE) of the remaining 87 columns, Fig. 2.3.

An STS-N frame is transmitted row by row, starting with the first octet (row 1, column 1). When
the last octet of the first row is transmitted, it continues with the second row (row 2, column 1) and
so on until it reaches the very last octet in the frame (in STS-1, this is row 9, column 90).

The SPE of an STS-1 consists of 87 columns; one column for the path overhead, two columns
(columns 30 and 59) do not contain customer data, hence called “fixed stuff”, and 84 columns for

Fig. 2.3 Organization of the
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SONET frame is transmitted
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Fig. 2.4 Path overhead in SONET STS-1

customer data. That is, the upper bound efficiency of an STS-1 is 93.33 %. Nevertheless, the actual
efficiency is mush less (about 60 %) because there is plenty of wasted bandwidth, as it will become
evident.

The path overhead in an STS-1 frame consists of nine octets, and it is sourced and terminated by
the path terminating equipment only. Each octet in it has a specific meaning, Fig. 2.4, although the
working of each octet requires several contiguous frames to convey a complete message.

The transport overhead consists of two parts: the section overhead and the line overhead.
The section overhead consists of row 1 to row 4 and column1 to column 3, Fig. 2.5:

• A1 and A2 = framing pattern for each STS-1. Their hexadecimal value is 0×F628 {1111 0110
0010 1000}. A1, A2 are not scrambled.

• C1 = STS-1 ID. It is defined for each STS-1.
• B1 = error monitoring. It is calculated over all bytes of the previous frame before scrambling and

placed in current frame before scrambling.
• E1 = a 64 Kbps voice communication channel; an STS-N that consists of N STS-1s; it is defined

for the first (#1) STS-1 only.
• F1 = to be used by section user.
• D1 to D3 = a 192 Kbps communication channel between STEs for alarms, maintenance, control,

monitoring, administration, and other needs; in STS-N , it is defined for #1 STS-1 only.

The line overhead consists of row 4 to row 9 and column 1 to column 3, Fig. 2.6.
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Fig. 2.5 Section overhead in STS-1
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Fig. 2.6 Line overhead in STS-1

• H1, H2 = defines the offset between pointer and first SPE byte.
• H3 = it is called the action byte, and it is used for frequency justification in conjunction with

the pointer bytes H1 and H2; if justification is negative, it carries valid payload; if positive or no
justification, it is empty.

• BIP-8 = error monitor. It is calculated over a previous STS-1 frame before scrambling, and it is
placed in B2 before scrambling of current frame.

• K1 and K2 = automatic protection switching (APS); in STS-N , it is defined for #1 STS-1 only.
• D4 to D12 = this constitutes a 576 Kbps communication channel between LTEs for alarms,

maintenance, control, monitoring, administration, and other communication needs; in STS-N , it
is defined for #1 STS-1 only.

• Z1 and Z2 = not defined; in STS-N #3 STS-1, Z2 is defined as Line FEBE.
• E2 = this is an express 64 Kbps communications channel between LTEs; in STS-N , it is defined

for #1 STS-1 only.

Since the SONET/SDH frame generated in a network element (NE) may not be in complete
synchronism (frequency and phase) with the incoming payload, there is an undetermined phase
difference. To minimize latency, SONET/SDH follows the method of dynamic pointer that directly
maps the incoming payload within the frame, the offset value (or phase difference from the sync) of
which is measured and is incorporated in octets H1, H2, and H3 of the line overhead in every frame,
Fig. 2.7.

Because the phase difference does not remain exactly the same over time, the H1 to H3 octets
perform a dual function; they indicate the offset and they perform frequency justifications (i.e.,
corrections of frequency or offset variation). At start-up, the offset is calculated, and if the calcu-
lated offset remains the same for three consecutive frames, a “no justification” is indicated. If the
frequency slightly varies, then justification is performed, positive or negative; positive when the
incoming rate is a little lower than the node clock and negative when the incoming rate is a little
higher.

2.1.3 Virtual Tributaries and Tributary Units

Although in synchronous communications DS-ns (and E-ns) are tributaries that carry customer pay-
load, SONET defines virtual tributaries (VT) and SDH defines tributary units (TU) to carry DS-ns
or E-ns. The capacity of a VT depends on the number of octets in it, and because the number of
rows is always nine, it depends on the number of columns. Thus, if the number of columns is 3, it
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is known as VT1.5, if 4 it is known as VT2, if 6 it is known as VT3, and if 12 it is known as VT6,
Fig. 2.8. Each VT contains a client signal not necessarily of the same type and therefore a VT has
its own overhead known as VT path layer overhead.

VTs are byte multiplexed to form a group of 12 columns, Fig. 2.9. However, a simple rule applies
when forming a group: A group can contain only the same type of VTs. That is, four VT1.5s, or
three VT2s, or two VT6s, and so on. Mixing one VT3 and two VT1.5s is not allowed in traditional
SONET/SDH. Figure 2.10 illustrates the logical multiplexing/demultiplexing hierarchy from/to syn-
chronous TDM to SONET.

Thus, in a SONET STS-1 SPE, only seven groups fit, which are also byte (or column) multi-
plexed, with the added path overhead and the two fixed stuff columns. Because a SONET frame is
transmitted within 125 μs, so is each octet in a frame, each VT and each group in a frame. Thus, the
transportable bandwidth by each VT type is incremental but coarse, Table 2.2.

SDH defines a similar organization and column multiplexing like SONET, Fig. 2.11. However, in
SDH, VTs are called tributary units (TU), groups are called tributary unit groups level 2 (TUG-2),
and seven TUG-2s are multiplexed in a TUG level 3 (TUG-3), which with the addition of two
columns of fixed stuff at the first two columns of the TUG-3 form the SPE. Here, the same rule also
applies: a TUG-2 must contain the same type of TUs.

Based on the aforementioned, SONET/SDH does not have the fine granularity to support modern
data payloads and thus the bandwidth efficiency of VT or TU structure and groups is low. In particu-
lar, the bandwidth capacity of VTs is low for data protocols with thousands of octets in their packets.
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Table 2.2 Organization and transportable bandwidth by each VT type

VT Type Columns/VT Bytes/VT VTs/Group VTs/SPE
VT Payload rate
(Mbps)

VT1.5 3 27 4 28 1.728
VT2 4 36 3 21 2.304
VT3 6 54 2 14 3.456
VT6 12 108 1 7 6.912

The latter case was addressed using another protocol, the asynchronous transport mode (ATM), a
segmentation or fragmentation method, and a standard that defined how ATM cells are mapped over
SONET/SDH. However, as data services and new protocols evolved, more containers and a different
mix were needed to support larger variety of payloads, finer granularity, a provisionable mix-and-
match payload type, and a variety of quality of services to meet customer requirements. Thus, the
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Fig. 2.11 A tributary unit group-2 is constructed by column multiplexing of TUs Within a TUG-2, there is the same
TU type. Seven TUG-2 are column multiplexed to form a TUG-3, with the addition of two fixed stuff columns

next-generation intelligent optical network is an inevitable evolution of a proven transporting vehicle
but reengineered to support a larger variety of data protocols and new services and requirements with
cost-efficiency.

2.1.4 STS-N Frames

SONET and SDH define higher capacity frames. For example, an STS-N has N times the amount
of columns of an STS-1 (both overhead and payload) but always nine rows. For example, an STS-3
frame has a total of 270 columns, nine overhead columns, three path overhead and six fix stuff
columns. However, if three STS-1s are multiplexed to produce an STS-3, then three overhead point-
ers must be processed, since each constituent STS-1 may arrive from a different source with different
SPE offset, Fig. 2.12.

2.1.4.1 Concatenation

When SONET/SDH was drafted, a need emerged to accommodate super large packet payloads that
did not fit in a single STS-1 frame. This was addressed by distributing the large packet over N
STS-1s and then multiplexed them in a single STS-N , which is denoted as STS-Nc to indicate
“concatenation”. Because the STS-Nc payload has the same origin and destination for all STS-1s
in it and all STS-1s have the same frequency and phase relationship among them, there are many
redundancies. Thus, only one pointer processor is needed, a simplified overhead suffices, one path
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Fig. 2.12 When three STS-1s construct a STS-3, three different pointers are processed, one for each STS-1
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Fig. 2.13 In the STS-Nc case, only a pointer is needed for all STS-1s in it and only one path overhead. Here, the
STS-3c case is shown

overhead is needed, and there are fewer fixed stuff columns (the number of columns is calculated
by N /3 − 1). Moreover, each node or network element treats an STS-Nc as a single entity, and it
distinguishes an STS-Nc from a regular STS-N from specific codes written in the unused pointer
bytes. Figures 2.13 and 2.14 illustrate the frame and overhead of STS-3c. Notice that an STS-3c has
no fixed stuff columns (since N/3 − 1 = 0).

2.1.4.2 Scrambling

SONET/SDH defines a scrambling process so that no long strings of zeroes or ones are present. The
scrambler is defined by the generating polynomial: 1 + x6 + x7 which generates a random code
127-bits long. The scrambler is set to 11111111 on the MSB of the byte following the #N th STS-1
C1 byte (of a STS-N). Thus, in STS-1, the scrambler starts with the first byte after A1, A2, and C1,
and it runs continuously throughout the complete STS-N frame; A1, A2, and C1 are not scrambled
because they are used to identify the start of frame.

2.1.5 Maintenance

The SONET and SDH recommendations define all maintenance aspects, criteria, requirements, and
procedures to maintain the network element and network operation at an acceptable performance.
Requirements include alarm surveillance, performance monitoring (PM), testing, and control fea-
tures to perform the following tasks:

Fig. 2.14 Not all overhead
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Here, the STS-3c case is
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Table 2.3 Alarms and impairments at three levels

Line AIS STS Path AIS VT Path AIS

Loss of signal X X X
Loss of frame X X X
Loss of pointer X∗ X∗

∗ No RDI is generated

• trouble monitoring and detection
• trouble or repair verification
• trouble sectionalization
• trouble isolation
• testing, and
• restoration.

The network element alarm surveillance takes place at the termination, such as section (at the
STE), line (at the LTE), STS path (at the STS PTE), and VT path (at the VT PTE). A VT PTE
contains all the functionality of a STE, LTE, and STS PTE. This is accomplished by monitoring and
processing specific overhead bytes in the frame. When a node detects an impairment that occurred in
a line, path, or a particular VT path, a corresponding alarm indication signal (AIS) is issued. Thus,
AIS can be on any of the three levels, AIS-L for line, AIS-P for path, AIS-V for VT path (see line
section and path overhead bytes). AIS is issued when one of the following occurs: loss of signal
(LOS), loss of frame (LOF), or loss of pointer (LOP), Table 2.3.

SONET performance monitoring (PM) is based on counting code violations in a second, whereas
SDH PM is based on counting errored blocks in a second. In the next generation optical networks,
the unit of time “second” is very long and it may be used for metric and comparison purposes since
a rate at 10 Gbps or 10,000,000,000 bits per second yields so many bits that are beyond any packet
technology; the point is that performance in the next-generation optical network must be monitored
much faster than what the original SONET/SDH has defined.

Finally, SONET and SDH have the capability to test the signal at different levels by looping back
a complete STS-N or individual VTs.

2.2 Asynchronous Data/Packet Networks

2.2.1 Introduction

Although SONET and SDH transport synchronous and asynchronous payloads with excellent QoS
and path protection, with acceptable efficiency and bandwidth elasticity for service diversity, they
cannot compete with local area data networks (LAN) that have been specifically designed to provide
an inexpensive best-effort transport mechanism of asynchronous and bursty data. As a consequence,
packet networks route bursty data and therefore it is doubtful that they can meet the real-time
requirements of voice and real-time (interactive) video, without substantial signal delays, unless
excess network bandwidth capacity and sophisticated protocols are used.

Typically, there are two types of packet networks; those that form a short fixed-length packet and
those that form a variable length packet; packet lengths may vary from 40 to many thousands octets.

Among the most popular data networks to date are the Ethernet and the Internet, although the fiber
distributed data interface (FDDI) had been the precursor of optical data networks, the asynchronous
transport mode (ATM) is still in use but its popularity is not growing, and other data protocols such
as the fiber connectivity (FICON) are for specific data applications.
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2.2.2 Synchronization and Timing

Modern networks transmit at bit rates that exceed gigabit per second and therefore receiver syn-
chronization and timing must meet tight performance specifications. Timing affects the bit error rate
(BER) signal performance and thus timing circuits must maintain an accuracy, which is specified in
parts per million (ppm) pulses, and remain within specified jitter and wander tolerance limits. For
example, GR-253-CORE specification, jitter is defined as the “short-term variation” of a signal’s
significant instants from their ideal position in time. “Short-term variation” implies some frequency
oscillation greater than or equal to a frequency demarcation; in North American hierarchy (DS1-
DS3) the demarcation between jitter and wander is 10 Hz. The jitter network element (NE) criteria
per interface category are specified as [17, 18]:

• Jitter transfer: this is defined as the jitter transfer characteristics of a network element (or node);
• Jitter tolerance: this is defined as the point-to-point amplitude of sinusoidal jitter applied on the

OC-N (SONET/SDH) input signal that causes a 1 dB power penalty;
• Jitter generation: it defines the limits of jitter generated by an NE without jitter or wander at its

inputs. In communications systems, payload mapping, bit stuffing, and pointer justifications or
adjustments are sources of jitter.

The overall path consists of several nodes, each having its own timing circuitry and accuracy
deviation; and because the overall inaccuracy is cumulative, timing accuracy is very important.
Therefore, standards have been issued recommendations describing clock accuracy, timing char-
acteristics, and measuring methods [19–21].

2.2.3 Data Traffic

Data is not generated in a continuous and constant flow, but it fluctuates between a peak rate and
a minimum rate establishing an average rate. As packets are formed, one can easily envision two
different scenarios. Packets with fixed length (such as ATM) are created at irregular time and pack-
ets with variable length may be generated in a more periodic manner, although this can not be
warranted. Thus, in addition to packet rate, two more definitions are needed, the distribution of
inter-packet interval (or the distribution of time interval between packets with a statistical profile
such as Gaussian and Poisson), and also the distribution of packet length over time.

The ratio peak rate to average rate defines the packet burstiness. Clearly, as the difference between
maximum and average decreases, the more uniform the packet flow, and as the difference increases,
the more bursty. Thus, depending on type of traffic, a curve can be drawn (peak vs. burstiness)
that defines a boundary separating the application space in two areas, one which is better suited for
synchronous applications and one for asynchronous, Fig. 2.15.

At the transmitting end terminal, a number of client data bytes (or octets) are assembled into a
payload block, overhead bytes are attached to it and data and overhead form a packet, the length of
which is measured in octets or bytes. At the receiving end terminal, several packets are collected,
placed in the correct sequence and they are stripped off their overhead to reconstruct the original
data flow. The process at both ends collectively is known as segmentation and reassembly (SAR).
In addition to delay introduced during packet assembly and disassembly, delays are experienced
during buffering and packet switching. Clearly, the more the switching elements on the path the
higher the overall latency is. Buffering and delays impact network congestion. In data networks, if
the total packet rate exceeds the network capacity, then packets with the lowest priority are the first
candidates to be “dropped or stripped” and are not delivered. As a consequence of this, packet flow
control is important for congestion avoidance. Different protocols have adopted one of the several



26 2 Digital Networks

Fig. 2.15 Separating the
circuit and packet application
space based on peak rate and
burstiness
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flow control mechanisms, among them are the stop-and-wait, the sliding-window flow control, the
leaky bucket, and the double leaky bucket.

• The stop-and-wait flow control is a simple link buffer-overflow controlling mechanism. Accord-
ing to this, when the transmitter transmits a packet or frame, it waits for an acknowledgment. If
the acknowledgment is not received within a predefined period, the transmitter resends the frame.
It is obvious that this mechanism is not very efficient because of the delay involved—(best delay
case): the delay: send packet, wait, acknowledgment received; (worst delay case): send packet,
wait, resend, acknowledgment received.

• The sliding-window flow control transmits a sequential group of packets or frames, all of the same
length. The number of frames, say k, in the group fits within a period or a sliding window of time.
Each frame in the group is sequentially numbered from 1 to k. The number of frames k in the
group is known to both transmitter and receiver. In this case, the receiver sends a consolidated
acknowledgment back to the transmitter for all packets in a group that were received successfully.

In data networks, the asymmetry of packet flow is also an important parameter. In most data
applications, the packet rate in one direction is not the same with that in the other direction; typically,
the upstream direction rate is lower than the downstream as is the case in Internet traffic or large data
transfers. However, the traffic flow asymmetry also fluctuates. The fluctuation depends on several
factors such as the type of service provided, time of the day, day of the year, geographical distribution
of subscribers, protocol used, and also to scheduled and unscheduled events; the latter may also cause
unpredictable network congestion.

2.2.4 Packet Networks

Packet networks offer integrated multiple service levels at a multiple quality of service, which has
been agreed upon between the service provider and the client with a service level agreement (SLA).
Packet networks, such as the Internet, are not circuit switched based but they store and forward data
to perform packet switching and thus they perform bandwidth management, buffering (queuing),
scheduling, routing and dynamic rerouting, policing, and traffic shaping based on buffers at the input
or the output or both. Table 2.4 compares features between synchronous services and asynchronous
data services.

Bandwidth management consists of functions such as call admission control (CAC), class of
service routing, and signaling.

• CAC is performed according to service level.
• Routing is based on algorithms and protocols. In some cases, it requires knowledge of the com-

plete network topology in terms of available bandwidth per service level, and in some others
knowledge of the neighboring nodes only. The objective is to estimate the shortest and the
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Table 2.4 Comparing TDM and data traffic, a new network with TDM-like and Data-like features is needed, as the
trend column indicates
Features Legacy TDM Legacy Data (IP) Trend

Qos � NA �
Guaranteed delivery � NA �
Real time � NA �
Error free (BER) High NA �
Easy and fast access � Moderate �
Architecture Many/hierarchical Several/dedicated TDM-like
Circuitry Dedicated Processor based TDM-simplified
Reconfigurability Difficult Easy Easier
Net protection � Unprotected TDM-like
Service reliability � Unreliable TDM-like
Net management � Difficult to manage TDM-like
Net provisioning Remote and fast Mostly manual TDM-simplified
Net security Under control No control �
BW aggregation/fiber Ultrahigh Moderate-low �
Cost per kB-s High Low Low
Revenues High Low �
BW demand Slow increase Fast increase �
New services Slow introduction Fast introduction �
NA: not applicable; �: upwards trend

optimum route for which it forms a routing database. Routing also executes scheduling algorithms
and simple or complex queuing algorithms per service level agreement (SLA). Dynamic rerouting
may also be performed during service.

Policing provides a provisioned mechanism at the entry point that is at an edge node of the data
network, in order to verify compliance with traffic parameters that comply with the terms of
the subscriber SLA and also to control them.

Traffic shaping is a buffered function that smoothes the packet traffic exiting the node in order
to ensure compliance with the agreed SLA and network traffic to avoid congestion situations.

Multiple service levels are supported with parallel overlay networks, or with native multiservice
technologies such as Asynchronous transfer mode (ATM). The overlay is a purpose-built
network to support multiservice.

The supported classes of service (CoS) by this network are generally four—quaranteed, pre-
dictable, shared, and best effort:

• Guaranteed: synchronous, negligible jitter, bounded latency, and low packet loss (such as TDM);
• Predictable: isochronous, minimal oversubscribing (or overbooked), bounded jitter, and bounded

latency (such as ATM);
• Shared: moderate oversubscribing, bandwidth aware, low jitter, some latency (such as frame

relay—FR); and
• Best effort: highly oversubscribed, high jitter, moderate latency (such as IP).

Multiservices arise from multiple protocol label switching (MPLS) and the differentiated services
model (Diffserv).

• MPLS is a protocol encapsulation technique, which in addition includes bandwidth aware routing
extensions and path signaling specifications. MPLS enables packet networks to apply ATM traffic
engineering principles [22–25].
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• Diffserv provides a model for multiple service levels, utilizing enhanced IP and MPLS proto-
cols to deliver multiservices over an IP backbone network. Based on this model, packets can be
classified and dynamically aggregated into provisioned service levels (each with different QoS).

Typically, these service levels are instantiated over separate data networks that are on a differ-
ent technology platform (TDM, FR, ATM, Ethernet, and IP) which is serviced and maintained by
a different service provider, and thus each may be provisioned differently. Thus, guaranteeing a
“guaranteed service” over a path that crosses different service providers needs further investiga-
tion.

2.3 Review of Data Networks

Standardized data networks come in different types, each depends on protocol, medium, and topol-
ogy they support. Local area networks (LAN) are standardized (IEEE 802.3 series) nonhierarchical,
asynchronous and low-cost multiple access. Switching is accomplished by store and forward and
not necessarily in real time. Some LANs have limited geographical coverage, whereas others, such
as the asynchronous transfer mode (ATM), have an extended one.

2.3.1 Asynchronous Transfer Mode

Asynchronous transfer mode (ATM) is a data protocol designed to provide quality of service (QoS),
service type flexibility, semantic transparency, maintenance, and reliability.

The ATM frame (called cell) has a fixed short length of 53 octets, Fig. 2.16; 5 octets for header
and 48 octets for data.

The definition of the ATM cell header at the user to network interface (UNI) differs from that at
the network to network interface (NNI), Fig. 2.17.

The 4-bit GFC field is defined at the UNI only (at the network access) to assist the control of cell
flow, but not for traffic flow control. GFG is not carried passed the UNI throughout the network; that
is, at the NNI, the GFC field is not defined.

Header (5 Octets) Information field (48 Octets)

53 Octet (byte) Cell

Fig. 2.16 The ATM frame consists of a 5-octet header and 48-octet information field

A

GFC VPI VPI

VPIVPI VCI VCI

VCI

VCI
VCI

VCI PTI PTI
HEC HEC

CLP CLP

B
bit8 bit1 bit8

Octet #1

Octet #5

Octet #1

Octet #5

bit1

GFC: generic flow control
VPI: virtual path identifier
VCI: virtual channel identifier

PTI: payload type identifier
CLP: cell loss priority
HEC: header error control

Fig. 2.17 ATM header defined at UNI (A) and at NNI (B)
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The VPI/VCI field consists of 24 bits. They are labels identifying a particular virtual path (VP)
and virtual channel (VC) on a link. The switching node uses this information and with routing
information (tables) that has been established at connection setup, it routes cells to the appropriate
output ports. The switching node changes the input value of the VPI/VCI fields to new output values.

The PTI field consists of 3 bits. It identifies the payload type, and it indicates congestion state.
The meaning of each PTI code is as follows:

000: User data cell; congestion not experienced, SDU = 0
001: User data cell; congestion not experienced, SDU = 1
010: User data cell; congestion experienced, SDU = 0
011: User data cell; congestion experienced, SDU = 1
100: OAM F5 segment associated cell
101: OAM F5 end-to-end associated cell
110: Resource management cell
111: Reserved for future

where SDU is a service data unit.
The CLP field consists of 1 bit; 0 = high priority and 1 = low priority. It is set by the user or

service provider. Under congestion, the CLP status determines whether cells will be dropped or pass.
The HEC field is used for error detection/correction. This code detects and corrects a single error

in the header field or it detects multi-errors. It is based on the x8 + x2 + x + 1 CRC code.
The HEC is also used for cell delineation. The remainder of the polynomial is EX-ORed with the

fixed pattern “01010101”, and this is placed in the HEC field. At the receiving end, the generating
polynomial results in a HEC pattern “01010101” which is used to locate the start of the cell.

Some ATM cells carry client data and some are defined for other usages. A list of such cells is

Idle cell: They are inserted/extracted by the physical layer in order to adapt the cell
rate to the available rate of the transmission system;

Valid cell: It is a cell with no header errors, or with a corrected error;
Invalid cell: It is a cell with a non-correctable header error;
Assigned cell: It is a valid cell that provides a service to an application using the ATM-

layer service;
Unassigned cell: This is not an assigned cell;
Metasignaling cell: It is used for establishing/releasing a VCC. VCs in permanent virtual con-

nections need no meta-signaling.

Client data may consist of long packets (much longer than 53 bytes) or a continuous bit stream.
To transport client data over ATM, data is segmented up to 47 or 48 octets, overhead is added and
a string of ATM cells is formed. This function is known as segmentation and reassembly (SAR),
Fig. 2.18.

Fig. 2.18 Principles of
segmentation, adaptation, and
reassembly

Client A data (source) Client A data (dest.)

Adaptation

Segmentation

Transmit ATM cells Receive ATM cells

Reassemble data
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Table 2.5 ATM adaptation Layers

Class A Class B Class C Class D

AAL type 1 2 5, 3/4 5, 3/4
Timing relation
between source
and destination

Required Not required

Bit rate Constant Variable
Connection mode Connection oriented Connection-less
Examples: CBR

voice/
video

VBR
video/
audio

CBR
voice/
video

TCP/IP
SMDS
PPP

ATM technology defines five adaptation layers (AAL), each suited for different payload type and
services such as voice, video, TCP/IP, Ethernet, and so on, Table 2.5. AAL-5 is straightforward and
more efficient for point-to-point ATM links. AAL-5 cells are transmitted sequentially and thus there
is no mis-sequencing protection, whereas error control is included in the last ATM cell (SAR_PDU).
As an example, Fig. 2.19 illustrates the process for TCP/IP packets over ATM and the corresponding
OSI layers.

ATM defines extensive traffic parameter requirements and quality of service features. Quality of
service (QoS) of a connection relates to cell loss, cell delay, and cell delay variation (CDV) for
that connection in the ATM network. CDV is a performance metrics pertaining to path speed and is
defined as the variability of cell arrival for a given connection.

Traffic shaping (TS) is defined as the function that alters the flow (or rate) of cells in a connection,
to comply with the agreed QoS requirements (rate reduction, cell discarding).

The ATM service level agreement (SLA) includes parameters some of which are the following:

• Peak cell rate (PCR) is defined as the permitted burst profile of traffic associated at each UNI
connection. This is the maximum cell rate in a time interval. In addition, there is

• Sustainable cell rate (SCR) is defined as the permitted upper bound on the average rate at each
UNI connection.

• Burst tolerance (BT) defines the tolerance on additional traffic above the SCR. When this toler-
ance is exceeded, the ATM traffic is tagged as excessive traffic and it may be lost.

• Maximum burst size (MBS) defines the length of bursty cells in a period.

OSI
layers 5–7

OSI
layers 3–4

OSI
layers 1–2

Applications

TCP/IP

AAL 5

ATM layer

Physical layer

DSAP
0×AA

SNAP Upper layerLLC

1B 1B 1B 3B 2B <9,180 bytes

   To: AAL-5 for SAR

TCP/IP: transmission control protocol/internet protocol
SSAP: session service access point (ISO)/source SAP (IEEE 802)
DSAP: destination SAP
SNAP: subnet access protocol (see RFC 1042 + IEEE 802)
LLC: logical link control
OUI: organization unit identifier

SSAP
0×AA

CNTRL
0×03

Protocol
ID-OUI

Type IP Packet

Fig. 2.19 Process for TCP/IP packets for ATM transport using AAL-5
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Semantic transparency determines the capability of a network to transport information from
source to destination with an acceptable number of errors and performance metrics. Errors are
defined on the bit level as well as on the packet level.

• The bit error rate (BER) is defined as the ratio of erroneous bits over the total number of bits
transmitted within a time interval.

• The packet error rate (PER) is defined as the ratio of erroneous packets or cells found over the
total number of packets or cells transmitted in a time interval.

In addition, there are errors pertaining to the accuracy of a system such as the following:

• The mis-insertion packet or cell rate (CMR) is defined as the ration of cells or packets mis-inserted
over a time interval.

Errors pertaining to the accuracy of the path such as the following:

• The packet of cell loss rate (CLR) is defined as the number of lost cells over the total number of
packets or cells sent.

There are performance metrics pertaining to the system speed such as the following:

• The packet or cell transfer delay (CTD) is defined as elapsed time between an exit and an entry
measuring point for a cell.

ATM defines a variety of services. In the service level agreement of ATM, the defined services
are the following:

• Constant bit rate (CBR) when ATM bits or cells arrive at a negotiated constant cell rate. It requires
low cell loss rate (<10E-9) and stringent cell delay variation.

• Variable bit rate (VBR) when ATM bits or cells arrive at a negotiated variable cell rate character-
ized by a minimum and maximum rate and burstiness. This category is subdivided in

• Real time variable bit rate (rt-VBR) when ATM bits or cells arrive at a negotiated variable rate
characterized by a minimum and maximum rate and burstiness. It requires low cell loss rate
(<10E-9) and stringent cell delay variation.

• Non-real time variable bit rate (nrt-VBR) when ATM bits or cells arrive at a negotiated variable
rate characterized by a minimum and maximum rate and burstiness. It requires low cell loss
rate but has no requirements for cell delay variation.

• Available bit rate (ABR) when ATM cells arrive at a cell rate, determined by the network, based
on congestion states and network resources along the path.

• No explicit CLR but (<10E-5) is expected. The network guarantees to ABR connections a mini-
mum cell rate (MCR).

• Undefined bit rate (UBR) when there are no specific QoS requirements. This service is intended
for non-real-time applications, such as file transfer protocol (FTP), electronic mail, and low cost
transmission control protocol/Internet protocol (TCP/IP) with non-real-time requirements.

ATM cells are transported over an ATM data network that consists of switching nodes capable of
switching ATM cells and of edge nodes that provide the policing function, a function that verifies
that the service level agreement is met by both the client and the service provider, and flow control
throughout the ATM network that locates traffic congestion areas and provides mechanisms to avoid
them or guarantee delivery of high-priority traffic. This is known as pure ATM. During the connec-
tion admission control (CAC) process at UNI, the traffic parameters and the requested ATM services
are provided by the user to the ATM node.

An end-to-end connection is established with a series of virtual channel (VC) links. This is known
as virtual channel connection (VCC). Each switching node, upon receiving a cell and based on
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Fig. 2.20 Mapping ATM cells in SONET/SDH SPEs

routing translation tables, translates the incoming VCI in the ATM header cell into an outgoing
VCI. Thus, the VCI value is different from node to node. The translation values at each node are
determined during the setup of the connection.

An end-to-end connection of a bundle of virtual channel links is established from source to
destination, and it is known as virtual path connection (VPC). The VPI in the ATM header cell
identifies the VPC. Each ATM cell in the bundle has the same VPI. Each switching node, upon
receive of a bundle and based on routing translation tables, translates the incoming VPI into an
outgoing VPI. Thus, the VPI value is different from node to node. The translation values at each
node are determined during the setup of the connection.

VPCs may be permanent or on demand. Permanent connection is established by node provision-
ing at the subscription phase and thus signaling procedures are not needed. Connections on demand
require signaling procedures so that VPCs may be set up and released by the network or by the
customer.

Besides pure ATM, ATM may also be transported over SONET/SDH. ATM cells are mapped in
concatenated (STS-Nc) payloads. For example, in STS-3c, ATM cells are mapped in the payload
capacity by aligning the byte structure of every cell with the STS-3c byte structure. The entire
payload capacity (260 columns) is filled with cells, yielding a transfer ATM capacity of 149.760
Mbps, Fig. 2.20. In STS-12c, ATM cells are mapped into the payload capacity by aligning the byte
structure of every cell with the STS-12c byte structure. The entire payload capacity (1,040 cols) is
filled with cells, yielding a transfer capacity of 599.040 Mbps. If client cells are not available during
the filling process, idle ATM cells are used.

2.3.2 Ethernet

Ethernet is a hierarchical local area data network that was designed for high data rate, simplicity,
relatively short-distance transport, quick installation, easily maintainable, and low cost [26]. Eth-
ernet was born in the research labs of Xerox Corporation, and it has been around for almost three
decades. It has been accepted as an industry standard (IEEE 802.3), and its popularity keeps growing
for three reasons: it is a public standard, it is simple, and its cost keeps decreasing because of large
production volume. The initial Ethernet was not developed to compete with telephony, and thus
error control, network protection and security, real-time data delivery, and quality of service were
secondary issues. Nevertheless, new Ethernet versions with data rates of 1, 10, 40 and perhaps 100
Gbps are more service aggressive, and it is inevitable that they will include mechanisms to transport
voice, fast data, and video over the gigabit Ethernet (GbE) protocol.

The Ethernet protocol is based on the tree topology. Terminal stations of the Ethernet may initiate
a frame transfer. Thus, there is a finite probability that two or more stations may attempt a frame
transfer at the same time, in which case a collision may occur. To avoid collisions, all Ethernet
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stations use a carrier sense multiple-access/collision detection (CSMA/CD) mechanism that resolves
collisions with “equal fairness to all stations”. This mechanism is based on a predefined collision
window and on active listening to traffic on the network. If the carrier is absent for at least twice the
collision window, a station can start transmitting. If two or more stations start transmitting, they are
able to detect the collision from “listening to the traffic” and back off. At a random time thereafter,
they start again.

Transmission starts with a preamble signal (a string of zeroes and ones). The purpose of the
preamble is to listen and to also stabilize the clock of the receivers. The preamble code is followed
by a start-of-frame delimiter, the source ID, the destination ID, and other information, including
length of data field, which is followed by data; this is concluded with a frame check sequence.

The Ethernet is based on a tree topology. Ethernet uses CSMA/CD (carrier sense multiple
access/collision detect) according to which a node on the tree network always senses or “listens”
to the traffic on it. When a node needs to transmit, it will attempt to cease the network only when it
is “quite”; that is, there is another node not transmitting. This is the CSMA part of the protocol. If
two nodes try to cease the network simultaneously, then they “sense” each other’s attempt (i.e., they
detect a collision), they both give way and try again but after a random interval. This is the CD part
of the protocol. The frame format of the latter is illustrated in Fig. 2.21.

There are several Ethernet variants, among them are the following:

• Ethernet 10BASE-T and 100BASE-T. They are defined for unshielded twisted pair cable (UTP)
at 10 and 100 Mbps.

• Ethernet 1000BASE-x is defined for UTP and fiber at 1,000 Mbps; x = T for UTP and F for fiber.
• 10GbE is defined at 10 Gbps over fiber.
• 40GbE is defined at 40 Gbps over fiber.

2.3.3 Gigabit Ethernet

The Gigabit Ethernet (1000BASE-x), or GbE, has evolved from 100BASE-x and 10BASE-T. GbE
was initially defined for twisted copper cable, known as 1000BASE-T and subsequently for optical
fiber [27–30], it is backward compatible with its predecessor “fast Ethernet” and thus it uses the
carrier sense multiple-access/collision detection (CSMA/CD) access method.

Ethernet defines several layers: the media access control (MAC), the physical medium indepen-
dent interface (PMI), and the physical layer (PHY), which consists of the physical sub-layer and
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Fig. 2.21 Ethernet CSMA/CD frame
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the medium dependent interface sub-layer (MDI). GbE also defines an intermediate layer between
the PMI and PHY known as medium independent interface (MII). The purpose of MII is to provide
medium transparency to the layers above it and allow for a variety of media (wired, MMF, and
SMF), as already described.

The MAC layer provides network access controllability during frame assembly and disassembly
of the client data and during frame transmission to lower layers. It also provides network access
compatibility of MACs, end to end and of all intermediate MACs on the path. The MAC layer may
optionally provide full- or half-duplex capability; full-duplex means that the MAC supports both
transmit and receive. The MAC layer may also request that subsequent peer MACs inhibit further
frame transmission for a predetermined period, it may allow for a second logical MAC sub-layer. In
the latter case, the basic frame format is maintained but the interpretation of the data fields and the
length may differ. It may also support VLAN tagging (per IEEE 802.3ac, 1998) to prioritize packets;
however, VLAN tagging requires changes to the frame format.

Four types of media are defined in the GbE standard: 1000Base-SX, 1000Base-LX, 1000Base-
CX, and 1000Base-T. The first two (1000Base-SX and 1000Base-LX) consider optical fiber as the
physical medium and the fiber channel (FC) technology for connecting workstations, supercomput-
ers, storage devices, and peripherals, the last two (1000Base-CX, and 1000Base-T) consider copper
medium.

1000BASE-T is not defined at a serial gigabit bit rate. Instead, it is defined over four unshielded
twisted pairs (UTP), category-5, 100 Ω copper cables, up to 100 m maximum length conforming
to ANSI/TIA/EIA-568-A cabling requirement, at 250 Mbps per pair. Conversely, the 1000BASE-T
complies with the same topology rules of 100BASE-T and it supports half- and full-duplex
CSMA/CD. It also uses the same auto-negotiation protocol with 100BASE-TX. The four pairs
form a parallel cable, each keeping the symbol rate at or below 125 Mbaud, Fig. 2.22.

Because 1000BASE-T is over copper lines, the standard had to address known issues such as
echo, near-end cross-talk, far-end cross-talk, noise, attenuation, and EMI. To keep noise, echo, and
cross-talk at low levels commensurable with 10−10 bit error rate, the following countermeasure
design strategies were adopted:

• 4D 8-state trellis forward error correction (FEC) code;
• Signal equalization with digital techniques;
• PAM-5 multilevel encoding where each symbol represents one of five levels, −2, −1, 0, +1 and

+2. The four levels are used for data and the fifth for FEC coding. This results in a reduction of
the signal bandwidth by a factor of two;

Fig. 2.22 1000BASE-T is on
four parallel pairs, each at a
symbol rate at or below 125
Mbaud
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• Pulse shaping at the transmitter to match the characteristics of the transmission channel and
increase the signal to noise ratio;

• Scrambling to randomize the sequence of transmitted symbols and reduce spectral lines in the
transmitted signal.

1000BASE-CX standard defines a gigabit Ethernet for single-pair “twinax” shielded twisted pair
(ST) copper cable but for very short lengths (up to 25 m). In addition to UTP cable, the 802.3ab
task force has defined standards for fiber cable. These standards are the 1000BASE-SX for short-
wavelength fiber (850 nm, MMF) and the 1000BASE-LX for long-wavelength fiber (1,300 nm,
SMF).

1000BASE-LX defines a gigabit Ethernet for long haul (up to 3 km) using an optical channel at
1,300 nm over single-mode fiber, or multimode fiber (up to 550 m).

1000BASE-SX defines a gigabit Ethernet for long haul (up to 3 km) using an optical channel
at 850 nm over multimode fiber with core diameter 50 μm (up to 550 m) or with core diameter
62.5 μm (up to 300 m).

Because of the four physical media defined in GbE (1000BASE-CX, 1000BASE-SX, 1000BASE-
LX, and 1000BASE-T), it was necessary to bring transparency to the media access control (MAC)
layer. Thus, a new layer under the MAC was defined, known as the reconciliation sub-layer and the
gigabit media independent interface (GMII), Fig. 2.23.

The GMII provides physical layer independence so that the same MAC can be used for any media
and it supports 10, 100, and 1,000 Mbps data rates for backward compatibility. It also includes
signals such as management data clock and management data input–output and basic and extended
(which is optional) registers. The registers are used for auto-negotiations, power down, loop-back,
PHY reset, duplex/half-duplex selection, and others.

The Reconciliation sub-layer in the transmit direction maps service primitives or physical layer
signaling (PLS) from the MAC to MGII, and vice versa in the receive direction.

The PLS includes signals such as data request, transmit enable, transmit error, transmit clock,
collision detect status, data valid, receive error, signal status indicate, carrier status indicate (collision
detect, carrier sense, carrier extend), and receive clock.

The GMII is further subdivided into three sub-layers: the physical coding sub-layer (PCS), the
physical medium attachment (PMA), and physical medium dependent (PMD).
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Fig. 2.23 Gigabit Ethernet PHY derivatives
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• The PCS sub-layer provides a uniform interface to the Reconciliation layer for all physical media;
it uses the 8B/10B coding like the Fiber Channel. In addition, the PCS generates the carrier sense
and collision detection indications, and it manages the auto-negotiation process by which the
network interface (NIC) communicates with the network to determine the network data speed
(10, 100, or 1,000 Mbps) and mode of operation (half-duplex or full-duplex).

• The PMA sub-layer provides a medium-independent means for the PCS to support various serial
bit-oriented physical media. This sub-layer serializes code groups for transmission and deserial-
izes bits received from the medium into code groups.

• The PMD sub-layer maps the physical medium to PCS, and it defines the physical layer signaling
for the various media it supports. PMD also includes the medium-dependent interface (MDI),
which is the actual physical layer interface that also defines the actual physical attachment for
different media types such as connectors.

The GbE defines two different bit rates. Raw data is formatted at the MAC layer and is passed
via the GMII over to the physical layer at 1,000 Mbps. This is known as instantaneous transmission
rate for encoded MAC data. However, at the physical layer, the 8B/10B coding increases by 25 %
the line bit rate to 1.25 Gbps. This is known as the instantaneous transmission rate. Thus, the user
data transmission rate over the medium is

Transmission rate(for user data) = [ndata/ntotal] × 1, 000 Mbps

2.3.4 10 Gigabit Ethernet

The GbE momentum prompted in 2002 the study of a more advanced Ethernet protocol to match
the OC-192 (10 Gbps) bit rate for local area network applications and to support 6–8 million ports,
called native 10GbE. The 10GbE supports transmission over fiber-optic physical media, multi-mode
fiber (MMF) and single-mode fiber (SMF) and for fiber lengths up to 10 km and in certain cases
up to 40 km (IEEE 802.3ae), as well as over copper (IEEE 802.3ak). Thus, the 10GbE enabled
previously known Ethernet technology in local area networks (LAN), metropolitan area networks
(MAN), wide area networks (WAN), and in storage area network (SAN) applications, employing
full-duplex operation only and not CSMA/CD for gaining access to the physical medium. 10GbE
compatibility with OC-192 SONET (10 Gbps) is accomplished through the definition of a WAN
interface sub-layer (WIS). Thus (according to IEEE 802.3ae):

• 10GBASE-LX4 (L stands for long range) supports SMF transmission up to 10 km at 1,300 nm
window (O-band: 1,260–1,360 nm) using a coarse wavelength division multiplexing (CWDM)
grid. It also supports MMF at 1,310 nm for fiber lengths up to 300 m. (In addition, ITU-T G.694.2
specifies a CWDM grid within the range 1,270–1,610 nm with 20 nm channel spacing using
water-free SMF.)

• 10GBASE-EX4 (E stands for extended long range) supports SMF transmission up to 40 km in
the 1,550 nm window (C-band).

• 10GBASE-SX4 (S stands for short range) supports MMF transmission and fiber length up to
550 m powered by 850 nm VCSEL lasers. The 10GbE MMF length is specified for the 850 nm
channel bandwidth as follows: up to 82 m for 500 MHz km for 50 μm core fiber, 66 m for 400
MHz km for 50 μm core fiber, 33 m for 200 MHz km for 50 μm core fiber, and 26 m for 160 MHz
km for 62.5 μm core fiber. In addition, the fiber length may be extended to 300 m (and perhaps
up to 1 km) with the 850-nm 50-μm optimized fiber. Currently, 10 Gbps over MMF with 850
nm VCSEL lasers is a cost-effective solution in access networks compared with SMF solutions,
which may be twice as costlier.
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• 10GBASE-CX4 supports twinax copper cable up to 15 m for datacenter applications.

The actual line of 10GbE is higher than 10 Gbps as a result of 8B/10B or 64B/66B coding. Thus,
10GbE-4 transmits at 4×3.125 Gbps (8B/10B) over four optical channels (i.e., 3.125 Gbps/channel),
called lanes, with a coarse channel spacing of 24.5 nm. The nominal wavelengths defined for each
lane are the following:

Lane 0: 1275.7 nm
Lane 1: 1300.2 nm
Lane 2: 1324.7 nm
Lane 3: 1349.2 nm

The reasons for transmitting over four coarsely spaced wavelengths are the following:

• Inexpensive lasers that are directly modulated and without cooling.
• No need for dispersion compensation and equalization for lengths of 10 to 40 km at such low

bit rate.
• Polarization effects are negligible.
• Optical devices have lower cost and lower maintenance.

Based on this, the 10GbE MAC layer instead of producing a single serial data stream (like the
GbE) maps on four parallel lanes the byte-organized data in a round-robin manner. For example, on
the transmit path, the first byte aligns to Lane 0, the second byte to Lane 1, the third byte to Lane 2,
the fourth byte to Lane 3, the fifth byte to Lane 0, and so on. In addition, in order to avoid ambiguity
of finding the start of the Ethernet frame on a lane and to facilitate frame synchronization, the 10GbE
places the start control character of a frame on Lane 0. This is accomplished by adjusting the typical
12-byte idle inter-packet gap (IPG) length either by padding to 15 bytes or by shrinking it to 8–11
idle bytes. A third option uses an averaging method; it includes a deficit idle counter that keeps track
of the number of idle bytes added to or subtracted from 12 (ranging from 0 to 3) so that over many
frames, the 12-byte average is maintained.

10GbE network adapter cards have been implemented and have been evaluated for high-
performance computing applications. Their performance surpassed all previous Ethernet cards
(http://www.guinessworldrecords.com/index.asp?id=58445, July 7, 2003).

2.3.5 FDDI

Fiber data distributed interface (FDDI) is a high data rate local area data network based on a dual
fiber-ring topology, Fig. 2.24, and it uses a timed-token protocol (TTP) according to bidding process.
Although not widely used, it offers both synchronous and asynchronous services to other stations on
the ring by sending priority tokens (i.e., very short messages). If a FDDI station needs to transmit a
packet and if there is no traffic on the ring, it sends a token to cease the ring, and if this is successful,
then it sends the packet. If two stations attempt to send a token simultaneously, then they stop
transmitting and they retry.

FDDI transports data at 100 Mbps, and because it uses a 4B/5B coding, the actual bit rate on the
fiber medium is 125 Mbps.

The FDDI frame consists of nine fields:

• Preamble (64 bits)
• Starting delimiter (8 bits)
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Fig. 2.24 The dual-fiber ring FDDI local area network

• Frame control (8 bits)
• Destination address (16 or 48 bits)
• Source address (16 or 48 bits)
• Information (up to 4,500 octets)
• Frame check sequence (32 bits)
• End delimiter (8 bits), and
• Frame status (at least 12 bits or 3 symbols; each symbol consists of 4 bits).

FDDI was designed with superb protection against link failures; this feature has been adopted by
most Metro optical networks. When a link fails, the stations adjacent to failure automatically recon-
figure themselves by establishing loops on the physical layer, from the primary to the secondary ring.

The FDDI station standard consists of four sections:

• The physical layer medium dependent (PMD)
• The physical layer protocol (PHY)
• The medium-specific access control (MAC), and
• The station management (SMT).

FDDI networks support links up to 2 km in length. Based on this, a practical FDDI network can
have up to 200 km total fiber length (both primary and secondary), and it can accommodate more
than 500 stations.

FDDI has inspired the two-connected regular ring–mesh network (RMN) architecture, also
known as manhattan street network (MSN) or Manhattan FDDI (M-FDDI). This network utilizes
distributed control, packet queuing, adaptive routing, flow control, dead-lock avoidance, and packet
re-sequencing and exhibits an increased throughput performance as well as fault and disaster avoid-
ance. As an example, a 64-node RMN network outperforms in throughput a bus network by a factor
of 20 to 30, if all things are equal. The factor increases in larger networks. The RMN exhibits a
superior routeability or packet deliverability from the standpoint of the number of available routes
between two nodes in the network. For unidirectional M-FDDI with N × N nodes, the total number
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of possible routes per channel between source and destination, without visiting the same node twice,
is estimated to be N!(N − 1). However, in bidirectional RMNs, this number increases rapidly; for
example, a 3 × 3 has 176 and a 4 × 4 has 1592.

FDDI, an optical LAN of the 1980s, proved that data fiber rings were an excellent solution for
Metro applications that Ethernet could not be easily applied. As a result, many of the topological
and protocol features of FDDI were adopted in new fiber data networks, such as the shared rings
(from RMN or M-FDDI), two- and four-fiber Metro rings, the Ethernet over Metro (fiber ring), and
the new resilient packet ring (RPR).

2.3.6 Switched Multi-megabit Data Services

The Switched multi-megabit data services (SMDS) is a packet technology that

• has large packet size (∼9K bytes);
• enables packet transfers to several destinations using grouping addressing;
• enables data transfers across MAN to SMDS in different LANs; and
• is based on the IEEE 802.6 (DQDB) protocol.

2.3.7 Frame Relay

The Frame Relay was an early fixed-size packet technology that was used by a provisioned syn-
chronous network. At the access points, or user to network interface (UNI), the packet traffic is
concentrated from a number of users, typically over leased lines (T1/E1), and the concentrated traffic
is switched by means of a FR switch and it is put on a common backbone. Several interconnected
FR switches form a Frame Relay Network. This network takes advantage of the variability of traffic
patterns and by over-subscribing it uses available bandwidth to offer cost effective data service. The
frame structure of FR is shown in Fig. 2.25.

2.3.8 The Transmission Control Protocol

The transmission control protocol (TCP) is a connection-oriented protocol; a connection is setup
by defining parameters. It is a transport-layer protocol that is built over the Internet protocol and
provides congestion control by using the sliding window scheme; round trip time (RTT) delay is
used as a measure to define the sliding window length.
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Fig. 2.25 Frame relay frame
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The TCP receives data from the application layer, which it segments and forms packets by adding
its own overhead octets. The overhead contains the following fields:

• The source port (2 octets) indicates the sending user’s port number
• The destination port (2 octets) indicates the receiving user’s port number
• The sequence number (4 octets) able to number 232-1 frames
• The acknowledgment number (4 octets)
• The header length (4 bits) indicates the length of header counted in 32-bit words
• The reserved (4 bits)
• The urgent (1 bit) indicates whether the urgent-pointer is applicable or not
• The acknowledgment (1 bit) verifies the validity of an acknowledgment
• The push (1 bit) indicates, when set, that the receiver should forward immediately the frame to

the destination application
• The reset (1 bit) instructs, when set, the receiver to abort the connection
• The synchronize (1 bit) is used to synchronize the sequence numbering
• The finished (1 bit) indicates that the sender has finished transmitting data
• Not used (2 bits)
• The window size (2 octets) specifies the window size
• The checksum (2 octets) checks the validity of the received packet
• The urgent pointer (2 octets) directs the receiver, when set, to add up the value of the pointer field

and the value of the sequence number field in order to find the last byte of the data and to deliver
urgently to the destination application

• The options (up to 4 octets) specifies functions not available in the basic header
• The padding (1 octet) concludes the TCP header. The data field is appended at the padding field.

This comprehensive TCP header is better suited to applications that require reliability but not
speed such as e-mail, wide world web, file transfer, remote terminal access, and mobile.

2.3.9 The User Datagram Protocol

The user datagram protocol (UDP) is a transport-layer connectionless protocol. UDP over IP pro-
vides the ability to check for the integrity of packet flow. UDP provides error control but not as
efficiently as the TCP. Like TCP, so UDP adds a header to a segment of data. The various fields
added to a data segment are as follows; notice the absence of any acknowledgment fields in the UDP
header, since this is a connectionless protocol:

• The source port (2 octets) indicates the sending user’s port number.
• The destination port (2 octets) indicates the receiving user’s port number.
• The UDP length (2 octets) specifies the length of he UDP segment.
• The UDP checksum (2 octets) contains the computed checksum, and this field concludes the TCP

header. The data field is appended at the UDP checksum field.

The UDP protocol was developed with header simplicity, as compared with the TCP header,
in order to provide faster and more efficient delivery. Thus, the UDP simplicity, although not as
reliable as the TCP is applicable to voice over IP, video over IP, DNS, SNMP network management,
and mobile IP.
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2.3.10 The Real-Time Transport Protocol

The real-time transport (RTP) protocol provides the basic functions required for real-time applica-
tions. RTP segments data into smaller application data units (ADU), to which it adds its own header
to form application level frames to run over transport protocols.

RTP is applicable to real-time applications that can tolerate a certain amount of packet loss, such
as voice and video. However, RTP includes a mechanism that notifies the source of the received
quality of packets so that the source may make some rate adaptation in order to improve transmission
and throughput quality or packet delivery quality.

The RTP packet format contains a header (16 octets), the datagram, and the contributing source
identifier (4 octets) as a trailer. The added overhead by RTP is as follows:

• The version (2 bits) indicates the protocol version.
• The padding (1 bit) indicates that there is a padding field at the end of the payload.
• The extension (1 bit) indicates the use of an extended header.
• The contributing source count (4 bits) indicates the number of contributing source identifiers.
• The marker (1 bit) marks a boundary in a data stream. In video applications, this bit is set to

denote the end of a video frame.
• The payload type (7 bits) specifies the payload in the RTP frame. It also contains information

about encryption or compression.
• The sequence number (2 octets) identifies the numbered sequence of packets after segmenting the

data stream.
• The timestamp (4 octets) indicates the time the first byte of data in the payload was generated.
• The synchronization source identifier (4 octets) identifies the RTP source in a session.
• The contributing source identifier (4 octets) is an optional field, placed after the datagram, and it

indicates the contributing source(s) of the data.

A more comprehensive real-time protocol is the real-time control protocol (RTCP) that runs on
top of UDP and it supports enhanced performance functions by using multicasting to provide per-
formance feedback. This is supported by defining several types of RTCP packets, such as the sender
reports, the receiver reports, the source descriptor, the goodbye, and other application-specific
types.

2.3.11 Internet Protocol

The Internet protocol (IP) and the network based on it is a packet technology defined as best-effort
connectionless [31]. Thus, IP does not establish a fixed (switched) path dedicated for the duration
of a session, but instead, it assembles packets of variable length, and by store-and-forward it deliv-
ers each one over one or more routes, taking advantage of the temporal availability of bandwidth
resources throughout the network.

At the receiving end, because packets arrive with different latency and perhaps out of sequence,
the packets include in their overhead a source and a destination address, a packet sequence number,
an error control, and other information. Thus, although the IP network did not measure up in real-
time delivery compared with the circuit switched network, it proved to be an economical method
for delivering data and it was rapidly deployed. For example, latency exceeded 500 ms, whereas
the acceptable round trip delay in synchronous networks is <300 ms (round trip delay is measured
from phone-to-phone and back), quality of service (QoS) was limited to best effort whereas the
circuit switched network has better than 99 % availability, and privacy was not part of the initial IP
strategy.
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The IETF Internet Protocol Performance Metrics group (IETF IPPM) and the Cooperative Asso-
ciation for Internet Data Analysis Group (CAIDA) has defined IP performance metrics for evaluating
a data network. Among these metrics are

• symmetry or asymmetry characteristics of data flow (geographical, temporal, and protocol
related),

• packet length distribution (predominant packet size on the IP network),
• length of packet train or packet flow distribution (i.e., the typical number of packets in a single

transaction),
• causes of packet delay,
• causes of network traffic congestion, and
• protocols and their application on the IP network (TCP, http)

The explosion of IP demanded added updates (IPv4, IPv6) to support voice over IP and real-time
compressed video over IP from multiple sources. However, since all sources are not equal, there is
a trust rate assigned to each. The highest trust rate is assigned to directly connected interfaces or
manually entered static routing and the lowest trust rate to internal border gateway protocol. That
is, the highest trusted rate sources are similar to traditional synchronous communications networks.
As a result, in an effort to offer QoS, service flexibility, granularity, scalability, shared-access, point-
to-multipoint, customized bit rates, and easy service migration in optical networks, the Internet
protocol is encapsulated in “several forms”, such as “Internet over SONET”, “Internet over ATM
over SONET”, an so on.

2.3.11.1 Voice over IP

Voice over IP, also known as IP telephony, must at minimum provide the same (or almost the same)
quality of service (QoS) and a publicly acceptable service availability. With traditional routers, it is
questionable if IP telephony can match the availability and quality of the traditional wired (circuit
switched) telephony. However, this largely depends on future router improvements, and new protocol
development based on which VoIP may approach the traditional voice quality and gain popularity
mainly due to the low cost of Internet and thus become a direct competitor to traditional telephony,
Table 2.6. On the other hand, it is also expected that voice services will be bundled with data services
and be offered over the next generation synchronous optical network at very low price, with voice
traffic representing a miniscule percent of the total transportable traffic over the multiwavelength
fiber-optic network, which using DWDM is several terabits per fiber.

One of the early issues in IP telephony was that it relied largely on non-standard digital signal
processing (DSP) for coding, in contrast to the α- or μ-law standardized CODECs of traditional
telephony. Since then, the ITU-T has defined several recommendations such as the G.723.1 that
supports two voice codec rates, 5.3 and 6.4 Kbps, the G.729A supports 8 and 13 Kbps, and others
such as G.711, G.728, G.729, G.729B, and recommendations on video (H.261 and H.323). Clearly,
for IP telephony to be interoperable, the packet must include in the overhead a code to indicate to the
receiving end which coding (compression) algorithm has been used so that the decoder can adapt to
this algorithm and decompress the voice packet encapsulated in IP. That is, the IP network must be
telephony aware with a technological sophistication by which:

• Overall delay and network latency meet the acceptable level;
• Lost-packets should be compensated and the rate of packet loss should remain below a threshold

level commensurable with speech sample loss;
• The network and the path must be reliable under extreme conditions, network, and environmental,

complying to the quality of service (QoS);
• The network should be managed complying with standards;
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Table 2.6 Protocols for VoIP
Layer Protocol

SIP H.323 suite of protocols

Media
transport

Registration Media transport Security Signaling Data

Voice codec Video codec

H.225.0-RAS G.711 H.261 H.235 H.225.9-Q.931 T.120
G.722 H.323
G.723
G.728 H.245

5 G.729 H.250
H.263

RTP, RTCP RTP, RTCP
4 UDP TCP
3 IP, RSVP, IGMP

IP: Internet protocol
IGMP: Internet group management protocol
MGCP: media gateway control protocol
RSVP: resource reservation protocol
RTP: real-time transport protocol
RTCP: real-time control protocol
SIP: session initiation protocol
TCP: transmission control protocol
UDP: user datagram protocol

• It meets synchronization, clock, and jitter requirements. Traditional networks operate on a
national clock hierarchy defined by standards, whereas routers operate on their own local clock;

• It meets echo cancellation requirements. Echo becomes a significant problem when overall (round
trip) echo exceeds 50 ms;

• It addresses talker overlap. This is caused when one-way delay exceeds 250 ms and when one
talker steps on the other talker’s speech;

• It forms “short” packets with minimal insertion delay;
• Call initiation and termination procedures, emulating call admission control or traditional tele-

phony signaling such as off-hook, on-hook, ringing, busy, and so on.

2.3.12 The Point-to-Point Protocol

2.3.12.1 ISDN

The integrated services digital network (ISDN) is a standardized technology of the 1980s devel-
oped to offer digital and integrated services (voice, high-speed data, conferencing, etc.) over the
synchronous circuit switched network [32–47]. In ISDN, the POTS end device (the plain telephone)
is replaced by the ISDN telephone, which now is more complex as it includes CODEC and other
electronic functions in it.

Two ISDN rates were defined; the basic rate (BRI) at 144 Kbps and the primary rate (PRI) at 1.544
Mbps. The BRI consists of two B channels, each at 64 Kbps, and of one D channel at 16 Kbps. The
B channels transport data and/or voice. The D channel transports maintenance and control messages
and it supports user defined mix payload. Briefly, the D channel is used for:

• Signaling
• Calling number ID
• Far-end supervision
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Table 2.7 Utilization of PRI
Designation N B D Payload

N×B+D 1–23 Y Y 128 Kbps–1.536 Mbps
N×B 1–24 Y N 64 Kbps–1.536 Mbps
N×H0 4 N N 384 Kbps
N×H0+D 3 N Y 384 Kbps
H1 – N N 1.536 Mbps
H10 – N N 1.536 Mbps

• User-to-user message transfer
• Telemetry for fire alarms, security, meter reading, and so on
• Access to packet switching network
• Support new network services; multiple directory numbers sharing, and so on.

In contrast, the ISDN PRI uses the DS1 facility at 1.544 Mbps (24 time slots or channels each
at 64 Kbps + the same ESF framing bit) to transport a combination of voice/data digital channels,
Table 2.7.

2.3.12.2 PPP

The point-to-point protocol (PPP) defines the encapsulation of LAN IP over the B channel of
ISDN [48]. One encapsulation requires bandwidth greater than 64 Kbps and the other bandwidth
lower than 64 Kbps. Prior to transporting LAN IP over PPP, a step-by-step negotiation takes place
using specifically defined PPP frames, Fig. 2.26. The main negotiation steps are

• the link control protocol (LCP),
• the authentication protocol (AP), which consists of

• the password authentication protocol (PAP) and
• the challenge handshake authentication protocol (CHAP), and

• the network control protocol (NCP).

The LCP frame consists of the PPP header (0×FF03), the LCP protocol field (O×C021), the LCP
code field, and the LCP options field. The LCP code conveys the following messages:
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Fig. 2.26 PPP: LCP, authentication, and NCP frames
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• configuration request
• configuration acknowledge
• configuration non-acknowledge
• configuration rejected
• echo request (to check quality of service)
• echo reply.

The LCP negotiated options are

• security option,
• authentication mode, and
• multilink option.

The authentication protocol (AP) frame consists of the PPP header (O×FF03), the protocol field,
and the parameters field. The protocol field indicates the type of authentication:

• password authentication protocol (PAP)
• challenge handshake authentication protocol (CHAP).

The network control protocol (NCP) consists of the PPP header (0×FF03), the NCP protocol
field, the NCP code field, and the NCP options field. The NCP protocol field conveys the following:

• IP control protocol (IPCP) with hex code O×8021,
• Novell IP extended control protocol (IPXCP) with hex code O×802B
• Bandwidth allocation control protocol (BACP) with code O×C02D.

The NCP code field conveys the following:

• configuration request (the configuration parameters are network number, IPX node, router alias)
• configuration acknowledge
• configuration non-acknowledge
• configuration rejected
• termination request; used to interrupt PPP traffic before B channel is disconnected
• termination acknowledge.

After the negotiation, the IP is encapsulated in PPP frames and is routed; however, there are two
cases, Fig. 2.27:

• If the data rate is ≤64 Kbps, the encapsulated IP packet is routed over one B channel. In this case,
the PPP frame consists of the PPP header (0×FF03), the protocol code field (0×0021), and the
IP packet field.

• If the data rate is between 64 and ≤128 Kbps, then the IP packet is fragmented into two pieces that
are routed over both B channels (B1 and B2). This is called PPP/multi-link protocol (PPP/MLP).

Fig. 2.27 PPP frames for IP
packets requiring ≤ 64 Kbps
(A) and >64 Kbps (B)
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In this case, the frame consists of the PPP header (0×FF31), the protocol code (0×003D), and
the IP fragment field (fragment #1 in B1, and fragment #2 in B2).

2.3.13 4B/5B and 8B/10B Block Coding

We have described that certain protocols (such as Ethernet and FDDI) use a code conversion at the
physical layer, the 4B/5B and 8B/10B. That is, 4-bit codes are converted to 5-bit and 8-bit to 10-bit
according to a specific algorithm or table code conversion.

Because data is transmitted serially, there is no assurance that there will be no long sequence of
zeroes and of ones; typically, it is desirable to have a balanced number of zeroes and ones so that a
DC average value is maintained to keep the receiving clock running within the expected accuracy
and jitter tolerance. To remove the zero–one imbalance, one successful method is to regard the 4-bit
or 8-bit octet as a block and convert it to a 5-bit or 10-bit block.

For example, a 4-bit block provides 24 or 64 combinations of binary values, among which the
high imbalanced codes 0000, 0001, 1000, 1111 and others are. However, the 5-bit block yields 25

or 128 combinations of binary values from which 64 can be selected with a good zero–one balance,
whereas the remaining 64 codes are either not used or are used occasionally as specific control codes.
To further illustrate how this works, the following describes the 3B/4B simpler code.

2.3.13.1 Example: 3B/4B Block Coding

In this case, 3-bit codes yield the eight combinations: 000, 001, 010, 011, 100, 101, 110, and 111.
Similarly, 4-bit codes provide 16 combinations from which a one-to-one association is made between
eight 3-bit codes and eight selected 4-bit codes, following an algorithm for uniqueness as follows:

Count the number of ones in the 3-bit code.
If odd, then add a “1” to the right of the least significant bit (LSB)

If 1111 then covert to 1101, else go to the next step.
If even, then add a “0” to the right of the LSB

If 0000 then covert to 0010, else go to the next step.
According to this simple algorithm, a 010 becomes 0101, and so on, Table 2.8.

2.3.13.2 Example: 8B/10B Block Coding

The initial 8-bit octets represent 28 binary combinations, many of which have very few ones or zeros.
For example, consider the possible string

1000 0000 | 0000 0000 | 0000 0000 | 0000 0001 | . . .

Table 2.8 3B/4B conversion
3-bit
codes

4-bit
codes

4-bit codes
improved

000 ⇒ 0000 ⇒ 0010
001 ⇒ 0011 ⇒ 0011
010 ⇒ 0101 ⇒ 0101
011 ⇒ 0110 ⇒ 0110
100 ⇒ 1001 ⇒ 1001
101 ⇒ 1010 ⇒ 1010
110 ⇒ 1100 ⇒ 1100
111 ⇒ 1111 ⇒ 1101
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which has too many zeroes. Such 8-bit binary codes would appear in delimiters, in control characters,
and in data creating ambiguity at the receiver.

Considering 10-bit characters, there are 210 (1024) binary combinations, from which a subset
of only 28 (256) is selected according to a prescribed algorithm so that the constructed string of
10-bit character codes maintains the desired density of ones. Moreover, some of the remaining 10-bit
codes can be used as delimiters and special control characters so that they will never appear in the
overhead or data field of a packet (unless there are errored bits). However, this conversion implies
that 25 % more bits are introduced; the bit rate on the transmission medium is accordingly increased
representing 25 % bandwidth overhead.

For compatibility and interoperability purposes, the 8B/10B conversion process is defined by
standards. Eight-bit codes spanning from 0×00 to 0×FF (a total of 256) are coded as D0.0 to D31.7.
For example, binary codes from 0×00 to 0×1F are coded as D0.0 to D31.0, from 0×20 to 0×3F are
coded as D0.1 to D31.1, and so on. However, the conversion of each 8-bit binary code to a specific
10-bit code (known as abcdei fghj) depends on the number of ones in the abcdei and fghj subblocks
of the previous states, and it is determined according to complex rules. Based on block-coding
theory, according to which these rules are generated, there are 12 special code-groups from which
only six are employed in gigabit- Ethernet (GbE). A full description of 8B/10B conversion is beyond
the purpose of this and the interested reader may consult appropriate standards.

2.3.14 Fiber Channel

A channel is a well-defined, direct, and structured mechanism to transport information data between
a source and a destination, and in some cases, to several destinations. Most of the decision making
takes place before and during setting up a channel. When a channel is set up, then very little decision
is required and made. In the data space, a channel is set up to connect peripheral devices from a
workstation to a peripheral device such as a printer.

Channels are specified by common channel protocols and for a limited distance between source–
destination, typically few feet or meters. However, in large systems connected with large capacity
peripherals at long distances, few meters is not sufficient, and this is the application target of the
fiber channel (FC) protocol [49–61].

The fiber channel (FC) protocol was developed for high-performance devices that communicate
with processors and for intercommunication between many processors. The FC physical interface
defines a system that consists of a set of a general purpose processors, servers, or subsystems; a FC
node may contain one or more ports called node_port, a function that connects the FC node with
another FC node or with the FC switching fabric.

FC is specified to support several transmission media, coaxial, shielded twisted copper pair with
a DB-9 connector, optical fiber (multimode with 62.5 and 50 μm core, and single-mode fiber with 9
μm core). LED or lasers light sources may be used at wavelengths 780 and 1,300 nm. The maximum
link length varies from 500 m to 10 km for optical transmission and from 10 to 100 m for electrical
transmission.

FC is specified to support several bit rates. The most common rate is 1,063 Mbaud, also termed
“full speed”; this is derived from 100 Mbytes/s (10×) and adding 63 Mbit/s overhead: 100×10+63
Mbit/s = 1,063 Mbit/s. There are also multiple rates (2× at 2,126 Mbit/s and 4× at 4,252 Mbit/s)
and sub-rates (1/2×, 1/4×, and 1/8×, at 50, 25, and 12.25 Mbytes/s, respectively).

FC defines five layers, FC-0 to FC-4:

• FC-0 specifies the physical interface: media, receiver, transmitter, signaling, medium and data
rate. For example, at 100 Mbytes/s, the I/O port may support 1,300 nm laser over SMF, or 780 nm
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laser over 50 μm MMF, or electrical over coaxial. In contrast, at 12.5 Mbytes/s may support 1,300
nm LED over 62.5 μm MMF, or electrical over coaxial or shielded twisted pair.

• FC-1 is the transmission protocol that specifies the link maintenance aspects and EBCDIC
8B/10B encoding/decoding.

• FC-2 is the signaling protocol that specifies the frame format, segmentation and reassembly, flow
control, classes of services, exchange and sequence management, topologies, and login/logout
procedures.

• FC-3 specifies the common services for multiple ports on one mode.
• FC-4 specifies the upper layer protocol (ULP), and it is responsible for mapping traditional higher

layer protocols, such as

• Internet protocol (IP)
• Asynchronous transfer mode (ATM) using adaptation layer 5 (AAL-5)
• Small computer system interface (SCSI)
• High-performance parallel interface (HIPPI)
• Intelligent peripherals interface-3 (IPI-3)
• Single byte command code sets (SBCCS)
• Fiber connectivity (FICON)
• Enterprise system connection (ESCON)
• Video/audio multimedia, and networks

The FC frame is preceded and concluded by idle frames to provide margin between frames,
Fig. 2.28.

FC is suited to two key topologies: the point-to-point and the arbitrated loop, Fig. 2.29, and it
defines a port that consists of a transmitter with outbound traffic and a receiver with inbound traffic.

The point-to-point topology requires a two-fiber link, one for transmit and the other for the receive
direction. It also requires a simple link initialization before communication begins.

The arbitrated loop can connect up to 127 ports in a single network and the media is shared among
many devices; these devices support the arbitrated loop initialization protocol.

In addition, FC supports a fabric switch topology and a fabric switch with arbitrated loops topol-
ogy capable of interconnecting 224 devices and allowing simultaneous communication, Fig. 2.30;
the fabric switch is non-blocking and the I/O ports of the FC fabric are known as F_Ports. When FC
ports login the fabric, the fabric assigns native address identifiers to them. Thus, the fabric may be a
broadcast server, a directory server, a multicast server, an alias server, and so on.
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Fig. 2.28 FC frame structure (number in parenthesis indicate octets). However, after 8B/10B encoding, octets become
10-bit long
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Fig. 2.29 FC supports the
point-to-point topology (A)
and the arbitrated loop
topology (B)
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A

B

During the loop initialization process (LIP), each port is assigned dynamically an 8-bit arbitrated
loop physical address (AL_PA).

• The initialization process begins with transmitting a LIP Primitive Sequence upon power on a
port or when a loop failure is detected. As the port starts transmitting a LIP, it triggers other ports
on the loop to transmit a LIP.

• During this phase, a master port is selected, either the one with the lowest numerical port name
or one that is at a fabric switch.

• The next step is to allow a port to select an AL_PA. The loop master transmits a 127-bit bitmap
of a frame around the loop and each port seizes a bit. There are four priorities:

• The highest is known as loop initialization fabric assigned (LIFA) and goes to the fabric
switch.

• The other three are loop initialization previously assigned (LIPA), loop initialization hard
assigned (LIHA), and loop initialization soft assigned (LISA). Thus, by the time the bitmap
frame has returned to the master, all ports on the loop have been assigned an AL_PA.

• Finally, the master transmits a primitive signal to indicate that the initialization process is com-
plete.
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Fig. 2.30 The FC switch supports the point-to-point connectivity (A) and the fabric switch with arbitrated loops
topology (B)
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For congestion control, FC uses a credit-based flow control scheme. Each transmitting node
according to buffer size is given a number of credit tokens. When transmission of frames begins,
these credits are decremented. Frame transmission is halted if there are no credits left. Upon receiv-
ing acknowledgment, the credits are replenished and transmission may start again. This credit
scheme is predictable, equitable and it guarantees that no frames are lost due to buffer over-
flow.

2.3.15 ESCON protocol

The enterprise systems connection (ESCON) is an I/O switch point-to-point technology that pro-
vides bidirectional serial bit transmission over two unidirectional optical MMF or SMF fiber
cables [62, 63]. It supports distances as far as 9 km between control units and processors over
fiber. The optical signal is about 10–50 mW at 850 nm for MMF (or 1300 nm for SMF). The fiber
mode (MMF or SMF) is determined according to the distance and bit rate using either LEDs or
inexpensive laser sources. Over MMF (62.5/125 or 50/125), a bandwidth/length of 500 Mbps-km
is defined; that is, 500 Mbps transmitted over 1 km or 1,000 Mbps over 0.5 km, but at a maximum
distance of 3 km. Similarly, over SMF, a bandwidth/length of 100 Gbps-km is used.

ESCON also defines devices known as signal “repeaters/converters”. These monitor the usage of
the fiber link and they collect error statistics. In addition, an “ESCON manager” manages a multiple
ESCON system configuration.

The ESCON communications protocol is implemented through sequences of special characters
and through formatted frames of characters. Sequences consist of a predefined set of characters that
signal either specific states or transitions to states. Frames have a variable length and transport data.
Switching functionality is implemented with devices called “directors; directors are non-blocking
and can dynamically or statically switch traffic”.

Information transmitted over ESCON links is EBCDIC 8B/10B encoded. From the 210–28

remaining codes several are used as special characters in specific ESCON functions. The 8B/10B
coding is transparent to channel units. Thus, if the signal rate is 200 Mbps, the effective information
data rate is not 20 MB/s but lower, calculated by n/(OH+n)×20, where n is the quantity of data, OH
is the overhead (header + trailer).

ESCON frames, Fig. 2.31, begin with a 2-character “start-of-frame” (SOF) delimiter and end
with a 3-character “end-of-frame” (EOF) delimiter. Following the SOF is a destination field
(3 characters), a source field (3 characters), and a link control field (1 character). Then, a variable
information field (up to 1,028 characters), and a link trailer (5 characters), which includes the EOF.
For synchronization purposes, the SOF is preceded by a string of “idle” characters that are unique
(they cannot occur within the frame).
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Fig. 2.31 Definition of the ESCON frame
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• The ESCON SOF and EOF characters, unlike other protocols, have multiple meaning. SOF char-
acters denote either “connect” (establish a connection) or “passive” (connection has been estab-
lished). The EOF characters denote either “disconnect” (tear down a connection) or “passive”
(connection has been established). Again, these characters are unique and they cannot be found
in other fields, a benefit of the 8B/10B encoding.

• The information field consists of the “device header” and the “device information block” (DIB).

• The “device header” consists of the “information field identifier” (IFI) (1 character), the
“device address” (2 characters), and the “device-header flag” (1 character).

• The DIB field may contain data, control, status, or commands.

2.3.16 FICON Protocol

The fiber connection (FICON) protocol is the next generation ESCON developed by IBM Corp. to
support connectivity between mainframes and storage devices located at distances requiring longer
fiber links and higher bit rates. To accomplish this, the FICON protocol supports

• Link bandwidth of 100 MB/s and 2 GB/s for FICON express (compared with 20 MB/s for
ESCON).

• Connections of up to 20 km and up to 100 km lengths (compared with 9 km for ESCON).
• MMF (62.5/125, 50/125) at 850 nm and SMF (9/125) at 1,300 nm.
• Full-duplex data transfer. In storage devices, full-duplex means that data can be read and can be

written simultaneously over the same link.
• An address space of 16,384 devices (as compared with 1,024 for ESCON).

FICON has adopted the mapping layer of FC (FC-4) and thus it is capable of multiplexing small
and large packets on the same link. Thus, small packets do not have to wait for the large ones (with
higher priority) to be transferred over FC links; FC Links are terminated at the FICON switch with
a FC adapter card, Fig. 2.32.
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Fig. 2.32 FICON has adopted the FC-4 layer. FC links are terminated at the FICON switch with a FC adapter card
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2.4 Resilient Packet Ring

Two known issues with SONET/SDH are resource utilization and cost. Two known issues with
Ethernet are latency and jitter. An attempt to minimize these issues is the Metro ring topology that
combines the virtues of SONET and Ethernet, it is supported by a protocol known as resilient packet
ring (RPR), and it is considered by some the rival to next generation SONET/SDH.

SONET and Ethernet are considered layer-1 protocols. RPR is a layer-2 MAC protocol (worked
by the 802.17 RPR Working Group), and it supports traditional carrier-class features on dual bidirec-
tional rings such as QoS, restoration, protection, resiliency, access, bandwidth fairness to customers,
simplified provisioning, and new services (broadcast and multicast). Additionally, RPR is supported
by both SONET and by GbE on the physical layer.

A RPR packet consists of the header, the information payload and the trailing end fields.

• The header contains a destination address (DA), a source address (SA), a payload type (Type),
and a cyclic redundancy code (CRC) error control code for error detection and correction in the
DA, SA, and Type fields.

• The payload field contains the information payload which can be up to 1,500 bytes, and the
payload FCS to detect and correct errors in the payload.

• The trailing end field contains a time to live (TTL) field, a class of service (CoS) field, and an
in/out profile indicator (IOP). The IOP advertises the drop eligibility of the packet.

Based on TTL, DA, and IOP values, the RPR MAC determines if a packet should be

• dropped or it should be expressly switched to minimize buffering, jitter, and latency;
• passed in transit to the next node on the ring avoiding the switching function and reducing buffer-

ing and latency;
• stripped if the packet is corrupted; and
• copied and pass the copies in transit for multicasting.

In particular, the RPR MAC offers four services: reserved, high priority medium priority, and low
priority.

• Reserved is a service similar to TDM, and idle bandwidth is not available to other services.
• High priority is for jitter and latency sensitive traffic.
• Medium priority allows for services that require provisioned bandwidth.
• Low priority allows for bandwidth negotiations, via bandwidth-notification messages, between

the stations (or nodes) on the ring.

RPR uses two counter-rotating rings to propagate packets, a notion that was first deployed in
FDDI and in SONET/SDH. Each station on the ring is designed such that packets not addressed to it
pass in transit without being switched. RPR can be synchronized with a stratum-1 8 kHz clock thus
supporting SONET ring applications; RPR can be mapped in one or more OC-3s of an OC-12 or
OC-192 allowing for TDM payloads to be mapped in the remaining payload envelop capacity. Thus,
RPR supports real-time traffic as well.

The RPR ring serves as a shared medium. Both rings transport traffic with different priority;
during failures, the lowest priority traffic is dropped first to avoid congestion. Each node on the ring
has visibility on ring capacity and it shares bandwidth according to a fairness algorithm, which is
built in the RPR protocol.

RPR requires 50 ms protection switching, which is compatible with SONET/SDH. Protection is
accomplished with steering all traffic to the other ring, or wrapping traffic (also known as looping
back) at the nodes which are adjacent to the failed link. The network architecture of a RPR ring is
shown in Fig. 2.33.
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Chapter 3
WDM Technology and Networks

3.1 Introduction

The optical components that were initially used for scientific and commercial purposes were based
on naturally found transparent crystals, and artificially made from them lens and mirrors. Ancient
mathematicians, geometers, and astronomers like Apollonios of Perga (third century BCE), Diocles
of Carystos (third century BCE), Eudoxos of Cnidos (fifth to fourth century BCE), Hipparchos
of Nicaea (second century BCE), Zenodoros of Athens (third to second century BCE) studied the
propagation and reflectivity of light and developed the theory of spherics: conics, parabolas, and
hyperbolas; they discovered the focusing imperfection of spherical mirrors and corrected them with
transmission media based on glass.

Glass-based fiber has been so fantastic, as compared with copper and electromagnetic waves, that
currently it is the only medium considered for ultrafast and ultrahigh bandwidth [1, 2]. Optical com-
ponents that have been deployed in wavelength divisions multiplexing (WDM) optical communica-
tions systems are based on artificially and highly sophisticated components that provide well-known
functionality [3, 4]. Among such functionality is optical multiplexing and demultiplexing, sourcing
(lasers), receiving (photodetectors), filtering, modulation, optical amplification (EDFA, Raman), dis-
persion compensation, equalization, add-drop multiplexing, cross-connecting, coupling, and so on
[5], Fig. 3.1. The working optical frequencies used in DWDM communications are in the spectral
range of 0.8–1.6 μm. Thus, optical communication components are transparent to these frequencies,
with the lowest attenuation and with negligible non-linear undesirable effects. Additionally, optical
communication components need to be at optimal cost-efficiency and performance and have small
volumetric dimensions, many of which are already in the micrometer or smaller. Among the critical
components in optical communications is the transmission medium, the glassy fiber.

3.2 The Optical Fiber in Communications

The propagations of light in transparent dielectric material have been studied for centuries. However,
it is in the last few decades that propagation of light in a glassy fiber thinner than the human hair has
found a widespread applicability in communications as well as in the medical field. In particular, it is
optical communications that has driven fiber technology to a supreme state that in the last decade or
so, fiber has wrapped the world many times over connecting each continent and each country under
water and over land. Without this fiber-optic optical network, the communication services offered
today and those that will be offered tomorrow will not be possible.

S. V. Kartalopoulos, Next Generation Intelligent Optical Networks, 55
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Fig. 3.1 A broad range of optical components has made possible DWDM networks to transport several terabits per
second

It is known that light travels in a straight path when in free space. However, when it travels in
fiber, it follows its curves and loops for many kilometers, therefore, it is of interest to examine the
glassy medium and how light travels in it.

3.2.1 Propagation of Light in Matter

When light travels within a dielectric transparent matter, it travels at a velocity that depends on the
dielectric constant of matter and its wavelength. In general, the propagation of a monochromatic
plane wave within a dielectric matter in the direction z is described by

E(t, z) = A e[j(ωt−βz)],

where A is the amplitude of the field, ω = 2π f , and β is the propagation constant.
Phase velocity, vφ , is defined as the velocity of an observer that maintains constant phase with

the traveling field, that is, ωt − βx = constant. Replacing the traveled distance x within time t ,
x = vφ t , then the phase velocity of the monochromatic light in the medium is vφ = ω/β. In
reality, the dielectric constant of matter is a function of frequency. Consequently, within dielectric
matter, different optical frequencies propagate at different velocities. This is important because in
optical communications, the actual optical signal is not purely monochromatic but it consists of a
band of frequencies. Thus, each frequency in the band travels at a slightly different velocity and
different phase. In this case, group velocity, vg = c/ng, is defined as the velocity of an observer that
maintains constant phase with the group-traveling envelope of the frequencies in the band, that is,
ωt − (Δβ)x = constant, from which vg = ω/Δβ = ϑω/ϑβ = 1/β ′, where β is the propagation
constant and β ′ is the first partial derivative with respect to ω (because the optical signal is not purely
monochromatic, the derivative with respect to ω is not zero). The dependency of dielectric constant,
and thus refractive index, of optically dielectric matter causes some interesting effects, many of
which are to the detriment of photon propagation in matter. Optical fiber consists of dielectric matter.

Additionally, matter is not pure, but it includes impurities that scatter or absorb photons. Both
absorption and scattering have a net effect of optical power loss, which along with other effects
put a limit to the link length between the transmitter–receiver; the amount of light that reaches the
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photodetector must match the photodetector sensitivity in order to be detected reliably [3–6]. How-
ever, absorption may also be advantageous in optical amplification, erbium-doped fiber amplifiers
(EDFA), and Raman-type amplifiers. Photon scattering centers within matter is known as Rayleigh
scattering.

Other influences that affect the propagation of light in fiber and contribute to optical loss are tem-
perature variations along the fiber, mechanical stress, and material non-linearity. To counterbalance
these effects, geometry, fiber consistency, and strength of fiber cable play a critical role, and this is
one of the main reasons for having different types of fibers.

3.2.2 Effects That Affect the Propagation of Light in Fiber

Two relations describe the propagation of electromagnetic waves in nonconducting media:

E(r, t) = ε1 E0e−j(ωt−k.r) and
H (r, t) = ε2 H0e−j(ωt−k.r),

where ε1 and ε2 are two constant unit vectors that define the direction of each field, k is the unit
vector in the direction of propagation r, and E0 and H0 are complex amplitudes, which are constant
in space and time.

Electromagnetic waves that propagate in dielectric medium without charges have a zero field
gradient, that is, (del)E = 0 and (del)H = 0. Based on this, the product of unit vectors is ε1.k = 0
and ε2.k = 0. That is, the electric (E) and the magnetic (H) fields are perpendicular to the direction
of propagation k. Such a wave is called a transverse wave.

3.2.2.1 Attenuation or Power Loss

When an electromagnetic wave propagates in dielectric matter, an interaction between the fields of
the wave and the distributed fields in matter takes place. From this interaction, some energy exchange
takes place, which in most cases is at the expense of the propagating wave. In addition, matter is
not perfectly organized, but there are centers of discontinuity due to nonhomogeneity, as well as
foreign atoms in it that absorb or scatter the wave. Metals, rare earth elements, and compounds
absorb specific frequencies. For example, OH – radicals absorb light about 1.4 μm, and erbium
atoms absorb 980 and 1,480 nm.

The net result is that when light propagates in dielectric such as fiber, it suffers power loss or
attenuation. Because the probability of being attenuated is commensurate with the distance traveled
within the dielectric, an attenuation constant is defined, which for fiber is expressed in decibel per
kilometer. ITU-T G.652 recommends a loss below 0.5 dB/km in the region 1,310 nm, and below
0.4 dB/km in the region 1,500 nm.

In optical communications, the term fiber loss is often used indistinguishably with power attenu-
ation. Fiber loss, for a given optical power, P(0), launched into fiber affects the total power arrived
at the receiver, Pr. Based on this, fiber loss limits the fiber span, Lmax, without amplification, and/or
determines the required amplification gain.

However, the attenuation constant or fiber loss is not the same for all frequencies. For an attenu-
ation constant α(λ), the optical power attenuation at a length L is expressed as

P(L) = P(0)10−α(λ)L/10.

If we replace P(L) with the minimum acceptable power at the receiver, Pr, then the (ideal)
maximum fiber length is determined by
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Lmax = [10/α(λ)]log10[P(0)/Pr].

In general, the optical power attenuation constant, α(λ) is non-linear:

α(λ) = C1/(λ)4 + C2 + A(λ),

where C1 is a constant (due to Rayleigh scattering), C2 is a constant due to fiber imperfections, and
A(λ) is a function that describes fiber-impurity absorption as a function of wavelength.

The optical power attenuation constant of silica fiber (measured in dB/km) is typically plotted as
a function of the wavelength, Fig. 3.2.

Standard single-mode fiber has two low attenuation ranges, one at about 1.3 μm and another at
about 1.55 μm. Between these two ranges, and at about 1.4 nm, there is a high attenuation range
(1,350–1450 nm), due to the OH – radical with a peak at 1,385 nm.

3.2.2.2 Insertion Loss

Insertion loss (IL) is related to the optical power lost when an optical signal passes through a
component, and it is expressed by the ratio power-in to power-out and it is measured in decibel,
IL = −10 log(Pin/Pout), where the signal power is in milliwatts. As the signal passes through
several components, IL of each component is additive.

3.2.2.3 Component Isolation

Component isolation is the degree of transmitted power through a component in one direction com-
pared with the power returned in the opposite direction. The desirable value of isolation is near
infinity (or zero power returned through the component).

3.2.2.4 Channel Isolation

In dense wavelength division multiplexing, optical channels are spectrally, closely located. To min-
imize cross-talk due to frequency drifting, channels are required to be spectrally separated. This is
known as channel isolation or channel separation.

0.1

0.2

0.3

0.4

0.5

0.6

A
tt

en
ua

ti
on

 (
dB

/k
m

)

1,600 1,7001,4001,3001,200 1,5001,100

Wavelength (nm)

Spectral range for fiber communications

Fig. 3.2 Attenuation of silica fiber over the communications spectrum



3.2 The Optical Fiber in Communications 59

3.2.2.5 Polarization of Matter

The electrical state of matter on a microscopic level consists of charges, the distribution of which
depends on the presence or absense of external fields. If for every positive charge there is a nega-
tive charge, then the positive–negative pairs constitute electric dipoles. For a distribution of electric
dipoles, the electric dipole moment per unit volume is defined as the polarization vector P. The
dielectric constant and refractive index of matter depend on the polarization vector. In fact, some
materials (such as crystals) have different refractive index in different directions that coincide with
the crystallographic axes of the material [3–7].

3.2.2.6 Polarization of Light

As light propagates through a medium, it enters the fields of dipoles, and field interaction takes place.
Interaction in certain directions affects the strength of field of light differently so that the end result
may be a complex field with an elliptical or a linear field distribution as seen on a plane perpendicular
to the direction of propagation. Thus, the electric field E becomes the linear combination of the
components in the x and y Cartesian coordinates, Eox and Eoy , so that,

E(r, t) = (εx Eox + εy Eoy)e−j(ωt−k.r).

The latter relationship implies that the two components, Eox and Eoy , vary sinusoidally; they are
perpendicular to each other, and there is a phase between them, φ. In this case, the dielectric quantity
ε is described by a tensor that, in general, has different values in the three axes x , y, and z:

ε =
| εx 0 0 |
| 0 εy 0 |
| 0 0 εz |

= εo

| n2
x 0 0 |

| 0 n2
y 0 |

| 0 0 n2
z |

Now, from (del) 2E = (1/υ2)(ϑ2 E/ϑ t2) and E(r, t) = εEo e− j(ωt−k.r), the following is obtained

k × (k × Eo) + μoεω2E2
o = 0 or : [k × (k × I) + μoεω2][Eo] = 0,

where I is the identity matrix. The latter is a vector equation equivalent to a set of three homoge-
neous linear equations with unknown components of Eo, Eox , Eoy , and Eoz . In a typical case, the
component Eoz along the axis of propagation is equal to zero. This vector equation determines the
relationship between the vector k (kx , ky , kz), the angular frequency ω, and the dielectric constant
ε(εx, εy, εz), as well as the polarization state of the plane wave.

The term [k × (k × I)+μ0εω
2] describes a three-dimensional surface of the field. As the electric

field is separated into its constituent components, each component may propagate in the medium at
a different phase. The phase relationship as well as the magnitude of each vector defines the mode
of polarization:

• If Eox and Eoy have the same magnitude and are in phase, then the wave is called linearly
polarized.

• If Eox and Eoy have a phase difference (other than 90◦), then the wave is called elliptically
polarized.

• If Eox and Eoy have the same magnitude, but differ in phase by 90◦, then the wave is called
circularly polarized.
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Example: The wave equation of circularly polarized is E(r, t) = Eo(εx ± jεy)e− j(ωt−k.r). Then,
the two real components in the x and in the y direction are

Ex(r, t) = Eo cos(k.r – ωt) and Ey(r, t) = ±Eo cos(k.r – ωt).

These equations indicate that at a fixed point in space the fields are such that the electric vector
is constant in magnitude and it rotates in a circular motion at a frequency ω. The term εx + jεy

denotes counterclockwise rotation (facing the oncoming wave), and the wave is called left circularly
polarized or with positive helicity. Similarly, the term εx–jεy denotes clockwise rotation and the
wave is called right circularly polarized or with negative helicity. Thus, E(r ,t) = (ε+ E+ + ε−
E−)e−j(ωt−k.r), where E+ and E− are complex amplitudes denoting the direction of rotation, positive
and negative, respectively.

• If E+ and E− are in-phase but have different amplitudes, the last relationship represents an ellip-
tically polarized wave with principal axes of the ellipse in the directions εx and εy . Then, the ratio
semimajor-to-semiminor axis is (1 + r )/(1 − r ), where E−/E+ = r .

• If the amplitudes E+ and E− have a difference between them, E−/E+ = rejα, then the ellipse
traced out by the vector E has its axes rotated by an angle φ/2.

• If E−/E+ = r = +/ − 1, then the wave is linearly polarized.

Thus, the electric and the magnetic fields of monochromatic light are in quadrature and in time
phase. When created light propagates in free space, the two fields change sinusoidally and each one
lies on one of two planes perpendicular to each other. When light enters matter, then depending on
the displacement vector distribution in matter (and hence the dielectric and the refractive index), the
electric and/or magnetic field of light interacts with it in different ways. In addition, light becomes
polarized when it is reflected, refracted, or scattered. In polarization by reflection, the degree of
polarization depends on the angle of incidence and on the refractive index of the material, given by
the Brewster’s Law tan(IP) = n, where n is the refractive index and IP the polarizing angle.

3.2.2.7 Polarization-Dependent Loss (PDL)

As the optical signal travels through optically transparent matter, due to spatial polarization interac-
tion it suffers selective power reduction or optical power loss in specific directions; this power loss
due to local polarization influences is wavelength dependent and is known as polarization-dependent
loss (PDL) and is measured in decibels (dB). At bit rates below 10 Gbps, PDL is a minor contributor
to the total power loss. At 10 Gbps and above, PDL becomes equally important and its contribution
may be 0.5 dB or more. This value does not change with respect to the center wavelength of the
received signal. However, asymmetric spectral polarization loss causes asymmetric amplitude signal
distortions and the signal may appear with shifted center wavelength.

3.2.2.8 Extinction Ratio (ER)

In general, when polarized light is traveling through a polarizer, the maximum transmittance, T1,
is termed major principal transmittance, and the minimum, T2, is termed minor principal trans-
mittance. The ratio major to minor is known as principal transmittance. The inverse, minimum to
maximum is known as extinction ratio. Consider two polarizers in tandem, one behind the other
with parallel surfaces. Then, if their polarization axes are parallel, the transmittance is T 2

1 /2. If their
axes are crossed (perpendicular), the transmittance is 2T2/T1. This is also (but erroneously) termed
as extinction ratio.

In optical communications, the term extinction ratio is defined slightly differently. It describes the
modulation efficiency in the optical medium, considering that the source (laser) is always continuous
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and it is externally ON–OFF modulated. In this case, the extinction ratio is defined as the ratio of
the transmitted optical power of a logic 1 (ON), P1, over the transmitted optical power of a logic 0,
P0, and it is measured in decibels.

E R = 10 × log(P1/P0)(d B) or E R = (P1/P0) × 100(%)

3.2.2.9 Phase Shift

When a wave propagates in optically transparent matter or in space with dielectric constant ε0 and it
enters an optically transparent matter with dielectric constant ε1 (and refractive index n1), its velocity
slows down (if ε1 > ε0) or speeds up (if ε1 < ε0). As a result of this, a phase difference is created
between the original wave in matter with ε0 and that in matter e1. The amount of phase shift Δφ

depends on the wavelength λ, the dielectric constant difference, Δε, and the optical path (thickness)
of material with ε1.

3.2.2.10 Birefringence

Anisotropic material has different refractive index in specific directions. Thus, when a beam of
monochromatic unpolarized light enters the material in a specific angle and travels through it, it is
refracted differently in the directions of different indices; materials with two dominant refractive
indices, one called ordinary index, n0, and the other extraordinary index, ne, are known as birefrin-
gent. Thus, when unpolarized ray enters birefringent material, it is separated into two rays, each with
different polarization, different direction, and different propagation constant—one called ordinary
(O) and the other extraordinary (E). The property of such crystals is known as birefringence. Bire-
fringence in fiber alters the polarization state of the propagating optical signal and it is undesirable.
In general, all optically transparent crystals have some degree of birefringence (some more than
others), unless they belong to the cubic system or they are amorphous.

Some birefringent crystals are the following:

• Calcite (CaCO3) has ne = 1.477 and n0 = 1.644 at 1,500 nm. Calcite has a spectral transmission
range of 0.2–3.2 μm.

• Quartz (SiO2) has ne = 1.537 and n0 = 1.529 at 1,500 nm. Quartz is used. Quartz has a spectral
transmission range of 0.2–2.6 μm.

• Titanium dioxide (rutile) has an index of birefringence n0 − ne = 0.27. The spectral transmission
is in the range of 0.45–6.2 μm.

Several steps can be made to minimize fiber birefringence:

• minimize geometry imperfections;
• minimize variations in the refractive index;
• minimize residual birefringence;
• “immunize” the system from fiber polarization variations, using polarization spreading (polar-

ization scrambling, data-induced polarization), or polarization diversity;
• careful handling as mechanical stress, compression, or twist induces birefringence.

3.2.2.11 Dispersion

The refractive index of matter is related to the dielectric coefficient and to the characteristic reso-
nance frequency of its dipoles. Thus, the closer to their resonance frequency the stronger the photon
interaction and absorption is. Consequently, the refractive index n(ω) depends on the optical fre-
quency, ω. This dependency is termed chromatic dispersion.
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Silica, a key dielectric ingredient of optical fiber cable, has a refractive index that varies with opti-
cal frequency, and therefore, dispersion is a serious issue in optical communications and therefore is
treated in more detail in a subsequent section.

3.2.2.12 Electro-optic Effect

Electro-optic effect refers to the variation of material optical properties when an electric field is
applied to it. When matter is within an electric field, the latter influences its electron distribution in
atoms or molecules, it influences the crystal structure and thus the refractive index distribution and
optical properties. For example, the application of an electric field may cause an isotropic crystal
(e.g., GaAs) to become non-isotropic (birefringent). In general, the refractive index n∗ (after a field
is applied) is a function of the applied electric field and it may be expanded in a series, n∗ =
n + a1 E1 + [a2 E2 + . . .].

There are two types of electro-optic effects: the Pockel’s effect and the Kerr effect.
The Pockel is applicable to matter for which Δn = n∗ − n = a1 E . However, the coefficient a1

is not nonzero for all materials. It is zero (a1 = 0) for all liquids and non-crystals, as well as for all
crystals with a symmetric structure; glass and NaCl have no Pockel’s effect but GaAs, LiNbO3, and
KDP (KH2PO4–potassium dihydrogen phospate) have.

The Kerr is applicable to matter for which Δn = n∗ − n = a2 E2 = (λK )E2, where K is the
Kerr coefficient, measured in m/V 2, and it depends on wavelength. In contrast to Pockel’s effect,
the Kerr effect is applicable to all materials (all have a2 �= 0) including glass. However, the Kerr
effect is a second-order phenomenon and therefore it requires a strong applied field. Because certain
crystals exhibit a Kerr effect with a response time in the order of picoseconds or less, the Kerr effect
is suitable for ultrafast modulation at bit rates exceeding 10 Gbps.

3.2.2.13 Four-Wave Mixing

Four-wave mixing (FWM) is the product of interaction and energy exchange between several closely
spaced optical frequencies and the nonlinearity of dielectric matter [8–10]. The product of this
interaction is a new frequency (or wavelength). Typically, three wavelengths will interact with the
nonlinear dielectric to produce a fourth wavelength, and hence four-wave mixing (FWM), Fig. 3.3.

Four-wave mixing (FWM): ffwm = f1 + f2 – f3

ffwmf1 f3 f2

f (~1/λ)

Power

Fig. 3.3 Principles of four-wave mixing
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In optical communications, FWM has been used advantageously, although in optical propagation,
FWM adds to the noise content of optical channels.

Example 1: We want to convert a modulated wavelength λ1 to another wavelength, λ2. Then λ1

and two continuous (unmodulated) wavelengths are selected at a power that produces maximum
FWM. All three are injected in a highly nonlinear dielectric device. The product of FWM is the
fourth wavelength, λ2, which is modulated as the λ1. A passband filter rejects all but the newly
created wavelength, λ2.

Example 2: In DWDM, three modulated wavelengths (optical channels) interact with the nonlin-
earity of fiber and produce a fourth wavelength. However, data on the three modulated wavelengths
is not correlated and thus the fourth wavelength represents noise which is superimposed on an optical
channel with the same wavelength.

3.3 The Optical Communications Spectrum

The electromagnetic spectrum that is used in fiber-optic communications has two bands. One band
is in the 800–900 nm range and the other in the 1,280–1,640 nm range.

The first band has been applied in short-haul applications, local area networks, and Metro net-
works that have used multimode fiber (see next section for fiber types) because it is these frequencies
that originally VCSEL (vertical cavity surface emitting lasers) laser sources generated [11]; VCSELs
are much more inexpensive light sources than laser sources (DFB, Fabry–Perrot) that are used in
long haul. However, recently VCSELs have been made to operate in the 1,550 nm range.

The range 1,280–1,640 nm is more attractive to optical networks with either single-mode or
multimode silica fiber. Silica fiber today is the fiber of choice, and there are several contributing
factors that favor this spectral range for silica fiber:

• Silica is a ubiquitous material with which fiber can be inexpensively manufactured, if we consider
cost per bit transferred.

• Silica fiber meets optical and mechanical characteristics required by optical networks.
• This range has the lowest attenuation of silica fiber, Fig. 3.2.
• This range is suitable for optical fiber amplifiers, Fig. 3.4.
• This range is suitable for Raman amplification.
• This range has least dispersion.
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This spectral range is subdivided in bands, Fig. 3.5. The C band and the L band are mostly used
in long-haul optical networks and the specific frequencies to be used, known as the channel grid,
Fig. 3.6. Currently, there are two prevalent standards: the dense wavelength division multiplexing
(DWDM) and the coarse wavelength division multiplexing (CWDM).

DWDM is defined over a grid of frequencies with 25, 50, 100, and 200 Ghz channel separation
[12]. The reference frequency point is 196.10 Thz (or 1,528.77 nm) to which n × 50 Ghz (n =
1, 2, . . .) are added or subtracted to generate the grid. Currently, the C and L bands are used with
as many as 320 optical channels but theoretically the complete spectrum can be used to as many as
1,000 channels DWDM is defined for applications where high performance, high data rate, and long
distances are important, such as Metro, backbones, long-haul point-to-point, undersea connectivity,
and so on.

CWDM is defined over a grid of 18 frequencies, from 1,280 to 1,640 nm with 20 nm separation,
Fig. 3.7 [13]. CWDM is defined for applications where low cost and shorter distances are important,
such as optical LANs and fiber to the home.
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Fig. 3.6 The DWDM grid over the C-band
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3.4 Types of Fiber

A fiber-strand consists of ultrapure silica glass SiO2 (70–95 wt %) mixed with specific elements,
known as dopants, such as germanium, fluorine, phosphorus, and boron. Dopants are added to
adjust the refractive index of fiber and the propagation characteristics. Glass fiber is so pure that
it attenuates light as little as 0.35 dB per km at 1,310 nm, or 0.25 dB at 1,550 nm.

The typical transmission fiber consists of two concentric layers, the core and the surrounding
cladding, both made of silica but with different dopants and thus different refractive index. The
refractive index of the cladding is always less than the core; it is the core in which optical information
flows. Light escaping into the cladding layer is typically lost. However, when photons are coupled
correctly onto the core, the cladding will reflect back into the core all photons that reach the core-
cladding interface.

Cladding is surrounded by other materials (plastic, coloring, etc.) for added strength, protection,
and type identification.

There are two core configurations: a core of diameter 50 μm (also a 62.5 μm is in use) and
9 μm diameter. In either case, the added cladding increases the diameter to a total of 125 μm,
Fig. 3.8. The 50 μm core supports many modes of transmission as optical rays may be reflected
by the core–cladding interface at different angles, hence multimode fiber (MMF). Conversely, the
9 μm core supports one mode of transmission, along the axis of the fiber, hence single-mode fiber
(SMF) [14].

Fig. 3.8 Cross-section of
multimode and single-mode
fiber

D = 125 ± 2 µm

d = 50 µm d = 8.6 – 9.5 µm

cladding
cladding

Core
fiber

Multimode fiber
many rays (modes)

may propagate

Single mode fiber
one ray (mode) due

to small d propagates

D = 125 ± 2 µm
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The fiber as a dielectric guided medium puts a limit on the number of modes, M . The number of
modes a fiber supports depends on fiber geometry (core diameter), the refractive index of core and
cladding, and the wavelength of the optical signal. These parameters are combined in a normalized
parameter known as the M number, expressed by M = 1/2{(4π/λ)d

√
(n2

clad − n2
core)}2, where λ

is the wavelength and d is the core diameter. Notice that a fiber supports fewer modes at shorter
frequencies and more modes at higher frequencies. The square root factor is known as the numerical
aperture of the step index fiber, NA = √

(n2
clad − n2

core).
In addition to fibers been classified in MMF and SMF, single-mode fibers are further classified

according to dispersion characteristics, such as dispersion shifted fiber (DSF), nonzero dispersion
shifted fiber (NZDSF), and others that are known by a commercial name [15]. Among them, is a
fiber type that is free from OH – and thus it exhibits flat and low loss at about 1,400 nm. This fiber
is known as water-free fiber and it has been specifically made for CWDM applications so that the
total optical communications range can be used by the CWDM grid.

The refractive index of the core of the single-mode fiber is complex; it is manipulated during
the manufacturing process to optimize the light propagation characteristics. This is accomplished by
controlling the chemical deposition of dopants in a specific radial distribution in the core. Table 3.1
lists some refractive indices for illustrative purposes.

3.4.1 Optical Power Limit

The maximum acceptable optical power density is the amount of optical power that a fiber can
support without being damaged. Power density is the ratio of laser beam power over the cross-
sectional area of the laser beam. Because the cross-sectional area is very small, low laser power
may result in large density. For example, a 10 mW power beam lunched onto a 9 μm diameter core
(assuming uniformity) produces a power density (P/A):

P/A = 10 × 10−3/π(4.5 × 10−4)2 W/cm2 = 10 × 10−3/63.58 × 10−8 = 15.7 kW/cm2

In optical communications, the signal is modulated in pulses and thus the optical power is not
continuous. A pulse has duration (in ps or ns) and energy per pulse measured in millijoules. In this
case, to calculate the power density of the pulse, the energy over time is first converted in power and
then in power density. Thus, a pulse of 1 mJ for 1 ns is equivalent to P = 1×10−3/10−9 J/s = 1 mW.

Table 3.1 Refractive index of certain materials
Material Refractive index

Ge 4.02
Si 3.43
GaAs 3.31
CdTe 2.70
SiO2 (0.8 wt.% F) 1.65
CaF2 1.56
KBr 1.53
BaF2 1.47
GeO2 (at 2 mol%) 1.46
P2O5 (at 2 mol%) 1.46
B2O3 (at 8 mol%) 1.46
Fused silica 1.41
MgF2 1.37
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3.4.2 Fiber Birefringence

The ideal single-mode fiber is supposed not to exhibit birefringence. However, pragmatic fibers have
a small amount of birefringence which is provided by the manufacturer. Thus, if nx and ny are the
indices for the dielectric fiber in the x- and y-axis (z is the axis of propagation), then the degree of
fiber birefringence is defined by

B = |nx − ny |

Fiber birefringence causes power exchange between the two polarization states in an evolutionary
manner. In optical communications, where optical coherency or the state of polarization needs to be
conserved, then birefringence may be of concern. Similarly, at data rates greater than 10 Gbps,
polarization-dependent loss (PDL) due to birefringence also becomes an issue.

Birefringence is difficult to combat; depending on application, a polarization-preserving fiber
(PPF) may be used; this is a specialty fiber that exhibits very strong birefringence (B ∼ 10−4). Thus,
when a signal enters the PPF, the birefringence induced by the fiber is so strong that it “overshadows”
other sources of birefringence, which by comparison is negligible.

3.4.3 Fiber Dispersion

The propagation fiber in optical communication networks consists of dielectric material, exhibits
birefringence, and has a defined long cylindrical shape. All three, dielectric, birefringence, and shape
contribute in their own way to signal dispersion. The net effect is that a narrow pulse becomes wider.
In ultrahigh data rates with sub-nanosecond bit periods, pulse widening degrades the signal quality
and channel performance.

3.4.3.1 Modal Dispersion

For simplicity, consider a purely monochromatic optical signal as a bundle of rays. The bundle of
rays is launched onto a fiber within a small cone. Thus, if the fiber core is wide enough, then each
ray in the cone will propagate along the fiber in a different zigzag path or different mode, some
arriving at the end of the fiber later than others, and some never arriving as they have been refracted
in the cladding. Because rays travel different distances, they arrive at the end of the fiber at different
times and the net result is a wider pulse. This is known as modal dispersion; modal dispersion is
particularly important in multimode fibers. Single-mode fibers support one mode, rays traveling
along its axis, and hence single-mode fiber.

3.4.3.2 Chromatic Dispersion

In reality, the optical signal is not purely monochromatic, but it consists of a bundle of frequencies
(or wavelengths). Because the dielectric constant (and hence the refractive index) are functions of
optical frequency, each wavelength in the bundle does not propagate at the same speed. Thus, a
short pulse (that consists of a bundle of frequencies) that travels along the fiber will be wider at the
end of the fiber because each constituent wavelength in the bundle arrives at different times. This
pulse spread is termed chromatic dispersion. Chromatic dispersion is measured in picoseconds per
nanometer. Because chromatic dispersion is an evolutionary phenomenon, a chromatic dispersion
coefficient (D) is defined which is measured in picoseconds per nanometer-kilometer (i.e., delay per
wavelength variation and per fiber length). In terms of the coefficient D, chromatic dispersion is
expressed as Δτ = |D|LΔλ, where Δλ is the optical spectral width of the signal (in nm units).
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Because dispersion is not a linear phenomenon and because it depends on optical frequency,
there is a certain frequency (or wavelength) for which dispersion becomes zero, and thus this is
known as the zero-dispersion wavelength. Above this wavelength, dispersion is positive and below
is negative. Thus, a conventional single-mode fiber with a core diameter of about 8.3 μm and an
index of refraction variation of about 0.37 % has a zero-dispersion wavelength at about 1.3 μm. A
fiber with the zero-dispersion point shifted to 1,550 nm (1.55 μm) is called dispersion-shifted fiber
(DSF). These fibers are compatible with optical amplifiers that perform best at around 1,550 nm
and thus they are suitable in DWDM applications. A fiber with near-zero dispersion in the range
from 1.3 to 1.55 μm is called dispersion-flattened fiber (DFF). To meet specific optical transmission
requirements, a variety of specialty fibers have been engineered, such as the dispersion-compensated
fiber (DCF), the dispersion-flattened compensated fiber (DFCF), the dispersion-slope compensated
fiber (DSCF), the dispersion-shift compensated fiber (DSCF), the non-zero-dispersion-shifted fiber
(NZDSF), and many others.

Chromatic dispersion is a serious concern in optical communications for all data rates. ITU-T
Recommendations G.652 and G.653 [16, 17] elaborate on the characteristics and the chromatic dis-
persion coefficient (CDC), D(λ). In general, negative dispersion causes shorter wavelengths to travel
slower than longer wavelengths. To counterbalance chromatic dispersion, dispersion compensation
entails alternating fiber having negative dispersion with fiber having positive dispersion.

3.4.3.3 Polarization Mode Dispersion

Fiber birefringence and core noncircularity cause optical signals to be separated in two orthogo-
nally polarized signals, each traveling at different speed and phase. When the two polarized signals
recombine, because of the variation in time of arrival, a pulse spreading occurs. This phenomenon is
particularly noticeable in single-mode fiber at ultrahigh bit rates (above 2.5 Gbps), and it is known
as polarization mode dispersion (PMD). PMD is measured in picoseconds [18].

The polarization mode dispersion coefficient is defined as the delay induced by polarization mode
dispersion (in ps) divided by the square root of fiber length (ps/

√
km) in which light travels. Typical

polarization mode dispersion coefficient for single-mode fiber is less than 0.5 ps/
√

km.
All three dispersion mechanisms (modal, chromatic, and PMD) contribute to a net effect of pulse

widening in optical propagation, which puts a limit on link length. That is, the higher the bit rate, the
shorter the distance an optical signal can travel in single-mode fiber in order to meet the expected
performance. For example, assuming 0.1 ps PMD, the fiber distance at the expected performance
for 2.5 Gbps can be 100 km, for 10 Gbps and for the same performance is 10 km, and for 40
Gbps, it is shorter than 1 km. Thus, in general dispersion, PMD plays a significant role in fiber-optic
communications, and each mechanism is combated differently; among them, PMD by far is the most
difficult and costly to combat.

3.4.3.4 Stokes Noise and Chromatic Jitter

In practice, neither the fiber core is perfect (the core cross-section varies nonuniformly along the
z-axis between circular and elliptical) nor the optical channel is purely monochromatic. Therefore,
as an optical channel propagates in the fiber, PMD is the unavoidable result of fiber core birefrin-
gence and channel non-monochromaticity. As the two orthogonal polarization states propagate, they
experience polarization variability due to nonuniform fluctuation known as Stokes noise and due to
optical channel wavelength content known as chromatic jitter. In this case, the contribution of the
two effects is the sum of squares of each noise component (the Stokes-related and the jitter-related):

[d(Δτ )/Δτ ]2 = [d(ΔS)/ΔS]2 + [d(Δω)/Δω]2
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where Δω is the frequency variation, d is the differential operator, and ΔS is the polarization state
variation at the output of the fiber. The inverse of the latter is also known as the “bandwidth efficiency
factor” α = 1/d(ΔS). The bandwidth efficiency factor is related to maximum signal to noise ratio
(SNR) of the optical signal as SNR ≤ αΔτΔω. That is, given α, and measuring Δτ and Δω, the
maximum possible SNR is calculated.

3.4.3.5 Fiber Polarization-Dependent Loss

Optically fiber, like all dielectric matter, exhibits polarization sensitivity. That is, certain polarized
sates as they travel in fiber are attenuated very little while others are attenuated more. This is known
as fiber polarization-dependent loss (PDL), and it represents the peak-to-peak optical power vari-
ation measured in decibels (dB). Some linear polarizers have strong PDL (e.g., >30 dB), whereas
SMF very little (<0.02 dB).

In DWDM, PDL becomes critical when the bit rate is greater than 10 Gbps, and the number of
optical grid is dense, with a narrow linewidth, at or less than 0.05 nm at fullwidth half maximum
(FWHM); such narrow linewidth becomes highly polarized. PDL degrades the signal quality and
system link performance.

3.4.4 Non-linear Phenomena Cause Positive and Negative Effects

When light enters dielectric matter, photons interact with atoms. The response of any dielectric
(such as glass fiber) to optical power is nonlinear; the behavior of dielectric to optical power is like
a dipole. It is the dipole nature of dielectric that interacts harmonically with electromagnetic waves
such as light. When the optical power is low, the oscillations are small and the photon-fiber system
behavior is linear. However, when the optical power is large, then oscillations are strong and the
photon-fiber system’s behavior is nonlinear.

Under certain circumstances, photons are absorbed and excite atoms to higher energy levels.
Atoms in an excited state become metastable, that is, they remain at that level for a very short time,
in the range of nanoseconds to microseconds. However, while in the excited state, certain photons
may stimulate them to come down to their initial lower energy level by releasing energy, photons
and/or phonons (acoustic quantum energy).

In addition, there are also photon–atom–photon interactions that result in some complex phenom-
ena that are best described by quantum theory, and thus, we only provide a quantitative description.
They are distinguished in forward scattering and in backward scattering (Raman and Brillouin scat-
tering) as well as in four-wave (or four-photon) mixing. The direction (forward and backward) is
with respect to the direction of the excitated light with respect to the direction of the stimulated
light. Backward scattering is mostly due to reflected light at the end face (or other discontinuities)
of the fiber.

Nonlinear phenomena are viewed as both advantageous and as degrading.

• Advantageous because lasers, optical amplifiers, modulators, dispersion compensation, frequency
doublers, and wavelength converters are based on them.

• Degrading because signal loss, noise, jitter, cross-talk, and pulse broadening are caused by them.

3.5 Optical Amplifiers

Photon absorption may advantageously be used to overcome signal attenuation by direct photonic
amplification. Consider a short-wavelength intense source (source A) and a long-wavelength (by
about 80 nm) weak source (source B) propagating within the same medium. The short-wavelength
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high-energy (∼500 mW) source A (known as pump) excites atoms to a high-energy level. Then,
as photons of the weak signal travel, they stimulate the excited atoms which emit photons having
the same wavelength; thus, amplification takes place. However, this simplistic description is not the
same for all materials and under the same conditions [19–21]. We describe three amplifier types: the
Raman amplifier, the erbium doped fiber amplifiers (EDFA), and the semiconductor optical amplifier
(SOA).

Because of the quantum mechanical aspects of optical amplification and because of the statistical
spontaneous photon emission and also the stimulation emission, optical amplification produces opti-
cal noise, which is known as amplifier spontaneous emission (ASE). The contribution of ASE noise
depends on the dielectric material, material purity, travel distance of light in matter, wavelength,
optical power, polarization states of pump and signal, and other parameters.

The key common characteristics of optical amplifiers are the following:

• Gain is the ratio of output power to input power (dB).
• Gain efficiency is the gain as a function of input power (dB/mW).
• Bandwidth is a function of frequency.
• Gain bandwidth is the range of frequencies over which the amplifier is effective.
• Gain saturation is the maximum output power of the amplifier beyond which it cannot increase,

despite the input power increase.
• Noise (ASE) is an inherent characteristic of optical amplifiers. In optical amplifiers, it is due to

spontaneous light emission of excited ions.
• Polarization sensitivity is the gain dependence of optical amplifiers on the polarization of the

signal.
• Output saturation power is defined as the output power level for which the amplifier gain has

dropped by 3 dB.

3.5.1 Raman Amplification

Consider a moderate power continuous wave (CW) laser source, the pump, coupled onto a com-
mon single-mode fiber. Because of nonlinearity in the fiber medium, atoms will be excited. Now,
if the excited atoms are not stimulated, then after a short time they will spontaneously “drop” to
an intermediate energy level releasing light energy at a wavelength longer than the pump source.
Eventually, all atoms at the intermediate level will “drop” to their initially low (or ground) energy
level by releasing the remaining energy in the form of phonons. This is known as stimulated Raman
scattering (SRS). Raman scattering occurs in either direction of the fiber (forward or backwards)
with respect to the direction of the pump.

Now, if the excited atoms are stimulated by photons of a weak optical signal that is at a wave-
length offset by 70–100 nm from the pump wavelength, then the excited atoms are stimulated and
emit photons of the same wavelength with the stimulating source. Thus, the weak signal is amplified;
this is known as Raman amplification, Fig. 3.9. In theory, Raman lines also known as Stokes lines
are generated according to the relationship f − nΔ f , where f is the pump frequency and for
single-mode fiber Δ f is 70 nm at 1,310 nm and 102 nm at 1,550 nm and n is an integer.

Raman amplification uses common (non-doped) single-mode fiber, and it takes advantage of
the fiber nonlinearity in the presence of high pump power; thus, Raman is a nonresonant process.
Because of this, Raman is useful in the complete useful spectrum 1.3–1.6 μm; this is known as
Raman super-continuum.

In DWDM, there are many wavelengths within a band to be amplified. One implication of Raman
amplification is that the gain is not uniform for all optical channels but it is a function of the wave-
length difference between pump and signal, as shown in Fig. 3.9. As a consequence, each channel
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in the amplification range is not amplified with the same gain. Another implication is that the usable
gain bandwidth is narrow, in the range of 20–40 nm. Therefore, if a broader band of weak signals
require “Raman” amplification, then more than one pump is needed, each offset by 30–40 nm, so
that both together can effectively cover the broad spectral band [22–27].

The Raman gain is an evolutionary process and the gain also depends on distance from the pump,
z. The closer to the pump the more the excited atoms that contribute to power gain, which is expo-
nentially decreasing with distance from the pump. If the initial signal power is Ps(0), then the signal
power at point z, Ps(z), as a result of Raman gain is described by the exponential relationship:

Ps(z) = Ps(0) exp {GR Pp(z)Leff − αz}

where GR = gR/Aeff K is the Raman gain efficiency, gR is the Raman gain, Aeff is the effective
core area of the pump (between 40 and 80 μm2), K is a polarization factor that describes how close
the polarization state of the pump is with the signal, ranging from orthogonal to parallel, Pp(z) is
the pump power, α is the fiber attenuation coefficient, and Leff is the effective fiber length.

There are three methods for Raman amplification:

• The Raman pump is placed at the receiver in an opposite direction to the optical signal toward the
source; this is termed counter-propagating Raman.

• The Raman pump is placed at the source in the same direction with the optical signal; this is
termed co-propagating Raman.

• Two Raman pumps, one is placed at the receiver and opposite to the signal and the other is placed
at the source along with the signal; we call this bidirectional Raman.

3.5.2 EDFA Amplification

Optical fiber amplifiers (OFA) are heavily doped with one or more rare-earth elements. Dopants
absorb optical energy in one spectral range and emit optical energy (or fluoresce) in another. How-
ever, each element has its own absorption–emission characteristics. Some of the rare-earth elements
useful in DWDM amplification are those whose spectral gain matches the spectrum of minimum
fiber loss; these are Nd3+ and Er3+ that emit in the ranges 1.3 and 1.5 μm, respectively. Other
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rare-earth elements suitable for optical amplification are Ho, Te, Th, Tm, Yb, and Pr, or in combi-
nation (e.g., Er/Yb), each operating in various spectral bands [28–33], Fig. 3.4.

The most popular OFA is the erbium-doped fiber amplifier (EDFA); erbium is excited by sev-
eral optical frequencies, 514, 532, 667, 800, 980, and 1,480 nm and produce stimulated emission
in the range 1,530–1,565 nm; that is, over the DWDM C band used. The shortest wavelengths
excite erbium ions to high energy levels from where excited atoms drop to one of four intermediate
metastable levels, radiating phonons (the acoustical quantum equivalent of photon). From the lowest
metastable level, they finally drop to the initial (ground) level emitting photons of a wavelength
about, 1,550 nm. The longest wavelength, 1,480 nm, excites atoms directly to the lowest metastable
level; from this level, stimulated erbium atoms drop to the ground energy level, emitting photons.
The two most convenient excitation wavelengths for EDFAs are 980 and 1,480 nm.

Some of the important parameters in the EDFA gain process are

• concentration of dopants
• effective area of EDFA fiber
• length of EDFA fiber
• absorption coefficient
• emission coefficient
• power of pump
• power of signal
• relative population of upper states
• lifetime at the upper states
• direction of signal propagation with respect to pump.

EDFAs are applicable to DWDM long-haul transport systems. Single-mode fiber of hundreds of
kilometers long consists of fiber segments (tens of kilometers each) where at the interconnecting
points, EDFAs are placed to restore the attenuated optical signal. However, because of nonuniform
amplification and cumulative ASE, the total fiber span cannot include many EDFAs (the typical
maximum is 8). In addition, the total gain of the EDFA is shared by the number of optical channels
in the C band; the more the channels the less the gain per channel. Thus, to determine the proper
power level, many parameters must be taken into account:

• fiber length between amplifiers (in km)
• fiber attenuation coefficient
• number of amplifiers in the optical path
• amplifier parameters (gain, noise, bandwidth)
• number of channels
• channel width and channel spacing
• receiver specifications
• transmitter specifications
• dispersion
• polarization
• nonlinearity
• fiber type
• optical component losses and noise (connectors, other devices)
• expected signal performance
• signal modulation method and bit rate
• and many other design parameters.
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3.5.3 SOA Amplification

Semiconductor optical amplifiers (SOA) are based on conventional solid-state laser principles; that
is, an active waveguide region sandwiched between a p- and n-region. When a bias voltage is applied
to it, it excites ions in the region and creates electron–hole pairs. Then, as light of a specific wave-
length is coupled in the active waveguide, stimulation takes place and causes the electron–hole pairs
to recombine and generate photons (of the same wavelength with the optical signal).

The excitation and recombination of electron–holes process is described by rate equations; the
rate of electron–hole generation and the rate of recombination must be balanced for sustained ampli-
fication. This largely depends on the material of the active region, the bias, and the density and
lifetime of carriers.

The SOA’s salient characteristics are

• high gain (25–30 dB)
• output saturation power in the range of 5 to +13 dBm
• nonlinear distortions
• wide bandwidth
• spectral response in the wavelength regions 0.8, 1.3, and 1.5 μm
• SOAs are made with InGaAsP and thus they are small, compact semiconductors easily integrable

with other semiconductor and optical components
• SOAs may be integrated into arrays
• polarization dependency; thus, they require a polarization-maintaining fiber (polarization sensi-

tivity 0.5–1 dB)
• Higher noise figure than EDFAs (higher than 6 dB over 50 nm)
• higher cross-talk level than EDFAs due to nonlinear phenomena (four-wave mixing).

SOAs are compact solid-state devices, which may also be used in wavelength conversion, regen-
eration, time demultiplexing, clock recovery, and optical signal processing applications.

3.6 Optical Add-Drop Multiplexers

Add-drop multiplexing (ADM) is a well-known function in conventional transport systems with
electronic methods. In optical communications, the ADM is accomplished with all-optical demulti-
plexers, multiplexers, optical amplifiers, and so on, hence optical add-drop multiplexer (OADM). In
DWDM networks, the main function of an OADM is to selectively remove one or more optical chan-
nels from the fiber, pass the remaining channels through the OADM, and add the same channel(s),
Fig. 3.10. OADMs may be of fixed wavelength or dynamically selectable wavelength.

3.7 DWDM Networks

DWDM systems use optical channels, the wavelength of which is according to ITU-T defined grids.
The many wavelengths in a single fiber, like many colored threads in a single string, support protocol
versatility (SDH/SONET, ATM, IP, Ethernet, high-speed data, video, etc.), a variety of services
(established and new to come), and an unprecedented bandwidth (exceeding Tbps), all transported
at the speed of light. In terms of these attributes alone, there is no other communication technology
that can cost-efficiently compete with optical technology. As a result, within the last two decades,
fiber has been deployed across continents and oceans, connecting cities and countries and recently
penetrating the neighborhood with fiber to the premises (FTTP). In fact, there were so many fiber
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cables installed, in which there are hundreds of fiber strands, that it was not feasible to use all fibers
so the term dark fiber was coined to denote installed but not used or lit fiber. Imagine a cable with
200 strands, each with 160 channels, each channel at 10 Gbps; a potential 200×160×10 = 32, 000
Gbps or 32 Tbps per cable. What does this mean in communications? More than 0.5 billion clear-
channel simultaneous conversations, or more than 20 million compressed video channels, or a mix
of millions of voice channels + millions of video channels + millions of high-speed data, all in one
cable!

3.7.1 DWDM Network Topologies

A fiber link establishes a point-to-point technology, a laser source or transmitter, and a photodetector
or receiver. However, other subsystems such as optical regenerators, OADMs may be included in
the link, as already illustrated. Thus, network nodes may be designed so that an optical network, in
addition to point-to-point it supports ring topologies, star, and mesh, Fig. 3.11. Each topology has
its own complexities and issues to address in terms of network management, protection (channel,
link, and path), synchronization, performance, scalability, service support, traffic capacity, security,
and cost. The simplest is the point-to-point and the most complex is the mesh topology.

The point-to-point topology connects two distant geographical locations (20–4,000 km). Short
haul (up to 40 km) interconnects a central office with a town or neighborhood, whereas very long
haul interconnect continents. Short haul is simple, needs no amplification, and supports relatively
few optical channels, each at data rates up to 10 Gbps. Long haul, particularly the transoceanic,
requires extensive optical amplification strategies as well as link and channel protection strategies
because the installed fiber is neither easily nor inexpensively retrieved for repairs. Moreover, the fiber
cable has been manufactured with a steel core for added strength so that the cable can withstand its
own weight plus the weight of the intermittent optical amplifiers positioned along its length.

The ring topology is most suitable in local or metropolitan area networks. It can be as small and
simple as a single-fiber ring (1-F) that interconnects few OADMs, transports few channels at 2.5
Gbps each, and covers an area of few square kilometers. It can also be a more complex four-fiber ring
(4-F) (for path protection) that interconnects more OADMs, transports many channels at 10 Gbps
each, and covers a large city or large campus, hence known as large Metro. In fact, the original
SDH/SONET optical network was designed based on the ring topology. The two-fiber ring (2-F)
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supports intermediate ring size and traffic. The number of dropped channels per OADM also varies
accordingly, from the 1-F to the 4-F ring.

The star topology is used in few but important fiber applications, such as fiber to the premises
(FTTP). In this case, the WDM signal is demultiplexed and each wavelength is coupled onto its own
fiber; thus from one fiber to many. Similarly, one or more wavelengths over a single fiber are power
split (with a power splitter) and each power segment is coupled onto its own fiber, thus from one
fiber to many establishing a star topology.

The mesh is the most versatile, scalable, and service-protected topology because it offers many
alternate paths or routes for protection and also traffic balancing and congestion-avoidance strate-
gies. It also offers better network scalability (adding/removing nodes in the network), bandwidth
elasticity (offering services that require bandwidth in small increments) and is the network topology
of choice for backbone applications. However, the mesh topology requires more extensive protocols
for traffic management and network management, and adherence to node-to-node and network-to-
network interface standards. Furthermore, the optical technology in an all-optical mesh topology is
more complex as it includes large optical switching fabrics (such as MEMS), wavelength converters,
optical channel equalizers and compensators, and much more [5].

3.7.2 Optical Network Interfaces

The definition of interfaces and their standardization by international standards entities is primarily
for interoperability purposes, so that products from different manufacturers (hardware and software)
are compatible and work together; interoperability and compatibility is a serious and costly issue in
communication networks [34–40].

An interface between two points in the network defines the physical interconnectivity, protocol,
and responsibilities. There are different types of interfaces. For example,

• The physical interface between the user-terminating equipment and the network is the user-to-
network interface (UNI). Depending on the protocol and network type, this interface defines the
user-network physical aspects, data rate, power level, payload type, service level agreements, call
initiation and termination, terminal verification and user authentication, UNI link security, and
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much more. It also defines the demarcation point from which the user responsibility starts and the
network responsibility ends.

• The interface between a node and another node in the same network is known as node-to-node
interface (NNI). Depending on the protocol and network type, this interface defines the node-
to-node physical aspects, data rate, power level, payload type, channel and traffic management,
routing management and protocol, congestion avoidance strategies, service and link protection,
fault management, service restoration, service availability, NNI link security, node verification
and authentication, and much more.

• The interface between a network and another network is known as the inter-network interface
(INI). This is similar to NNI, but because one network may be operated by one network provider
and the other network may be operated by another, it also includes additional network aspects
that depend on the responsibility agreement between the two network providers such as path
protection, quality of service, path restoration, INI fault management, INI link security, billing,
and more.

We have used the terms (UNI, NNI, and INI) as generic and logical; in reality, this terminology
may differ among protocols and network technologies. For example, SDH/SONET defines section,
line and path, whereas the integrated service digital network (ISDN) defines S and the T interfaces,
and so on.

In addition to these interfaces, data communication networks define interfaces and responsibilities
between layers as data moves from the application layer to the physical layer (the transceiver). These
interfaces were initially defined by the seven-layer open system interconnect (OSI) model, Fig. 3.12.
Each layer defines a set of functions and responsibilities in a node, and the boundaries (interfaces)
between the layers define the protocol and interface compatibility format. Notice that the OSI model
is a logical partitioning of all functions from the application to the physical layer and vice versa, and
also a logical sequence of function execution within a layer.

For example, the optical physical layer defines optical power, data rate, modulation methods,
wavelength grid, receiver sensitivity commensurate to performance objectives, and so on, the next
layer up defines scrambling algorithms, and so on. The application layer defines the format in which
the user data will be sent over the network and how received data will be presented or used. Thus,
between layers there are also different communication protocols and traffic handling responsibilities
that become clearer in the management section of this book. It is worth mentioning however that the
OSI partitioning of functions in seven-layer is not followed by all communications technologies; for
example, ATM has adopted a five-layer model whereas the TCP/IP a three layer model to provide

Fig. 3.12 The OSI model
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simplicity, increased performance, cost efficiency, and reduce interlayer handling and thus buffering
and delay.

The next generation optical network [41], although a synchronous network, is defined to trans-
port both asynchronous payloads and protocols (packetized data, TCP/IP, ATM, Ethernet, etc.) and
synchronous payloads and protocols (voice, real-time video). Thus, although synchronous protocols
(SONET/SDH, DS1/DS3, etc.) do not abide to the OSI model, data protocols (IP, ATM, Ethernet)
do. The transport of both synchronous and asynchronous protocols by the next generation optical
network is accomplished by the generic framing procedure (GFP) and its routing flexibility by the
(LCAS) [42, 43] over the optical network and particularly the WDM.

In addition to interfaces that are client data related, network management also has its own set
of interfaces. In synchronous networks, the network management model is hierarchical and it con-
solidates functionality related to network resource management, monitoring, and controlling, and it
assures the consistent performance of network and services; it is known as the telecommunications
management network (TMN) five-layer structure, Fig. 3.13. The TMN five layers are the following:

1. Interconnected network elements (NE) comprise networks that may be managed by different
providers; the sum of NEs constitutes the NE layer.

2. NE layers are managed by element management system (EMS); this is known as the EMS layer.
The communication protocol between NEs in the multi-vendor network and its corresponding
EMS varies. It may be proprietary or standard, such as the transport language 1 (TL1), the sig-
naling network management protocol (SNMP), the common management information service
element (CMISE), and so on.

3. On the northbound interface, EMSs communicate via an open, standard, to a higher level network
management system (NMS). This is known as the network management layer. NMSs manage the
network and nodes for capacity, congestion, diversity, and so on [44, 45].

4. Above the NMS is the service management layer (SML) that is responsible for service quality,
cost, and so on.

5. Above the NML is the business management layer (BML), which is responsible for market share,
and so on.

Fig. 3.13 The TMN
five-layer architecture
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3.7.3 Network Switching

The routing performance in optical networks depends on several factors. Among them are

• network topology,
• number of nodes in the network,
• switching capacity of each node,
• method of switching,
• speed of switching,
• through switch delay, and
• the non-blocking capability of the switching fabric.

If we limit ourselves to purely WDM (all-optical) mesh networks, Fig. 3.14, then it is clear
that there are two prevalent switching methods: wavelength switching and optical packet switching
[46, 47]

Wavelength switching is simple in the sense that a single (or the same) wavelength connects two
points across the network. This method is also known as “wavelength assignment” (WA). When
the network is pre-provisioned to provide connectivity with the same wavelength for a long period,
then this is termed static WA. This method provides a better wavelength efficiency but the efficiency
depends on the number of wavelengths per fiber and also on the number of fibers in and out each
node. Node provisioning is relatively easy and it can be achieved with centralized control (or man-
agement) or with distributed control. Conversely, a path may be determined and the same wavelength
may be assigned on a per call basis; this is known as dynamic WA. Static and dynamic wavelength
assignment cannot warranty that there will always be the same wavelength available across the net-
work. However, the wavelength assignment is greatly improved if wavelength converters are used in
each node. In this case, a route is established by using different available wavelengths. In this case,
the wavelength assignment with wavelength conversion has the highest efficiency. However, what is
more important is the efficiency of traffic deliverability, which depends on the traffic utilization of
each wavelength. For example, if the data rate on each wavelength is 10 Gbps, the question is, what
is the effective data rate each wavelength transports? It is clear that a route may be established to
transport end-user data, which is a fraction of 10 Gbps. This problem is not much different than the
flow in a pipe. A pipe may connect two points but it does not warranty that it will always be full;
think that a pipe is a wavelength.

MULTI-VENDOR NETWORK

NE

NE
NE

NE

NE NE

NE

NE

NE

Fig. 3.14 The overall WDM mesh network may consist of several subnetworks that must be interoperable, provide
comparable service quality and have common interfaces at the boundaries. Different wavelengths establish connec-
tivity across the overall network
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Optical packet switching operates on a different concept. Different packets may flow over the
same wavelength but when they arrive at a node, the node recognizes how each packet should be
switched, Fig. 3.15.

Optical packet switching increases packet route-ability but it is not without its own challenges.
For example, when optical packets arrive at the all-optical switching node, the destination informa-
tion must be read in the optical domain at the speed of the packet and the packet must be switched at
the same speed; at 10 Gbps, the bit period is 100 ps and a packet of 1,000-bits long must be switched
within 1,00 ns. That is, execution time must be at almost supercomputer speed, which for a single
packet may be feasible but not for thousands or millions of packets per second at a large optical node.
Moreover, optical delays and buffers are currently a research tool but not commercially available and
thus in a practical network, optical packet switching, as described, is not an easy problem to solve.
However, if the node would have a priori control information of packet arrival and packet routing
information, then optical packet switching would be closer to being feasible. In this case, the a priori
control information for each data packet arrives in small control packets over a separate supervisory
channel, Fig. 3.16.

When the control information arrives in time for data packet switching, it is termed just-in-time
(JIT) switching. If it arrives with enough latency for data packet switching, it is termed just-enough-
time (JET) switching. In either case, synchronization of control packets, optical data packets, and
optical switching function are critical. Additionally, synchronization implies extremely short optical
switch acquisition time and switching speed. Another issue with optical packet switching is that the
time offset between control and data packet may not remain within the expected value. This is the
result of the two packets traveling over separate paths, and also the result of terminating the control
packet at one node (where the switching is done) and being regenerated and sent to the next switch,
and so on. Thus, although optical packet switching is an attractive method, it still is a technological
challenge.

The ring topology is more deterministic in that respect. Medium- and small-ring networks have
fixed wavelengths at the optical add-drop multiplexing (OADM) node. Large-ring networks with
DWDM channels may have reconfigurable yet static OADMs, where the number of wavelengths
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Fig. 3.16 Packet switching with supervisory channel

to be dropped/added may be variable to meet OADM capacity needs over time. However, channel
variability is within specific ranges and it is not dynamic because in Metro applications, the net-
work is configured according to a business and traffic capacity model that does not change dynam-
ically.

Optical rings may also support optical packet switching. In this case, packets may be addressable,
whereby the control information is mapped in the overhead of a packet addressing an OADM node
on the ring. Each node reads the destination address in each incoming packet. The node that is
addressed terminates it and it sources a new packet which is added on to the ring. Nodes that are
not addressed multiplex the packets back onto the main WDM stream heading to the next node.
Alternatively, packet addressing may arrive at the OADM node with small control packets over a
supervisory channel.

In general, in addition to switching or addressing information, supervisory channels carry perfor-
mance, control, provisioning, maintenance, and administration data to and from each node. There
are four supervisory channel cases: addressable, shared, channelized, and hybrid.

• In the addressable case, each packet includes the destination address as the term implies.
• In the shared packet case, the packet has been partitioned in sections and each section corresponds

to a node only. Thus, each node terminates its own section, it buffers the others unaltered, it
rewrites its own section, and it re-sources the complete packet to the next node. Thus, all nodes
may be addressed at once with the same packet minimizing latency.

• In the channelized case, each node has its own dedicated supervisory channel (wavelength); the
wavelength is dropped, terminated, re-sourced and multiplexed in the main DWDM stream. This
is the fastest method to communicate with a node, but it uses spectral resources (wavelength) for
each node. However, it may be applicable in high-performance systems where real-time supervi-
sory data at high rate is critical.

• In the hybrid case, it may be any two of the above methods combined. For instance, it may be
addressable and shared, addressable and channelized, or shared and channelized.
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3.7.4 Timing and Synchronization

In digital communications, timing implies the following functions:

• Transmit the signal at the data rate, clock accuracy, modulation method and power level comply-
ing to the adopted physical layer protocol standard;

• At the receiver, extract clock from the incoming signal;
• At the receiver, remove jitter or wander by passing the serial signal through an elastic store;
• At the node output (transmitter) retime and transmit the signal with a clock accuracy according

to standards (a typical accuracy is ±20 ppm (parts per million)).

In optical nodes, the aforementioned functionality is not easily achieved. Extracting clock from
the incoming optical signal implies splitting-off some optical power from an already attenuated
signal; therefore, right in front of the photodetector an optical post-amplifier is placed. Moreover,
optical elastic stores and optical jitter removers are on the experimenter’s bench and not a commer-
cial reality yet. As such, in a large mesh network, because timing impairment is cumulative (jitter
is transferred from optical node to node), an opaque node is needed to “clean up” and restore the
optical signal. Opaque nodes convert the incoming optical signal to electrical and then back into
optical; while in the electrical state, the signal is retimed, reshaped, and reconstituted (known as 3R
regeneration). Despite this, 3R in DWDM communications is costly, and a substantial amount of
research is going on to define all optical 3R regenerators; currently, optical amplification and pulse
reshaping (dispersion compensation and channel equalization) fulfill the 2Rs that are commercially
available [48–50].

Timing accuracy is defined by standards. In the United States, the primary timing reference source
(PRS) is an atomic clock of the highest accuracy; it can miss one tick in 1011, or it can slip 2.523
ticks in a year. This clock is referred to as stratum 1, and it is distributed to many geographic areas
via satellite and other wireless means. Form stratum 1, strata with lesser accuracy are derived, and
depending on network layer, networks must comply with the accuracy of one of the strata, Table 3.2.

3.7.5 Channel and Link Protection

DWDM networks have the great advantage that within a fiber, there are many (hundreds of) optical
channels or wavelengths. Each wavelength is generated by individual laser sources, and each channel
is detected by individual photodetectors. However, on the link, there are other optical components
such as filters, amplifiers, multiplexers, and demultiplexers that may affect groups of channels within
a fiber. Moreover, there may be failures that may affect all channels in the fiber. That is, unlike
conventional networks, DWDM systems and networks may experience single channel failure, mul-
tiple channel failures, and total failure over a link (a typical total link failure is a fiber cut or a
contaminated fiber connector). Consequently, there should be protection mechanisms for all three
cases: single channel, group channel, and link.

Consider that the total number of channels in a DWDM system consists of 320 wavelengths in the
C and L bands (we assume an arbitrary number, yet as recommended by ITU). In this case, consider

Table 3.2 Timing strata

Stratum Min. accuracy Slip rate System example

1 10−11 2.523/yr Primary ref. source (PRS)
2 1.6−8 11.06/day 5ESS or equivalent
3 4.6−6 132.48/h 5ESS/DCS or equivalent
4 3.2−5 15.36/min COT/digital PBX
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that all channels in a fiber are partitioned in logical groups that depend on filter technology used in
the system. Consider P groups with N channels in each group.

Channel protection: Channel protection may be accomplished using standard methods such as
1 + 1 (1 committed protection channel for each service channel), 1:1 (1 protection channel that
also passes low priority traffic for each service channel with high-priority traffic), or 1:(N − 1) (1
protection channel for each (N − 1) service channels).

Group protection: When a group of channels fails, the reasonable solution is to have a group
reserved and implement 1:(P −1) protection method (1 protection group for (P −1) service groups).

Link protection: In this case, the 1 + 1 (1 protection fiber for each service fiber), 1:1, or
1:n (1 protection fiber for n service fibers) may be implemented, as already done in optical
networks.

3.7.6 Routing

A DWDM all-optical mesh network consists of many nodes, and each physical optical link between
nodes carries many wavelengths or optical channels.

In DWDM all-optical networks, a lightpath connects a source with a destination. Thus, DWDM
all-optical nodes either terminate or pass through lightpaths. However, connectivity on the wave-
length level is more complex than non-DWDM single wavelength optical networks. In DWDM, it
is not sufficient to establish connectivity over a transporting frame such as SONET/SDH but also to
find the right wavelength end-to-end over the complete path. This is a routing issue known as the
wavelength assignment problem.

There are two routing types in DWDM optical networks. One uses the same wavelength over the
complete end-to-end path, known as continuous wavelength (CW), and the other uses wavelength
converters (or λ-converters) at intermediate nodes when a lightpath cannot be established with a
single wavelength but it needs to be changed from link to link; this is known as wavelength concate-
nation (WC). A parenthesis needs to be made here to clarify some possible terminology issues.

• A wavelength is an optical channel based on the ITU-T grid.
• A lightpath is an optical path between a source and a destination; it may consist of the same

wavelength over the complete path or of many wavelengths “stitched” together with wavelength
converters.

The end-to-end connectivity of DWDM all-optical networks, also known as lightwave establish-
ment, with or without λ-converters depends on the availability of a single wavelength either over
each link or over the complete path. If wavelengths are not available, then blocking of service may
occur. In this respect, the selection or assignment of wavelength(s) algorithm over a path is made
based on statistical demand expectations of connectivity, knowledge of network topology, network
parameters, and network capacity.

In general, the wavelength assignment may be static, dynamic, or adaptive. Each method has
its own requirements. The static case is applicable to networks for which all nodes over the path
are pre-provisioned and the path remains established for a prolonged time, typically for weeks or
months. The dynamic case is applicable to networks for which nodes can establish a path when a
request to connect or to disconnect is made; that is, the path is established for a very short time,
hence dynamic. Adaptive is also a dynamic case applicable when connectivity is re-provisioned
dynamically in an effort to optimize the network traffic efficiency, minimize blocking, and react to
network changes such as avoid faulty and congestion conditions.

There are two primary adaptive routing algorithms: the alternate path routing and the uncon-
strained path routing.
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• The alternate path routing requires that each node stores the first k shortest paths to each pos-
sible destination. To accomplish this, the status of global and local node and link information is
required, including g congestion. Congestion is determined in part by the number of wavelengths
available per path/link.

• The unconstrained path routing considers all paths, including the first k shortest paths. This is
based on the knowledge of a cost function for each link in the network based on which the
optimal end-to-end path is determined.

A synopsis of wavelength assignment algorithms is given.

• Random: This algorithm selects randomly a wavelength when the new request comes from an
available list of wavelengths without regard to optimization and no attempt is made to proactively
reduce the blocking probability.

• First Fit: This algorithm indexes all wavelengths by assigning a number. Lower numbered wave-
lengths have higher priority. While searching for available wavelengths, the lowered indexed
wavelengths are selected first.

• Longest First: This algorithm assigns the wavelength to the longest path first; longest path is
determined by the number of hops (or links) between the source and the destination. This algo-
rithm assumes wavelength converters in the network.

• Least Used: This algorithm selects the least used wavelength in the network. That is, it gives
priority to the wavelength that is not used in most links over a path. This algorithm assumes
wavelength converters in the network.

• Most Used: This algorithm selects the most used wavelength in the network. This algorithm
assumes wavelength converters in the network.

The quest to identify the most efficient algorithm has not been exhausted, and research contin-
ues to find the best routing algorithm [51–53]. However, network efficiency does not depend only
on wavelength routing but also on the percent of utilization of each wavelength or lightpath. For
instance, assuming that the wavelength assignment algorithm is performing with the most satisfac-
tory efficiency, then if the lightpath carries 10 Gbps SDH/SONET or OTN frames, the question
is how mush client traffic (or the percent of utilization) does it transport in such frames all the
time? Similarly, if the lightpath carries packetized data, what is the percent of time it carries client
packets? That is, not only what the capacity of each lightpath is but also what the true efficiency of
the transporting mechanism is?

3.8 Access WDM Systems

WDM technology employed in point-to-point, ring, and mesh networks has proved that WDM
networks can address current and future data rate needs, they are scalable and reliable, and paths
can be well protected, but they are costly and as such it was not initially deployed in the access
network. This created a traffic bottleneck at the access part of the optical network (ON); the ON
was able to pass terabits per fiber but at the “last/first mile” of its access only few hundred kilobits,
Fig. 3.17. Nevertheless, cost is relative and it is technology dependent. Thus, it may be measured by
the bandwidth a technology delivers, by the number of end customers it serves, and by the distance
it transports it cost-efficiently. Thus, if for simplicity we consider a cost unit per 100 Kbps/km
and if passive optical technology delivers an aggregate of many gigabits over many kilometers to a
large number of end users, then it becomes attractive to access optical networks. Additionally, one
must consider other factors that the access technology supports, such as future-proofing, security,
consolidation of equipment, network management, maintenance, and types of services, for which
fiber-optic technology has proved to be superior to other technologies. Thus, as early as end of the
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Fig. 3.17 The “last mile bottleneck” is readily solved by increasing traffic at the acces; a solution that FTTP offers

1980s, various companies initiated studies for the most cost-efficient passive optical technology to
be deployed in the access network so that fiber replaces the loop plant, and it was termed fiber-in-the-
loop (FITL), passive optical network (PON), and also fiber-to-the-home (FTTH) [54]. Since then,
the acronym PON has prevailed and several variant PONs were proposed and a prefix to PON was
included to denote the standard protocol in use. Thus, E-PON means Ethernet PON, G-PON means
gigabit PON [55], A-PON means ATM PON, and so on (generically, it is denoted xPON) [56]. PONs
are also termed as access optical networks (AON), which may be a better representative term.

Because PONs are fiber based and because access links (also known as loops) connect end users
(at the premise, home, neighborhood, office, etc.) with the public network, these optical access
networks are also known as fiber to the premise (FTTP), or FTTx, where x is the home (FTTH),
the curb (FTTC), the cabinet (FTTCab), the business (FTTB), and so on. Herein, we will use the
terms PON or FTTP interchangeably [57–59], and we will avoid the confusing alphabet soup for the
access optical network.

Since its initial study in the 1990s, FTTP has enjoyed an exponential growth; we identify three key
drivers for this growth: advances in optical technology and standards, increased bandwidth demand
to the home (voice, high-speed data, and high-definition TV) and to the enterprise (voice, high-speed
data, and interactive real-time video), and certain deregulations that allow network providers to
provide triple-play services over the optical communications networks. However, although FTTP is
perhaps the only access technology that can offer all these services and future services not yet iden-
tified, nevertheless, the momentum has not been the same in all countries, although this is changing
rapidly.

In subsequent sections, we examine the general PON topology and three PON technologies,
CWDM-PON, TDM-PON, and CWDM/TDM-PON.

3.8.1 The General PON

The general PON topology is illustrated in Fig. 3.18. Depending on passive technology used, it is
a point-to-point or a point-to-multipoint architecture. The access network is defined between two
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interfaces: the service node interface (SNI) at the network side and the user-to-network interface
(UNI) at the home network side. It is between these two interfaces that the fiber transports traffic
to/from the network from/to the end user. Thus, in the optical domain, the fiber at the network side
is terminated by the optical line termination (OLT), and at the user side, it is terminated by the
optical network unit (ONU). Between the OLT and the ONU, there may be an optical distribution
unit known ODN; an ODN may be as simple as an optical power splitter, which also provides
wavelength transparency.

When the ONU is at the home, it is known as optical network termination (ONT); ONT may be
placed at the premises, indoor, or outdoor and be protected from atmospheric conditions. However,
the ONU may be interfacing fiber on the network side and copper (or loop) on the premises side; in
such case, the ONU is located outdoors yet in a protected cabinet located, whereas copper twisted
pairs are terminated by network termination (NT) units located at the premises.

For administration purposes and maintenance responsibilities, several reference points are defined
between the network and the NT:

• the point between the OLT and the service node in the network is the (V) reference point,
• the point between the ONU and the NT is the (a) reference point.

In the downstream direction: The point after the output of the OLT is the S reference point, and
the point before the input of the ONU is the R reference point.

In the upstream direction: The point right after the output of the ONU is the S reference point,
and right before the input to the OLT is the R reference point. The R/S reference points are also
termed PON interface (IFPON).

According to this architecture, bidirectional traffic over the fiber link between OLT and ONU
may be transported using one of the three methods, diplex (or di-plex), duplex, and dual-fiber.

Diplex uses different wavelengths in each direction of a single fiber. According to this, one wave-
length is transmitted in the downstream direction and another in the upstream; typical wavelengths
are 1,310 and 1,550 nm. The separation of the two wavelengths is accomplished with a simple rotator
at each end of the fiber link.

Duplex uses the same wavelength in both directions of the single fiber (typically 1,310 or
1,550 nm); separating each direction is accomplished with a simple rotator at each end of the
fiber link.
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The dual-fiber may be in one of the three modes:

• one fiber for the downstream traffic and the other for the upstream;
• each fiber is in diplex mode carrying the same traffic, where the second fiber is for protection; and
• each fiber is in duplex mode carrying the same traffic, where the second fiber is for protection.

The direction from the network side to the user side is termed downstream whereas the opposite
direction upstream.

The maximum fiber length between OLT and ONU is estimated from the link parameters such as
laser optical power, fiber attenuation, component insertion loss, dispersion, other nonlinear effects,
possible gain (if optical amplification is used) photodetector sensitivity, margin and expected signal
performance following link power budget calculations; using decibel units, this is a mere additive
process. However, independent of optical budget, the maximum achievable fiber length for a partic-
ular transmission system is termed logical reach.

3.8.1.1 Protection Strategies for the General PON

The fiber link protection strategy may range from no protection to full protection. Full protec-
tion is achieved in the dual-fiber mode, two bidirectional fibers in diplex or duplex mode, or one
fiber for normal traffic (working fiber) and the other for protection; that is, a 1+1 protection strat-
egy.

3.8.1.2 Traffic Symmetry in the General PON

With new emerging services delivered to the premises over PON networks, the amount of traffic over
the link may be the same or not in each direction. In one case, the traffic in the downstream direction
is much higher than that in the upstream direction; this traffic is termed asymmetric. Asymmetric
traffic is encountered when one-way broadcast services (such as video, Internet, etc.) are offered. In
the other case, traffic is expected to be the same in both directions; this is termed symmetric traffic
(such as voice, etc.).

If packetized data technology over the FTTP is used, depending on FTTP technology, it is possi-
ble that packet collision may take place. To avoid this from happening, the OLT may take control of
the packet flow by granting each ONU to send packets in the upstream direction. To synchronize the
grant process, the ONU measures the round trip delay around the access link OLT–ONU by dividing
the sum of travel time in each direction by two; this round trip delay is termed mean signal transfer
delay.

3.8.1.3 ONU Authentication in the General PON

The FTTP network is expected to be scalable and expanding. Thus, the network expects that new
ONUs may be added. This expansion however provides an opportunity to bad actors to add ONUs
illegally. To combat this, the network must have the capability to authenticate the ONUs (existing
and newly added) on the FTTP network.

3.8.1.4 PON Installation Methods

Fiber for PON is installed using different methods:

• aerial cable: fiber cable is installed on utility posts;
• micro-duct: fiber cable passes through inground and surface plastic ducts;
• conventional duct cable: fiber cable passes through ducts buried inground;
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• underground: fiber cable runs through large utility underground ducts; and
• combined method: fiber cable may be aerial for some length, through underground for some other

length and through microduct, and so on to reach its destination.

Each method depends on geography, topology, and customer density, and it has different instal-
lation and distribution issues and also cost structure.

The projected power budget over the OLT–home path is from 22 to 25 dB (assuming an additional
3 dB margin). In the premises, passed the network termination, the traffic distribution will be via
standard connectors such as RJ-11 for POTS, RJ-45 for Ethernet, and Coax RG-59 for video.

3.8.2 CWDM-PON

When the PON carries many wavelengths over the fiber link, it is known as WDM PON. In fact,
the notion of many wavelengths or frequency channels in a medium is not far from what is already
known as frequency division multiplexing (FDM). Because a PON is expected to be a low cost
optical technology, ITU-T (G.694.2) has defined a coarse grid of 18 optical channels over the full
spectrum for communications 1,261–1,621 nm; this is termed coarse WDM (CWDM); PONs based
on the CWDM grid are termed CWDM-PONs. The CWDM grid defines a channel spacing of 20 nm
allowing a laser drift due to temperature variation of ± 6–7 nm, which enables the usage of uncooled
lasers (and thus low cost) and wide passband filters.

In such case, the full CWDM grid becomes useful if single-mode water-free fiber [60] is used
over the OLT–ONU link. PONs may also be based on the coarse DWDM C and L band grid (chan-
nel separation of 200 nm) to increase the number of channels from 18 (CWDM) to 20 (C band
only) or 40 (C+L band); this is termed DWDM-PON. Clearly, because of the tight specifications
of DWDM components, DWDM-PONs do not provide a cost advantage over the CWDM (CWDM
costs less), but it takes advantage of EDFA optical amplification and the large variety of optical
DWDM components.

In CWDM-PONs, each optical network unit (ONU) operates on a different wavelength. In the
upstream direction, signals from several ONUs are wavelength division multiplexed (WDM) and
coupled onto the single-mode fiber, Fig. 3.19. In the downstream direction, at the OLT, several
wavelength division multiplexed signals are coupled onto the fiber link. At the distribution network,
the WDM signal is demultiplexed, and each wavelength is sent to its corresponding ONU. Trans-
mission over the link may be in one of the methods discussed earlier, diplex, duplex, or dual-fiber,
but in this case, there is not a single wavelength but a group of wavelengths.

3.8.3 TDM-PON

The TDM-PON takes advantage of the well-known method of time division multiplexing (TDM),
which is in use since the development of digital transmission and synchronous optical multiplexing
(in DS1, DS3, etc.). In principle, the TDM-PON uses a single wavelength in diplex, duplex, or
dual-fiber mode.

The OLT transmits TDM traffic in the downstream direction, and it manages the upstream traffic.
In the downstream direction, TDM traffic from the OLT (typically using the wavelength 1,490 nm)
reaches over fiber a 1 to N optical splitter. That is, all N outputs of the power splitter carry the same
TDM traffic. However, a time slot is associated with a particular ONU, and thus each ONU finds its
own time slot and extracts the data from it, which then passes onto the NT and from there to the end
user, Fig. 3.20.
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In the upstream direction (typically using the wavelength 1,310 nm), end-user data arrives at the
associated ONU which places it in its corresponding time slot and sends it toward the OLT via a
combiner, which is collocated with the splitter. At the combiner, time slots from all ONU arrive, and
they are time division multiplexed onto a single TDM stream coupled onto the single-mode fiber. It
is evident that time slots arriving at the combiner must be well synchronized, else they will collide in
the time domain. This clearly is not as easy to accomplish in the optical domain because the distance
between ONUs and combiner is not the same as the propagation delay between ONUs-combiner is
not. Synchronization may be achieved if each ONU either is capable of measuring the propagation
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delay ONU-combiner, which is not as simple, or is provisioned to generate the proper delay, which
makes the ONU costly.

3.8.4 TDM-PON Versus WDM-PON

The TDM-PON split the optical power via the 1 to N splitter, for which N is relatively small and
so is the number of subscribers and also the deliverable data rate to each end user. Conversely, the
CWDM-PON with relatively few channels delivers traffic to as many ONUs as the channels but at
high data rate to each one [61].

Because the medium is shared by all end users, the available bandwidth and the network resources
are better used in TDM-PON than in WDM-PON, hence the TDM-PON is more efficient.

The TDM-PON is based on a fixed number of well-synchronized time slots. Thus, the TDM-PON
is not easily scalable. Conversely, the WDM-PON is only limited by the number of wavelengths
available in the grid, which however may be increased by migrating to DWDM or by defining a
denser CWDM grid 36 channels and 10 nm channel separation. Although the latter requires stan-
dards approval, it is not unreasonable; the DWDM was initially defined with 50 Ghz separated 80
channels, which now has been redefined to 160 channels 25 Ghz separated.

The TDM-PON requires a complex time arbitration mechanism to avoid time slot collision in the
upstream direction. WDM-PONs do not require such arbitration.

The TDM-PON, because of its broadcast nature, allows bad actors to “listen” to time slots that
belong to other ONUs. Thus the TDM-PON is less secure. The WDM-PON does not broadcast data
and thus in that respect it is better than the TDM-PON. However, an eavesdropper may also extract
data from an individual ONU by unauthorized access of the ONU or by tapping the input or output
of the ONU. In all, security is an issue which needs to be examined seriously by encrypting data and
by securing the fiber link. Security is discussed in detail in Chap. 10.

In conclusion, the TDM-PON and the WDM-PON have advantages and disadvantages in a com-
plimentary way. The advantages of the former are disadvantages of the latter and vice versa.

In the following section, we describe a hierarchical WDM/TDM-PON which combines the advan-
tages of both.

3.8.5 Hierarchical CWDM/TDM-PON

This is a proposed topology that combines CWDM in a point-to-point topology between OLT and
ONU, an optical tree topology at the ONU, and an optical TDM in a point-to-multipoint topology
between ONU and NTs. Because of this, we call this network “hierarchical CWDM/TDM-PON” or
hCT-PON [62].

At the OLT, 16 CWDM optical channels for data and 2 channels for supervision and control are
multiplexed and send to the optical network demultiplexing unit (ONU-d), Fig. 3.21; in this scenario,
the ONU plays the role of ODN and ONU combined. We assume that the single-mode fiber is of the
water-free type to support the CWDM grid and at a length exceeding 20 km. The next generation grid
with 36 channels (10 nm channel separation) doubles the number of channels; more channels and
longer distances can be supported by the sparse DWDM with 200 Ghz channel separation; however,
the increased bandwidth capacity of DWDM needs careful examination as CWDM technology has
an average 40 % lower cost as compared with DWDM. The 16 of the 18 channels for customer
data are at one of the three data rates, 1GbE, 2.5 or 10 Gbps. The remaining two channels carry
supervisory and control data at a rate of 1 GbE or less.

The ONU-d consists of an optical wavelength demultiplexer (ODemux), SOA amplifiers, two
splitters for the two supervisory channels, and 16 optical TDM units (ONU-t). Each unit contains
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an optical switch which deflects packets in time slots to their corresponding fiber. The 18 channels
are demultiplexed by the ODemux and each channel is amplified by an SOA. The shortest and the
longest wavelength of the 18 channels are allocated for supervision; that is, the two most naturally
degraded channels are chosen for supervision and because they are at lower data rate, their perfor-
mance is degraded less. The 16 wavelengths from the ODemux are separated into two groups, A
and B, each of eight channels, and each channel is connected with an ONU-t. The two supervisory
channels are also separated, one for group A and the other for group B. Each channel is power split
in 8 by an 1:8 splitter (not shown).

One of the 16 data outputs from the optical demultiplexer and a supervisory channel from the
splitter are routed to an optical time division demultiplexing network unit (ONU-t). The ONU-t time
demultiplexes packets of equal length and each demultiplexed packet is routed to a fiber in a cluster
of fibers; each fiber in the cluster connects the ONU-t with a network terminating unit (NT), where
each NT serves one or more end users. At the ONU-t, the deflection of packets in their corresponding
time slots may be implemented with one of several optical technologies (including optical switches
or optical rings). The length of each fiber in the cluster is the same in order to eliminate group
delay variations; this is easily accomplished by using same length fibers. Each NT determines its
own time slot and length from a reference clock and from supervisory messages. In addition, each
NT receives one of the two supervisory channels that provides information regarding time reference
(this is the same for all NTs in the same group), time slot location and length, payload type, testing,
maintenance, security levels, and more.

The point-to-multipoint topology assumes that NTs of the same group are sparsely located. When
NTs are closely located, then this topology can be modified in a point to multipoint with an open
ring physical topology, Fig. 3.22. Notice that this is an advantage of our proposed network as a
properly equipped ONU-d supports both topologies serving simultaneously sparse and dense NTs.
However, in dense NTs, capital cost is shifted from the ONU-ds and the fiber plant to more com-
plex NTs. NTs in this case recognize their own packet(s) in the optical stream [8] and mark the
instance of their time slot, which must be known for time multiplexing packets in the upstream
direction.

The upstream direction works as the downstream direction, Fig. 3.23. In this case, each NT
receives traffic from the end user, it packetizes it, and it transmits each packet within its designated
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time slot. Each NT does the same with supervisory messages, which now are time multiplexed onto
the supervisory channel. Since the data and the supervisory channels are on different wavelengths,
the NT wavelength multiplexes the two and couples onto the fiber in the direction to optical time
division multiplexing unit (OTDM).

In the upstream direction, each OTDM time multiplexes packets from their cluster and transmits
them to the optical multiplexer (OMux). The OTDM in this case is simple, and it consists of a coupler
to perform the time division multiplexing function as well as wavelength division multiplexing for
data and for supervisory channels. The OMux time division multiplexes messages from the two
groups onto the two supervisory channels, and it couples all 18 CWDM channels onto the fiber. The
latter is received by the OLT’s optical demultiplexer unit (ODemux).
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As in the downstream direction, so in the upstream the hCT-PON supports multiple topologies.
The NTs for each case have different design complexity commensurate with that in the downstream
direction.

Because the hCT-PON may adapt the DWDM grid (with 200 Ghz channel separation), 40 chan-
nels in the C band over standard single-mode fiber may be used. Furthermore, if the C and L bands
are jointly used, then the number of channels is doubled to 80. That is, the hCT-PON is highly
scalable and the only limitation is cost and technology maturity, both of which are expected to
improve over time.

In the downstream direction, although each wavelength arrives at each ONU-t with a small phase
difference, it does not affect the transmission method because the outputs from the ONU-t are cou-
pled onto a fiber cluster with each fiber having equal length to eliminate differential delays within the
cluster. This engineering rule, equal length and same fiber type within a cluster, substantially sim-
plifies inventory and logistics of the fiber plant while it maintains flexibility and network scalability.
Hardware design, protocol complexity, maintenance, and provisioning are also simplified.

The proposed CWDM-PON is characterized by bandwidth elasticity. Assume data rate at
2.5 Gbps per optical data channel; this is a realistic cost-efficient data rate allowing for uncooled
lasers and optical components with relaxed specifications. For bandwidth scalability and elasticity,
we have chosen a minimal time slot granularity of 125 ns, Fig. 3.24. Thus, 2.5 Gbps bandwidth is
subdivided in small amounts of 2.5 Mbps, each delivered in the downstream direction to 1,000 NTs.
For many access applications, 2.5 Mbps is a sufficient bandwidth for very fast Internet/Ethernet,
voice, high-speed data and compressed video, termed triple play. Now, for applications that require
more bandwidth, more contiguous time slots per NT may be assigned, and for applications requiring
less bandwidth, the 2.5 Mbps may be scaled down to 1.5 or 2 Mbps to emulate DS1 or E11 rates,
which may be further demultiplexed to individual DS0 (64 Kbps) and/or ISDN rates (144 Kbps).
For applications that demand very high bandwidth, concatenating k time slots (k = 1–1,000),
k × 2.5 Mbps may be transported; thus, elastic bandwidth from DS0 to many times 2.5 Mbps
(potentially to a full 2.5 Gbps) is achievable. Notice that for cost-efficiency we selected 2.5 Gbps. If
10 Gbps was selected, then a four-tupple aggregate traffic is transported and data elasticity increases
accordingly.
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In the upstream direction, each NT receives packet data from end devices, and it transmits them in
their corresponding time slot. The OTDM time multiplexes data from NTs without optical buffering
onto a single channel and sends them to the OMux.

The supervisory channel works in a similar manner. In the downstream direction, time division
multiplexed supervisory messages for each NT are sequentially concatenated. Because all NTs
have been divided in two groups each containing half the data channels, each supervisory channel
addresses half of the NTs in the network. For 1,000 NTs per data channel, each supervisory channel
addresses 8,000 NTs (although the potential address space is 216).

If we assume that two messages per second per NT are sufficient, then 16,000 messages per
second are carried by each supervisory channel. Now, a cluster of NTs is addressed within 1/16 of
a second or 62.5 ms. Thusly, a cluster is addressed twice per second, and each of the 8,000 NTs in a
cluster is addressed with a 7 μs time slot. At 155 Mbps and for 36 octets per message, approximately
a 2 μs window per NT is centered within the 7 μs window leaving 5 μs for guardband or margin and
for future-proofing, Fig. 3.25. In the future, messages may expand to 72 octets with 4 μs margin.
Moreover, guardbands are set to zero optical level or to a fixed pattern such as 00100100. The
structure of the supervisory (or control) messages consists of a header, a data field, and a CRC trailer.

Another benefit of the very large customer base is the cost of amplification. For example, certain
FTTP methods use the C band spectrum to employ EDFA amplifiers. In this case, assuming $200K
for EDFA for 1,000 homes (and for 50 % take rate), the cost is $200 per home. The CWDM-based
hCT-PON however employs semiconductor optical amplifiers or Raman amplifiers, which are much
lower in cost (projected to <$20/home); this also accounts for CWDM, which is less inexpensive
than DWDM by 40 %.

In the upstream direction, each NT transmits a 36-octet message back to OTDM, where all
messages of a NT cluster are time division multiplexed in their corresponding 62.5 ms. Then, all
messages from all eight OTDMs are time division multiplexed at the OMux and coupled onto one
of the two supervisory channels. Each of the 62.5 ms intervals has guard bands at each side to relax
specifications and avoid collisions.

If the distribution of 1,000 fiber strands per cluster may seem to be challenging (some fiber cables
contain 1,000 fiber strands), as bandwidth becomes commodity, and as bandwidth per NT increases,
more time slots are assigned to each NT and thus the number of NTs in the cluster decreases, and so
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does the number of fibers. Arguably, 1,000 NTs per optical channel demonstrates an access network
that is able to deliver multiservices with elastic bandwidth to a very large number of end users. If a
smaller network is needed, then the network can be scaled down; in this case, not all the 16 optical
data channels are used, not both groups, not all clusters, not both supervisory channels, not all fibers
per cluster, and not all time slots are populated. Later, the network is accordingly populated to meet
the demand and serve the increasing number of end users.

In the upstream direction, the bandwidth elasticity is similarly demonstrated. NTs deliver 2.5
Mbps or multiples of it. NTs may also be used as aggregation points for DS0, DSL, and ISDN
services. If in the upstream direction certain clusters are expected to transport a fraction of 2.5 Gbps
(or OC-48) per optical channel, the transmitters in this cluster may be further relaxed to transmit at
a lower bit rate, such as OC-12 or even OC-3. In this case, the time slot arrangement remains the
same, and time slots are scaled accordingly (4 times for OC-12 and 12 times for OC-3). This possible
arrangement of asymmetric traffic further relaxes specifications and lowers the overall network cost.

3.8.6 How Real Is PON?

PON is very real and many countries are already PON-ready. Large networking companies around
the globe have made huge investments in PON technology and already have a significant penetration
homes/building FTTP passed. Some countries started the FTTP deployment early and some others
later. The starting point depended on several factors among which are a common platform and stan-
dard specifications, capital and operational cost, optical technology issues, and business drivers.

In the United States, the removal of regulatory barriers made FTTP a good business case. As
a result, BellSouth, SBC Communications, Inc., and Verizon adopted a set of common technical
requirements that were based on existing industry standards and specifications, known as FTTP
(Joint press release, May 29, 2003). Accordingly, Verizon’s plan was to reach 1 million homes by
the end of 2004 and twice as many by 2005. Similarly, SBC’s plan was to deploy FTTP to 300,000
premises per year, starting with 2005.

In Europe (EU 17), by the end of 2005, 2.5 millions buildings/homes passed with FTTP, and this
is projected to exceed 6.5 millions by 2008. Among the EU 17, by June 2004 Sweden and Italy led
the number of FTTP subscribers: Sweden with 200,000 subscribers and Italy with 190,000; Italy and
Sweden also led the number of buildings/homes FTTP passed: Italy with 1.25 million and Sweden
with 0.5 million. However, Denmark and the Netherlands led in FTTP penetration: Denmark by
>76 % and the Netherlands by >66 %.

In Japan, (according to NTT data) by the end of 2006, was planned for 6.5 million subscribers
compared with North America that will have 4.5 million.

Cost of service is very critical in attracting subscribers. Cost of service mainly depends on cost
of goods (or capital expenses), operating cost, and also on savings by system and other resource
consolidation. This also has the benefit of less staffing and less power consumption. Thus, an FTTP
that delivers data to a very large customer-base at very long reach (such as the hCT-PON) eliminates
or consolidates many existing systems and small central offices to a larger one. Typically, 20 km
reach (CO to home) covers more than 99 % of US subscribers and perhaps 100 % of subscribers
in most other countries. Thus, in the United States a projected cost of goods for the ONT is under
$340, and for the OLT (without amplification) is under $250. In addition, the cost of deployment
is projected to under $1,200 per home passed. Nevertheless, cost of goods and cost of deployment
are one-time investment. Therefore, the cost of maintenance should be commensurate to or less
than DSL, when computed per kilobits per kilometer; DSL maintenance cost can be as high as
$290/line/year.

Application drivers depend on the availability of specific devices and services that appeal to
consumers. Based on this, applications that drive FTTP in the United States currently are e-mail,
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e-commerce (which may also be seasonal), search engines, e-banking and other online services, and
also downloading (messaging, music, and e-news). However, with novel devices and with lowering
cost (as a result of component improvement and of service bundling), new applications will become
decisive in increasing bandwidth demand (downloading high definition video, 3-D video, two-way
video communication and telepresence, and game-playing). For example, the cost of DTV and
HDTV sets is dramatically decreasing although currently not many channels in the United States
offer HDTV.

In addition to this, ITU-T standards have been issued for interoperability purposes [63–73], in
addition to those already mentioned.

In addition to application drivers, cost of service and cost bundling also stimulates subscription
to FTTP. From 2003 NTT data, the monthly charge per 100 Kbps in certain sample countries has
been (in US dollars): Japan = $0.18, Korea = $0.29; USA = $2.86; the Netherlands = $5.13;
UK = $7.18; Switzerland = $13.9; Finland = $21.21. Clearly, such a large pricing range depends
on many factors that are beyond the purpose of this analysis.

3.8.7 Free Space Optical

Some specific applications require relatively quick point-to-point high bandwidth and low cost con-
nectivity. Typically, such applications aggregate multi-type traffic at an access enterprise point and
transport it to another point located from hundreds of meters to few kilometers away. This tech-
nology does not use fiber on the link but a laser beam in free space (hence FSO) and therefore it
necessitates line of sight; typically from rooftop to rooftop. Because this technology does not need
fiber installation and right-of-way licenses, it is deployed quickly and inexpensively.

However, FSO has a severe drawback. Laser light is severely absorbed by fog but not as much by
rain. Interestingly, microwaves are affected by rain and not as much by fog. Thus, the two technolo-
gies are complementary and can work side by side. If fog is present, the microwave link switches in
and if not the FSO does. FSO is preferred because it can transport much more bandwidth (more than
1 Gbps) than the microwave link (few Mbps).

FSO technology may also include multiple wavelengths thus utilizing WDM technology, in which
case the aggregate bandwidth is multiplied by the number of wavelengths in the beam.

FSO is already considered in satellite network applications to interconnect a cluster of satellites in
a 3-D mesh topology [74, 75]. Optical transmitters suited to this application use neodymium yttrium-
aluminum-garnet (Nd:YAG) solid-state lasers. Although satellites are thousands of kilometers apart,
space is free from atmospheric phenomena and exerts insignificant attenuation and thus a laser beam
travels far. However, maintaining connectivity as satellites move requires good tracking. In addition,
as the laser beam travels for many kilometers it diverges and thus the receiver must have a large
aperture telescope, typically about 10 cm in diameter.

The initial deployment was a simple point-to-point link. Recently, more complex FSO
transceivers have become available to allow for ring and mesh network connectivity as it was
envisioned and described in Refs. [4, 76, 77], Fig. 3.26. The ring and particularly mesh topology
can transport much larger aggregate traffic, and it is better protected from faults [78].

3.8.7.1 Advantages and Disadvantages of FSO

Advantages of FSO:

• Installation is relatively simpler and faster (about a day) than the typical fiber-optic network
(weeks to months).

• FSO transceivers are installed on top of existing buildings (some deployments provide links from
window to window).
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Fig. 3.26 FSO nodes when designed with multiple transceivers may be deployed in ring and mesh topologies

• Connectivity with client network and FSO transceiver is accomplished using vertical cable, which
is easily installed in an elevator well or staircase.

• FSO provide a proprietary link compared with a network provider’s fiber that may be shared with
other clients.

• FSO needs no spectrum licensing since it does not use radio electromagnetic waves.
• It is immune to electromagnetic interference.
• It has relatively low cost per node.
• It does not impose any hazard to life as the laser beam is few megawatts (it uses typical commu-

nication laser devices (800–1,550 nm).
• Because the beam is thin, invisible, and at inaccessible heights, FSO links are inherently not

interceptable and thus secure.

Disadvantages of FSO:

• FSO links are short (∼ 2 km) as compared with fiber optic links (20–100 km).
• FSO links provide less bandwidth (∼2.5 and perhaps 10 Gbps) than fiber optic links, which can

carry aggregate traffic exceeding terabits.
• FSO suffers from fog and heavy snow attenuation. FSO links become operational from medium

fog with about 30 dB/km attenuation to a clear day (visibility >6 km) with about 0.2 dB/km
or less attenuation. Thick fog with >50 dB/km attenuation does not sustain FSO communica-
tion. The attenuation and the wavelength over the FSO link is related to particle parameter σ

= 2πr/λ, where it is assumed that particles are spherical with radius r . In general, the longer
the wavelength, the lower the atmospheric attenuation and therefore most FSO systems prefer
wavelengths at 1,550 nm over 800 nm, in addition.

• FSO suffers from scattering caused by particles airborne in the atmosphere. Scattering is classified
into three mechanisms: Rayleigh, Mie, and Geometric [79].

• Rayleigh scattering is in effect when r << λ (this is also present within a fiber where attenu-
ation is ∼ λ−4).

• Mie scattering is in effect when r ∼ λ.
• Geometric scattering is in effect when r >> λ.

• FSO suffers from scintillation caused by air temperature fluctuations and atmospheric turbu-
lence [80]. However, attenuation due to scintillation is small (few dB/km) as compared with fog
and snow.

• FSO requires accurate line of sight alignment. The transceiver aperture and tracking mechanisms
must account for sway of tall buildings during strong winds to maintain alignment.
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Thus, attenuation and scattering depend on particle size and particle density. As a point of refer-
ence, molecules are smaller than 1 nm, fog droplets are about 10 μm, and rain drops in the range of
100 μm–10 nm.

In conclusion, FSO is an optical network technology that can be deployed quickly in inner city
as well as rural applications. Our research has concluded that in networks (such as in Fig. 3.25) two,
three and rarely four transceivers per node may construct a comprehensive mesh network. When
these networks have links with RF backup, then the network will continuously provide service,
meeting the availability requirements under all atmospheric conditions.
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Chapter 4
Next Generation SONET/SDH

4.1 Traffic and Service Convergence

Voice service has been around for more than hundred years and currently it experiences a moderate
growth, not so much because of landlines but because of mobile telephony; to date, almost everyone
has a pocket telephone, including most schoolchildren; even remote villages in the Himalayas that
previously had no telephones now have mobile telephone service. In contrast, within the last few
years, data services have experienced an explosive growth due to the Internet and other data services.

The original synchronous network was developed to be highly reliable and functional in most
adverse natural conditions, including power outages and earthquakes. As such, its cost was con-
sidered high for asynchronous data services that did not require real-time deliverability. Thus, the
originally data-only Internet was developed to offer non-real time service or best effort at low cost.
The Internet proved itself for its low-cost service, and also for its unreliability and vulnerabilities to
security threats.

In an evolutionary and strategic move, new versions of the Internet protocol have been developed
to cope with the addressing space and also to improve the deficiencies of the predecessor protocols;
the already dubbed next generation Internet is currently known as IP version 6 or IPv6.

IPv6 defines an extended header with address space of 128 bits (i.e., 2128 Internet addresses),
dynamic assignment of addresses, improved options, improved scalability, new traffic mechanisms,
packet labeling for better defined traffic flow, real-time any-cast services, and it includes authenti-
cation and secure encapsulation. That is, IPv6 emulates the robustness and inherent security of the
synchronous network and in fact it threatens traditional voice and video services with new Internet
offered services such as voice over the Internet protocol (VoIP) and video over the Internet protocol
(Video-o-IP).

In response to market demands for diversified services, the next generation synchronous network
also offers traditional and data-centric services with flexible traffic allocation, intelligent routing
schemes, elastic bandwidth, multicast capability, better management strategies, future-proofed tech-
nology, increased network efficiency and low cost that is competitive with the next generation Inter-
net. Thus, the next generation Internet and the next generation synchronous networks are converging
to a network that offers voice, video, and data services with quality of service capability that is
defined by the customer, yet maintaining the network reliability, protection, availability, robustness,
and real-time services that my grandfather was used to have.

SONET/SDH has been a protocol that was developed in the 1980s for synchronous optical net-
works with single wavelength over single-mode fiber links to offer services that scale from DS0
to DS3 and higher, meeting real-time, robustness, superb network and service protection, primarily
over two-fiber or four-fiber ring optical topology, point-to-point topology and interconnected rings
that effectively emulated a mesh topology [1]. The protocol was based on specific size tributary
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units (TU in SDH) or virtual tributaries (VT in SONET), Fig. 4.1, that were mapped in specific size
payload envelops, Fig. 4.2, using synchronized byte multiplexing.

The capacity and data rate equivalent of VTs depends on the number of columns (the number of
rows is always 9) which in SONET are 3, 4, 6, and 12. Because a SONET/SDH frame is transmitted
within 125 μs, so is each TU/VT and each byte in a virtual container/tributary; the data rate of each
byte in any TU/VT is equivalent to 64 Kbps; Table 4.1 tabulates the equivalent data rates per VT,
and Table 4.2 tabulates it for TU.

For various operation, maintenance, administration, and control functions, the overhead of
SONET frames was defined according to line, section, and path, shown in Fig. 4.3. The mapping
process follows a specific order, shown in Fig. 4.4.

The network topology, switch to protection, and data-rate objectives were met and perhaps sur-
passed, and the initially used data rates of up to 622 Mbps (OC-12) were extended up to OC-768
(40 Gbps), Table 4.3.
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Fig. 4.2 The specific fields of a STS-1 frame

Table 4.1 Equivalent data rate for SONET VTs

VT type Columns/VT Bytes/VT VTs/group VTs/SPE
VT payload rate

(Mbps)

VT1.5 3 27 4 28 1.728
VT2 4 36 3 21 2.304
VT3 6 54 2 14 3.456
VT6 12 108 1 7 6.912
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Table 4.2 Equivalent data rate for SDH VCs (per X.85/Y.1321)

VC type VC bandwidth (Mbps) VC payload (Mbps)

VC-11 1.664 1.600
VC-12 2.240 2.176
VC-2 6.848 6.784
VC-3 48.960 48.384
VC-4 150.336 149.760
VC-4-4c 601.344 599.040
VC-4-16c 2, 405.376 2, 396.160
VC-4-64ca 9, 621.504 9, 584.640
a For further study
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Fig. 4.3 Definition of path, line, and section used in the SONET/SDH frame

SONET/SDH had been so successful that soon the synchronous data rate over fiber was exhausted
and the telecommunications industry looked into advanced optical and photonic technology to solve
the so-called fiber exhaust problem. The technological solution to this problem was wavelength
division multiplexing (WDM); that is, multiplex more than one (data-modulated) wavelength in the
same single-mode fiber so that one fiber now transports a multiplicity of optical channels, and an
equal multiple of data rates.

Fig. 4.4 To achieve a
SONET/SDH signal, a
specific mapping process is
followed by which
corresponding overhead is
added at each layer
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Table 4.3 ITU-T data rates for SONET/SDH
Signal designation

SONET SDH Optical Line rate (Mbps)

STS-1 STM-0 OC-1 51.84 (52 M)
STS-3 STM-1 OC-3 155.52 (155 M)
STS-12 STM-4 OC-12 622.08 (622 M)
STS-48 STM-16 OC-48 2,488.32 (2.5 G)
STS-192 STM-64 OC-192 9,953.28 (10 G)
STS-768 STM-256 OC-768 39,813.12 (40 G)

OC-N : optical carrier-level N
STS-N : synchronous transport signal-level N
STM-N : synchronous transport module-level N

SONET/SDH over WDM however raised certain issues pertaining to traffic efficiency, service
flexibility, service protection, and cost, which with the emergence and competition of data-centric
networks (Ethernet, Internet, etc.) became more pronounced and needed to be addressed. This led
to a competitive next generation protocol that is known as next generation SDH/SONET (NG-S),
which was also dependent on specific other new protocols such as the generic multi-protocol label
switching (GMPLS), link access procedure SDH (LAPS), the generic framing protocol (GFP) and
the link capacity adjustment scheme (LCAS). With the new protocols, the NG-S now is capable
of transport over adaptable routes in a variety of network topologies (ring and mesh) synchronous
traffic such as voice, video, and asynchronous such as Internet, Ethernet, ATM, IP/PPP, fiber channel
(FC), fiber connectivity (FICON), ESCON, and other future data protocols intelligently and cost-
efficiently [2].

4.2 Next Generation SONET/SDH Networks

Although the original SONET/SDH was developed for the ring topology, the next generation is
flexible for ring and for mesh. The mesh topology has excellent link and service protection because
nodes may be reconfigured to reroute traffic bypassing failures or congested areas. Faults (channel or
link) are detected with optical power detectors and performance estimation thresholds. Reconfigu-
ration can be achieved either autonomously or using sophisticated network management procedures
that also include traffic balancing and traffic grooming. Thus, a next generation synchronous opti-
cal network was needed to provide a standardized, robust, and efficient method that transports all
types of data and packets (e.g., IP, Ethernet, fiber channel) over SONET/SDH (DoS), in addition to
synchronous traditional TDM traffic.

4.2.1 Next Generation Ring Networks

The next generation optical ring (NG-OR) will conform to all previously known ring topologies,
unidirectional single fiber, bidirectional single fiber, two-fiber bidirectional, four-fiber bidirectional,
and so on. In addition, each wavelength will carry data rates from OC-48 to OC-192, and, in certain
cases OC-768. Some wavelengths may also carry raw 1 or 10 GbE.

Ring nodes will consist of an optical add-drop multiplexer (OADM) and a network element that
disaggregates/aggregates traffic (in the electronic regime). As a consequence, the network elements
in the NG-OR support a variety of interfaces that provide aggregation, grooming, and switching
capabilities; they respond to alarm and error SONET/SDH conditions, and they support the multi-
service provisioning platform (MSPP). Some nodes provide bandwidth and wavelength management
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MSPP
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Fig. 4.5 Interconnected next generation optical rings support MSSP and MSPP

and they are able to connect two or more NG-ORs supporting the multiservice switching platform
(MSSP), Fig. 4.5. Thus, ring nodes receive a diverse client payload of synchronous and asyn-
chronous data, and they are able to encapsulate in GFP and map in NG-S frames.

The NG-ORs will exhibit advanced fault detection strategies and advanced signaling protocols
such as the generalized multi-protocol label switching (GMPLS), which is an evolution of the multi-
protocol label switching (MPLS) standard. The key objective is to protect traffic, when a wavelength
degrades beyond the acceptable threshold or when a fault occurs, and to allow secure data to flow
over a secure network.

4.2.2 Next Generation Mesh Networks

When several next generation ring networks are connected, a mesh network is constructed, which is
known as path protected mesh network (PPMN), Fig. 4.6. In this case, the common nodes between
two rings are large MSSPs that carry large capacity aggregate traffic from ring to ring.

MSPP

Fig. 4.6 The network elements of the PPMN are MSPPs that are capable of aggregating a variety of client data,
including voice/video, and to add-drop and groom traffic
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4.2.2.1 Next Generation Mesh Networks—Protection

The PPMN network combines ring and mesh protection strategies. One strategy is based on prede-
termined redundant paths. For every possible path, an alternate path has been identified. This method
allows for the fastest “switch to protection”, although the protection path may not be the best possible
at the time of failure, as congestion conditions may occur unpredictably over the end-to-end path,
particularly when it crosses subnetworks that are operated by different network operators, Fig. 4.7.

Another strategy is based on algorithms (the shortest path, constraint based, such as the least
congested path or most available path, and others well known from the generalized multi-protocol
label switching (GMPLS)) to identify the best possible path available. These algorithms require
knowledge of the status of network nodes, and, therefore, they require extensive signaling and
complex protocols. Such algorithms are slow in finding the protected path but they do find the
best available at the time. Yet another strategy combines quick algorithms that, based on network
metrics, identify the best available protection path from a set of predetermined redundant paths.

PPMN resolves multiple failure conditions on the network, link, and channel (wavelength)
level. Nodes are provisioned to reroute traffic away from a failure or congestion condition. Faults
are detected with power detectors and performance parameter thresholds. Reconfiguration can be
autonomous according to SONET/SDH standards and new wavelength management strategies or it
can be with sophisticated multi-protocols that perform traffic balancing and traffic grooming.

4.2.2.2 Next Generation Mesh Networks—Traffic Management

The next generation intelligent optical mesh network consists of network elements and fiber links.
Each fiber link has a maximum capacity calculated from the product (number of wavelength) × (bit
rate per wavelength). However, the effective traffic per fiber link is less than this, as many frames or
packets over each wavelength may be either idle or frames for network operations, administration,
and management (OA&M). Thus, although the network elements may handle the same amount of
maximum traffic, bandwidth management deals with balancing the effective traffic per wavelength
and per fiber link: fast, without excessive complexity, and cost-efficiently. This is accomplished
by monitoring link status and traffic across the network. Monitoring traffic in the next generation
network requires intelligence because traffic is dissimilar (voice, video, high-speed data of various
protocols, such as IP, Ethernet, etc.).

Subnetwork (domain)

Network

Wavelength path

Client optical connection

Operator
Operator

Operator

Client
NE

Client
NE

Fig. 4.7 A network may consist of subnetworks. Each sub-net may be managed by a different operator
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4.2.2.3 Next Generation Mesh Networks—Wavelength Management

As already described in Chap. 3, when lightpath connectivity is requested, then the best route across
a mesh network is searched for. Depending on network capability and routing algorithm, a wave-
length assignment over the best path is made, which may consist either of a single (and same)
wavelength or concatenated (and different) wavelengths. At this point, it is important to identify
certain issues related to wavelength assignment.

In the case of the same wavelength assignment over the complete optical path, each optical
switching node on the path has been provisioned with the input–output connectivity. That is,
each node “knows” the source, the wavelength number, and the destination for each wavelength
through it. However, in the case of concatenated wavelengths and because wavelength conversion
(or translation) is needed at each optical switching node, the next node needs to “know” where the
source, the destination, and the wavelength number at the input and the wavelength number at the
output are.

Clearly, the latter case requires intelligent protocol with extensions and more complex wavelength
management over the wavelength switching network. In traditional optical networks, wavelength
management did not involve concatenated wavelengths (but only same wavelength continuity). The
next generation (DWDM) optical network however becomes more intelligent and more efficient in
traffic management, in wavelength, and other resource management (tunable lasers, tunable filters,
wavelength converters, etc.), with more intelligent protocols that minimize the probability of block-
ing and thus increase efficiency.

To describe the relationship between wavelength assignment and blocking probability, consider
a (DWDM) network element with a switching fabric with K fibers with N channels (wavelengths)
in the ingress direction and K fibers with N channels in the egress; thus, there is a total of N × K
wavelengths to be switched. From this, we assume a 50–50 engineering rule; that is, 50 % of the
channels pass through express (or in transit) as a result of static pre-provisioning, and 50 % are
to be dynamically switched. Thus, the problem reduces to switching N × K /2 or N∗ × K , where
N∗ = N /2. If N∗ wavelengths from one fiber are to be switched, then (N − N∗) channels are
available from other fibers. However, there are (K − 1) × N∗ potential wavelengths contending
for the same wavelength space (N − N∗), where (N − N∗) is much smaller than (K − 1) × N∗.
Clearly, this is a wavelength contention situation where blocking may occur. On the positive side, the
50–50 rule increases traffic efficiency of the network, which if intelligently engineered, the number
of wavelength converters becomes better manageable and cost-effective since converters are needed
for all wavelengths.

Wavelength conversion or translation in opaque switches is indirect; it converts all received opti-
cal signals (wavelengths) to electrical and back to optical; thus the wavelength translation is achieved
indirectly. In this case, opaque nodes keep connectivity tables with source and destination identifica-
tion codes as well as wavelength numbers in the ingress/egress directions. Although opaque nodes
are cost-inefficient, nevertheless with current optical technology, they are necessary for every 7–10
all-optical concatenated nodes or at the interface between subnetworks. The reason is that currently
opaque nodes provide the only satisfactory solution to a comprehensive signal retiming, reshaping,
and amplification (or 3R).

Wavelength conversion is predominantly managed with two different strategies: (centralized) net-
work wavelength management and distributed wavelength management.

• In the centralized case, a network wavelength management function provisions each node with
wavelength assignments establishing semi-static cross-connectivity over selected paths. This case
depends on a centralized database and algorithm that finds the optimum shortest and bandwidth
efficient path with the fewer wavelength conversions. This case also implies that all communi-
cations interfaces with the various subnetworks or domains are compatible; this may become an
issue when the path extends over a multi-vendor network.
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• In the distributed case, there is an additional optical channel that is common to all nodes and over
which control messages flow; this is known as supervisory channel (SUPV). These messages
contain the input–output wavelength associations, in addition to other management messages.
Thus, optimization of wavelength reassignment is left to each node.

The supervisory channel conveys messages from node to node very fast and thus it allows for
dynamic node reconfigurability. The speed of dynamic reconfigurability is bounded by the switching
speed of the fabric, by the acquisition time of wavelength converters and other tunable components
on the path (such as filters, lasers, etc.), by the time required to communicate the message to the
control unit and back (latency), and by the processing time.

Dynamic system reconfigurability is also required for system and network upgrades, scalabil-
ity, and service restoration. Network upgrades entail downloading new software versions and new
system configurations. During network scalability and upgrades, service should not be affected.

4.2.2.4 Next Generation Mesh Networks—Network Management

The next generation intelligent optical network will manage the network elements with a simplified
management protocol suite. ITU-T has defined the general management functionality known as
Fault, Configuration, Accounting, Performance, and Security, which is known as FCAPS. FCAPS is
not the responsibility of a specific layer of the TMN architecture but different layers perform portions
of FCAPS management functions. For example, as part of fault management, the EML logs in detail
each discrete alarm or event, it then abstracts (or filters) the information and forwards it to an NMS
(at the NML layer), which performs alarm correlation across multiple nodes and technologies and
root-cause analysis.

4.2.2.5 Next Generation Mesh Networks—Service Restoration

The next generation all-optical network consists of a myriad of optical and photonic components
over the end-to-end path. As a result, component failure (including fiber cuts), component degra-
dation due to aging, specification degradation due to environmental condition changes (such as
temperature and stress), and photon–matter interactions will affect the quality of one or more signals
on the path and thus the quality of service. Among the various degradation contributors are spectral
drift and spectral noise, jitter, optical power attenuation and also loss, amplification gain drift, and
so on.

Despite the significance, each degrading contributor has the quality of each signal and hence
service needs to be monitored, and a strategy must be incorporated in each node of the overall
network (from access to backbone) to assure that service is delivered at the expected performance
level on each link and on the overall end-to-end path. This means that when service is degraded
below an acceptable threshold, the network is intelligent enough to perform service restoration
either autonomously (in the case of distributed control) or via intelligent centralized control. Service
restoration is the action to either remove the affecting cause or to move the affected channel from one
wavelength to another. This action requires certain wavelengths to be reserved for service restoration,
and in some cases, it may also necessitate wavelength conversion. Nevertheless, in multichannel
(WDM) optical networks, service degradation may be on different levels. We classify three service
degradation cases: single channel service degradation, multiple service degradation (over a single
fiber), and all-channel service degradation (over a single fiber) [3, 4]. Each degradation classification
requires different complexity and restoration strategy.

• Single channel service restoration is the simplest of all cases. However, the channel may have
been degraded on one or more links over the overall path. Two sub-cases are distinguished, service
over the overall path is over a continuous (same) wavelength and service over the overall path is
over concatenated wavelengths:
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• When service over the overall path is over a continuous (same) wavelength, then the degrading
source needs to be localized on the specific link. Then, a process is initiated to find an alternate
route and move traffic to another continuous wavelength, possibly from a set of reserved wave-
lengths. Clearly, this case requires a comprehensive service protection protocol (distributed or
centralized) as well as good engineering service protection rules to warranty with high degree
of confidence that a reserved wavelength may always be found over the overall path.

• When service over the overall path is over concatenated wavelengths, then the degrading
source needs to be localized on the specific link. In this case, an autonomous channel pro-
tection over the particular link suffices. However, this case requires good engineering service
protection rules to warranty with high degree of confidence that a reserved wavelength may
always be found over the degraded link. In either sub-case, if the degraded or faulty component
is the laser source, then typically this is addressed by a 1+1 or 1:N fault protection strategy.

• Multiple service degradation (over a single fiber) is similar to but more complex than single chan-
nel service restoration. This case is encountered when a group of channels is severely degraded,
most likely because components that affect groups of channels are degraded, such as a filter, a
demultiplexer/multiplexer, an amplifier, an equalizer, and so on. Service protection is also distin-
guished in two subcases: service over the overall path is over a continuous (same) wavelength,
and service over the overall path is over concatenated wavelengths:

• When service over the overall path is over a continuous (same) wavelength, then the degrading
source needs to be localized on the specific link. Then, a process is initiated to find alternate
route for each severely degraded channel. Clearly, this case requires a comprehensive service
protection protocol (distributed or centralized) as well as more aggressive engineering service
protection rules to warranty with high degree of confidence that a group of reserved wave-
lengths may always be found over the overall path each service is extended; notice that in this
case, a degraded group over a link most likely is neither sourced from the same origin nor
terminated at the same destination.

• When service over the overall path is over concatenated wavelengths, then the degrading
source needs to be localized on the specific link. In this case, an autonomous channel protection
for each channel in the degraded group suffices. However, this case requires good engineering
service protection rules to warranty with high degree of confidence that a group of reserved
wavelengths may always be found over the degraded link. In either sub-case, the protection
strategy may be 1+1 or K :N .

• All-channel service degradation (over a single fiber) may be caused by a fiber cut, a regenerator
failure, a multiplexer or demultiplexer severe degradation, a fiber connector contamination or
failure, and so on. This case is simpler to execute as it falls in the well-known fiber protection
strategy such as 1+1, 1:1, 1:N , and so on.

In traditional SONET/SDH, the signal quality is monitored via the bit error rate (BER) by calcu-
lating the BIP-8 byte in the overhead; there is one BIP-8 for the line and one for the section parts of
a SONET/SDH link. These calculations are recorded in the error control byte B3 (and B1, B2) of the
corresponding overhead, which the next node reads and responds with a received error indication
(REI-L, REI-P) if the error rate has crossed the acceptable threshold of 10−n. When an automatic
switch to protection (line, path, or lightpath) is triggered, SONET/SDH accomplishes this in less
than 50 ms. When the path changes, the path overhead byte J1 is also updated.
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4.3 Next Generation Protocols

The SONET and SDH protocols were defined prior to WDM era to transport more efficiently syn-
chronous TDM traffic than data asynchronous traffic over single-wavelength fiber rings and over
long-distance point-to-point networks. Mapping synchronous payload was defined for efficiency
onto VTs (SONET) or VCs (SDH), and transport over fiber was using one of the two wavelengths,
1,300 or 1550 nm. Although SONET and SDH proved themselves for high reliability and bandwidth
scalability, which over a 10-year period enjoyed a nearly 40-fold growth that indirectly stimulated
an exploding growth of data services. This exploding growth however could not be supported by
SONET/SDH cost-efficiently because the original SONET/SDH protocol had not defined an elas-
tic bandwidth granularity, lacked overhead definition for a grid of lightpaths, did not utilize data
bandwidth efficiently (depending on conditions, efficiency could be as low as 5 %). The reason for
this is the nature of packetized data; data is asynchronous and bursty, and data protocols support
packets of variable length. The bursty nature of data introduces time gaps between packets which in
a synchronous protocol are filled with idle packets or frames, thusly reducing efficiency. To contrast
the legacy with the next generation SONET/SDH, a comparison is made of existing versus desired
features in Table 4.4.

Additionally, SONET/SDH was not flexible to support newly defined (data) protocols; in fact,
although the original SONET/SDH has many overhead bytes reserved for craft communication
over the line or section, it has very few for future services and alternate mappings. Thus, in an
unanticipated way, SONET/SDH became a victim of its own success and a more intelligent optical
network and protocols were in search that could not only support the existing and the newly emerged
data services and protocols but also the future ones. In response to this, two different solutions have
been defined; the next generation SONET/SDH with new protocols (NG-S) and the optical transport
network (OTN).

The next generation SONET/SDH (NG-S) supports the multiservice provisioning platform
(MSPP) and the multiservice switching platform (MSSP).

• The MSPP provides aggregation, grooming, and switching capabilities. It responds to alarm and
error SONET/SDH conditions, and it supports new protection schemes for different topologies
such as ring, multi-ring, mesh, and point to point. The significance of the MSPP is that it is
the edge node that interfaces with diverse client payloads, or tributaries (OC-n, GbE, IP, DS-n).
When a tributary fails, then the legacy SONET/SDH practices are adopted. That is, when the
MSPP node detects a signal failure at its input, it declares loss of signal (LOS) and it generates

Table 4.4 Feature comparison between legacy and next generation SONET/SDH

Legacy SONET/SDH Next generation SONET/SDH

Topology Ring and point to point only Many (ring, mesh, point to point, tree)
Bit rate OC-n (predefined) OC-n and others (increased granularity)
Interfaces OC-n Supports interfaces from DS1 to OC-768
Optical channels One per fiber (1,300/1,550 nm) Supports DWDM
Payload efficiency Synchronous and ATM mapping; less

efficient for packet
Support all payload mappings with high

efficiency, encapsulation and concatenation
Switching Low order or high order High order, low order, packet
Concatenation Contiguous only Contiguous and virtual
Reliability High High
Functionality SONET/SDH defined Multiple, integrated in the same NE
Protection strategy <50 ms switching to protection but

for channel only for ring and
point-to-point topology

<50 ms switching to protection for channel, line,
and path for many topologies

Cost (bandwidth-km) High Low
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an alarm indication (AIS-L, AIS-P), which is transmitted in all affected virtual containers (VC).
Nodes that receive the alarm indication respond with a received defect indication (RDI-L for line
and RDI-P for path)

• The MSSP provides bandwidth and wavelength management via large, non-blocking switching
fabrics (cross-connects).

4.3.1 Concatenation

Traditional SONET/SDH had defined contiguous concatenation. The next generation SONET/SDH
has expanded this by defining virtual concatenation.

4.3.1.1 Contiguous Concatenation

Contiguous concatenation (CC) is defined to accommodate mapping of very long packets that exceed
the capacity of the NG-S synchronous payload envelope (SPE). According to this, CC allows map-
ping of the packet over two or more contiguous SONET/SDH frames. However, the efficiency of
mapping with CC is correlated with packet length and data rate. For example, the efficiency of
10 Mbps Ethernet mapped in contiguous legacy SONET STS-1s or SDH VC-3s is estimated to be
only 20 %. Similarly, the efficiency for 100 Mbps Ethernet mapped in contiguous STS-3c or VC-4
is estimated to 67 %, and for 1 Gbps Ethernet mapped in STS-48c or VC-4-16c is estimated to 42 %.

Although contiguous concatenation may seem simple, the receiving end must be able to recognize
the contiguous mapping and extract from the contiguous SPEs the packet(s). Contiguously concate-
nated frames have simplified section and line overhead, and they require a single path overhead
column, Fig. 4.8.

4.3.1.2 Virtual Concatenation

The idea of virtual concatenation (VC) is imported from the Internet. Thus, a high-order (HO) frame
or a high data rate (such as GbE) is segmented into low order (LO) smaller containers or packets,
and each LO container or packet is fit in and transported independently by different SONET/SDH
payloads over independent separate paths to meet efficiency. Based on this, high data rates that do
not “fit” in a SONET/SDH STS-n/STM-m payload envelop are partitioned to “fit” into more than
one, hence, “virtual concatenation”. For example, 1 GbE can be partitioned to “fit” in the payload of
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Fig. 4.9 Virtual
concatenation in next
generation SDH

Fast Ethernet

STS-1-1v

STS-1-2v

two independent STS-12s, called STS-12-1v and STS-12-2v. Similarly, 100BASE-T Ethernet may
be mapped in two STS-1s, STS-1-1v, and STS-1-2v, Fig. 4.9.

At a receiving point in the network, the LO containers or packets are collected and they are
reassembled to their original form. A consequence of the separate independent paths is that the two
containers may arrive with a differential delay, which implies that at the destination the containers
must be buffered, arranged in the correct order, realigned, and then reassembled. This rearrangement
and realignment is accomplished by several mechanisms:

• The four most significant bits of the H4 byte in the path overhead provide a count of the frame in
a 16 multiframe.

• The four least significant bits of the last two consecutive H4 bytes in a 16 multiframe construct
an 8-bit byte sequence indicator for all members of the same HO VC group.

• The four least significant bits of the first two consecutive H4 bytes in a 16 multiframe construct an
8-bit byte multiframe indicator for HO VC groups. This scheme can compensate for differential
delay up to 256 ms.

• The K4 bytes for LO VC groups are used to implement similar frame and multiframe schemes.

Thus, although CC solves the problem of fitting very long containers or packets in SONET/SDH
contiguous SPEs, VC solves the problem of transporting long-length and very high data rate packets
over independent and separate SPEs with increased efficiency.

4.3.2 Generic Multi-protocol Label Switching

The generic multi-protocol label switching (GMPLS) protocol is a generalization of the previously
defined by IETF multi-protocol wavelength switching (MPλS) in order to support very high data
rates and lightpath connectivity in WDM optical networks. MPλS was an extension of a previously
defined multi-protocol label switching (MPLS) protocol to include features needed for optical net-
working. Therefore, the understanding of these protocols helps to better understand GMPLS.

4.3.2.1 MPLS and MPλS

The transport of data formatted (or packetized) according to a protocol (such as IP) over a net-
work that is based on another protocol (such as ATM) requires the IP to undergo segmentation and
adaptation with the addition of overhead. In general, such adaptation of one protocol (such as IP)
over another protocol (such as TM) results in added overhead, latency, processing, and mismatch
of supported quality of services and decreases the overall network efficiency. The multi-protocol
label switching (MPLS) was defined in an effort to decrease the inefficiency or increase efficiency
of multiple data networks that are one on top of the other.

According to MPLS, one or more labels are attached to IP packets when they enter a label edge
router (LER) of an MPLS network domain. Labels indicate the next router destination in the MPLS
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network and are calculated by a search algorithm and signaling messages to identify and estab-
lish the best path throughout the MPLS network; the path from source to destination is known as
tunnel [5–7].

The MPLS control plane deals with routing issues and it is decoupled from the switching function,
which deals with packet forwarding. When a label-switched router (LSR) receives an MPLS packet,
it forwards it to one of its outputs which is selected according to the label value in the packet and
the port it was received. Thus, the LSR function in the router may swap the label in the packet by
another label if the packet is switched to a different output port.

Connections established with the MPLS protocol are called label-switched paths (LSP). Routing
protocols determine the LSPs for predefined traffic classes, known as forward equivalent classes
(FEC). FECs are specified based on constraints such as QoS parameters, entry port number, and
source (originating address). The LSP is defined by the label attached to the packet. Labels are
distributed in the MPLS network by a label distribution protocol (LDP); each MPLS node (LSR
router) constructs input–output mapping tables based on which it routes MPLS packets. Thus, a
path is defined by a sequence of labels as they have been defined and distributed by LDP.

When a failure or congestion is experienced in an LSP, the MPLS protocol provides protection
by rerouting traffic. This may be accomplished either by preestablished alternative routes (required
for time-critical and high-priority MPLS packets) or by recalculating another route, which requires
calculations and signaling, and which is the source of label changes.

When MPLS is over WDM, the optical network control plane needs not only to find the best
route available but also to assign and provision a wavelength path, that is, to establish lightpath
connectivity over the WDM network. However, as previously described, there are several issues
and different methods to establish lightpath connectivity in DWDM that MPLS did not efficiently
address. This led to the MPLS extended version, the multi-protocol wavelength switching (MPλS)
protocol.

4.3.2.2 GMPLS

A GMPLS node advertises its bandwidth availability and optical resources (i.e., link type, band-
width, wavelengths, protection type, and fiber identifier) to its neighboring nodes and it also requests
from its neighbors their own status via signaling messages; this is known as neighborhood discovery.
Thus, the GMPLS algorithmic runtime must be short so that provisioning is fast and so is switch
to path protection and restoration. Fast restoration is particularly important because [8, 9] WDM
networks carry traffic at many gigabits per second per wavelength and long restoration time implies
an enormous amount of lost packets. Switch to protection is typically according to one of the well-
known strategies, 1+1 or 1:N .

GMPLS includes port switching, λ-switching and TDM. It employs search algorithms to find the
best path available within a mesh optical network topology (even under impairment conditions),
to provide the necessary signaling messages, to establish end-to-end and also link connectivity,
topology discovery, connection provisioning, link verification, fault isolation and management, and
restoration. Such algorithms are the following:

• the open shortest path first (OSPF); according to this, the routing tables (labels) in each LSR are
defined and distributed by LDP;

• the intermediate system to intermediate system (IS–IS);
• the constraint-based routed label distribution protocol (CR-LDP); and
• the resource reservation protocol with traffic extension (RSVP-TE).

These algorithms find the best path that meets the traffic requirements such as required bandwidth,
traffic priority, real-time aspects, deliverability, and others, which are familiar to SONET/SDH traffic
types and service levels. They also monitor the established path for congestion and failures.
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GMPLS, like MPLS, appends a calculated label to the packet. This label describes the physical
port, the assigned wavelength, and the fiber. If the lightpath enters another node and departs from it
without a change in the established lightpath, then the label remains the same. However, if there is
a change in the lightpath (due to congestion, traffic balancing or as a result of switch to protection),
then the node finds a new (best) path according to an algorithm; it sends downstream a RSVP-
generalized label request or a label request message in CR-LDP, it recalculates a new label and it
replaces the old one.

A GMPLS node consists of two functions, one that interfaces the client side or the GMPLS
aggregator and another that interfaces the optical WDM network.

The network interface optically multiplexes the received traffic from the aggregator and multi-
plexes it in the WDM signal. This function is similar to optical add-drop multiplexing with optical
cross-connect.

The GMPLS aggregator receives client signals, aggregates them, forms labels, and packets and
hands them to the optical network interface. The functionality of the GMPLS aggregator (or router
manager) includes the following functions:

• Manage and maintain the database of link states of established LSPs;
• Manage and maintain a database of all resources available in the node;
• The routing controller that reviews the link states and node resources finds the best path based on

an algorithm (OSPF);
• The connection controller that takes actions to establish the calculated best path, modify and

tear down;
• Generates RSVP Path/Resv messages for LSP setup, for modification and for tear down.

To meet quick route discovery and fast response times, GMPLS assumes distributed control
and semi-dynamic provisioning. That is, once the best path has been calculated, the lightpath is
established, and as long as the network remains stable, the path remains unchanged for a relatively
long period. Thus, switching nodes are fast cross-connects and lightpaths are not established on a
“call-by-call” basis or in real time. Instead, the node finds the best path by sending downstream a
RSVP-generalized label request in CR-LDP and over a separate path requesting link establishment
from one LSR node to another LSR node (according to distributed control principles). When all link
requests have been granted, then the end-to-end lightpath and the label mapping at each LSR node
are established.

Three standard organizations are responsible for the definition of protocols that make GMPLS
possible:

• The Common Control and Management Plane (CCAMP) working group of the Internet Engineer-
ing Task Force (IETF) is responsible for GMPLS. IETF is responsible for the link management
protocol (LMP), IS–IS, RSVP-TE, and CR-LDP.

• The optical internetworking forum (OIF) is responsible for the optical user-to-network interface
(O-UNI), the external and internal optical network-to-network interface (O-NNI).

• The international telecommunications union-telecommunications sector (ITU-T) is responsible
for network architectures [10], data communication network [11], neighbor discovery [12], rout-
ing and topology discovery, and signaling and connection management [13].

4.3.3 The Generic Framing Procedure

The Generic Framing Procedure (GFP) is a flexible encapsulation framework for traffic adaptation
of synchronous broadband transport applications (DS-n/E-n), packetized data (IP, GbE, FC, etc.),
as well as virtual concatenated NG-S frames with improved bandwidth utilization and efficiency by
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using LCAS. It supports client control functions that allow different client types to share a channel,
and it provides an efficient mechanism to map broadband data protocols (such as fiber Channel,
ESCON, FICON, GbE) onto multiple concatenated STS-1 payloads in a revised SONET/SDH
frame [14, 15].

The GFP protocol supports mapping of a physical or logical layer signal to a byte synchronous
channel, it supports different network topologies (short reach, intermediate reach, and long reach),
it exhibits low-latency of packet-oriented or block-coded data streams, and it supports differentiated
quality of service (QoS) meeting service level agreement (SLA) requirements. Moreover, the GFP
allows for existing circuit switching, SONET/SDH, GbE, and other packet-based protocols to be
used as an integrated and interoperable transport platform that provides cost-efficiency, QoS, and
SLA, as required by the client.

Accordingly, the next generation SONET/SDH differentiates from legacy SONET/SDH with its
flexible encapsulation of diverse protocols onto GFP generalized frames which are mapped onto
synchronous payload envelopes (SPE) of SONET/SDH to support both long packets and circuit
switching services.

GFP over the next generation SONET/SDH considers that wavelength division multiplexing tech-
nology, both coarse and dense (CWDM, DWDM), which is the technology of choice in optical net-
works. Thus, with the flexibility of GFP over the next generation SONET/SDH over WDM, a single
optical channel (wavelength) may carry a diverse client signal to improve bandwidth utilization and
efficiency, Fig. 4.10.

4.3.3.1 GFP Header, Error Control, and Synchronization

GFP defines different length frames and different client-specific frame types for payload and man-
agement. To increase transmission efficiency, it time multiplexes different frames, frame by frame.
If there are no client frames to be multiplexed, it multiplexes idle frames in order to provide a
continuous bit stream on the transmission medium.

GFP defines a payload area with its own control fields that include linear point-to-point and
ring extensions. Thus, payloads from different clients but of the same type, such as GbE, may be
multiplexed using either a sequential round-robin method for synchronous payloads such as DS1
and DS3, or a well-established queuing schedule for asynchronous client payloads with substantial
variability in frame length and time of arrival.

GFP defines a flexible frame structure. The GFP frame defines a “core header” and a “payload
area”. The “core header” supports non-client-specific data link management functions such as delin-
eation and payload length indication (PLI) and core header error control (cHEC).
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Fig. 4.10 A diverse payload type flows in a single optical channel
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The “payload area” supports client-specific client-to-client connectivity and error control. It con-
sists of three fields, Fig. 4.11:

• The “client information data” that may have a fixed or variable length bounded by two fields.
• The “payload header” field that contains specific information that pertain to payload type and

error control.
• The “payload frame sequence” (FCS) field which is used for payload error control.

GFP segregates error control between the GFP adaptation process and user data. This allows for
sending to the intended receiver frames that have been corrupted under the assumption that end users
will use their own error-correcting codes. In synchronous applications such as video and audio, even
corrupted frames are better than no frames at all particularly if they can be restored by the end user.

GFP defines two classes of functions: common and client specific. The common is for PDU
delineation, data link synchronization, scrambling, client PDU multiplexing, and client-independent
performance monitoring. The client specific is for mapping client PDU into the GFP payload, and
for client-specific OA&M (operations, administration, and maintenance).

GFP distinguishes two types of client frames: client data frame (CDF) and client management
frames (CMF). A CMF transports information related to GFP connection or client signal manage-
ment. A CMF is a powerful feature that allows clients to control the client-to-client connection.

The GFP core header consists of four bytes only, Fig. 4.12. The first two define the length of
the payload and the other two a standard cyclic redundancy check code (CRC-16) that protects
the integrity of the core header from errored bits. The core header error control (cHEC) is able
to identify multiple errors and correct single errors. The cHEC generating polynomial is G(x) =
x15+x12+x5+x0 with zero initialization value. At the transmitting end, where the GFP is formatted,
the 16-bit CRC code is calculated over the core header, and it is stored in the third and fourth byte of

PLI: payload length indicator
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HEC: head error control
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PLI: payload length indicator
MSB: most significant byte
LSB: least significant byte
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Fig. 4.12 The GFP header

the GFP core header. At the receiving end, the incoming header is calculated in real-time detecting
possible multiple errors and correcting single errors.

For frame delineation (or frame synchronization), GFP uses the cHEC; this is a variant of the
head-error-control (HEC) and delineation scheme used by ATM [ITU-T Rec. I.432.1]. The delin-
eation function identifies the start of a GFP frame. This is accomplished with the CRC-16 in the two
core-HEC bytes. In addition, a field in the GFP frame header contains the payload length; this may
either change from frame to frame to allow for variable length PDUs, or it may remain constant to
support TDM-like synchronous services.

The delineation state machine is as follows: When the first frame arrives, the CRC-16 is calculated
over two bytes and it is compared with the next two bytes. If they do not match, then it advances
by a bit/byte and tries again. If they match, then most likely these two bytes are the cHEC stored
in the core overhead. Then, the delineation function enters the “hunt” state. From the “hunt” state,
the delineation function moves to the “pre-sync” state and from there eventually to the “sync” state.
GFP delineation is established when two cHEC consecutive matches. If a cHEC match fails (a
non-correctable mismatch), then the delineation state machine moves to the re-synchronization state.

Based on this, payload length and error-control check (cHEC) is all the information needed for
boundary delineation; this is in contrast to other methods that require header/trailing codeword
delineation patterns and data embedded control bytes that require preprocessing of the client’s byte
stream. The cHEC delineation mechanism makes GFP applicable to very high speed fiber networks,
such as OC-48 (2.5 Gbps) and above.

Because bit-rate impacts bit error rate (BER), cHEC also plays a significant role in the quality
of synchronization. Thus, at 40 Gbit/s and at a BER=10−7, the loss of sync (LOS) probability is
5×10−12 which amounts to a LOS every 48 min. At BER = 10−9 the LOS probability is 5×10−16

and the LOS is once a year. However, an additional factor that affects GFP synchronization is the
mean time to frame (MTTF) that is used in framed data applications, such as Ethernet and the
like; MTTF is measured in PDUs. At first approximation, MTTF is insensitive to BER and bit rate.
Thus, considering that two consecutive cHEC matches require two PDUs, then for a GFP frame
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length from 66 and up to 6,000 octets, MTTF remains almost flat varying only between 1.5 and
1.6 indicating that delineation is fast. Thereafter, MTTF rises sharply indicating that delineation is
slowing down as frames become longer.

GFP defines two scrambling operations, scrambling the core header and scrambling the payload;
scrambling is performed at the transmitter and de-scrambling at the receiver. The core header is
short and thus it is scrambled using a bit-by-bit complement’s-two operation (exclusive OR) with
a simple code, such as the pattern 0×B6AB31E0. The payload area is much longer and thus a
self-synchronizing scrambling algorithm is used. All octets in the payload area are scrambled with
the x43 +1 polynomial. Scrambling starts at the first octet after the cHEC field, it is disabled after the
last octet of the frame, and its state is preserved to continue with the following frame, again starting
after the cHEC field.

4.3.3.2 GFP Frame Structure

The type of payload mapped in the GFP payload area is indicated by the binary value of an 8-bit
byte, the user payload type (UPI). Currently, the following payload types are defined:

0×01: Frame-mapped Ethernet
0×02: Frame-mapped PPP (including IP and MPLS)
0×03: Transparent-mapped fiber channel
0×04: Transparent-mapped FICON
0×05: Transparent-mapped ESCON
0×06: Transparent-mapped GbE
0×07: Reserved
0×08: Frame-mapped multiple access protocol over SDH
0×09–0×FE: Reserved
0×00 and 0×FF: Unavailable

GFP defines two frame types, the user data frame and the client management frame. The frame
type is indicated in a 3-bit field, the payload type indicator (PTI) in the payload header, Figs. 4.13
and 4.14.

For example, PTI = 100 indicates a management frame. In this case, the value of the UPI has
different meanings:

UPI = 0×01: Failure in the client signal−loss of client signal
UPI = 0×02: Failure in the client signal−loss of character synchronization
UPI = Other: reserved

GFP also defines idle frames that are used to fill time during the frame multiplexing process. An
idle frame consists of four octets, the core header, with all four fields set to all-zero. However, after
scrambling (with a Barker-like scrambler) the all-zero changes to a code with sufficient density of
ones. However, client data frames have priority over management frames and idle frames have least
priority.

4.3.3.3 GFP-F and GFP-T Modes

GFP specifies two different client types, also known as transport modes, within the same transport
channel, the frame-mapped GFP (GFP-F) and the transparent-mapped GFP (GFP-T).
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PLI: payload length indicator

HEC: head error control
CID: channel ID

FCS: frame check sequence
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Fig. 4.13 The general GFP frame

PLI: payload length indicator
MSB: most significant byte
LSB: least significant byte
FCS: frame check sequence
HEC: head error control
PTI: payload type indicator
(3 bits)
PFI: payload FCS indicator (1 bit)
EXI: extension header identifier
(4 bits)
UPI: user payload identifier
CID: channel ID
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Fig. 4.14 Details of the GFP frame
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The GFP-F mode is optimized for packet switching applications including IP, native point-to-
point protocol (PPP), Ethernet (including GbE and 10 GbE), and generalized multi-protocol label
switching (GMPLS). The GFP-F features are the following:

• Frames are variable;
• It uses cHEC for delineation;
• It supports rate adaptation and multiplexing at packet level;
• It aggregates frames at the STS and VT level;
• It supports most packet data types;
• It requires MAC awareness;
• It requires buffering;
• It introduces latency;
• It supports client data frames (CDF) for both client data frames and management frames. CDF

consists of 4-byte core header (CH), and 0-65,535 payload area (PA);
• It supports control frames (for idle and for OA&M).

The GFP-T mode is optimized for applications that require bandwidth efficiency and delay-
sensitivity applications to include fiber channel (FC), FICON, ESCON, and storage area networks
(SAN). The GFP-T features are the following:

• Fixed frame length;
• N to 1 mapping of client packets;
• It requires no buffering;
• It operates on each arrived byte;
• No latency is introduced;
• No MAC is required. Only 8B/10B coding;
• The PHY (physical) layer is terminated;
• Because there is no buffering, it retains idle frames.

To meet real-time requirements, GFP-T considers a fixed frame length and it operates on each
character of a frame as it arrives; thus, it does not require buffering and it does not remove idle
packets. As a consequence, special MAC is not required. In this case, in order to meet the fixed
frame requirement GFP-T defines superblocks. It segments the client signal in eight octets or 64
bits. To each segment an overhead flag bit is added to form a block. Eight consecutive blocks form
a superblock; however, all eight flags are collected to form an octet which is placed at the trailing
end of the superblock along with 16 CRC bits, Fig. 4.15. The CRC-16 error check code is calculated
over all 536 bits (8 × 8 × 8 + 3 × 8) in the superblock and is added at the end of the superblock. The
generating polynomial for the CRC-16 is G(x) = x16 + x15 + x12 + x10 + x4 + x3 + x2 + x1 + x0

with zero initialization value.
In summary, according to the general scheme of NG-S, synchronous traffic is mapped in

SONET/SDH (VT/TU groups), data (IP, Ethernet, FC, PPP) is encapsulated in GFP (first in GFP
client dependent and then in GFP common to all payloads) and then mapped into the payload enve-
lope of NG-S STS-n. During the adaptation to GFP and mapping in NG-S process, overhead bytes
and pointers are formed to construct a NG-S frame. Fig. 4.16 depicts the logical major steps to map
client traffic over NG-S.

An example of encapsulating Ethernet over GFP over NG-S is shown in Fig. 4.17.

4.3.4 LCAS

The Link Capacity Adjustment Scheme (LCAS) allows containers in the NG-S to be added or
removed dynamically in order to meet user bandwidth requests and to also balance traffic load;
container addition or deletion should be hitless (without traffic flow interruptions), Fig. 4.18.
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Fig. 4.15 Superblock construction with CRC

LCAS is accomplished using control packets to configure the path between source and destina-
tion; it thus adopts a decentralized control process. The control packet is transported over the H4
byte (of SONET/SDH) for high-order VC in a superframe, and over the K4 byte (of SONET/SDH)
for low-order VC [16].

A superframe consists of N multiframes where each multiframe consists of 16 frames. A con-
trol packet in the current superframe describes the link status of the next superframe. Changes are
proactively sent to the receiving node allowing for ample time to reconfigure. Thus, when the data
packet arrives, the link reconfiguration is completed and packet switching takes place without delay.
The control information in the H4 overhead byte resides in the 4-bit high nibble (bit 5 to bit 8). The
nibble value defines the following:

• Fixed (0000): no LCAS mode
• Add (0001): this member to be added
• Norm (0010): no change, steady state
• Idle (0101): no part of group to be removed
• CRC-8 (0110) & ( 0111): control packet protection
• RS-Ack (1010): from source to destination, requested changes are accepted
• Reserved (1011)
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Fig. 4.16 Mapping various payload over GFP over next generation SDH
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Fig. 4.17 Example: Ethernet encapsulation over GFP over SDH

• Reserved (1100)
• Reserved (1101)

Other control information over the H4 byte in the superframe is

• GID: Group ID; members in a group have same ID
• EOS: end of sequence
• DNU: Do not use, failure detected
• MST: Member status from source to destination, either OK or failed

An example of mapping client traffic over the next generation SONET/SDH including LCAS is
illustrated in Fig. 4.19.
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Fig. 4.18 If both STS-1-1 and STS-1-2 were allocated to transport traffic, with LCAS if STS-1-2 is not required, it is
released to transport different traffic
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Fig. 4.19 Different payloads
over next generation SDH
using LCAS
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4.3.5 LAPS

The link access procedure-SDH (LAPS) includes data link service and protocol that are designed
to transport point-to-point IP or Ethernet traffic over legacy SDH. ITU-T (X.86, p. 9) defines
LAPS as “a physical coding sub-layer which provides point-to-point transferring over SDH vir-
tual containers and interface rates.” That is, ITU-T specifies LAPS as a low-cost physical cod-
ing sub-layer to transport point-to-point IP or Ethernet traffic over SDH virtual containers and
interface rates and at the same time provide low latency variance, flow control in bursty traf-
fic, capability of remote-fault indications, ease of use and ease of maintenance. Encapsulation of
IPv4, IPv6, PPP, and other layer protocols is accomplished with the service access point identifier
(SAPI).

Two ITU-T documents address the encapsulation and rate adaptation of IP and Ethernet over
LAPS: ITU-T X.85/Y.1321 defines IP over SDH using LAPS and ITU-T X.86 defines Ethernet
over LAPS. ITU-T X.85 and X.86/Y.1321 Recommendations treat SONET/SDH transports as octet-
oriented synchronous point-to-point links [17–19]. Thus, frames are octet-oriented synchronous
multiplex mapping structures that specify a series of standard rates, formats, and mapping meth-
ods. Control signals are not required, and a self-synchronous scrambling/descrambling (x43 + 1)
function is applied during insertion/extraction into/from the synchronous payload envelope. The
frame structure of LAPS is illustrated in Fig. 4.20.

ataD
ro6vPI/4vPI(

)tenrehtE

SCF
)CRC(

dnE
galf

sserddA
dleif

)40×0(

gnitratS
galF

)E7×0(

daolyaP
DI

)IPAS(

ltnC
dleif

)30×0(

htsniatnocg: ItalfgnitratS )01111110(E7×0edocdexife
sniatnocd: ItleifsserddA )000100000(40×0dexifeht

sniatnocItd:leiflortnoC )11000000(30×0edocdexifeht
D:IdaolyaP htenifedstetcoowT ,reifitneditniopsseccaecivrese

,elpmaxeroF.atadfoepytehtro
tenrehtEseifitnedi10EF×0

4vPIseifitnedi1200×0
6vPIseifitnedi7500×0

sniatnoctId:leifataD tekcaptenrehtEroPIna
tI:dleif)SCF(ecneuqeskcehcemarF noitaluclacCRCtib-23asniatnoc

5162CFRhtiwtnailpmoc
flagtetconasniatnoctI:galfdnE emarfSPALehtfodneehtgnikram

Fig. 4.20 The LAPS frame structure



124 4 Next Generation SONET/SDH

To facilitate LAPS encapsulation of IP and Ethernet packets, an octet staffing procedure is defined
(by ITU-T X.85 and X.86) that is known as transparency. Since each frame begins and ends with
the same flag (in hex 0×7E or binary 0111 1110), there is a probability that the 0×7E octet may
be encountered within the information field and thus emulate the frame flag. To avoid this, at the
transmitter, such occurrence of the code 0×7E is converted to the code sequence {0×7D 0×5E}.
Additionally, occurrences of the code 0×7D are similarly converted to the sequence {0×7D 0×5D}.
The receiver recognizes these sequences (0×7D 0×6E, 0×7D 0×5D) and replaces them with the
original octets. Full transparency is also guaranteed (by ITU-T X.86) for Ethernet over LAPS, and
LAPS over SDH.

The LAPS mapping of asynchronous data frames over the synchronous SONET/SDH requires
rate adaptation. This means that asynchronous frames must be buffered and adapted to the SDH
rate. That is, as asynchronous packets arrive, “empty” (or idle) payload must be filled with special
codes, which are recognized and removed at the receiver. In LAPS, the code that fills idle payload is
a sequence of {0×7D 0×DD} as long as necessary. Rate adaptation is performed right after trans-
parency processing and before the end flag is added. At the receiver, the rate adaptation sequence of
{0×7D 0×DD} is detected and removed in a reverse order, right after the end flag is detected and
before transparency. In the following, two data examples (Ethernet and IP) illustrate the data over
LAPS over SONET/SDH process.

4.3.5.1 Example 1: Ethernet over LAPS over Next Generation SONET/SDH

MAC frames are passed over to LAPS through a reconciliation sub-layer and an equivalent
media independent interface (MII) without address filtering, Fig. 4.21. ITU-T Recommendation
X.85/Y.1321 recommends that only the full-duplex GbE is used in GbE over LAPS over SDH.

At the transmitting end, the functions from data packet (MAC layer) to LAPS to SONET/SDH
are the following:

• Receive MAC frame (through MII or GMII interface) and detect the start frame delimiter (SFD);
• Synchronize to the SONET/SDH system clock;
• Add the start flag (0×7E), SAPI, Control, and Address fields to the LAPS frame
• Generate FCS generation over Address, Control, SAPI, and LAPS information field (it does not

include the Flag, Inter-frame gap, Rate Adaptation sequence, and Abort sequence octets);

Fig. 4.21 Protocol stack of
GbE over LAPS over
SONET/SDH with MII
interfaces
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• Process transparency or stuff with octets within the LAPS frame;
• Rate-adapt by adding sequence(s) of {0×7D, 0×DD};
• Add the end flag (0×7E);
• Fill in Inter-frame-gap (IFG) octet(s) (0×7E), if needed;
• Scramble all octets before sending to SONET/SDH payload.

The format after encapsulating the MAC layer is illustrated in Fig. 4.22.
At the receiving end, the functions from SONET/SDH to LAPS to Ethernet are the following:

• Descramble all octets in the received SONET/SDH payload;
• Remove the inter-frame-gap fill octet(s) (0×7E) if any;
• Detect start flag (0×7E) of LAPS frame;
• Remove rate-adaptation octet(s) {0×7D, 0×DD} within the LAPS frame if any;
• Detect transparency code sequences within the LAPS frame and replace {0×7D 0×5E} by 0×7E

and {0×7D 0×5D} by 0×7D;
• Validate Address, Control, and SAPI fields;
• Calculate FCS and correct errors;
• Detect closing flag (0×7E);
• Synchronize the MAC frame to MII receive clock;
• Add preamble and Start Frame Delimiter and send it to MAC (through MII or GMII interface).

Figure 4.23 illustrates the protocol configuration of Ethernet over LAPS over the next generation
SONET/SDH according to ITU-T Recommendation X.86 and its amendment [18, 19].

4.3.5.2 Example 2: IP over LAPS over Next Generation SONET/SDH

Figure 4.24 illustrates the Layer/Protocol stack for IP over STM-N using LAPS, and for IP
over sub-rate STM-n (sSTM-n) using LAPS over SDH according to ITU-T Recommendation
X.85/Y.1321 [17], whereas Fig. 4.25 illustrates the protocol configuration of IP over LAPS over
legacy SONET/SDH.

Fig. 4.22 LAPS frame after
encapsulating the Ethernet
MAC field (per ITU-T
Recommendation X.86)
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Fig. 4.26 Next generation SONET/SDH supports any client payload over WDM

4.3.5.3 Example 3: Payloads over LAPS over Next Generation SONET/SDH over WDM

A final example illustrates a variety of payloads undergoing adaptation, encapsulation, and mapping
over NG-S over WDM, Fig. 4.26.

4.4 Concatenation Efficiency

The original SONET/SDH hierarchy provides bandwidth granularity that is determined by the vir-
tual tributaries (VT in SONET) or virtual containers (VC in SDH), which have a fixed capacity
of 1.5, 2, 3, 6, or 45 Mbps. This granularity puts a constraint on smaller or larger payloads and it
does not always utilize the full capacity of a container. With virtual concatenation, packets of data
are mapped over several concatenated next generation SONET/SDH frames, as already explained,
which increases the bandwidth efficiency. We can summarize the concatenation methods as:

• Containers are the building blocks of next generation SONET/SDH.
• Contiguous concatenation is the method of using multiple contiguous containers in the same

synchronous payload envelope to construct a larger container.
• Virtual concatenation is the method of using multiple containers in different synchronous payload

envelopes to construct a larger container.
• Each SPE transports containers over independent routes in the network.

In conclusion, contiguous concatenation is characterized by:

Contiguous concatenation
Limited granularity of VC size
Contiguous containers travel over the same path
All network elements on the path must be aware of CC
Transparent to network management
No differential delay
No sequential numbering for alignment.

Similarly, virtual concatenation is characterized by
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Table 4.5 Efficiency of CC and VC for various payloads

Service
Data rate
(Mbits/s)

CC
Efficiency
(%)

VC
Efficiency
(%)SONET SDH SONET SDH

Ethernet 10 STS-1 VC-3 20 VT-1.5-7v VC-12-5v 90
Fast Ethernet 100 STS-3c VC-4 67 STS-1-2v VC-3-2v 100
Gbit-Ethernet 1,000 STS-48c VC-4-16 42 STS-1-21v VC-4-7v 95
ESCON 200 STS-12c VC-4-16 33 STS-1-4v VC-3-4v 100
FC 1,000 STS-21c 85 STS-1-18v 95
ATM 25 STS-1 VC-3 50 VC-1.5-16v VC-12-12v 98

More flexible low-order and high-order granularity
Containers travel over separate paths
Only the end network element must be aware of VC
Requires network management
Potential differential delay
Requires sequential numbering for alignment.

Table 4.5 tabulates the efficiency for contiguous and virtual concatenation.
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Chapter 5
The Optical Transport Network

5.1 Introduction

Optical networks are comprised of optical nodes that are interconnected in one of the most popular
topologies, mesh, ring, and point to point. However, for effectiveness and efficiency, optical networks
are described in terms of functionality that is related to payload transport, client payload multiplex-
ing, routing, service survivability and protection, supervision, and network maintenance. To meet
network efficiency, the optical transport network at the transmitting side is composed of independent
transport layer networks; that is, the network assembles individual client signals that all together are
transported over a link. At the receiving side, each layer network is separately partitioned so that
the internal structure of that layer network unfolds and client signals are separated to be rerouted to
their own direction. In many respects, a node is no more than an airport hub where passengers arrive
with the same aircraft, and then each one is transferred to a different gate where a different set of
passengers are assembled to depart for another destination; this implies that for each passenger an
end-to-end route management is maintained.

The optical transport network (OTN) was developed for long-haul transport at data rates from 2.5
to 40 Gbps per optical channel, and it is described in detail by a series of ITU-T recommendations
[1–3]. OTN supports unidirectional and bidirectional point-to-point connections and unidirectional
point-to-multipoint connections.

5.2 OTN Network Layers

The OTN structure, in addition to the physical media layer network that defines the optical fiber
type, consists of three layers—the optical channel, the optical multiplex section, and the optical
transmission section layer networks:

• The optical channel layer network provides end-to-end networking of optical channels to convey
transparently client information of different format, such as SONET/SDH, PDH 565 Mbps, ATM.
This is accomplished by including capabilities such as optical channel connection rearrangement
for flexible network routing, optical channel overhead ensuring integrity of the optical channel
adapted information, optical channel OA&M functions (operations, administrations, and mainte-
nance) for enabling connection provisioning, quality of service parameter exchange, and network
survivability.

• The optical multiplex section layer network provides functionality for networking of a multi-
wavelength (WDM) optical signal. This is accomplished by including capabilities such as optical
multiplex section overhead to ensure integrity of the multiwavelength optical multiplex section
adapted information, optical multiplex section OA&M for enabling section level operations and
management functions and multiplex section survivability.

S. V. Kartalopoulos, Next Generation Intelligent Optical Networks, 129
C© Springer 2008
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• The optical transmission section layer network provides functionality for transmission of optical
signals on optical media of various types [4–6]. This is accomplished by including capabilities
such as optical transmission section overhead processing to ensure integrity of the optical trans-
mission section adapted information, optical transmission section OA&M for enabling section
level operations and management functions and transmission section survivability.

Similar to the Next Generation SONET/SDH, OTN defines a synchronous payload within a fixed
frame length with a comprehensive overhead to support a variety of client payloads, and with a
forward error correcting (FEC) code placed at the trailing end of the frame, which differentiates it
from the NG-S.

FECs are error detection and correction codes that are capable of locating a number of erroneous
bits (such as 16) and correcting a smaller number of them (such as 8); FECs that are capable of
correcting eight or more errors are known as strong codes, and if fewer than eight are known as soft.
For example, the RS(255,239) is a nonbinary code that belongs to the family of systematic linear
cyclic block codes; nonbinary means that the FEC code operates on byte symbols. RS codes are
generated from binary polynomials, such as the RS(255,239) which is generated by the polynomial
x8 + x4 + x3 + x2 + 1 (the interested reader may find a thorough description of this FEC code in
ITU-T G.709 Annex A).

In order to appreciate the dramatic contribution of FEC to signal performance, assume a 10−12

BER performance objective. Then a signal on a link with performance 10−4 BER without FEC is
well below the expected performance and the link may become inoperable. However, the same signal
is improved to 2×10−13 BER with the addition of strong FEC. This improvement is dramatic, and it
illustrates that the addition of FEC allows the same signal to be transmitted to much longer distances
or a higher bit rate and still meeting the 10−12 BER objective. Similarly, a signal with 10−7 BER
without FEC is improved to 10−40 BER with FEC.

The addition of FEC results in fewer overall bit errors at the receiver so that even longer fiber
spans or long spans with higher bit rate meet the BER performance objectives (such as, 10−12),
which otherwise could not be met. An immediate benefit is that over long-haul and in transoceanic
fiber-optic communications, fewer amplifiers and regenerators are needed, or that over the same fiber
lengths a higher bit rate can be used. Figure 5.1 demonstrates the dramatic effect FEC has on bit rate
and BER performance. However, FEC, as defined by ITU-T [7], implements FEC in the electronic
regime; that is, the optical signal must be converted at the terminal transmission equipment (TTE)
in electrical. In point-to-point links without regenerators, this is simply implemented at the two ends
of the link. However, in very long-haul links (>1,000 km), regenerators are unavoidable and FEC
conversion from optical to electrical and back to optical is expensive in both capital and operational

Fig. 5.1 BER with and
without FEC RS(255/239)
(Adapted from ITU-T
standard G.975)
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or maintenance costs. Another consequence is that FECs have a fixed correction capability of errored
bits (typically eight). If bit errors exceed the FEC capability, then uncorrected errors from regen-
erator to regenerator accumulate, and a burst of uncorrected errors is formed to the detriment of
performance objectives. In addition, the FEC is a physical layer function and therefore it is possible
that bit errors are not reported to fault management function.

5.3 FEC in OTN

OTN provides the ability to multiplex SONET/SDH frames to achieve higher transmission data rates.
For example, it is defined to multiplex (by interleaving) several STS-48 (SONET)/STM-16(SDH),
or STS-192/STM-64 or STS-768/STM-256. When M STS-48 (SONET) or STM-16 (SDH) frames
are multiplexed, an aggregate M × 2.5 Gbps transmission data rate is achieved. In this case,
the FEC encoding function is performed at each SONET/SDH frame before the interleaving (or
frame-multiplexing) function in the terminal-terminating equipment unit. At the receiver, the error
detection–correction function is performed after de-interleaving the frames. In OTN, interleaved
SONET/SDH frames with FEC attached are called optical payload unit-k (OPU-k). k is a sub-
script that indicates what SONET/SDH frames are interleaved. Table 5.1 provides the value of k
for few OPUs.

OTN has adopted the Reed–Solomon error detection–correction (EDC) code. However, the prob-
ability of errored photonic bits, and thus the bit error rate (BER), in addition to parameters such
as fiber length, loss, channel density, nonlinearity, signal optical power and receiver sensitivity,
depends on the transmission data rate (see Table 5.1). Therefore, in OTN, the Reed–Solomon FEC
code is generated using a different polynomial with different detection and correction capabilities
for different OPU-k frames. The Reed-Solomon EDC code is typically denoted as RS(x, y), where
the arguments in parenthesis indicate the length of data to be detected for errors and y the length
of added EDC. For example, the RS(255,239) FEC coder calculates 16 check bytes over 239 data
byte-size symbols and appends them to it (239 + 16 = 255), Fig. 5.2. Table 5.2 shows the FEC code
used in OTN.

Table 5.1 Relationship of STS/STM and OTN OPU-k frames

SONET SDH Data rate OPU-k

STS-48 STM-16 2.5 Gbps OPU-1
STS-192 STM-64 10 Gbps OPU-2
STS-768 STM-256 40 Gbps OPU-3

21 255254239

Data block size, k = 239 Check symbols
(2t = n – k = 16)

Code block size, n = 255
(correctable symbols = 8)
(detectable errors = 16)

1 symbol = 8 blts (m = 8)

Fig. 5.2 Structure of Reed-Solomon RS(255,239) or RS(255/239) error correction code
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Table 5.2 FEC code in OTN OPU-k frames
OPU-k FEC type

OPU-1 RS 239/238a

OPU-2 RS(238/237)
OPU-3 RS(238/236)
a NO FEC is used in this case; the RS code contains zeroes

5.4 OTN Frame Structure

5.4.1 OPU-k

The basic frame unit defined in OTN is the OPU-k, in which the client signals are mapped. Taking
into account FEC, the nominal transmission bit rate for OPU-k, for k = 1, 2, 3, is given, Table 5.3.

An OPU-k unit consists of four rows of 3,810 bytes each, including 2 bytes overhead placed
at the leading end of each row to support adaptation of different client signals, Fig. 5.3. Note that
ITU-T G.709/Y.1331 starts the numbering from 15; this numbering will become clear during the
construction of the OTN frame.

5.4.2 ODU-k

The optical data unit-k (ODU-k) is formed by adding 14 byte-columns overhead at the leading end
of the OPU-k, Fig. 5.4.

The first 14 bytes of the first row in the ODU-k are defined as follows:

• The FAS (frame alignment signal) field (bytes 1–7) consists of the fixed frame alignment
sequence: 0xA1 0xA1 0xA1 0xA2 0xA2 0xA2.

• The MFAS (multiframe alignment signal) field (byte 8) contains the frame number in a 256
multiframe.

• The OTU (optical channel transport unit-k) overhead field (bytes 8–14) consists of the section
monitoring (bytes 8–10), general communications channel-0 (GCC0) (bytes 11 and 12), and two
reserved (bytes 13 and 14).

Table 5.3 Nominal OPU-k transmission bit rates
OPU-k Nominal rate

OPU-1 2,488,320.000 Kbps ±20 ppm
OPU-2 9,995,276.962 Kbps ±20 ppm
OPU-3 40,150,519.322 Kbps ±20 ppm

Fig. 5.3 The OPU-k unit
consists of four rows of 3,810
bytes each, including 2 bytes
overhead at the leading end of
each row
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OPU-k + FEC
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Fig. 5.4 The ODU-k is formed by adding 14 byte-columns overhead at the leading end of the OPU-k

The remaining ODU-k overhead (bytes 1 through 14 of rows 2–4) is partitioned in sections; one
section is defined for end-to-end ODU-k path, another section supports six levels of tandem connec-
tion monitoring, and others are used for performance, maintenance, and operational functions. The
complete overhead functionality is spread over up to 64 ODU-k frames.

The ODU-k path overhead is terminated where the ODU-k is assembled and disassembled.
The overhead for tandem connection is added and terminated at the source and sink of tandem
connections.

The ODU-k supports the following functions:

• adaptation of client signals via the OPU-k
• end-to-end path supervision via the ODU-kP
• tandem connection monitoring via the ODU-kT.

The OTN standard, in an effort to optimize the transported client bandwidth, has also defined time
division multiplexing (TDM) of ODUs while maintaining the end-to-end trail for the TDM’ed lower
bit rate channels. Thus, for the currently defined ODU-ks [ITU-T G.802], the following client/server
relationships are defined:

• An ODU-2 can transport 4 ODU-1s; an ODU-2 is the equivalent of 4 ODU-1s.
• An ODU-3 can transport 16 ODU-1s, or 4 ODU-2s, or any mix of ODU-1s and ODU-2s as long

as the bandwidth limits are not violated.

OPU-k : 15–3,824

OTU-k : 1–4,080

ODU-k : 1–3,824

FEC-k
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Fig. 5.5 The OTU-k is constructed by adding OTU-k overhead bytes to ODU-k and appending FEC
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Table 5.4 OUT-k nominal rate (±20 ppm)

OTU-k OTU nominal bit rate (Kbps) Period (μs)

OTU-1 255/238 × 2,488,320 = 2,666,057.143 48.971
OTU-2 255/237 × 9,953,280 = 10,709,225.316 12.191
OTU-3 255/236 × 39,813,120 = 43,018,413.559 3.035

5.4.3 OTU-k

The frame construction of the optical channel transport unit-k (OTU-k) is completed by adding
OTU-k overhead bytes and by appending the FEC code at the end of the ODU-k frame, Fig. 5.5.

The OTU overhead consists of the section monitoring (bytes 8–10), the general communications
channel 0 (GCC0) (bytes 11 and 12), and reserved (bytes 13 and 14). The FEC area consists of four
rows with 256 bytes each. Thus, the final OTU-k frame consists of four rows by 4,080 columns. The
OTU-k nominal bit rates (with ±20 ppm tolerance) are calculated in Table 5.4.

The OTU-k FEC is calculated at the physical layer of a transmission link as follows: the 3,824
bytes of each row are byte-demultiplexed into 16 subframes of 239 bytes each. Then, by applying
the RS(255,239) code, a 16-byte FEC code is calculated for each subframe. Then, they are all byte-
multiplexed to construct the 4,080 bytes of each of the four OTU-k rows including FEC, Fig. 5.6.

In order to prevent a long sequence of ones or zeroes, the OTU-k signal, after the FEC has been
added to the OTU-k signal and prior to being transmitted, is scrambled using a random sequence
length 65,535, generated by the polynomial x0+x1+x3+x12+x16. Per ITU-T G.709, the scrambler
is initialized to “0xFFFF” at the start of frame, it skips (it does not scramble) the frame alignment
bytes (FAS) of the OTU-k overhead (bytes 1–7 of the first row), it starts scrambling with the most
significant bit of the MFAS byte (eighth byte of the first row), and it runs continuously throughout
the complete OTU-k frame.

OCh-OH

OCh-OH

OCh-OH

OCh-OH

OCh-PE

1 byte 238 bytes 16 bytes

FEC

FEC

FEC

FEC

3,808 bytes16 bytes 256 bytes

OCh-PE

OCh-PE

OCh-PE

Subframe #1 (255 bytes)

Subframe #2

Subframe #16

1 16

3,
82

4

4,
08

0

OTU (4,080 bytes per row)

Fig. 5.6 At the physical layer of a transmission link, the RS code is applied on 239 bytes of each subframe in a row,
and after 16 FEC bytes and 1 byte overhead are added, they are all byte-multiplexed to construct the four 4,080-byte
OTU-k rows
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Fig. 5.7 OTU-k sequence of basic steps at the transmitting and at the receiving side of a link

As a result of the aforementioned functionality, the sequence of the various functional operations
required to form an OTU-k frame is shown in Fig. 5.7.

Although not explicitly shown, timing and jitter tolerances are very critical in this process. ITU-T
G.8251 provides recommendations for the maximum permissible jitter at OTU-k interfaces and for
various link lengths; these are provided in terms of Unit Interval peak-to-peak (UIpp) and for jitter
measured bandwidth at the −3 dB frequency (in Hz) point [8]. The Unit Interval (UI) in ps of OTU-k
is calculated fro the bit rate and the RS code as follows:

OTU-1: 1 UI = (238/255)(1/2.48832) ns = 375.1 ps
OTU-2: 1 UI = (237/255)(1/9.95328) ns = 93.38 ps
OTU-3: 1 UI = (236/255)(1/39.81312) ns = 23.25 ps

Based on these calculations for UIs, the maximum permissible UIpp jitter for different band-
widths and OTU-ks is defined by G.8251 as follows:

OTU-1 for 5 kHz–20 MHz: 1.5 UIpp
OTU-1 for 1–20 MHz: 0.15 UIpp
OTU-2 for 20 kHz–80 MHz: 1.5 UIpp
OTU-2: for 4–80 MHz: 0.15 UIpp
OTU-3: for 20 kHz–320 MHz: 6.0 UIpp
OTU-3: for 16–320 MHz: 0.15 UIpp

5.4.4 The Optical Channel

The OTU-k layer so far defined by ITU-T G.709/Y.1331 is an electronic signal. When this signal
is converted to optical, then it is known as the optical channel (OCh), the specifications of which
are defined in ITUT G.872; additionally, ITUT G.872 defines the OTN layer networks that support
network management and supervision functionalities.
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OCh payload
(transported
over OTMn)

OCh
overhead

(transported
over OSC)

OCh-Section

OCh-TC

OCh-Path

TC: tandem connection

Fig. 5.8 The sub-layers in the basic optical channel (OCh). The OCh is formed and transported separately

Two OChs are defined:

• The optical channel with full functionality (OCh)
• The optical channel with reduced functionality (OChr) that provides transparent network connec-

tions between 3R regeneration in the OTN.

The OCh includes nonassociated overhead; this is overhead not embedded in the OCh frame but
is transported over a different carrier, Fig. 5.8. The OCh overhead (OCh OH) includes information
for maintenance to support fault management and protection. This overhead is terminated where the
OCh signal is assembled and disassembled.

5.4.5 Optical Channel Carrier and Optical Channel Group

OTN addresses mapping of an OCh onto a WDM wavelength; for this, the optical channel carrier
(OCC) is defined. Two OCCs are defined:

• OCC with reduced functionality (OCCr): this consists of payload (OCCp) only. It carries the
OCh payload, and it is assigned a wavelength of the ITU-T grid [9, 10]. There is no associated
overhead with OCCr.

• OCC with full functionality (OCC): this consists of payload (OCCp) and of overhead (OCCo).
The OCCp carries the OCh payload and it is assigned a wavelength of the ITU-T grid. The OCCo
carries the OCh overhead, and it is transported with the optical transport module (OTM) overhead
signal information channel.

A group of optical channel carriers (OCC) is known as optical carrier group of order n[r] (OCG-
n[r]); the tributary OCCs may be of different size. Thus, up to n OCC-n[r] are WDM multiplexed to
occupy a fixed set of wavelengths of the ITU-T grid, Fig. 5.9.

Two OCGs are defined:

• OCG-n with reduced functionality (OCG-nr): it consists of up to n OCC payloads (OCCp) and
there is no associated overhead with OCG-nr.

• OCG-n with full functionality (OCG-n): it consists of up to n OCC payloads (OCCp) and their
associated overhead (OCCo).
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Fig. 5.9 The OCG-k basic structure over DWDM

5.4.6 Nonassociated Overhead

OTN, besides the overhead defined in the OPU-k, ODU-k, and OTU-k, defines nonassociated over-
head for OCh (already discussed), OCC, OCG, for the optical multiplex section, and for the optical
transmission section.

The optical multiplex section overhead (OMS OH) is added to OCG to create an optical multiplex
unit (OMU). This is used for maintenance and operational functions specific to optical multiplex
sections. The OMS OH is terminated where the OMU is assembled and disassembled.

The optical transmission section overhead (OTS OH) is added to information payload to create
an optical transport module (OTM). This is used for maintenance and operational functions specific
to optical transmission sections. The OTS OH is terminated where the OTM is assembled and disas-
sembled. Additionally, the general management communications overhead (COMMS OH) is added
to the information payload to create an OTM. This is used for general management communication
between network elements.

The ensemble of m OCG-n[r]s entails an optical transport module (OTM-n,m). When the OTM-
n,m members have full functionality, the nonassociated overhead is transported by the optical trans-
port module overhead signal (OOS) by an OTN supervisory channel (OSC). There are three OTM
types:

• OTM-0,m without OSC that supports a noncolored optical channel over a single span with 3R
regeneration at each end;

• OTM-16r,m without OSC that supports 16 optical channels (numbered OCCr #0 to OCCr #15)
on a single optical span with 3R regeneration at each end;

• OTM-n,m with full functionality and with OSC that supports up to n optical channels for single
or multiple optical spans. 3R regeneration is not required.

The OSC is assigned its own wavelength and it is characterized by its own frame structure, bit
rate, and bandwidth, and it is wavelength division multiplexed with the OTM-n,m, Fig. 5.10.

5.4.7 Mapping GFP Frames in OPU-k

With the insertion of idle frames at the GFP encapsulation stage, GFP frames arrive at a continuous
bit stream [11]. Thus, mapping GFP frames in OPU-k is achieved by aligning the byte structure
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Fig. 5.10 As several OTUs are formed, the OSC channel is constructed, and the OTM-n signal is formed and trans-
ported over its own WDM channel

of every GFP frame with the byte structure of the OPU-k payload, Fig. 5.11. Thus, in this case,
justification control is not needed and the OPU-k useful payload for GFP mapping consists of 4 ×
3,808 bytes. Because rate adaptation and scrambling are performed in GFP encapsulation, these
two functions are not required during the mapping process. Additionally, because GFP frames may
have variable length, they are allowed to cross the OPU-k frame boundary. In this case, the OPU-k
overhead consists of seven reserved bytes (RES) and a payload structure identifier (PSI) that includes
the payload type (PT) (column 15, row 4).

5.5 OTN and DWDM

The Optical Transport Network is defined to transport different optical signals over DWDM. The
mapping sequence of them onto OTN over DWDM is shown in Fig. 5.12.

Fig. 5.11 Mapping GFP frames in OPU-k
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Fig. 5.12 Mapping different payloads onto OTN over WDM

Using the DWDM technology as a transport vehicle it is possible to transmit over optical channels
both SONET/SDH frames and Gigabit Ethernet without encapsulating their frames into an optical
transport unit. In this case, an optical cross-connect can pass the signal although it does not provide
the OAM functions that are associated with an OTU of OTN, which additionally may result in
network management limitations.

5.6 OTN Management

To assure that misconnection does not take place or that connections are efficiently established, the
OTN supports fault, configuration, and performance management between and within administrative
boundaries as well as end to end [12–16]. For it, OTN supports communications between personnel
at remote sites, craft terminals and local or remote NEs, OSs and remote NEs, and externally to
OTN, and it is achieved by means of detection and notification facilities that

• detect, isolate, and localize faults and initiate recovery actions where applicable. Defect indica-
tions in a connection, which is part of a trail (a trail is a series of concatenated link connections),
are given in downstream and upstream directions of a bidirectional trail using forward defect
indication (FDI), backward defect indication (BDI), and backward quality indication (BQI). In
the presence of faults, OTN supports escalation strategies to avoid unnecessary, inefficient, or
conflicting survivability actions; such strategies include introduction of hold-off times and alarm
suppression methods within a layer and between the server and client layer;

• supervise and ensure the interconnection integrity of transport network entities with compatible
adapted or characteristic information; continuity supervision is the set of processes required to
monitor the integrity of the continuity of a trail. Connectivity supervision is identified using the
trail trace identification (TTI);

• verify quality of service. Signal quality supervision is provided by monitoring the performance
of a connection that supports a trail;
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• manage client adaptation layer network. This refers to the processes necessary to manage client
layer network adaptation to/from the server layer and it is achieved with the payload type identi-
fication (PTI); recall that ATM has a three-bit PTI field in its overhead. At connection setup, the
PTI ensures that the client layer is assigned to the appropriate source and sink. A PTI mismatch at
source or sink adaptations would indicate an incorrectly provisioned or altered client-OCh server
layer adaptation.
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Chapter 6
Network Synchronization

6.1 Introduction

This chapter discusses the importance of synchronization in optical networks, clock classification
in strata, and its expected accuracy. It provides a simplified interpretation of the meaning of
“noise”, “jitter”, and “wander”; it discusses noise sources that contaminate the optical signal
and degrade synchronization, the performance of the optical receiver, and performance detection
strategies.

6.2 Synchronization

Synchronization is a key function in communication networks. A binary string is transmitted at a
fixed bit rate that is determined by an accurate clock and it is received faithfully by a receiver with
the help of its own local clock tuned to the transmitter’s frequency. Based on the clock frequency at
the receiver, a threshold level and a sampling point at the bit period the logic state (0/1) of sampled
pulse is determined, the accuracy of which depends on the correct selection of the threshold and
sampling points, Fig. 6.1.

Typically, there are two different transmission methods with regard to clock and timing: fixed
clock and same frequency at both transmitter and receiver, and adaptable frequencies whereby the
receiver is able to track the transmitting clock and adapt to it.

The first method (fixed frequency) is typically used in synchronous and ultrahigh bit rate optical
communications. It is more accurate and simpler, which is a prerequisite for ultrahigh bit rates.
Clearly, this synchronization method is not flexible to adapt to other bit rates. For example, at
10 Gbps, the bit period is only 100 ps, and thus a small drift in transmitter and/or receiver clock
frequency could easily shift the periodic sampling point and yield excessive erroneous bits that
dramatically decrease the signal performance and also cause overflow or underflow.

The second method (adaptable frequency) is typically used in data transmission at moderate and
low data rates. For example, when the amount of data (packet size and number of packets) to be
transmitted is low or when the data network experiences congestion, the transmitted data rate may
scale down automatically according to a specific bandwidth management protocol. This method
implies that the transmitter is capable of adapting various bit rates and more importantly the receiver
is able to recognize the transmitter frequency and adapt to it with commensurable accuracy. This also
implies that the receiving clock has an appropriate dynamic range (min–max frequency bounds) and
also low acquisition time or responsiveness (able to quickly adapt to the new frequency).

In both methods, the accuracy of the transmitting and receiving clock frequencies is calibrated
according to a reference clock that is derived from a reference clock known as the primary reference
source (PRS).

S. V. Kartalopoulos, Next Generation Intelligent Optical Networks, 141
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6.2.1 The Primary Reference Source

A clock signal is a periodic waveform (of a sinusoidal or almost square form) that is generated by
an oscillator located in the timing unit of a node and it provides the heartbeat of a node. Because of
its importance, the precision of the clock signal is specified by standards [1–3]. The most accurate
clock that is responsible for network synchronization is based on the element cesium, which pro-
vides a frequency reference of consistent high accuracy and is calibrated by the National Institute of
Standards and Technology (NIST), previously known as National Bureau of Standards (NBS), and
provides the primary reference timing source (PRS).

Although the PRS is the highest accuracy clock in telecommunications, not all networks and
nodes require the same accuracy. Typically, clock accuracy drops from core to access following the
bit rate drop trend, although the latter is changing in optical access (such as fiber to the premises,
FTTP) where bit rate has increased beyond broadband to Gbps. Typically, clock accuracy is distin-
guished in strata and is measured in parts per million (ppm).

The PRS timing accuracy is known as “stratum 1”. This reference clock is broadcasted over a
GPS satellite link or over a CDMA wireless link, and it is received by a timing source unit located
in each central office of a communications network. The timing source unit has a quartz-based or
rubidium-based local oscillator that locks onto the received frequency, and it supplies a dual clock
to each communications system, a primary and a secondary timing reference (for backup) at stratum
1 accuracy (as long as the local oscillator is locked onto the received frequency). The output clocks
may be 8 kHz, 64 kHz, 1.544 MHz (DS1), 2,048 kHz (E1), or a composite (8 and 64 kHz). This
is known as the building information timing supply (BITS), and it is described in various standards
(ITU and Telcordia) for central offices and for controlled environment vaults (CEV) [4–7].

In communications networks, even the minimum timing accuracy is 10−11, or 2.5 slips per year;
if a regular clock would slip 2.5 ticks per year, one would make a 1-min correction once in a lifetime.
Table 6.1 summarizes the accuracy of clock strata.

Based on bit rate and type of network, ITU-T (G.812) distinguishes six synchronization clock
types, types I–VI.

Table 6.1 Clock accuracy by stratum level

Stratum Min accuracy Slip rate Notes

1 10–11 2.523/year Primary Ref. Source (PRS)
2 1.6–8 11.06/day e.g., 4ESS/5ESS
3 4.6–6 132.48/h e.g., 5ESS/DCS
4 3.2–5 15.36/min DCB/COT/DPBX/Access

COT: central office terminal, DCB: digital channel bank, DPBX: digital PBX
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• Type I is used at all levels of synchronization of the digital hierarchy in 2,048 Kbps-based net-
works.

• Types II and III are used at all levels of the synchronization of the digital hierarchy that includes
the rates 1,544, 6,312 and 44,736 Kbps.

• Type III is used in end offices that support the 1,544 Kbps digital hierarchy.
• Type IV is used in networks that support the 1,544 Kbps digital hierarchy.
• Type V is used in transit nodes of networks based on both 1,544 and 2,048 Kbps hierarchies,

according to G.812, 1988 version.
• Type VI is used in existing local nodes of networks based on the 2,048 Kbps hierarchy according

to G.812, 1988 version.

6.2.2 The Node Timing Unit and the Phase Lock Loop

Each node in the network contains a timing unit (TU), which tracks a reference clock at a desig-
nated receiving port or the timing reference clock of the building information timing supply (BITS).
When the clock is received from BITS, it supplies the reference clock to all outgoing traffic of the
node; typically two BITS reference clocks are supplied, the active and the alternate for protection,
Fig. 6.2. When clock is extracted from a designated input data port, it supplies reference clock
to all outgoing traffic of the node, Fig. 6.3. Other cases are also defined, such as timing through,
and so on.

The clock circuitry in a network element consists of a local oscillator, a phase lock loop (PLL),
filters, and other supporting circuitry. In communication networks, there are three PLL parameters of
interest, hold-over accuracy, free-running accuracy, and pull-in/hold-in. These parameters and their
limits are the subject of standards that define them according to network topology, bit rates, and
operational practices.

Hold-over stability is the amount of frequency offset that an oscillator has after it has lost its
synchronization reference. Hold-over stability has a limited duration, which is several hours. The
hold-over accuracy is lower than the PRS accuracy.

Free-run accuracy is the maximum fractional frequency offset of the oscillator when there is
no reference clock and it is free running at its own accuracy, which is specified by the oscillator
manufacturer. When a clock is not locked to a reference, the random noise components are negligible
compared to deterministic effects such as initial frequency offset.

Pull-in/hold-in is the oscillator’s ability to achieve or maintain synchronization with a reference.
Its range is at least twice its free-run accuracy.
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Based on these definitions and clock types, then

• Type II clock has a more stringent hold-over stability specification than a type I clock.
• Type I and type II have a more stringent hold-over stability specification than a type III.
• Type I has a more stringent hold-over stability specification than type III clock. However, type I

clocks can also be deployed in 1,544 Kbps-based networks if their pull-in range, noise generation,
and noise tolerance comply with type II and type III clocks, for SDH compatibility.

• Type II clocks with type III clock hold-over stability may be used in 2,048 Kbps-based networks
if their noise generation, noise tolerance, and transient behavior comply with type I clock when
used in SDH.

• Finally, type V clocks are suitable for 2,048 Kbps-based SDH if their noise generation and short-
term stability comply with type I clocks.

Synchronous networks assume a repetitive start of frame and with a prefixed repetition rate, such
as SONET/SDH, DS1, and DS3. In all these cases, frames are seamless contiguous at 8,000 frames
per second. Conversely, asynchronous networks do not necessarily assume seamless contiguous
frames. Despite this, in certain data protocols such as ATM and in data transmitted at ultrahigh data
rates (above 1 Gbps), frames are transmitted seamlessly contiguously even if this means that some
frames in the stream are idle and do not carry client data. Thus, transmission of high bit rates at data
networks is the same or comparable with the timing accuracy of synchronous transmission.

As a consequence, timing and synchronization issues, such as frequency variation and jitter need
to be considered, as frequency variation and jitter may cause data buffer overflow or underflow and
thus missed bits. As an example, for a binary signal at R bps in a medium L meters long at a speed
v, the number of bits in transit at any time is LR/v. Thus, if L = 100 km, R = 10 Gbps, and the
speed in the medium is v = 2 × 108 m/s, then there are 5,000,000 bits in transit.

Based on this example, a temperature decrease by 1◦F causes a 0.01 % increase in propagation
speed. This will cause 500 fewer bits in transit and thus possible buffer underflow. Similarly, when
the temperature increases, it may cause a commensurate overflow. Consequently, frequency variation
must be compensated for and jitter removed in order to meet transmission performance requirements.

In legacy communication networks, frequency compensation is addressed with a buffer com-
monly known as elastic store. The elastic store smoothes out small variations of the incoming bit
rate with respect to the local reference clock, and the start of frame is found from the framing bit
embedded in the DSn signal.

In SONET/SDH optical networks, frequency justifications (positive or negative) are made at the
receiver using specific octets in the overhead space of a frame. Based on this, the pointer octets, H1,
H2, and H3, locate the start of payload in the SONET/SDH frame.
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In local area networks, the header precedes the information field, and in some protocols a pream-
ble precedes the header (such as fiber data distributed interface—FDDI), and thus the receiver locks
onto the data rate and it identifies the start of frame very quickly.

In ATM, cell delineation (or synchronization) is accomplished using the head error control
(HEC) byte.

When data protocols (IP, ATM, and so on) are adapted and mapped onto the SONET/SDH pay-
load, then SONET/SDH frame synchronization is accomplished first and then the IP or ATM start
of frame within the payload (SONET overhead bytes indicate type of payload and pointers identify
the start of frame in the payload).

In the next generation all-optical network, optical elastic buffers cannot be implemented with
all optical components cost-efficiently yet, and thus the elastic store or frequency justification is
implemented at the far end of the path, at the receiver. However, research in the area of propagation
time control is ongoing, and soon adaptable optical delay lines may become available to address the
optical buffering issue.

In conclusion, although the synchronization mechanism is not the same in all cases, the synchro-
nization function and frame detection is equally important in both synchronous and asynchronous
networks, and as networks converge to the next generation optical network, synchronization strate-
gies are hierarchically unified and simplified.

6.2.3 Synchronization Impairments

Assuming that clocks are precise and timing units supply the most accurate clock, the simple ques-
tion with synchronization arises: So, what can go wrong with it?

In reality, there are many effects that affect the quality and precision of synchronization. We
distinguish two major categories, environmental conditions and components.

Environmental changes, and particularly temperature, affect the propagation characteristic of
signal over the medium. In fiber optics, the dielectric of the medium is a function of wavelength
and environmental parameters; temperature and pressure variations may cause drift of the operating
frequency [8]. As a consequence, propagation constant, dispersion, and other nonlinear phenomena
play a key role, and variations may cause the operating frequency of the transmitting and of the
receiving clock to drift, thus affecting synchronization; the effect of temperature on transmission
has already demonstrated with an example in Sect. 6.2.2.

Components degrade and fail. Degradation is a gradual slow change that causes parametric
variation that leads to timing misalignment between transmitter and receiver. Timing depends on
electronic phase lock loops that are frequency stabilized with crystals cut precisely to resonate at a
particular frequency. The frequency accuracy depends on material properties, geometry of the cut
crystal, and operating temperature. However, even the most accurate phase lock loop has a finite
probability of error which is measured in parts per million (ppm), or number of period slips from an
expected one million periods. Failure is a permanent condition and causes permanent situations.

A timing reference source may be interrupted for some time. For example, when a fiber that
carries the synchronizing tributary (such as a DS1) to a node is cut, the reference clock is lost.
If this loss persists, then the oscillator enters a free-running state. Similarly, when a satellite
timing source may cease for few or more minutes in which case the reference timing source
is lost and the local oscillator enters a hold-over state, where it may remain for up to 8 h. In
either state, the oscillator must meet certain accuracy requirements that have been specified by
standards.

The most common impairments associated with synchronization are loss of signal (LoS), loss of
clock (LOC), loss of frame (LOF), and loss of synchronization (LOS).
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Loss of signal (LoS) is caused by a long string of 0s or by a line cut. In this case, monitoring
circuitry detects the LoS condition and the local oscillator goes into the holdover state, a state with
relaxed frequency accuracy. For example, in SONET,

• If there is no light for 100 ms, then an LoS is declared.
• No LoS is declared if loss of light is less than 2.3 ms.
• If there is no light for more than 2.5 s, the NE sends an alarm message to the operating sys-

tem (OS).

Loss of clock (LOC) is caused by a long string of 0s or a long string of 1s that exceed the PLL
holding time, or by a line cut. In such case, circuitry detects the LOC condition and the local oscil-
lator goes in to a hold-over state, a state with lesser frequency accuracy.

Loss of frame (LoF) is caused when there is excessive noise or excessive frequency variation
between the local oscillator and the incoming signal, or excessive jitter in the incoming signal.
When this occurs, the framer detects LOF and it enters a frame synchronization “hunt” state (in
SONET/SDH). That is, it tries to locate the start of frame again; in gigabit-Ethernet, the “hunt” state
is not part of the synchronization state machine. In SONET/SDH, if there are excessive errors in
the framing pattern due to excessive noise and jitter and if a severely error frame (SEF) persists for
more than 3 ms and there are incorrect framing patterns for at least four consecutive frames, then
the network element (NE) sends a message to the operating system (OS).

Loss of synchronization (LOS) is caused when there is excessive variation in frequency between
the local oscillator and the received signal. Then, the synchronizer goes in the LOS state and tries to
resynchronize.

6.3 The Timing Signal

A timing signal s(t) is mathematically described by the sinusoidal function:

s(t) = A sinΦ(t),

where A is a constant amplitude coefficient and Φ(t) is the total instantaneous phase.
The total phase Φid(t) of an ideal timing signal is expressed as

Φid(t) = 2πνnomt,

where νnom is the nominal frequency.
Because of parameter fluctuations, the phase of the generated signal by an actual oscillator is not

perfectly periodic. That is, the intervals between successive equal phase instants are slightly different
than the ideal expected phase. Thus, the phase Φ(t) for actual timing signals is expressed as

Φ(t) = Φ0 + 2πνnom(1 + ν0)t + π Dνnomt2 + ϕ(t),

where Φ0 is the initial phase offset, ν0 is the relative frequency offset variation from νnom, D is the
linear frequency drift due to oscillator aging, and ϕ(t) is a random phase variation.

The interval between two successive equal phase instants is the “period” T and it is inversely
proportional to clock frequency. Period and frequency fluctuations lead to errors of the actual timing
signal with respect to the ideal (error-free) timing. Thus, the time function T (t) of a realistic clock
is the measure of ideal time t and it is defined as

T (t) = Φ(t)/2πνnom.
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The time deviation of the phase or period of an actual timing signal from the period of a reference
timing source is called time interval error (TIE) function:

TIE(t; τ ) = [T (t + τ ) − T (t)] − [Tref(t + τ ) − Tref(t)],

where τ is the observation interval.
TIE is measured in absolute values of units of time (such as s, ns). Depending on the variability

of the actual clock, TIE may vary linearly, sinusoidally, or randomly during an observation time
(τ = nτ0). Thus, in communication systems and networks, the time error of a clock is the difference
between the time (or frequency) of this clock, T (t), and the time (or frequency) of a reference clock,
Tref(t). Thus, a time error function (TEF) x(t) is defined as

x(t) = T (t) − Tref(t).

The time error function serves in calculating a clock’s stability parameters such as clock noise,
wander, buffer characterization, frequency offset and drift, and so on. TEF is a function of time
and its value may vary linearly, sinusoidally, or randomly. Thus, the TEF function depends on the
timing model such as the maximum time interval Error (MTIE), the Allan deviation (ADEV), the
modified ADEV (MDEV), the time deviation (TDEV), and the root mean square of time interval
error (TIErms). A full description of this is beyond our purpose; the interested reader may find an
analysis in ITU-T G.810, appendix II, and also in Ref. [9].

6.4 Signal Quality

In legacy synchronous communications networks, call arrival, call duration, call discontinued, and
so on are probabilistic quantities that often are approximates by a Poisson distribution. In asyn-
chronous data communications, this distribution is adopted to packet arrival, packet length (for
variable length), and so on.

In general, n samples each with amplitude xn are statistically distributed or dispersed around
a mean value μ. The dispersion of a distribution or standard deviation, σ , is calculated from the
weighted square of differences as

σ = √{[1/(n − 1)]Σ(xi − m)2}.

The square of the dispersion, σ 2, is known as the variance of the sample, and the ratio of variance
to mean is known as the coefficient of over-dispersion, α:

α = σ 2/μ.

When α > 1, traffic is termed rough, when α < 1, it is termed smooth, and when α = 1, it is
termed random.

Traffic is related to effective bandwidth, which in WDM optical communications is calculated
from the bit rate (typically, fixed per lightpath), packet rate (a statistical quantity), and optical chan-
nel (OCh) density (typically fixed but it can also be dynamic). Although traffic is not an obvious
cause of jitter and bit errors, the probabilistic and statistical behavior of it is particularly in networks
with optical add-drop multiplexers. Thus, taking into account the variability of power loss per path
and the OCh density, one can deduce that the statistical behavior of traffic impacts the signal noise
level, signal jitter, signal cross-talk, and errored bits in the signal.
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6.4.1 Noise Sources

Noise can be defined in simple terms as “the superposition of a time-varying undesired signal
on a target signal”, or in complex terms as “the mean squared statistical (Poissonian, Gaussian)
fluctuation of photon phase and/or amplitude per unit bandwidth, which is caused by undesirable
sources” [10, 11].

Noise is studied using a statistical model that best describes the generating mechanism and the
statistical distribution of noise, such as Gaussian, Poisson, Fermi, and Bose–Einstein. What is impor-
tant is that noise is ubiquitous and in communications, noise corrupts the integrity of signal and that
under certain conditions bits are so much degraded that they cannot be clearly distinguished by the
photodetector, which may yield the wrong bit value.

The initial study of electrical noise in communications started very early in the last century, with
Albert Einstein, Brown, J.B. Johnson, H. Nyquist, Schottky, and others who laid the foundations
of classical noise and explained also the quantum-mechanical nature of noise in conductors, elec-
tronic tubes, semiconductors, electromagnetic waves in space, and in dielectric waveguides. Thus,
the electromagnetic nature of photons and their creation from excited atoms are closely related to
electrical noise.

In general, based on the effect and the generating mechanism, the most common types of
noise are:

• white (random) frequency modulation (WFM)
• white (random) phase modulation (WPM)
• flicker phase modulation (FPM)
• flicker frequency modulation (FFM)
• random walk FM (RWFM)
• thermal noise
• shot noise
• laser noise
• oscillator noise
• noise due to nonlinear light-matter interaction (such as crosstalk, dispersion, four-wave mixing,

self-phase modulation, self-modulation or modulation instability, Stokes noise, and Chromatic
jitter)

• optical amplifier noise
• quantization noise.

Thermal (or Johnson) noise is the quantum-statistical phenomenon of random movement of
charged carriers (such as electrons) due to thermal agitation. Its initial study was based on a classical
model of passive devices (R, C, L).

Shot noise is the random and time-dependent fluctuation in discrete-electron flow, as opposed to a
steady flow of electrons in a conductor. That is, each electron is independent from the other electrons
in the flow. In photon propagation, it is the random fluctuation of photon phase.

Flicker or 1/f noise is the result of impurities in the conductor region of semiconductor MOSFET
devices. These impurities trap charged carriers, in which they remain for a short but random time.
When carriers are released, they generate a time-dependent current fluctuation that is manifested as
noise and is characteristic at frequencies below 10 kHz.

Amplifier spontaneous emission (ASE) is the random emission of photons by excited atoms in the
fiber or in an excited semiconductor photonic device. These random photons are in the same spectral
band with the signal and are manifested as noise.

Cross-talk, dispersion and dispersion slope, PMD, PDL, FWM, XPM, MI, ISI, and others are
also noise sources due to the nonlinear interaction of the dielectric fiber and photons.
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Although the understanding of the generating mechanism is important, in signal performance
it is more important to know how much noise power has been added to signal power, that is, the
ratio signal to noise power (SNR); when this ratio refers to optical noise and signal, it is OSNR.
Thus, OSNR provides a measure of the clarity of the transmitted optical signal when it arrives at the
photodetector. Notice that even if OSNR arrives with the expected performance, the receiver itself
is a source of noise such as thermal, shot, flicker, and amplifier. A complete treatment of noise is
beyond the purpose of this book as it has been described in the literature.

6.4.2 Quantization Noise

When an analog signal is converted to a binary bit stream and then reconstructed back to analog,
the latter is not an exact replica of the original analog signal. That is, the analog signal is sampled
periodically and each sample is converted to an n-bit binary code. This implies that the maximum
amplitude range of the analog signal is quantized in 2n steps, and thus each incremental step of the
digitizer corresponds to V/2n V. Thus, between any two samples, there is a small voltage differential
that the digitizer cannot discriminate for resulting in a small error called quantization error, which
generates quantization noise. The larger the n, the smaller the quantization error and the smaller the
quantization noise; the higher the sampling frequency, the higher the frequency content of quanti-
zation noise. The average quantization noise power Sn,q into 1 Ω load and for a quantization step
height q is determined as Sn,q = q2/12. Thus, a signal to quantization noise ratio is defined SNRq

(in dB) as

SNRq = 10 log10[V
2
rms/(q

2/12)] = 10.8 + 20 log10[Vrms/q],

where it is assumed that quantization is uniform (the quantized increments q are equal), and the
quantization error is independent of the sample amplitude, and Vrms is the rms value of the input.

Because quantization noise appears at the reconstruction site where the digital signal is converted
back to analog (typically at the end of the path), this type of noise is not considered channel impair-
ment but a digitizer technological issue, the choice of which affects the overall noise and traffic
bandwidth contribution.

6.5 Transmission Factors

As the signal propagates, its power is attenuated; power attenuation is not the same for all media
types and for all frequencies. Similarly, as the signal propagates, it is contaminated with two-
dimensional noise, one in the amplitude domain (known as amplitude noise) and one in the time
domain (known as jitter). All three, attenuation, noise, and jitter, are evolutionary processes which
degrade the SNR of the optical signal, which in turn is closely related to the discrimination ability
of the receiver; that is, its ability to separate the signal from the signal + noise. As a result, when the
signal reaches the receiver, the receiver’s sensitivity “sees” an attenuated and distorted signal and
occasionally it cannot deduce the original bit value, so that although the bit that was transmitted as
“1 or 0”, it is deduced as “0 or 1”.

In communications, it is established that an acceptable SNR value over an optical link
(transmitter–receiver) is 40 dB.



150 6 Network Synchronization

6.5.1 Phase Distortion and Dispersion

In optical communication networks, the WDM signal travels in the fiber transmission medium with
a propagation constant that depends on the dielectric (and refractive index) constant, as well as the
signal power and wavelength. The WDM signal consists of many optical channels, and each channel
consists of a narrow spectral band. As a result of this, the phase relationship between wavelengths
does not remain uniform and thus there is phase distortion within each signal, which is manifested
as chromatic dispersion.

6.5.2 Frequency Distortion

The monochromaticity of light generated by a laser depends on the uniformity, precision, and sta-
bility of the active region of the laser device. However, many random and periodic fluctuations that
occur within it influence the generated light in spectral content and in timing, which is manifested
as chirp.

6.5.3 Polarization Distortion

The polarization of state of photons is distorted by similar mechanisms to frequency distortions.
Parametric fluctuations in laser and other nonlinear components on the path cause polarization dis-
tortion. In addition, residual birefringence in fiber causes the optical signal to travel in different
polarization modes, each at different speeds, thus causing pulse distortion, known as polarization
mode dispersion (PMD).

6.5.4 Noise due to Nonlinearity of the Medium

The photon–matter interaction is the source of several signal distortions and noise due to four-wave
mixing, channel cross-talk, self-phase modulation, self-modulation or modulation instability, Stokes
noise, and chromatic jitter [12].

6.5.5 ASE

The spontaneous emission of photons during the process of atom excitation and spontaneous photon
emission causes photonic noise. This noise is present during Raman amplification as well as during
optical fiber amplification such as in erbium-doped fiber amplifiers (EDFA).

6.6 Jitter and Wander

Although the frequency of clocks at the transmitter and receiver conforms to the same specifications
and accuracy, there is a relative small frequency shift between them, positive or negative, which may
cause bit, frame or payload slips, buffer overflow or underflow, and loss of customer data [13–17].

As a consequence, nodes in the communications networks require a high degree of synchro-
nization accuracy between the clock of a node and the incoming signal, as well as a correction
mechanism so that incoming data is retimed or it is rate adjusted. In SONET/SDH, this is known
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Fig. 6.4 Definition of jittery
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as frequency justification. Under certain circumstances, the incoming clock has high frequency jitter
that requires fast justifications. Fast justification however becomes another source of jitter (at the
outgoing data) known as “pointer jitter”.

Jitter is viewed as a variation of the period of a bit stream in the time domain, Fig. 6.4. In optical
communications, optical jitter is caused by many sources.

To study the effect of jitter on synchronization, consider two timing sources at the same frequen-
cies. Assume that one of the two sources provides a reference clock whereas the other is a clock that
is derived from incoming data; as such, the derived clock may deviate from the reference source;
this deviation is oscillatory with its own frequency. Depending on how fast or slow this deviation
changes, it causes different effects. Therefore, a distinction is made between “fast” and “slow” that
results in two classifications, jitter and wander.

Wander is defined as a slow variation between a reference frequency and a derived frequency
(from incoming data). Wander is defined (per ITU-T Recommendation G.810) as “the long-term
variations of the significant instants of a digital signal from their ideal position in time”, where
long-term implies that these variations are of frequency less than 10 Hz. A similar definition is also
given for SONET [18], which also puts the frequency range for wander at below 10 Hz.

Jitter is defined (per G.810) as “the short-term variation of a signal’s significant instants from
their ideal position in time”, where short-term implies that these variations have a frequency greater
than or equal to 10 Hz. Thus, 10 Hz seems to be the demarcation frequency variation below which
is defined as wander and above which as jitter.

Jitter requirements apply to interfaces between carriers and users, and between two carriers. Com-
pliance with jitter requirements assures that jitter limits at OC-N and STS-N interfaces are met. Jitter
and wander drive the specifications (G.823, G.824, and G.825) for synchronization requirements in
SDH [19–21].

Jitter may be random, linear, or sinusoidal, Figs. 6.5 and 6.6.

Fig. 6.5 Sinusoidal jitter:
The actual “jittery” clock (B)
is compared with a reference
clock (A). The period
variation between reference
and jittery clocks (C) is
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period, UIpp, and jitter
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Fig. 6.6 Random jitter:
Plotting the period variation
between reference (A) and
jittery clock (B) in (C) reveals
a random jitter period for
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A practical unit that defines a measure of jitter amplitude and peak-to-peak deviation of a real
clock from a reference clock over a predefined measuring interval is the unit interval (UI) and the
unit interval peak-to-peak (UIpp). The maximum UIpp (UIpp,max) is the maximum of the UIpps.

The UI is dimensionless and independent of the clock frequency, bit rate, and signal coding. For
example, the UI values for different SDH STM-N/OC-N are provided in Ref. [22], Table 6.2.

The RMS jitter value represents the average power of jitter within the interval of observation.
RMS jitter is defined by the expression

JRMS = √{(1/T )
∫

[ f 2(t)dt]},

where f (t) is a description of the time signal of jitter and the integral is from 0 to T (or, the interval
of observation). Notice that f (t) may represent a random or a deterministic function.

Random jitter (RJ) is attributed to one or more sources such as optical amplifier noise, single
sideband noise, photon–matter–photon interaction, random refractive index, and core variability over
the length.

Deterministic jitter (DJ) is attributed to several causes such as SONET/SDH framing and pointer
justifications, duty cycle distortions and initial frequency offset (when a clock from free-running
attempts to lock onto a reference clock). Deterministic jitter is sub-classified to intersymbol interfer-
ence (ISI), data-dependent jitter (DDJ), pulse-width distortion jitter (PWDJ), sinusoidal jitter (SJ),
and uncorrelated bounded jitter (UBJ).

Jitter causes degradation of the received signal in the time domain, it narrows the sampling win-
dow at the receiver, and it is manifested by lateral eye diagram closure, Fig. 6.7.

Temporal fluctuation of spectral density is caused by laser drift and optical amplifiers, and when
the wavelength is below the zero-dispersion point, it causes temporal broadening of the pulse. In
addition, temperature, pressure, filter stability, and other conditions cause drift of the operating
frequency. Some temporal fluctuations are also attributed to ambient temperature variations, which
affect the signal propagation (group velocity) and polarization states.

Table 6.2 Unit intervals for STM-N/OC-N
STM-1/OC-3 1 UI = 6.43 ns
STM-4/OC-12 1 UI = 1.61 ns
STM-16/OC-48 1 UI = 0.40 ns
STM-64/OC-192 1 UI = 0.10 ns
STM-256/OC-768 1 UI = 0.025 ns



6.6 Jitter and Wander 153

Fig. 6.7 Eye\diagram
provides a qualitative
indication of signal quality in
terms of amplitude noise,
pulse shape distortion, jitter,
rise/fall time, and fluctuations
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6.6.1 Intersymbol Interference

Intersymbol interference (ISI) jitter is the outcome of several optical impairments due to interaction
of photon–matter–photon and due to dependence of the dielectric constant on frequency. However,
the contribution of ISI on jitter may be considered negligible as compared with other jitter sources.

6.6.2 Data-Dependent Jitter

The pattern-dependent jitter (PDJ) is caused by repetitive patterns, such as the start of frame bytes
A1 (Hex F6) and A2 (Hex 28) in the SONET/SDH frame, Fig. 6.8.

The A1 and A2 bytes are not scrambled and they repeat every 125 μs, and thus the jitter generated
by these bytes have an 8 kHz spectral band. All other bytes in the STN-N frame are scrambled and

Reference
clock

A1, A2

Jitter

Hex F6 = 1111 0110
Hex 28 = 0010 1000

11111111 00000000

A1 A2

A1A2 A1A2 A1A2

125 µs 125 µs

Fig. 6.8 Pattern-dependent jitter caused in SONET/SDH OC-3 by A1 and A3 overhead bytes
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thus the generated jitter by them is random. Thus, the jitter component generated by A1 and A2 has
a more distinctive spectral band than the jitter component of other bytes in the frame. Consequently,
jitter should peak at a very high frequency that is related with the OC-N rate (such as 2.5, 10, or
40 Gbps) and a spectral band of 8 kHz because of frame periodicity. For example, in the case of
OC-192 (10 Gbps), PDJ peaks at 3.24 MHz within a spectral band of 8 kHz.

6.6.3 Pulse-Width Distortion Jitter

If an on–off keying (OOK) modulator does not generate a square or symmetric trapezoidal pulse,
then the optical pulse is neither symmetric nor the rise and fall time has the same slope. Therefore,
as the pulses propagate, the jitter induced at the edges of pulses has different distribution at each
edge causing pulse-width distortion jitter (PWDJ).

6.6.4 Sinusoidal Jitter

Sinusoidal jitter (SJ) is caused by sinusoidal variations of timing sources, which couple energy
in electrically controlled devices that affect the optical signal. This jitter is also known as repeti-
tive, and it may also be caused by switching power supplies that affect the transmitter or receiver
functionality.

6.6.5 Uncorrelated Bounded Jitter

Uncorrelated bounded jitter (UBJ) is caused by power supply variations, unpredictable cross-talk,
secondary transmission phenomena, and in general sources that are not described in the previous
classifications. For example, bursts of jitter may be caused by cross-talk with bursty data, and
uncorrelated four-wave mixing interference. It may also be caused by intermittent failures, power or
phase-lock-loop glitches, and timing slips.

Thus, the understanding of jitter-generating mechanisms helps to understand the impact jitter has
on link and signal performance metrics, such as BER and SNR.

6.6.6 Stokes Noise, Chromatic Jitter, and FWM noise

Optical fiber complies with parameter specifications that are recommended by standards. However,
the value of fiber parameters, and particularly of the fiber core, exhibits parameter variation along
its length. This variation is typically random. Although parameter variations may be unnoticeable
over few hundreds of meters of fiber, it is noticeable over many kilometers and as light propagates,
parameter variations affect its propagation and the quality of signal.

When a monochromatic signal propagates in fiber, because of fiber birefringence it is separated
into states of polarization, each traveling at different speeds and phase, thus causing polarization
mode dispersion (PMD). However, even PMD experiences random polarization variability as the
two orthogonal states propagate in the fiber core because of nonuniform fluctuations of fiber-core
imperfections. This is known as Stokes noise.

When a polychromatic signal from an actual optical source propagates in fiber, the dependence
of dielectric on wavelength causes a temporal pulse broadening or chromatic dispersion (CD).
However, a random variation of the fiber dielectric along its axis causes random variation of CD
manifested as noise and jitter, known as chromatic jitter.
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Thus, the random variation of the fiber dielectric generates different noise contributions to the
propagation light; the sum of noise contributors is manifested as differential group delay (DGD)
noise. The square of the relative DGD noise is the sum of squares of the Stokes noise and the
chromatic jitter related noise:

[d(Δτ )/Δτ ]2 = [d(ΔS)/ΔS]2 + [d(Δω)/Δω]2,

where d is the differential operator, Δω is the frequency variability, and ΔS is the polarization state
variability at the output of the fiber. The inverse of the latter is known as the bandwidth efficiency
factor, α. The bandwidth efficiency factor depends on the measuring method and its value is esti-
mated empirically; this value may be from under 1 to more than 200. The value of α provides an
indication of the potential maximum SNR of the optical signal as

SNR ≤ α ΔτΔω.

In addition to Stokes and CD noise, there are other noise-generating mechanisms due to fiber
parameter variations, such as self-phase modulation (SPM) noise and modulation instability (MI)
noise. The square of these noise sources also adds to the overall relative DGD noise, in a general
equation such as

N2
DGD = N2

STOKES + N2
CD + NSPM + N2

MI.

In DWDM signals, in addition to self-inflicted noise by a single optical channel, there are addi-
tional noise and jitter contributions due to photon–matter–photon interaction. For example, two or
more optical channels in close spectral proximity (such as 25 or 12.5 GHz) interact according to
four-wave mixing (FWM) to generate a new fourth wavelength, λFWM. However, the λFWM product
is the result of three uncorrelated channels and thus λFWM carries random noise; we call this FWM
data induced noise. Now, as the λFWM interferes with another data-carrying channel at the same
wavelength, it superimposes its noise power to it.

6.6.7 Sources of Jitter

Many sources contribute to the overall jitter of the DWDM signal, such as the following:

• Transmitter clock instability causes jitter or slow jitter (wander)
• The chirping effect of optical transmitters causes jitter
• Optical receivers may add noise and jitter due to filter, transimpedance amplifier, photodetector

noise, and receiver clock instability
• In SONET/SDH, justifications and pointer adjustments cause jitter, similarly, timing variations

with tributaries (payload), such as DS-ns
• Fiber nonlinear interactions with the optical signal (cross-talk, XPM, FWM, PMD)
• Interactions between bits of the same signal (such as intersymbol interference)
• Amplifier random noise, such as ASE. ASE may affect the rise/fall time of optical pulses and thus

cause jitter. Amplifier jitter is cumulative
• Multiplexing and mapping may cause jitter
• Duty cycle distortions may cause jitter
• Stuffing and variable delay of asynchronous data jitter
• Non-monochromatic optical sources
• Repeater jitter is cumulative and in long haul where there are several repeaters; jitter may reach

the maximum permissible value known as “jitter peaking”.
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6.6.8 Jitter Generation, Tolerance, and Transfer

Jitter generation, jitter tolerance, and jitter transfer are three jitter characterizations of interest in
communications system design and performance.

Jitter generation studies the sources of jitter, the mechanisms by which jitter is coupled with the
signal, statistical properties of jitter, and jitter models for the probabilistic estimation of jitter.

Jitter tolerance provides a measure of the maximum amount of jitter without causing an error.
Jitter transfer is the amount of jitter that passes through a device, from input to output. When jitter

exceeds the permissible limit, either synchronization would be lost or bit errors would be increased.
Thus, the jitter transfer function (JTF) is defined to describe the amount of jitter (in dB) as a function
of jitter frequency that passes from input to output through the system:

JTF( f ) = 20log[JOUT( f )/JIN( f )],

where JIN and JOUT are jitter in and jitter out, respectively.
Knowing the JTF of a system, an assurance about the signal quality at the receiver is provided.

Since the JTF acts like a low-pass filter, Fig. 6.9, standards define the various JTF reference models.
For example, ITU-T G.783 specifies that the UIpp jitter for STM-64 optical (10Gbps) is 0.3 UIpp in
the range 20 kHz–80 MHz, or 0.1 UIpp in the range 4–80 MHz. Similarly, for an STM-256 optical
(40 Gbps) is 0.3 UIpp in the range 80 kHz–320 MHz or 0.1 UIpp in the range 16–320 MHz.

6.7 Photodetector Responsivity and Noise Contributors

The gain-current responsivity of a photodetector is [23, 24]

R = ηeG/hν = ληeG/hc,

where η is the quantum efficiency, e is the charge of the electron (1.6 × 10−19 C), G is the gain of
the detector, h is Planck’s constant (6.63 × 10−34 J s), ν = c/λ is the optical frequency and c is the
speed of light in free space (∼ 3 × 108 m/s).

Assuming a quantum efficiency η = 0.5, G = 1 and substituting the values of the constant
quantities, the responsivity in terms of wavelength (measured in nm) is R = λ × 4.02 × 10−4

mA/mW. The received optical signal consists of the original signal plus the sum of all noise and
jitter contributors, Fig. 6.10. However, the receiver itself adds more noise, which consists of three
contributors, dark current (Ndark), shot noise (Nshot) measured in A2/Hz and (Johnson) thermal

UIpp

STM-0/OC-1 100 Hz
STM-1/OC-3 500 Hz 65 kHz
STM-4/OC-12 1 kHz 250 kHz
STM-16/OC-48 5 kHz 1 MHz
STM-64/OC-192 20 kHz 4 MHz
STM-256/OC-768 80 kHz 16 MHz 320 MHz
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Fig. 6.9 Example of JTF template. The number in parenthesis defines the cutoff for different OC-Ns
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Fig. 6.10 Transmitted and
received signals
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noise (NJ) measured in A2/Hz. Thus, the SNR is the ratio of the mean square value of the generated
current by the receiver to the total noise variance in the photocurrent.

In summary, the final signal performance depends on the sum of many noise and jitter contrib-
utors, attenuation, gain, and pulse shape distortions. The sum of these impairments construct a two
dimensional distortion system, one dimension affecting the amplitude characteristics of pulses and
the other the time domain characteristics.
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Chapter 7
Network Performance

7.1 Introduction

The meaning of performance itself in communications network is multifaceted as it pertains to net-
work performance, traffic and service performance, and link and signal performance, for which
the issues to be addressed, the metrics, and how they are measured are different, as there are the
responsibilities and the ramification actions and processes. For example,

• Network performance is mostly concerned with the performance on the network layer, such as
faults and degradations of nodes and links; protection strategies to eliminate or minimize conges-
tion spots and traffic delay; traffic throughput increase, degradation or failure detection, and end-
to-end signal performance. It is also concerned with optimum path establishment with minimal
delay, with switching speed of client payload during path establishment and during congestion,
and also with network upgradeability; that is, how the network can continue performing at an
acceptable level while software and/or hardware upgrades are implemented.

• Traffic performance and service performance are concerned with the deliverability of individual
client payload as well as the aggregate payload in compliance with the expected quality of ser-
vice (QoS) parameters. Per service level agreement (SLA), among the parameters are end-to-end
delay, round trip delay, bit or frame or packet error rate (BER, FER, PER), and expected deliv-
erable bandwidth. Traffic performance is affected by frame overhead and network performance.
Therefore, the two are interdependent.

• Link and signal performance is mostly concerned with the performance at the link layer, such
as meeting the expected signal performance objectives at the link receiver, at the amplifier and
equalizer of the WDM signals. It is also concerned with ramification strategies that monitor,
detect, protect, and optimize the performance of WDM signals over the link. Notice that different
transport protocols (SONET/SDH, ATM, IP, Ethernet, etc., over a WDM network) are required
to meet different performance objectives at the end-to-end (path) and link layers.

In general, the link and path performance is affected by attenuation, noise, and jitter, as already
discussed, that affects the probability of receiving a transmitted 0/1 bit. Because bits are the basic
symbols in bytes, frames, blocks, and so on, error performance parameters are measured in terms
of errored bits in a given sequence of bits, known as a block; for example, a SONET/SDH frame
constitutes a block of bits and so does an Ethernet frame.

However, what is the key metric from which the aforementioned metrics are derived? In bibliog-
raphy, one encounters two terms somewhat confusing. The first term is the bit error ratio (BERatio),
which is defined as the number of received bits in error over a large number of bits transmitted.
The second term is the bit error rate (BERate) defined as the ratio of errored bits to the total bits
transmitted in a time interval. This subtle distinction is explained as follows: for the two data rates
1 Mbps and 10 Gbps, 10 errors in a second mean 10/1,000,000 (or 10−5) and 10/10,000,000,000
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(or 10−9), respectively. Similarly, 10 errors in 1,000,000 bits transmitted means 10 errors per second
for the 1 Mbps and 100,000 errors per second for the 10 Gbps. Accordingly, for 10−11 BERatio
or 1 error in 100,000,000,000 bits received and at 1 Gbps will take 100 s to be observed, whereas
for 10−11 BERatio at 40 Gbps will take 2.5 s. A consequence, the interval required to observe the
performance metric is related to bit rate. Thus, although 10−11 itself does not explicitly define a
performance metric, when the bit rate is stated then BERatio and BERate become equivalent, and
10−11 means 1 error in 100,000,000,000 bits transmitted at a bit rate x Gbps, and hence BER.

The bit error rate pertains to a continuous data stream of synchronous communications. In asyn-
chronous data communications, there may be idle time (or idle packets) between packets that carry
customer or control and maintenance data. Because in this case BER is not explicit of channel
performance during idle intervals, and it does not provide any indication whether there are bursts of
errors or if errors are normally distributed over time. Thus, the number of errored packets and the
packet error ratio become more meaningful in asynchronous data. Based on this, standards provide
several definitions for performance metrics [1–3]:

• Errored block (EB) is a block with at least one bit in error.
• Errored seconds (ES) or a one second period with at least one EB.
• Block error ratio (BER) is the ratio of blocks with at least one bit error to the total number of

blocks transmitted in a given time interval. For small values, the block error ratio is comparable
to bit error ratio, and for specific error models it is possible to calculate the bit error ratio from
the block error ratio.

• Severely errored second (SES) is a one-second period in which more than 30 % of the blocks have
errors.

• Severely errored period (SEP) of a sequence of 3–9 consecutive SES. This sequence should be
followed by a second which is not a SES.

• Severely errored period intensity (SEPI) or the number of SEP events in available time divided
by the total available time in seconds.

• Background block error (BBE) or an EB that does not occur as part of an SES.

Similarly, the error performance parameters for an available path are defined as the following:

• Errored second ratio (ESR) is the ratio of ES to total seconds in available time during a fixed
measurement interval.

• Severely errored second ratio (SESR) is the ratio of SES to total seconds in a fixed measurement
interval.

• Background block error ratio (BBER) is the ratio of BBE within an available window of time to
total blocks in the available window time during a fixed measurement interval.

The performance objectives and performance parameters for an end-to-end path are elaborated
in Ref. [2], the detailed description of which is beyond the purpose of this book. As an example,
however, it suffices to list a typical example for a 27,500 km international synchronous digital
hypothetical reference path (HRP):

• For the path type VC-4-16c or TC-4-16c, bit rate 2,405,376 Kbps, and 8,000 blocks (or frames)/s,
the SESR is defined as 0.002 and the BBER as 1 × 10−4.

An important note to be made is that the superiority of method and accuracy of performance
measurements should be much higher when they are made out-of-service superior than in-service.
In this chapter, we will describe in-service performance, a method that estimates several performance
parameters.
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7.2 Channel Performance

Medium attenuation combined with noise and jitter affects the level and shape of transmitted bits in
the two dimensions, amplitude and time, such that the receiver may erroneously detect the logical
value of some bits [4]. Thus, depending on the performance limits that have been determined for a
specific application, when the frequency (or rate) of erroneous bits is below the expected received
channel performance, the performance becomes unacceptable.

Although it is impossible to predict the logical value of a particular received bit, it is possible to
statistically predict with reasonable confidence the ratio of errored bits to bits received if the link
parameters for a channel are known, and also the statistical behavior (Gaussian, Poisson) of noise
and jitter sources. A model of a link from transmitter to receiver including the transmission medium
and all components in between is shown in Fig. 7.1.

Channel performance characterization is important for all transmission media, channels, and
modulation methods. Media include wired, atmospheric, ionized, almost-free space, and fiber optic.
Channels may be single, multifrequency, multiwavelength, time division multiple access, random,
and so on. The channel statistical error behavior is better understood if one assumes a sliding
window of time within which BER is calculated; most accurate measuring instruments work this
way [5]. Modulation includes amplitude, frequency shift keying, phase shift keying, and multi-
level. Therefore, channel performance measurements are distinguished by the method they are
achieved as direct in-service, out-of service and else in estimated in-service using probabilistic
approaches.

• Direct in-service methods calculate BER using error detection and correction (EDC) codes that
are embedded in the data stream. Such EDCs are the cyclic redundancy check (CRC), the Reed–
Solomon, the parity check, and bit interleaved parity (BIP). EDCs are routinely used because
they are capable of detecting and correcting a limited number of errors; however, burst of errors,
exceed the EDC limits and are not detected or corrected, In addition, EDCs require long observa-
tion time and they do not calculate other performance metrics such as signal to noise ratio (SNR),
min–max received power signal, and Q-factor.

• Out-of-service methods rely on specialized instrumentation, which are large and costly, and there-
fore, they cannot be incorporated permanently in each data port of a node. These instruments
employ pseudorandom bit sequences (PRBS) that are injected at the transmitting end of the
medium and are detected at the receiving end; randomness minimizes pattern interference with
data scramblers. The PRBS has a maximum sequence length of 2n − 1, where n is a large odd
number (usually 21, although other lengths have been specified). During the measurement time,
service for the channel under test is interrupted.

• The probabilistic approach is a new method for channel performance estimation, and it can be
used in-service and also out-of-service to estimate all performance parameters, such as BER,

Fig. 7.1 A channel over a
link is modeled from source
to receiver with all possible
impairments, including fiber
attenuation, nonlinear
phenomena, noise, and jitter

Channel model

Fiber + components
(active and passive)

Laser source
(noise and jitter)

Receiver
(noise)

Optical regime
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SNR, min–max power levels, Q-factor, and penalty. This method, which is further analyzed in
this chapter, estimates the channel performance in a fraction of time (practically in real time),
and because it uses the actual data stream it does not require PRBS. However, because this
method does not have any correction capability, it can be used in conjunction with already existing
EDC.

7.3 Carrier to Noise Ratio and Power–Bandwidth Ratio

In Sect. 6.4.2, we described the quantization noise as a contributor of noise in the end-to-end path
and contributor to traffic bandwidth in the network. We also described that the signal to quantization
noise ratio is defined SNRq (in dB) as

SNRq = 10.8 + 20 log10[Vrms/q], (7.1)

where it is assumed that the quantization is uniform (the quantized increments q are equal), and
the quantization error is independent of the sample amplitude, and Vrms is the rms value of the
input.

If the bit power is Eb and the noise power in the same spectral range is N0, then the ratio bit
power to noise power is defined as Eb/N0. In addition, if the carrier power at the receiver is C , then
the ratio carrier to noise, C/N , in dB units is

C(dB) = C/N(dB) + N(dBm), (7.2)

where N is the net power noise including quantization noise, and the carrier power is the rms value
of the signal power at the receiver.

In optical transmission, N is calculated by summing all known noise contributors such as ASE,
Boltzmann (NB = kT B), including noise figure and noise margin, where k is the Boltzmann’s
constant, T is the absolute temperature, and B is the bandwidth of the passband filter for the channel
of interest.

As a consequence, the carrier to noise ratio (CNR) in dB units is calculated according to

CNR (dB) = Eb/N0(dB) + Rb/B(dB). (7.3)

The ratio bit rate, Rb, to receiver bandwidth, B , is known as the power–bandwidth ratio (PBR):

PBR = Rb/B(bits/s/Hz). (7.4)

At the receiver, the channel bandwidth B , under the condition of spectral matching, is equal to the
filter bandwidth. Thus, a small change in Eb/N0 causes a large change in CNR which causes a
large change in BER. Thus, knowing CNR and N , the carrier power, C , required at the receiver is
calculated.

Now, as the bit rate increases, the energy per bit decreases. However, if the power per bit
increases, then interference increases and thus the noise content. That is, the relationship of signal
to noise at the expected quality of signal requires careful characterization of the channel parameters
over the optical span. Thus, the following relationship in dB units is derived:

Eb/N0(dB) = 10 log(CNR) − 10 log(PBR). (7.5)
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Similarly, a small change in Eb/N0 causes a large change in CNR, which causes an equally large
change in BER and thus in performance.

7.4 Shannon’s Limit

As noise with respect to signal increases, the SNR decreases. At some SNR threshold value, the
signal becomes so corrupted that is considered unintelligible. In such case, the bits in the bit stream
cannot be correctly recovered. Shannon has set mathematically the limit of a channel capacity
(in bits/s), C , in terms of the sampling rate Rb and CNR:

C = Rb log2{1 + C/N), (7.6)

where Rb has a sampling interval τ (Rb = 1/τ ). If the sampling interval is equal to the bit period
and W is the actual channel bandwidth (in Hertz), then

C = Rb log2{1 + [Rb/W ][Eb/N ]}. (7.7)

In terms of the signal to noise ratio (in dB), the latter is expressed as

C = W log2[1 + SNR]. (7.8)

If the bandwidth equals the bit rate, then bandwidth is known as normalized bandwidth, and
Shannon’s limit is higher than the actual. For example, if for a given BER the CNR ratio is 10
dB, then Shannon’s limit for Eb/N0 is 1.6 dB and not −11 dB.

7.5 Optical Signal to Noise Ratio

The optical signal to noise ratio (OSNR) is the RMS power of signal to RMS power of noise ratio.
Therefore, for all practical purposes, OSNR is equal to C/N (or CNR), or

OSNR = C/N = [Eb/N0][Rb/B]. (7.9)

The ratio Eb/N0 is a function of modulation method, modulation efficiency, and modulation loss.
Therefore, this ratio needs to be expressed individually for each modulation case.

OSNR is directly related to the optical bit error rate (OBER) and optical error probability, OPe.
However, OBER is not observable until the optical signal is detected by a photodetector and con-
verted to an electrical signal. Thus, when the signal is received and converted to electrical, OSNR
needs to be corrected reflecting the receiver and filter noise and gain. In such case, if the particular
modulation energy loss factor is β2, the filter bandwidth is B , and the total noise is NT, then the
SNR is

SNR = β2[Eb/NT][Rb/B]. (7.10)

This SNR is directly related to the error probability Pε or bit error rate (BER) and to channel
performance.
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7.6 Factors That Affect Channel Performance

In optical communications, several factors affect the quality of signal and the channel performance.
For example,

• Attenuation weakens the optical power of the signal and thus it decreases the signal to noise ratio.
• Nonlinear photon–matter interactions and the dependence of dielectric on optical frequency cause

bit spreading, sidetones, and intersymbol interference (ISI).
• In DWDM, one channel influences adjacent channels (either because of nonlinear light-matter

interactions or because of spectral shift and channel overlapping) that cause cross-talk.
• The optical signal is immune to noise due to radio electromagnetic interference (EMI), but it is

not immune to optical interference in the spectral band of optical channels, which is manifested
as optical noise.

• The receiver, even if the optical signal is received at the expected performance level, adds its own
noise (thermal, shot, 1/ f ).

The key factors that affect the quality of signal and thus the BER at the receiver and the channel
performance are the following:

• Stimulated Raman scattering (SRS): optical channels (at ∼1 W) behave as a pump generating
ASE that degrades the S/R ratio of longer wavelength channels.

• Stimulated Brillouin scattering (SBS): threshold ∼5–10 mW (external modulation) and ∼20–
30 mW (direct modulation). It is controlled by lowering the signal power level or by making the
source linewidth wider than the Brillouin bandwidth.

• Four-wave mixing (FWM): generated sidebands may deplete the optical signal power. It is con-
trolled by widening the channel spacing selection.

• Modulation instability (MI): it may reduce SNR due to created sidebands (and thus decrease
optical power level).

• Self-phase modulation (SPM): optical intensity changes the phase of signal, thus broadening the
pulse width and the signal spectrum. However, operating in the anomalous dispersion region,
the chromatic dispersion and SPM compensate each other. This may also result in spontaneous
formation of solitons.

• Cross-phase modulation (XPM): interacting adjacent OChs induce phase changes and thus pulse
broadening. It is controlled by selecting convenient channel spacing.

• Polarization mode dispersion (PMD): it changes randomly the polarization state of a pulse, caus-
ing pulse broadening. It is controlled by polarization scramblers, polarization controllers, or by
selecting the appropriate fiber.

• Polarization-dependent loss (PDL): this is due to dichroism of optical components. It affects the
SNR and Q-value at the receiver. It is controlled by polarization modulation techniques.

• Polarization hole burning (PHB): the selective depopulation of excited states due to anisotropic
saturation by a polarized saturating signal in EDFA causes noise buildup. It is controlled by
depolarized signals or polarization scramblers.

• Dispersion: OFAs exhibit all fiber properties, including dispersion.
• Noise accumulation: ASE noise is amplified by subsequent OFAs and because it is cumulative;

it may exceed signal level (S/N > 1) and disable the 0/1 acceptable discrimination ability of the
receiver.

• Temperature variations: temperature-sensitive components (e.g., lasers, receivers) require local-
ized temperature stabilization or ambient conditioning.
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7.7 Analysis of BER and SNR Related to Channel Performance

When a digital optical signal arrives at the photodetector, the sum of all linear and nonlinear effects
affects the quality of the signal so that the shape and amplitude of bits in the signal are contaminated
with noise, distortion, and attenuation so that some logic “ones” or “zeroes” are not recognized by
the receiver correctly.

If we assume on–off keying NRZ modulation, the photodetector generates a electrical bit stream
but adding to it more noise (thermal, shot, 1/ f , photodetector junction noise). The end result is a
digital signal with a peak voltage |Vp|, in which the noise has a root mean square voltage < V n2 >.
Typically, a receiver has a decision voltage, b, and a sampling point positioned approximately in the
middle of the bit period (0.5–0.6T ). Sampling voltages above the threshold are interpreted as logic
“1” and below as logic “0”, Fig. 7.2.

Assuming that the probability of an errored “one” and an errored “zero” is equal (in communica-
tions, this is a good assumption for a long string of bits), the total probability that an error to occur,
Pε, expressed in terms of the RMS value of the Gaussian standard deviation noise, σn , and of the
error function erf(.), is

Pε = 1/2 {1 − erf(Vp/[2σn
√

2])}, (7.11)

where the function erf(x) = {2/(
√

π)} ∫
[exp(−y2)dy] is integrated from 0 to x , and Vp/σn is

known as the peak signal to rms noise ratio.
This error probability is also expressed in terms of the error complimentary function erfc(.) as

Pε = 1/2 erfc[Vp/σn
√

(2)]. (7.12)

Erfc(.) values are provided in tables, and erfc(.) can be expressed as

erfc(x) = {1/[x
√

(2π)]}e[exp(−x2/2)]. (7.13)

The variance, σn
2, is expressed in terms of the number of samples n, the observations xi , and the

mean value xmean of the n observations, as

σn
2 = {[1/(n − 1)]Σ(xi − xmean)2}. (7.14)

The variance, σn
2, of a discrete random variable x with mean xmean is by definition

σn
2 = Σ(xi − xmean)2 Px(i) over all samples i of the variate x, (7.15)

Fig. 7.2 The threshold point
in a unipolar signal with
noise is set at a point that
depends on noise, jitter, and
attenuation
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where P is the probability function for the discrete case, and the mean is

xmean = Σi Px (i) for all i. (7.16)

In this case, the SNR is the ratio of peak signal voltage to RMS noise, and from the above analysis,
a bit error rate (BER) relationship can be obtained. The probability distributions for “0” and for logic
“1” contain the probability of error for “0”, Pε,0, if the integration from the threshold point to infinity
and the probability of error for “1”, Pε,1, is the integration from zero to the threshold point. Thus,
the total BER is the sum of both error probabilities for “1” and “0”:

BER = Pε = 1/2 (Pε,1 + Pε,0) = 1/2 [S fε,1(x)dx + S fε,0(x)dx ]. (7.17)

In practice, the BER relationship is expressed in measurable terms of the means (μ0 and μ1 for “0”
and “1”, respectively), the standard deviations (σ0 and σ1) and the decision threshold voltage, Vd:

BER = 1/2 erfc{(|μ1 − Vd|)/σ1
√

(2)} + 1/2 erfc{(|μ0 − Vd|)/σ0
√

(2)}. (7.18)

When the above relationship is worked out in terms of the signal to noise ratio, the latter is
expressed as

BER = 1/2 erfc{√[SNR]}, (7.19)

The signal to noise ratio is a measure of noise in signal. Signal to noise ratio is defined as the ratio
of available signal power, Pso, to available noise, Pno:

SNR = Pso/Pno. (7.20)

If Psi and Pni are the available signal and noise power at the input of the receiver, then the noise
figure (NF) is expressed in terms of the OSNR, as

NF = Psi/Pni
Pso/Pno

= Psi/kTod f

OSNR
. (7.21)

Because the probability for error depends on the particular noise distribution (Gaussian, Poisson),
an empirical formula that we have used for BER calculations of optical signals in single mode fiber,
for an OSNR value in dB, is

log10BER = 1.7 − 1.45(OSNR). (7.22)

Example: Assume OSNR = 14.5 dB, then logBER = 10.3 and BER = 10−10.
Often, another performance parameter is convenient to know, the quality factor or Q-factor. The

Q-factor is defined as the ratio of the difference of means for 1 and 0 (μ1 − μ0) and the difference
of standard deviations for 1 and 0 (σ1 − σ0):

Q = (|μ1 − μ0|)/(|σ1 − σ0|). (7.23)
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In traditional communications, in order to achieve a probability of one errored symbol in 1010 trans-
mitted, an SNR greater than 15 dB is required. Because small increases in SNR result in rapid
decrease of the probability of error and particularly above 15 dB, the region above SNR = 15 dB is
known as the cliff.

When we consider optical signals, the modulated signal varies at best between zero and a positive
power level. Thus, the threshold, Vd, is not set to zero but at some positive value. Then, the probabil-
ity of bit error for the amplitude shift keying (ASK) modulation method (coherent or synchronous)
and for the on–off keying (OOK) is

ASK (Coherent): Pe = (1/2)erfc
√

[S/(4N)] (7.24)

and

OOK: Pe = (1/2)erfc
√

(S/N). (7.25)

The probability for error (or equivalently, BER), assuming that errors are Poisson random and the
number of bits n is very large, is

�Pn(k) = �{(np)k/k!}e−np. (7.26)

Then, the probability that the actual P(ε) is better than an acceptable set level γ , known as confi-
dence level (CL), is defined as (CL is typically expressed in percent, %)

CL = P(ε > N |γ ) = 1 − �[{n!/(k!(n − k)!)}Pk(1 − γ )n−k ], (7.27)

where the sum is calculated from k = 0 to N .
The last equation can be solved for n, the number of transmitted bits required to be monitored for

errors. Thus, assuming a confidence level of 99 %, a BER threshold of γ = 10−10 is calculated; for
a bit rate of 2.5 Gbps the required number n to detect a single error is 6.64 × 1010.

Thus, if the probability of a single bit in error within the unit of time or within an equivalent
block of bits is p, then the probability of two errors occurring independently within the same block
is p2, of three errors is p3, and so on.

As a consequence, the channel confidence level (or performance) is critical to be set a priori, so
that the link is engineered accordingly and also the type of error detection and correction code is
selected.

For example, if the channel confidence level is set a priori to 10−12 (typical in optical high data
rate networks), and the channel performance with all signal degrading influences is estimated to
10−5 BER, then an RS(255,239) hard error detection code (that detects 16 errors and corrects 8)
increases the performance to more than 10−20 (that is, higher than the confidence level).

Although this is powerful, nevertheless estimates and channel qualifications have been made prior
to providing service over a link and channel. The question arises, how can we monitor the channel
performance on a continuous basis (in real time) and in service, after service has been provided?
And how can we develop a strategy so that when excess degradation is detected, service can be
provided uninterruptedly?
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7.8 BER and SNR Statistical Estimation Method

In this section, we describe an estimation methodology that, based on statistical sampling of the
arriving signal, determines the performance parameters BER, SNR, Q-factor, NF, min–max power,
and more, from virtual probability distributions for “1” and for “0” and the mathematical analysis
already outlined.

The estimation method is outlined as follows.
As bits (ones and zeros) arrive at the input with different amplitude. Bits are sampled at an

optimum point, 0.5–0.6T , to compensate for jitter, and Ieye/2, where Ieye is the opening of the
eye diagram, Fig. 7.3. Samples are categorized according to the threshold value; those above the
threshold are placed in category “one” and those below it in category “zero”. Sampled data are
digitized and are organized in amplitude ranges, according to frequency of occurrence of samples in
each category, Fig. 7.4. Based on this, two virtual histograms are constructed, one for “0” and the
other for “1”, Fig. 7.5, which in actuality they represent the probability distribution of “1” and “0”
symbols. From these distributions, the statistical parameters μ1, μ0, σ1, σ0, I1,min, I0,max, Eeye, and
Emax are calculated.

Fig. 7.3 A range within the
eye diagram defines the
optimum threshold and
sampling instance (power and
jitter)
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Fig. 7.4 Periodic sampling of the signal constructs the virtual distribution probabilities for “ones” and “zeros”
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Fig. 7.5 From the two virtual distributions, the mean, variance, standard deviation, and other parameters are easily
calculated

From these parameters, the following quantities are calculated:

Eeye = I1,min − I0,max, (7.28)

r = Emax/Eeye, (7.29)

Q = (|μ1 − μ0|)/(|σ1 − σ0|), (7.30)

BER = 1/2 erfc[Q/
√

(2)], (7.31)

SNRappr = (ρ + 1)/(ρ − 1), (7.32)

Extinction ratio Rext. = μ1/μ0. (7.33)

If the received signal contains overshoot and undershoot, Emax and Eeye are not exact, in which
case an approximated E∗

max may be used to compensate for it:

E∗
max = E1,mean + k1σ1, (7.34)

where k1 = 1, 2, or 3 and E1,mean is the mean value for logic “1”.
Similarly,

E∗
eye = (E1,mean − k1σ1) − (E0,mean + k0σ0), (7.35)
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where k0 = 1, 2, or 3 and E0,mean is the mean value for logic 0.
From the estimated Vp and the calculated BER, the standard deviation of noise is calculated from

BER = 1/2 {1 − erf(Vp/[2σn
√

(2)])}. (7.36)

Finally, from the measured input power, the noise characteristics at the receiver, and the estimated
SNR value, the noise figure is calculated from

NF = Psi/kTod f

OSNR
. (7.37)

7.9 Circuit for In-Service and Real-Time Performance Estimation

7.9.1 The Circuit

Based on the method of the previous section, the functional diagram of a circuit is architected so
that it can be integrated in a single VLSI, or in a VLSI and a microprocessor (a designer’s choice),
Fig. 7.6.

According to it, the incoming signal is sampled, converted to digital, and each sample is catego-
rized and placed in a memory which is organized in amplitude ranges to facilitate construction of two
virtual distributions. From these distributions, the aforementioned values are calculated either by the
VLSI or by a microprocessor [6]. Thus, all performance parameters, BER, SNR, Q, NF, min–max
power, and so on, are calculated.

The current performance parameters are also compared with the previous ones so that the
rate of performance degradation or improvement is determined. This information is critical to
forecast imminent severe degradations and failures in DWDM optical networks, to distinguish
between degradation and intrusion [7, 8], and to also perform synchronously multichannel protec-
tion, multichannel equalization and to enhance network security [9–11].
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Fig. 7.6 Architecture of a circuit for the statistical estimation of BER, SNR, and other performance parameters
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7.9.2 Performance of the Circuit

Because of the statistical nature of the method, few thousands of samples are sufficient. At 10 Gbps,
10,000 samples correspond to 1 μs, and at 2.5 Gbps, 5,000 samples correspond to 2 μs, both being
extremely short. However, sampling signals at 10 Gbps (a sample per 10 ps) require extremely
fast-switching electronic technology. Because errors are random, statistical sampling may be used,
such as one every 1,000 bits (i.e., a sample per 10 ns); this sampling rate is feasible with relatively
low-cost electronic technology and thus standard VLSI technology can be used. That is, a VLSI
may be incorporated in each receiver and because it does not interfere with the receiving signal, it is
considered in-service performance estimation [12, 13].

Using the statistical sampling aforementioned (one sample for each 1,000 bits) and for 10 Gbps,
12,500 samples are taken within 125 μs, and thus 8,000 performance estimations per second. That
is, for all practical purposes, this estimation rate is considered real-time in communications [14].
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Chapter 8
Traffic Management and Control

8.1 Introduction

Communications traffic management and control is in many ways similar to managing and control-
ling vehicular traffic in a large city. Think of the main avenues as arterial traffic bearing links that
bring traffic (vehicles and pedestrians) to intersections with traffic lights. In this case, traffic lights
may be considered the equivalent of (traffic) switching nodes, whereas vehicles and pedestrians
are the equivalent of packets of information in communications. If traffic lights are well synchro-
nized and they turn green and red for the correct amount of time according to volume of vehicles
or pedestrians at the queues, then traffic (frustrating) jams are eliminated or at least minimized.
But how do we control all lights to accomplish this? Currently, in large cities, intelligent cameras
monitor the flow of cars and the queues at the intersections, and based on a traffic algorithm, lights
control the flow to minimize (at least in theory) congestion. However, currently this requires human
intervention, and it is not completely automatic. In fact, the scenario of computer-controlling traffic
lights has inspired a Hollywood movie.

This city-traffic paradigm, as complex as it may seem, is much simpler than a communications
switching node, where there are many input and output fibers, each fiber has many optical channels,
and each optical channel carries a signal (e.g., OC-48), which is the multiplex of many tributaries.
In this scenario, some signals may need to be switched intact, whereas some others need to be
demultiplexed since different tributaries need to be switched to different output ports. Moreover,
the signal may contain synchronous payloads (voice, video) and asynchronous (IP, Ethernet, and
other data specific); that is, there are different protocols to be executed and different requirements
(see Figs. 4.19 and 4.26). Thus, some payloads need to be switched without delay, whereas some
others may be temporarily buffered. With such complexity, the city-traffic control problem suddenly
seems very simple compared with the communications traffic control. Based on this communica-
tions paradigm, in DWDM optical networks, there are two major management types: one is con-
cerned with the wavelength management across the network and the other with client bandwidth
management.

In the following, we assume that control messages that are required for bandwidth management
and connectivity establishment are accomplished using specific messages and algorithms based on
one of the several well-known methods: distributed or centralized control and in-channel or out-of-
channel messages.

Centralized control implies that all nodes send configuration and state messages to a central-
ized system that oversees the operation and connectivity establishment across the overall network,
Fig. 8.1. Although centralized control is efficient, an agreement must exist among all network opera-
tors (if different) on common network parameters, performance objectives, and protocol languages.

Distributed control implies that all nodes in the overall network partake in the network control,
Fig. 8.2. This is accomplished with extensive protocols to find the best route in the network as well
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Fig. 8.1 Centralized control of a multi-vendor network environment consists of interconnected network elements
(NE) that comprise network domains, and each domain is connected with the network management system (NMS)
via element management systems (EMS)

as to manage the health of the network and traffic efficiency. For example, the hop-by-hop route
discovery and flooding the network are two well-known algorithms [1]. Because distributed control
uses extensive protocols and algorithms, an agreement must exist among all network operators (if
different) on common network interface protocols and performance objectives.

In-channel messages are messages embedded in the overhead of the same channel or packet that
transports client data. For example, in SONET/SDH, specific control messages (for error control
and protection to switching) are included in the overhead. Conversely, out-of-channel messages are
messages that use specifically allocated channels or packets; for example, this is the case in ATM
which uses specific ATM cells for call admission control and service level agreement negotiation,
and in the OTN case, it uses a separate supervisory channel, Fig. 8.3.

Subnetwork
(domain)

Network

ONNI

NCI NCI

ONNI: opt net-to-net interface
NCI: network to client interface

Fig. 8.2 In distributed control, all nodes partake in the discovery of the best optical route across the overall network,
which may consist of subnetworks or domains
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Fig. 8.3 In OTN, overhead
information about section,
path, and tandem connection
is transported with an (out of)
optical supervisory channel
(OSC)
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8.2 Client Bandwidth Management

Client bandwidth management is a function that is required by all types of communication systems
and networks, voice or data, small or large. This function must assure that client’s data is delivered
reliably, securely, timely, and with the agreed quality of service [2], regardless of the method it is
transported, namely, by means of tributary or container units (as in synchronous traffic), or directly
mapped (or bulk filled) in the synchronous payload (see Fig. 2.10), or packetized and transported by
means of adaptation.

Client bandwidth management has two objectives: (1) deliver the client’s bandwidth according to
service level agreement and quality of service and (2) increase the network bandwidth efficiency by
filling the payload envelope or the network bandwidth capacity with the client data as much as pos-
sible. However, as traffic becomes more elastic [3], as the aggregate bandwidth demand increases,
as faults and severe degradations occur in nodes, on fiber links, and in optical channels [4], traffic
management becomes more challenging.

8.3 Wavelength Management

In modern DWDM systems, each wavelength of the ITU-T grid is used as a separate optical path,
also called a lightpath, which like a highway carries many client signals establishing end-to-end
connectivity. Currently, there are two fundamentally different methods for establishing lightwave
connectivity. The first method considers a path for which the same wavelength over the entire
end-to-end path is assigned even if the lightpath is across several subnetworks, each managed by
different network operator; this case is known as single-wavelength path connectivity, Fig. 8.4.
Although at first glance this method may seem simplistic, in a multinode network, it is complex,
and it may result in wavelength contention (or blocking) and thus network inefficiency. The second
method considers different wavelengths that are concatenated over a complete path; this method is

Fig. 8.4 A mesh network
may establish connectivity
using the same wavelength
end to end or multiple
concatenated wavelengths

Subnetwork
(domain)

Network

A1

B1

A2

B2
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known as multi-wavelength path connectivity. The latter method requires either wavelength con-
verters at each node or nodes that are optical–electrical–optical (OEO). This method has the added
advantage of utilizing different wavelengths of the ITU-T grid on the links that make up the path
and thus it increases wavelength utilization and efficiency. However, this method adds to node
design complexity and cost of components substantially, and thus to failure modes, provisioning,
and maintenance.

Wavelength management for the single-wavelength path connectivity method is simpler although
limited and bandwidth inefficient. The reason is that the network may be unable to find the same
wavelength from source to destination for all possible routes leading to potential wavelength block-
ing. For example, if we consider a mesh DWDM network, the blocking probability is a function of
topology, number of fibers per node and number of wavelengths (optical channels) per fiber, and
also number of dropped and added channels at each node; we assume that nodes in a mesh network
are also optical add-drop multiplexing nodes (OADM). Thus, as the number of fibers per node and
wavelengths per fiber increase, the probability for blocking decreases; the key objective in this case
is bandwidth efficiency [5].

Wavelength management for the multi-wavelength path connectivity method is more complex
although more bandwidth efficient; and because of the added hardware complexity (added wave-
length converters), it is costlier. In this case, if we consider a mesh DWDM network with wavelength
converters in each node, the blocking probability is a function of topology, number of fibers per node
and number of wavelengths (optical channels) per fiber, number of dropped and added channels at
each node, and also number of converters in each node. Thus, as the number of fibers per node
and wavelengths per fiber increases, the required number of converters in each node increases,
the probability for blocking is almost eliminated although the cost of the network and wavelength
management increases dramatically. As a result, the objective in this case is to balance bandwidth
efficiency and optimize cost. A hybrid method may be used to accomplish this: Allocate a number
of wavelengths that provide single wavelength connectivity over selected paths and allocate the
remaining wavelengths for the multi-wavelength connectivity path method; this method eliminates
several wavelength converters, and it simplifies node design and wavelength management.

A consequence that also needs to be addressed is protection strategy, at the fiber level as well
as at the wavelength level due to severe degradation or component hard failure; protection may be
simple or complex, depending on the adapted protection strategy, 1 + 1, 1:1, 1:N , and so on.

In DWDM, another issue has arose, namely wavelength collision. In traditional single-wavelength
networks, wavelength collision has not been an issue since the optical channel was only one (at 1,310
or at 1,550 nm). Thus, moving this channel from one fiber to another, it was a straightforward
operation, as long as a protection fiber was available. In DWDM, where one system in one domain
is interconnected with a system in another domain (where domains may be operated by different
network providers), wavelength collision may occur, Fig. 8.5, wavelength conversion is needed
and also wavelength management over the complete end-to-end path. Here, wavelength collision
is defined as the action by which one optical channel associated with a particular wavelength over a
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link is switched from link A to link B, where in link B the same wavelength is already in use for a
different path; this definition is extendable to more than one wavelength.

As a result, a substantial effort has been spent to determine the blocking probability for differ-
ent network topologies, node complexities, and traffic characteristics and also under static and/or
dynamic conditions. In this pursue, several algorithms were developed to establish the rules that
optimize wavelength assignment procedures and thus traffic routing and network throughput [6–12].

8.3.1 Paths with ROADMs

WDM optical point-to-point, mesh or ring networks have nodes that are capable of droping
and adding wavelengths, hence known as optical add-drop multiplexing nodes (OADM); the
added/dropped wavelengths carry traffic to be delivered to customers at the location of the OADM.
Currently, this is accomplished by designating a priori which wavelengths of the grid is to be dropped
as well as the number of wavelengths (depending on application, from 1 to 4,). This is known as fixed
OADM configurability.

The next generation intelligent network however needs to be able to drop and add flexible traffic,
and thus OADM nodes need to be reconfigurable [as described in 13]; that is, OADM nodes must be
able to be programed either locally or remotely and be able to drop and add from 1 to N wavelengths,
as need arises; such nodes are known as reconfigurable OADMs (ROADM). However, because of
the dynamic nature of reconfigurability, ROADMs need to be fast, reliable, and verifiable. We should
also point out that mesh networks with ROADMs add an additional level of complexity on the path
or route finding algorithms because wavelengths that are available for establishing connectivity may
have to be used by ROADMs and thus the number of wavelengths for end-to-end connectivity need
to be recalculated. Additionally, reconfigurability adds to node design complexity because certain
reconfigurable or reassigned wavelengths are dropped and added instead of continuing through or
vice versa; thus, this may require optical power budget recalculation and wavelength equalization
and dispersion compensation.

Another node complexity is added if at the ROADM certain wavelengths are reassigned to be
dropped and added in order to carry multiplexed traffic (such as SONET/SDH), in which some VTs
need to pass through (however, this is simplified if traffic is packetized); optimizing traffic efficiency
for different traffic types is the subject of current research.

8.4 Traffic Management

Traffic management is related to client traffic and therefore, although related to bandwidth manage-
ment, has more specific tasks to perform. For example, although bandwidth management addresses
the distribution of traffic evenly over network, also known as bandwidth balancing, traffic manage-
ment is more concerned with client traffic so that it meets the expected quality of service, expected
real-time delivery, and also client bandwidth on demand. Traffic management assures that incoming
traffic is monitored, it is properly connected, and its quality level is maintained; this is accomplished
by policing incoming client traffic at the edge nodes. As a consequence, traffic policing requires
continuous monitoring for traffic parameter compliance with the service level agreement (SLA),
as well as monitoring for connection parameter violations, and user equipment malfunctioning, a
function known in ATM as connection monitoring.

The ATM Forum and the ITU-T have defined parameters to maintain the agreed traffic QoS.
It has also defined algorithms for policing the traffic at the user–network interface (UNI) for both
constant bit rate (CBR) and variable bit rate (VBR). This algorithm is known as the generic cell
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rate algorithm (GCRA). The GCRA is implemented with the continuous-state leaky bucket and it
is based on two parameters: the increment (I ) and the limit (L). The I parameter affects the cell
rate; the L parameter affects the cell burst. For example, the parameters utilized in ATM for traffic
management are

• peak cell rate (PCR) for CBR and VBR connections,
• sustainable cell rate (SCR) for VBR connections, and
• maximum burst size (MBS) for VBR connections.

These parameters are provided by the user during the connection admission control (CAC) at
UNI. In addition, the burst tolerance (BT) parameter puts a restriction on the additional traffic above
the SCR, before it is tagged excessive traffic.

8.5 Congestion Management

Failures and severe component degradations can be statistically predictable according to manufac-
turer’s failure in time (FIT) data. However, there are also unpredictable failures, such as fiber cuts.
Either way, failures and degradations cause statistical fluctuations of traffic flow in the network
in an attempt to bypass the fault. Thus, there is a finite probability that traffic through a node or
link reaches the maximum capacity establishing a congestion condition manifested by node or link
overload, bandwidth lost, or even network crash. In general, congestion management is defined as
a network element state unable to meet the negotiated network performance and quality of service
(QoS) objectives. As such, congestion management is seriously addressed.

In DWDM, congestion management is very important because severely degraded components or
faulty nodes and links affect a humongous amount of traffic. Therefore, traffic rerouting needs to be
executed expediently and efficiently. Thus, congestion management needs to consider:

• the type of fault as each fault influences bandwidth flow at a different level,
• types of services supported by the network as each traffic type has different requirements,
• network topology as each topology has different service survivability characteristics,
• size of network, in both bandwidth capacity and number of nodes, and
• internetworking as the overall path may cross several network-provider domains, each consisting

of nodes with different system capabilities.

8.6 Routing Algorithms

In DWDM optical networks, a lightpath connects a source with a destination and it may consist
of the same wavelength from one end to the other end or it may consist of several concatenated
wavelengths, whereby a wavelength changes to another by means of wavelength converters.

A mesh network with many nodes has a large number of possible (source to destination) paths.
A DWDM mesh topology may be thought as the superposition of many mesh single-wavelength
topologies.

In DWDM optical mesh networks, one path may overlap with another path over one or more
links. This makes the routing algorithm more complex as the same wavelength from two different
sources cannot coexist over the same fiberlink. If this occurs, cross-talk severely degrades the two
channels; some solutions use polarization states to minimize cross-talk but the link must be able
to maintain the two polarization states over its full length. Thus, at setup time, there is a finite
probability of wavelength blocking, particularly when wavelengths are dynamically assigned. In
order to minimize the blocking probability efficiently, optical nodes require specific configuration
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features, wavelength conversion strategy, and switching capabilities. This is accomplished with the
use of routing and wavelength assignment (RWA) algorithms; RWA algorithms are classified as
static and dynamic [14].

Dynamic RWA algorithms assign and remove lightpaths randomly according to network connec-
tion requests, traffic utilization, and congestion states. To increase network bandwidth performance,
a node advertises its status and wavelength availability to other nodes by means of packets such as
addressable, shared, channelized, and hybrid. This includes global network state parameters on links
within the network, as well as local node status. Two dynamic routing algorithms are the alternate
path routing and unconstrained path routing.

• Alternate path routing assumes that every node stores the first N shortest and predetermined paths
to each destination by utilizing global and local node link information. Congestion is determined
in part by the number of wavelengths available per path or link.

• Unconstrained routing considers all paths, and it is based on the cost function of all links within
the network to determine the optimal end-to-end path.

In general, dynamic routing algorithms process global network state information to determine
the end-to-end path. Alternatively, the deflection (or alternate) routing algorithm is limited to state
information from neighboring nodes only, in which case links are chosen on a hop-by-hop basis.
According to it, at each intermediate node, a control message is processed before being forwarded to
the next node. This continues one hop at a time until the destination node completes the final process
of the control message and sends it back to the source node. Decisions on wavelength assignment are
based on the shortest path first, followed by alternative route considerations if a specific wavelength
is unavailable. The least-congested deflection routing scheme chooses from a list of outgoing links
based on the largest number of feasible wavelengths. The shortest path first method results in lower
blocking with less traffic while a least-congested policy results in lower blocking at heavier traffic
loads. Those routing schemes are applicable to single fiber mesh topology, as well as multi-fiber
networks.

8.7 Discovery of Optical Network Topology

Wavelength assignment algorithms provide the optimal wavelength connectivity to a connection
request. Wavelength assignment is classified as static and dynamic. For static wavelength assign-
ment, a sequential graph coloring approach is used to find the minimum wavelengths (colors) for
over a path.

For the optical network to route optical channels, the physical and the logical layer topology of the
network must be known. That is, each switching node must know the characteristics of the adjacent
switching nodes as well as the interconnected ports among adjacent switching nodes; typically, this
is accomplished with self-discovery protocols. Such protocols use signaling messages that learn
and share node configuration and traffic information. Using signaling messages, a protocol enables
the nodes to establish and maintain an adjacency database that reflects the state of the network
about a node. These databases are refreshed whenever a change in the mesh network topology takes
place, either because a node has been added/removed, a fault has occurred or because congestion
is experienced. Thus, self-discovery is very fast and the bandwidth needed for this task does not
represent a significant load in the overall overhead of messages for operations, maintenance, and
control [15].
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8.8 Node and Network Provisioning

Node and network provisioning refers to the actions that need to be taken so that nodes in the
network are configured in order to establish lightpath connectivity, as already captured in Figs. 8.4
and 8.5. Provisioning may be static or dynamic although the demarcation between the two becomes
a little fuzzy with semi-static services and services like “bandwidth on demand”. Here, we adopt the
following demarcation [16]:

• Static configurability is initiated by the network operator after signing with the client a service
level agreement for continuous and semipermanent lightpath connectivity, which at minimum
remains so for the life of the agreement (days, weeks, months).

• Dynamic configurability is performed by the network operator after signing with the client a ser-
vice level agreement for dynamic lightpath connectivity and bandwidth allocation. The instance
and the amount of bandwidth are upon the client request and thus network provisioning is initiated
and terminated by the user on demand. In this case, connectivity remains for the duration of a ses-
sion. Dynamic configurability is also required for service restoration (and network protection),
which in this case is initiated by the network itself.

Dynamic network provisioning may be accomplished remotely or locally.

8.9 Wavelength Management Strategies

Wavelength management in DWDM networks is relatively a new concept since it was not an issue
in single-wavelength optical networks (such as SONET/SDH) for which path protection, fiber pro-
tection, and wavelength protection were all the same.

In dynamically configurable DWDM networks, wavelength conversion due to technological and
design limitations may not always be possible, also leading to wavelength contention or blocking.
For example, assume K input and K output fibers per switching node and N wavelengths per fiber,
that is, N × K wavelengths to be switched. In general, network engineering rules define the maxi-
mum number of switchable wavelengths and the number of wavelengths that pass through expressly
or unswitched (the hybrid strategy already outlined). Thus, in a 70–30 case, 30 % of channels
pass through express and 70 % are switchable. This means that 30 % of the wavelengths account
for statically provisioned lightpaths and corresponding statically provisioned bandwidth capacity.
Similarly, 70 % of the wavelengths account for dynamically provisioned lightpaths and correspond-
ing bandwidth. However, this imposes restrictions in wavelength availability that eventually may
cause wavelength contention or wavelength blocking if wavelength conversion is not adequate. In
this case, the problem reduces to finding the optimum point for which wavelength contention under
various wavelength reassignment conditions is minimized. This optimization may be accomplished
node-by-node with distributed network management or over the entire network with centralized
network management. In either case, the number of switchable channels per node, the switching
capacity per node, the number of nodes in the network, the number of converters (if any), and the
physical topology of the network are significant parameters.

In the centralized case, a network wavelength management agent keeps records of all input–
output relationships based on which it provisions each node with wavelength assignments establish-
ing semi-static cross-connectivity over selected routes. This case depends on a centralized database,
a hierarchical communications protocol, and an optimization algorithm that finds the best shortest
and most bandwidth efficient path with the minimum wavelength conversions. The speed of this
strategy however depends on how fast a path can be found, how fast the centralized agent commu-
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nicates with all nodes, and how fast each node can be provisioned without interrupting existing
service. Clearly, in a heterogeneous network, this case implies that all inter-domain communi-
cation interfaces are compatible and that all nodes in each domain are capable of communicing
with the same agent. Alternatively, a domain agent may be considered that communicates with
all nodes in the domain, and each domain agent with the network agent thus simplifies language
incompatibilities.

In the distributed case, connectivity is left to the collective decision of nodes in the network. This
is accomplished using a supervisory channel (SUPV) that is common to all nodes. The supervisory
channel carries messages that convey input–output wavelength associations, QoS service indicators,
and maintenance and control messages. The supervisory channel may be inside or outside the spec-
tral range of data channels, and it may or may not be protected. Depending on protection strategy,
two supervisory channels may or may not be on the same fiber. Thus, route optimization and wave-
length reassignment is left to each node to discover. In a heterogeneous network, this implies that
nodes in different domains run comparably efficient algorithms and that the inter-domain interface
uses a common language protocol.

In optical communications, supervisory latency consists of two components: one related to prop-
agation speed and another to protocol execution. Current bit rates are high (typically higher than 1
Gbps) and the first component is much smaller than the second. Thus, protocol execution is critical
for true dynamic reconfigurability. Technologically, reconfigurability is bounded by the efficiency
of the communications protocol, the fabric switching speed, the acquisition time of wavelength
converters, and other tunable components on the path (filters, lasers, etc.).
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Chapter 9
Network Protection and Fault Management

9.1 Introduction

Network protection provides the assurance that service will be provided whenever severe degra-
dations and/or failures (permanent or intermittent) occur at the component, link, and node level.
Such impairments cause congestion or traffic flow disruption. For example, a fiber cut disrupts the
traffic flow of many optical channels which at 2.5 or 10 Gbps amount to an aggregate traffic of
Tbps. Thus, because of the huge amount of disrupted traffic, fiber cuts should be detected right away
and traffic should be diverted over different links and perhaps different paths. Similarly, when a
component fails, it may affect a single optical channel (e.g., a laser or a photodetector) or a group of
optical channels. In this category, we also include a component that has degraded so that the channel
(or group of channels) performance has degraded below the acceptable performance level for some
time, as defined by standards. Thus, network protection is the functionality of monitoring the perfor-
mance and incoming power of single as well as optical multiple channels, and fault management is
the functionality within each node and network that monitors, detects, locates faults, and identifies
the type of faults or degradation within the node and the network [1]; we term this fault detection,
fault type, and fault localization (FDTL).

When FDTL is accomplished, network protection determines how service will be restored accord-
ing to the protection and restoration strategy of the network.

In general, restoration is on several levels, channel, link, node, and network.

• Channel restoration implies that a single wavelength has been degraded or lost. A channel may be
affected by component degradation or failure, by excessive induced noise, or by excessive optical
power attenuation or loss. Service restoration is the action to either remove the affecting cause or
reassign the channel from one wavelength to another, or even from one link to another.

• Fiber link restoration implies that all wavelengths in a fiber are affected either because a fiber is
cut or because a component is severely degraded or failed affecting all optical channels in the
fiber. Service restoration is the action to move all channels from one fiber to another.

• Node restoration implies that traffic on all fibers at a node is affected because of node failure
(typically, because of power failure). Service restoration is the action to move all traffic through
other nodes bypassing the faulty node.

• Network restoration implies that many nodes (typically a cluster of nodes) in a network have
failed; this is also termed group node failure or a disaster. Service restoration is the action to
move all traffic through other parts of the network bypassing the faulty group, termed disaster
avoidance.

A tool for fast FDTL and service restoration is the control messages and the mechanism to trans-
port them across the network. Typically, these messages are transported over a separate channel (for
administration, operations, maintenance, and control), which may also be protected. For example,
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in the OTN protocol, the optical supervisory channel (OSC) provides information about optical
multiplex sections and tributary channels that are within a link or span and between regenerators [2].
In addition, there are overhead bytes in the optical data unit that transport messages downstream and
upstream for the FDTL function (in ITU, FDTL is known as FTFL), see Figs. 5.8 and 5.10.

9.2 Fault Detection and Isolation

When a fault is detected, automatically the corresponding visual indicator (typically a red LED is lit
and an alarm indicator is sent to the node fault management function, and depending on protocol,
type, and importance of the alarm, a message downstream and/or upstream. Such alarm indicators
are in the SONET/SDH protocol (such as the defect indicators in the overhead), in the supervisory
channel of the OTN, and so on. The next action is to isolate or localize the fault and protect it if
possible (i.e., bypass the fault; this is possible if the fault is in a protected amplifier, protected fiber,
and so on). Fault localization must be done immediately as soon as the fault is detected and service
should be restored fast to minimize the impact on service interruption. However, during this process,
the generation of alarm messages needs to be suppressed in order to avoid network flooding and issue
a message indicating that the fault is under isolation or restoration. In addition, it may be necessary
to query neighboring nodes for node information and to update databases, as well as keep a record
for fault auditing and tracking the history of malfunctions. When the fault is repaired and service
is restored, notification messages are sent to the fault management function, which also updates the
corresponding database.

As an example, consider a failed or a cut fiber in a DWDM network; this is a common fault that
occurs during construction, severe weather phenomena, and other disasters. In this case, a cut affects
all optical channels in the fiber, and the fault is detected by detecting no incoming optical power at
each port of all optical channels in the same fiber. Clearly, many alarm messages are generated and
the fiber cut is deduced by performing a series of tests including the optical demultiplexer. The
fiber cut fault generates messages that are communicated to the upstream and downstream nodes,
and using a link protection algorithm traffic is diverted over one or more different routes, Fig. 9.1.
Clearly, in an all-optical network rerouting traffic is subject to the switching capability of nodes in
the network, traffic rerouting strategy, and adopted algorithm as it has been discussed in Chap. 8.

9.3 Fault and Service Protection

The data rate per optical fiber link in a DWDM optical network is humongous, several Tbps. In
a mesh network topology, because of the many fiber links, the aggregate data rate is huge. As a
result, even a single node failure will affect the traffic flow of the network. As a consequence, the
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next generation intelligent network must be designed in anticipation of situations like that, to be
quick to detect faults and restore service, either by bypassing the fault or by rerouting traffic over a
different path.

There are several scenarios and protection strategies that a network may adopt. The most popular
and well known are three, the 1 + 1, 1:1, and 1:N.

• According to the 1+1 protection strategy, two identical but separate links connect the two end
terminals (transceiver ports). The transmitter feeds the same traffic in the two separate fiber links,
and the receiving end monitors the two links and it selects the link that performs best, Fig. 9.2.
When the selected link is severely degraded or faulty, then the receiving port autonomously
switches to the other link. This implies that 1 + 1 protection systems have redundant fabrics,
and they have fast monitors to reliably compare the performance of both links. This protection
strategy provides service protection quickly; it does not depend on supervisory messages between
nodes; it selects the best-performing path autonomously; it is suitable to high-reliability long-haul
transmission, but it commits twice the resources.

• According to 1:1, connectivity between two nodes is established over a single link (the servicing
or working link), and although a second link (the protection) is committed, the same data does
not flow in it, but different data, perhaps of lower priority. In the 1:1 case, the integrity of the
signal is monitored and performance messages are sent between the two connected nodes over
a supervisory channel. If the performance of the servicing link is degraded below an acceptable
threshold level, then the receiving node sends messages to the transmitting node to switch to the
protection link. In this case, the low-priority data is either rerouted in whole or partially (according
to a best effort algorithm), or it is dropped, Fig. 9.3. This strategy is slower than the 1 + 1, it does
not commit the same resources, and is more suitable to medium- and short-haul transmission.

• According to the 1:N protection strategy, similarly with 1:1, N servicing links are protected by
one link, and thus if one of the N paths experiences severe degradation or failure, then its traffic
is passed over the protection link. Thus, only a single failure out of N possibilities is protected
but no more and thus it is the most economical in terms of network resources; the reasoning
is that the probability of simultaneous double failures is negligible in medium- and short-haul
networks.

1 + 1

OADM

OADM

End
terminal

End
terminal

Select
path

Fig. 9.2 1 + 1 service protection strategy commits twice the resources. It is autonomous and fast and it does not
require protocols



186 9 Network Protection and Fault Management

1:1

OADM

OADM
End

terminal
End

terminal

Control Control

Feed
path

Select
path
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Fig. 9.3 1:1 protection requires fast and reliable supervisory channel for signaling. High-priority traffic is transported
over the service path and low priority over the protection path. When the service path fails, high-priority traffic is
switched onto the protection path and low priority is dropped

The above scenarios are typical for point to point with or without optical add-drop multiplexers
(OADM). With reconfigurable OADMs (ROADM), however, reconfigurability also raises additional
issues, such as speed of reconfiguration, acquisition time of tunable filters and switching compo-
nents, design complexity, and protocols in the ROADM. In general, ROADMs consist of an optical
demultiplexer and an optical multiplexer and a reconfigurable or programmable switching array that
selects which wavelengths from the grid will be dropped and added, and also tunable filters and
perhaps semiconductor optical amplifiers (SOA). The technology of the ROADM is not fixed as
different manufacturers offer solutions that fit in specific applications.

In the following, we examine the fit of a protection strategy for point to point, ring, and mesh
topology networks.

9.4 Point-to-Point Networks

9.4.1 Medium-Haul and Short-Haul Optical Networks

Medium-haul DWDM systems, also known as intermediate reach (IR), are very similar to long-haul
(LH) networks. However, because the path length is shorter than 4,000 km (1,000–1,500 km), system
requirements and design parameters are relaxed to fit particular business models [3]. However, they
require advanced wavelength and bandwidth management. For example, they are engineered for
more add-drops than the LH, the data rate per optical channel can be the highest possible since
shorter spans need fewer optical amplifiers, compensators (chromatic and polarization). Conse-
quently, depending on data rate, type of service, and quality of service planned for, the network
protection strategy may be 1:1 or 1 + 1.

Short-haul systems, also known as short reach (SR) and very short reach (VSR), have a path
distance that is in the order of 500 km (SR) or shorter (VSR) [4]. They have several add-drops
on the path, and the total aggregate bandwidth is large. Like MH, they too require wavelength and
bandwidth management.
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9.5 Mesh Network Protection

The protection strategy of DWDM mesh networks depends largely on optical cross-connecting
(OXC) nodes, detection facilities incorporated in the receiving port, protocols and protection strategy
with rerouting algorithms supported by nodes, and the DWDM network. Depending on fault type,
traffic on a fiber may be partially lost (one or more channels) or totally (fiber cut). As a consequence,
each DWDM node in the network and the network protection strategy should support protection on
the tributary layer, channel layer, and fiber layer.

• Tributary protection implies that at least one of the client data is corrupted or lost, and that the
detection facility is after the electrical de-interleaver as in SONET/SDH; typically, data corruption
occurs at the access or edge of the network or during the tributary interleaving process.

• Channel protection implies that detection facilities (signal power, performance parameters BER
and SNR) are incorporated in the receiving port. This case also applies to a group of channels.
The protection strategy in this case requires that one or more channels of the grid are allocated
for protection, according to protection strategy adopted by the node and network (1 + 1, 1:1,
1:N, K:N).

• Link protection is similar to channel protection, but in this case all channels in a fiber are
lost; this implies that multiple channel faults are detected and correlated to deduce fiber fault
(a preferred method) or that a power detector is placed before the DWDM demultiplexer (this
method requires a power splitter, is faster but not conclusive). Link protection in DWDM mesh
networks requires protection and routing protocols, the sophistication and complexity of which
depends on whether nodes include wavelength converters or not, and also on the flexibility of
ROADMs.

DWDM mesh networks with optical cross-connecting nodes provide the ability to intelligently
and automatically reroute one or many optical channels around a fault in the network. However,
this intelligence is gained with intelligently distributed monitors at the receiving port of each node
and with fast signaling and efficient protocols that trigger appropriate actions for expedient service
restoration. The restoration scheme needs to be fast (50 ms or less) and facilitate efficient bandwidth
management, fast provisioning, and good capacity planning assurance for continuous and uninter-
rupted service.

In DWDM networks, the protecting route may be dynamically found according to a route algo-
rithm as soon as a fault is detected and localized. However, this method, depending on the type
of fault, may require a longer period till service is restored, during which period service is inter-
rupted. Alternatively, the protecting route may have been precalculated or partially precalculated
and the final protection route is determined by performing minimal calculations based on the
current state of certain variables; the latter is more reliable as it takes into account the current
congestion state of the network. In either case, the various possible routes between two nodes
in the network are calculated based on traffic parameters and classified as best, next best, and
so on. In traditional optical networks, the various paths would be easily found based on number
of nodes (or hops) and length of links. Clearly, the network efficiency in determining the best
protecting route depends on network architecture and complexity, Fig. 9.4, and also whether pro-
tection is centralized (centralized fault management) or distributed (nodes collectively calculate
the protection route). In centralized fault management, the best protecting route requires longer
time but it frees nodes from executing algorithms and handling routing protocols. In distributed
fault management, the best protection route is collectively determined, and therefore, it requires
complex algorithms, extensive tables, and sophisticated routing algorithms by each node in the
network.

In general, mesh networks have superior survivability and restoration efficiency, they protect
against link, node, channel, and tributary failures, and they are sufficiently fast (the typical
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Fig. 9.4 An optical large network with centralized fault management finds the best possible route when a fault is
encountered on the network. This method requires longer time but it frees nodes from executing algorithms and
handling routing protocols

SONET/SDH restoration time is 50 ms). Conversely, they require overcapacity, but this depends on
network applicability and traffic priority and grades of service. Overall, mesh networks are scalable
and thus they can add nodes and capability as needed.

9.6 Ring-Network Protection

Ring networks are classified by their size (circumference, number of ROADMS, number of wave-
lengths per fiber, and data rate per optical channel). They may be small simple single rings (small
Metro and LAN), medium two-ring, and large four-ring networks. Each ring classification has its
own applicability, complexity, and cost structure.

The single fiber ring may be unidirectional without protection; a fiber cut between two nodes will
disable the complete ring. However, it may also be bidirectional path-switching rings (BPSR/1); cer-
tain channels flow clockwise and certain others counterclockwise and data flows in both directions
simultaneously. Thus, a faulty link between two nodes is bypassed by looping back traffic at each
end of the link, Fig. 9.5.

Two fiber bidirectional path-switching ring (BPSR/2) networks have 1+1 protection and provide
better protection than the BSFR/1. In this case, traffic flows clockwise through one fiber ring and the
same traffic through the protection ring. When a link failure occurs, loopback mechanisms isolate
the faulty ring.

Four-fiber rings (4F) are bidirectional path-switching rings (BPSR/4) with 1 + 1 protection.
BPSR/4 rings consist of two dual counter-rotating fiber rings. One is the working (or service) pair
and the other the protection. They also require protected supervisory channels per pair. In certain
applications, the protection pair may also be used for low priority traffic. When a fiber is faulty, the
fault is bypassed using loopbacks and/or path switching within the ROADM nodes at each end of
the fault, Fig. 9.6.
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9.7 Ring-to-Ring Protection

In addition to protecting a failing optical channel or fiber in a ring network, a protection strategy is
needed when two peer ring networks are interconnected. Two ring networks may be interconnected
with a single link, in which case the link is not protected, or may be interconnected with two links.
That is, two or more nodes have been designated as hub or bridge nodes; in this case, the ring-to-ring
link appears as 1 + 1 protected, Fig. 9.7.

Fig. 9.7 1 + 1 ring-to-ring
protection schemes

Fault

X

1 + 1
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9.8 Multi-ring Shared Protection

The multi-ring shared protection topology is a special case that consists of several adjacent rings in
pseudo-mesh architecture in which some or all links are shared by neighboring rings, Fig. 9.8. This
network utilizes the same fiber resources by more than one ring. For example, ring W shares the
fiber link AC with ring X and the fiber link CD with ring Y, but each in different directions of traffic
flow. This implies that optical transmission in single fiber links is bidirectional. In such case, when a
fault occurs, nodes are provisioned to bypass the faulty link and include the shared protection ring;
notice that the direction of traffic flow is maintained.

References

1. S.V. Kartalopoulos, Fault Detectability of DWDM Systems, Wiley/IEEE, 2001.
2. ITU-T Rec. G.872, “Architecture of Optical Transport Networks”, November 2001.
3. ITU-T Recommendation G.691, Optical Interfaces for Single Channel STM-64, STM-256 and Other SDH Systems

with Optical Amplifiers, October 2000.
4. ITU-T Recommendation G.692, Optical Interfaces for Multichannel Systems with Optical Amplifiers, October

1998.



Chapter 10
Network Security

10.1 An Old Concern

The delivery of private or secret messages has always been an issue of concern regardless of method
of transport. Since antiquity and up to the nineteenth century, sending a private or secret message
with a messenger without being compromised was risky. Thus, methods were developed to assure
that the message would be unintelligible if in enemy hands and also that the recipient of the mes-
sage would be able to detect the compromised message. Although our intention is not to provide a
historical treatise on this subject, it is worth mentioning some examples of interest.

Ancient Mesopotamians would write a private message in cuneiform script on a fresh clay tablet,
which was exposed to sun to dry. This tablet was then enclosed in a clay envelope on which the
addressee’s name was written; replace clay with paper and you have a modern letter, Fig. 10.1.
When the envelope was dry it was dispatched with a messenger. If this letter was intercepted, the
clay envelope had to be broken, thus revealing that the message was compromised. In other cultures,
clay was substituted by papyrus, bark of tree, parchment or pergamena (baby lamb skin), or by
paper on which text was written with a stylus and ink, then it was rolled or folded, and sealed with
Spanish wax on which a symbol was impressed using either a signet ring or a stamping implement.
Similarly, the ancient Chinese had a method of hiding messages; they hid the letter in a cake (known
as moon cake), which they passed through the unsuspecting emperor’s guards. The Egyptians used
their own secret methods as is discerned in hieroglyphs, and so did the ancient Greeks as is discerned
in ancient texts. We mention the following three examples which have some similarities with modern
encryption methods.

Short messages would be memorized and sent with a trustworthy dispatcher. A notable example
is that of the soldier Philippides who ran from Marathon to Athens, a distance of about 40 km, to
deliver to Athens the message that the battle at Marathon was won, hence the Marathon race that
commemorates a key victory in the history of civilization, democracy, and Philippides’ accomplish-
ment.

Optical messages were transmitted from tower to tower to reach far destinations quickly, a method
now dubbed as the “Agamemnon’s Link”; Agamemnon was the Greek campaign general in the
Trojan War (ca. twelfth century BCE). According to Aeschylus, with this method, it took few hours
for a message from Troy to arrive at Argos, a distance more than 600 km; at that time that seemed
remarkable [1].

Additionally, Herodotus writes more occurrences of communicating with light over long dis-
tances. However, we do not know if and how their messages were encoded. We know however that
about 350 BCE, optical messages were encoded using a method that was developed by the military
scientist Aeneas Tacitos of Stymphalos. According to Polybius, communicating with encrypted light
messages became the greatest service in war [2].

S. V. Kartalopoulos, Next Generation Intelligent Optical Networks, 191
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Fig. 10.1 Ancient Assyrian
clay letter with envelop

It is believed that the encryption key changed from hour to hour (i.e., a cryptoperiod method)
using a clepsydra, a water clock made with a leaky jug in which the level of water determined the
encryption key to be used. Polybius (203 BCE–120 BCE), a Greek historian, cryptographer, and
navigator, wrote about encoding light messages that did not depend on time like Aeneas’. Although
this method was initially invented by Cleoxenos the engineer and Demokleitus the inventor, it was
perfected by Polybius, and it is known as the Polybius square. The latter is of current interest so we
provide a brief description.

Arrange the alphabet letters in a matrix 5 × 5; we use the Latin alphabet and therefore since there
are 26 letters, the two least used letters of the alphabet (say Y and Z) can be placed in the same
element of the matrix. Each row of the matrix is written in a tablet, and the five tablets are numbered
1–5. Each letter on the tablet is also numbered left to right from 1 to 5.

Letter number on tablet: 1 2 3 4 5
Letters on tablet # 1: A B C D E
Letters on tablet # 2: F G H I J
Letters on tablet # 3: K L M N O
Letters on tablet # 4: P Q R S T
Letters on tablet # 5: U V W X Y/Z

Both the transmitting and the receiving sites have five lit torches. When the transmitting site
wants to send a message, they raise two torches, and the receiving site in response raises two torches
as well, which are subsequently lowered; this establishes the request to send and the acknowledg-
ment steps of the communications protocol. Now, to transmit the message VICTORY, the message
is written on a tablet and each letter is encoded by writing the tablet number where the letter is,
followed by the letter number on the tablet, or 52, 24, 13, 45, 35, 41, and 55. Now, to send the first
letter, five torches are raised and lowered followed by two torches; to make up the number 52 (for
letter V). Then, two torches are raised and lowered, followed by four torches to make up the number
24 (for letter I), and so on. For this process to be error free, Polybius provides training guidelines,
optimum distance between torches, dimensions of relay towers, “viewing tubes” and screens, and
more. What he has not publicized (and for obvious reasons) however is whether the letters of the
alphabet were arranged on the tablets in the order in our example or whether they were arranged in
a random order, in which case all stations on the transmitting path should have copies of the same
tablets. In fact, the tablets could change periodically to assure secrecy of the code.

Wrapping a ribbon helicoidally around a baton or staff of specific diameter that the Spartans
called “skytale” and then writing a message alongside would produce an unintelligible message on
the unraveled ribbon, Fig. 10.2. The message could be read only if the recipient had a baton of the



10.1 An Old Concern 193

Fig. 10.2 A skytale and a ribbon made up a reasonable cryptographic tool for the Spartans (a). A marker and a paper
ribbon demonstrate the principle. (message reads, “SPARTANS (make) PEACE WITH ATHENS” (b). The ciphered
text reads NAEHETCTHRAITAEWAPP (c)
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same diameter with the original one and if the ribbon would be wrapped around the baton in the
same helicoidal sense and direction. This method was frequently used by the Spartans who would
send secret messages to their ambassadors when they were negotiating with rival city-states such as
Athens and Thebes (this method has been recently captured in a Hollywood movie).

The Athenian Demeratus [3] used a different method to transport a written message through
enemy ranks; this method gave birth to the modern terms “cryptography” (from crypto and graphe
meaning “hidden message”) and “steganography” (from steganos and graphe meaning “sealed mes-
sage”). Scraping the wax off a writing tablet, then writing directly on the wooden substrate a message
with a carbon stick (a pencil), and then spreading the wax over it, on which an unclassified message
was written, Fig. 10.3, literally hid the confidential message. According to Herodotus, Demaratus’s
method worked.

During the Roman era, Julius Caesar (100 BCE–44 BCE) proposed an encryption method, hence
known as Caesar’s Cipher. This method replaces a letter in a message by another letter of the
alphabet at a fixed distance from the letter to be replaced; that is, it shifts the letter in the message
to another letter of the alphabet in a linear manner. For example, if a letter in a message is replaced
by the next letter in the alphabet then the word HELLO becomes IFMMP, and if by the one after
the next letter in the alphabet then it becomes JGNNQ, and so on. Notice however that with this
algorithm, occurrences of the same letter (such as L in Hello), although encoded to another let-
ter, are still the same character (M or N); that is, the frequency of occurrence of letters and their
statistics in the text remain the same, thus making the cryptographic algorithm very vulnerable and
breakable.

A more general encryption algorithm replaces each letter of a text by another letter of the alphabet
according to a specified random shifting algorithm. Because of the randomness, the same letter in the
text is not shifted to the same letter in the alphabet. This cryptographic method is currently known
as Shift Cipher and it uses randomized arithmetic based on modulo m operations.

Fig. 10.3 Ancient Greek
tablets were hinged at one
side and the wax spread on
the surface was suitable for
keeping notes with a stylus.
The size and style of such
tablets were similar to
modern laptops
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In recent times and until World War II, the German intelligence used an encryption method known
as the enigma. This method was based on a modified typewriter, the enigma typewriter, which
encrypted messages as they were typewritten. The enigma typewriter consisted of three rotating
alphabets that rotated separately after an alphabet key was depressed, thus yielding a combination of
26 × 26 × 26 = 17,576 alphabets [4, 5]. The United States National Cryptologic Museum, affiliated
with the National Security Agency (NSA), is adjacent to NSA Headquarters, Fort George G. Meade,
Maryland, has a collection of thousands of artifacts related to cryptology, including a World War II
German Enigma machine.

As the operator typed each letter of the message on the keyboard, the enigma typewriter would
scramble it to another, thus producing an unintelligible message. Conversely, typing the scrambled
message on the enigma typewriter recovered the original message. The exact relationship of the
three alphabets as they rotated established the “cryptographic key”. Clearly, this method required
two exact replicas of the enigma typewriters to cipher a message and to decipher it.

With the advent of radio transmission and particularly during World War II, message encod-
ing gained particular importance because electromagnetic waves would reach both friendly and
foe antennas. As a result, cryptography entered the realm of science (modulation methods) and
mathematics (statistics, probability, and number theory), and several encryption algorithms were
developed to provide authentication, no repudiation, data integrity, and confidentiality. These algo-
rithms required two fundamental elements: a unique cipher key that ciphers and deciphers a message
that no one can break and a unique key distribution method that no one can successfully intercept.
However, key unbreakability and key distribution are two concepts that are difficult to test. Thus,
in parallel to developing unbreakable cipher keys and safe key distribution methods, another effort
of equal importance is on the way: intercept the transport layer to copy the key or to interrupt the
key distribution process. In fact, many encryption algorithm methods have been internationally chal-
lenged to test the unbreakability of the cryptographic process and the tolerance of the key distribution
method; this is known as cryptanalysis.

In the following sections, we examine some fundamental encryption algorithms and key distribu-
tion methods.

10.2 Network Security Issues

Since the advent of modern communications with electrical means and prior to the Internet explo-
sion, accessing the loop side of circuit-switched communications network required moderate net-
working know-how to tap a 2-wire pair and eavesdrop a conversation, and more know-how to mimic
signaling codes, with the so-called blue box, in order to establish end-to-end connectivity without
being billed. The second intervention was easily identified, and enhancements in the network sig-
naling protocol and the signaling method eliminated the “blue box”. Similarly, at the core network,
demultiplexing end-user time slots required bulky and specialized equipment so that the network
was not challenged with eavesdropping and virus attacks and the like by outside bad actors. Virus
and other malicious soft attacks appeared with the spread of the software-based Internet nodes and
network and “cyber-security” was born in an attempt to deter the humongous attempts on the net-
work and end terminals, PCs, and the like; in fact, “cyber-security” and “software virus” are terms
that go in hand with Internet and computer communication networks [6].

The key differences between the synchronous public-switched digital network (PSDN) and the
Internet are that the latter transports packets in an asynchronous manner in contrast to the former
that transports byte-size information in a continuous and synchronized manner (such as digitized
voice samples every 125 μs or real-time video) with strict real-time requirements. When packets
enter a data node or router, they are buffered in a memory buffer or queue until they are switched to
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the output buffer. In general, the route of this “connectionless” network is not under network control
and it is determined with one of several methods, depending on network protocol and quality of data
service. It is the node buffering of routers that allow smart but malicious programs to creep into
their computer-based execution ability and initiate one of many undesirable actions such as spoof-
ing, cloning, file deletion, file copying, and data harvesting. In contrast, the public-switched digital
network (PSDN) is based on standardized synchronized frames such as DS1 and SONET/SDH [7],
which are not buffered since the path through a switching or cross-connecting node has been estab-
lished during the call initiation procedure or during node provisioning. Moreover, node provision-
ing and software upgrades of PSDN nodes are accomplished over an overlay signaling network
using a proprietary Intranet or proprietary and secure memory hard disks that only authorized
and trained technical personnel can handle. In summary, end-user data in routers can be remotely
accessible with specialized know-how, whereas end-user data is transparent to circuit-switched
networks.

Besides the PSDN and the data packet network (such as the Internet), the cellular wireless tele-
phony had also been vulnerable to eavesdropping and to calling number mimicking. In fact, access-
ing calling numbers and pin codes from the airwaves has been relatively an easy task. Therefore, in
order to reduce this risk, enhanced user authentication and secure calling number identity procedures
have been included in the cellular wireless protocols; although this has substantially reduced the risk
it has not eliminated it.

The glassy fiber in optical networks transports Gbps per optical channel or Tbps per fiber allowing
true triple play (voice, real-time video, fast data) services. 1 Tbps corresponds to more than 10
million simultaneous conversations, or about half a million simultaneous video channels, or many
millions of classified documents and transactions; all this through a glassy fiber that is about 1/10
the thickness of human hair [8]. Although optical technology is more complex than its predecessors,
it attracts bad actors because of the huge amount of information that it transports. Bad actors with
the proper know-how and sophisticated tools may attack the medium and harvest huge amounts of
information, mimic the source, alter information, or disable the proper operation of the network.
Thus, in order to eliminate this risk and assure data security and privacy, highly complex, difficult,
and sophisticated algorithms are necessary for the generation of the cipher keys and for the key
distribution. Moreover, the network itself should be sophisticated and be able to detect malicious
attackers and outsmart them by adopting sophisticated countermeasure strategies.

In general, information assurance and security is a concern with many dimensions that aims to
ensure a level of trust to the client and by the client that is commensurate with client expectations.
Such expectations include information or data protection during its creation, use, transformation,
storage, transport, and deletion at the application layer, at the layer boundaries of the reference
model (such as the ISO, ATM, TCP/IP), at the transport layer, and in a computation environment.
Information security also aims to ensure that access to information and the network is controllable
and capable for self-defense and countermeasures; this is accomplished by specific mechanisms that
monitor, detect, react, and respond to attacks, vulnerabilities, and deficiencies.

10.3 Definitions

We discuss certain important definitions that are frequently used in security in communications.
Cryptography is a process that transforms data (or plain text) into an unintelligible and

undetectable form, the cipher text. The cipher text is undetectable and unintelligible to all but
the rightful recipient who possesses special knowledge and proper authorization to transform the
cipher text back to its original form. In this case, unintelligible means that if the cipher text is viewed
by a third party, an eavesdropper, the original text cannot be read from it. Similarly, undetectable
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means that if an unauthorized party looks for a particular cipher text, the cipher text cannot be
singled out from others. Cryptography is viewed as one of the strongest mechanisms to securely
transport information in electronic or optical networks and in protocols.

Cryptography performs several important information security services: source and destination
authentication, authorization, data integrity, message confidentiality, and non-repudiation.

• Authentication is the process that verifies the identity of the source, that a received message
was sent by the rightful sending entity and detects if the message has been altered. [9–11]. The
questions asked in authentication are, Is the received information from the source that generated
it? Is the destination the intended destination? Authentication is accomplished with cryptographic
checksums the authentication code, which are calculated according to an approved cryptographic
algorithm. The authentication code is also known as message authentication code. A message
authentication code is a one-way hash function that is computed from a message and a secret key.
It is difficult to forge without knowing the secret key.

• Authorization is the process that grants access privileges to an entity such as the intended des-
tination or to a third party. Authorization to the destination is granted after verification of the
destination. To a third party, access is granted after the official and justified request to access a
message and perhaps modify the message. Access is under the control of an access authority (or
function), which is responsible for monitoring and granting privileges to other authorities that
request access.

• Data integrity pertains to identifying possible unauthorized alterations in the transported infor-
mation. The question asked is, Is the data received exactly the same data that was sourced, or
some of it or all of it has been altered? In communications, one of the mechanisms that secures
data integrity is watermarking, that is invisible text superimposed to the original text that only
the rightful recipient knows how to remove. Thus, when part or all of the text is altered by an
unauthorized entity, the watermarking has been altered as well.

• Message confidentiality is the service that warranties that information during its transport from
source to destination will not be disclosed to one or more unauthorized parties. Cryptography
with strong encoding is the mechanism that ensures message confidentiality. The network also
provides an accountability function that monitors and ensures that actions of any entity on the
network security can be traced back to it.

• Non-repudiation provides proof of the integrity and the origin of a message to a third party.
Non-repudiation also prevents an entity from denying involvement or receipt of a message.
For example, a signed message provides undeniable proof that the message was received.
In communications, this is accomplished using a digital signature that is calculated with a
secret key.

In cryptography, the term key escrow system or escrow means that the two components that
comprise a cryptographic key are entrusted to two key component holders called escrow agents.
The escrow agents provide the components of the key to a grantee entity only upon fulfillment of
specified conditions. When the grantee entity obtains the key component, it reconstructs the unique
key and obtains the session key which is then used to decrypt the cipher text that is sent to it [12].

The cryptographic process includes a secure mechanism for transporting the special knowledge
to the rightful recipient. It also includes a process for transforming the cipher text back to its orig-
inal form. The cryptographic process that changes the form of the original data (the plain text) to
unintelligible is called encoding or ciphering. The result of encoding is the cipher text. The process
of restoring the original form of data is called decoding or deciphering.

Because the cipher text may contain sensitive or secret information intended to the rightful recipi-
ent only, a malevolent or bad actor may want to know the content of the cipher text, gain unauthorized
access to the cipher text, and by trying different possible keys may be able to break the cipher text.
This is known as brute attack.
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In order to produce a cipher text that only the rightful recipient can read, the sender needs a secret
code known as cipher key. The method by which the cipher key is exchanged and agreed upon by
both sender and receiver is a process known as key establishment. When the key has been agreed
upon, it may be registered in a key depository or key management archive by a key registration
authority. Similarly, a public key certificate uniquely identifies an entity, it contains the entity’s
public key, it uniquely binds the public key with the entity, and it is digitally signed by a trusted
certificate authority, as part of the X.509 protocol (or ISO Authentication framework).

If the key is suspected to be compromised, it may be revoked. In this case, the key establishment
may restart and the key may be updated.

As an example, if the message in binary notation is the string 10001101|00001101|01001101|
and the established cipher key is 01010100|11110110|00011011|, where the vertical bar | delin-
eates each byte, then the cipher text is obtained by the bit-by-bit modulo-2 or Exclusive OR (XOR)
logic operation between the message and the cipher key, as 11011001|11111011|01010111|. The
ciphering and deciphering process is captured in Fig. 10.4.

Text: 10001101|00001101|01001101| . . .

Cipher key: 01010100|11110110|00011011| . . .

Cipher text: 11011001|11111011|01010111| . . .

Mathematically, this is denoted as Ct = Ckωf Tx, where Ct is the cipher-text, Ck is the cipher
key, and Tx is the text.

Based on the XOR property, if C=AωfB then A=BωfC. Thus, using the same cipher key on the
cipher text at the receiving end, the original text is recovered.

Cipher text: 11011001|11111011|01010111| . . .

Cipher key: 01010100|11110110|00011011| . . .

Text: 10001101|00001101|01001101| . . .

From the cipher text, the initial plain text is obtained by executing a modulo-2 bit-by-bit with the
same cipher key. This is known as decrypting or deciphering. In this case, it is important that both
the sender and the receiver have the exact same key, the first to cipher the message and the second
to decipher the cipher text. The reason for performing bit-by-bit XOR and not parallel is simple:
in serial communications, a long key would require two complex deserializers, long buffers, many
XORs, and a serializer, not counting the delay introduced for buffering.

The method of encoding/decoding with the same key is known as symmetric cryptography and
the key is known as a symmetric key. To generate the symmetric key another symmetric key is needed
first, the seed key; which is used to encode the final key, hence known as the key encrypting key; this
process is known as key wrapping.

Fig. 10.4 XOR logic
function is used to cipher and
to decipher text bit by bit

Cipher text:

11011001|11111011|01010111|

Text:

10001101|00001101|01001101| …

Cipher key:

01010100|11110110|00011011| …

XOR
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In the example above, the message is represented by a block of bytes and thus the cipher key,
which is random and long as the message, is known as block cipher. Certain encryption algorithms
use a long key to create a cryptographically strong keystream. It is this keystream that is exclusive-
ORed with the plain text. This is known as stream cipher algorithm. Cipher keys may be permanent,
they may change periodically (in which case a cipherperiod is defined), or they may change for each
message (known as one-pad keys or ephemeral keys).

In certain applications where the text is binary serial (as in digital and data communications), the
cipher key operates on the serial bit-stream bit or byte at a time using the XOR. Such cryptographic
methods are also known as stream ciphers denoting the serialization of data. The stream cipher
text is decoded serially by applying the same XOR logic operation with the same key. The key in
this case is generated by a pseudorandom generator, which in this case is also called a keystream
generator.

One of the issues with the symmetric cryptography method is the key distribution, that is, the
transportation or communication of the key from the sender of the cipher text to the rightful recipient.
If the cipher key is intercepted by an intruder during its transportation, the value of the cipher text
is meaningless in cryptography. However, if the secrecy of key distribution is an issue, symmetric
cryptography is very strong since the key can be as random as possible and as long as needed.

If the cryptographic method uses one key for encoding and another for decoding, then the cryp-
tographic method is known as asymmetric cryptography. This method is particularly interested
because intercepting the encoding key during its transportation does not reveal the decoding key.
Therefore, the encoding key may be transported openly or publicly. However, because the encoding
key is produced after mathematical manipulation knowing the decoding key, the latter needs to be
communicated to the sender. Thus, the asymmetric key method has a lot of appeal, and it is the
method that has inspired some more complex cryptographic methods applicable to the Internet and
other applications. Among them is the public key cryptography. Public key cryptography uses a pair
of two key ciphers, one which is public and another which is private. Plain text encrypted with the
public key can only be decrypted with the associated private key. The public key cryptography is
also used in conjunction with one-way hash functions to produce a digital signature. According to
this, messages signed with the private key can be verified with the public key [13, 14].

A cryptographic technology aims to embed a secret text A within a non-secret text B, the car-
rier to form a composite text known as steganogram. In this case, the steganogram looks like the
intelligible and detectable text B, but text A in it is neither detectable nor intelligible but only to
the rightful and authorized recipient who holds the steganographic key. This form of cryptography
is known as steganography. Steganography takes advantage of the fact that there is quantization
noise after digitizing an analog signal (picture, voice, or text). Thus, if the steganogram (A + B) has
the same statistical characteristics of the carrier signal B, then it is very difficult to extract signal
A from the steganogram if the steganographic key is not known. In traditional telephony and in the
μ-law-encoded signal, the least significant bit of certain time slots is superimposed by signaling bits.
This is known as bit robbing; it does not affect the quality of voice signal as heard by the end-user
and it may be considered one form of steganography in telecommunications. As a consequence, a
64 Kbps clear voice channel becomes 56 Kbps. One application of steganography uses a digitized
picture, some random bits of which have been used to embed the digitized secret text.

Another form of cryptographic technology, known as watermarking, aims not to make a text
unintelligible and undetectable but to embed a visible text A within another text B such that the
two are inseparable to any one but to the authorized end users. As an example, the word draft or
classified is superimposed on the page of a text. Similarly, the name of the owner is superimposed
on a picture and the two cannot be separated unless the watermarking key is known.

Several algorithms map a bit string of arbitrary length to a bit string of fixed length according
to an approved function known as hash function. The result of applying the hash function on the
bit string is the hash value. Hash functions satisfy the property that it is computationally infeasible
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to map any input string length to a prespecified output bit string and also that it is computationally
infeasible for two distinct input strings to map onto the same output prespecified string [15].

In contrast to cryptography that aims to cipher a text, cryptanalysis aims to decipher cryptograms.
Cryptanalysis is a double-edge sword: a bad actor attempts to break the key of a cipher text, and a
cryptographer commissions an independent party to break the key of an algorithm in order to test
the strength of a cryptographic method.

10.4 Security Levels

Consider a cryptographic module that contains computer encryption subunits, cryptographic public
and private keys, plain text and cipher text, memory, and registers. The physical module has data
input–output ports, a maintenance port, a door, or a cover. In addition, the proper operation of the
module may depend on electromagnetic interferences, environmental fluctuation, and power fluctu-
ation. Thus, bad actors, by Murphy’s law, will explore weaknesses and vulnerabilities of the module
and look for an opportunity to gain unauthorized access into the cryptographic mechanism and the
keys. Security management provides requirements that safeguard the physical entity of the module.

FIPS 1402 defines four security levels [16–20]. A synopsis of the four levels follows.
Security level 1 (SL-1) provides the lowest level of security specifying basic requirements for a

cryptographic module such as a personal computer encryption board so that software and firmware
components are executed on an unevaluated general purpose computing environment. No specific
physical requirements are provided for a SL-1 module. When performing physical maintenance, all
plain text secret and private keys and other critical security parameters (CSP) contained in the cryp-
tographic module shall be zeroed; this is performed procedurally by the operator or autonomously
by the cryptographic module.

Security level 2 (SL-2) protects against unauthorized physical access by adding the requirement
for tamper-evidence coatings (that may be opaque to visible spectrum), seals, and locks on door and
covers. Thus, when access to plain text cryptographic keys and CSPs is needed, the tamper-evidence
mechanism in the module is violated and the cryptographic module provides the evidence of it. At
this level, when an operator needs to gain access to perform a corresponding set of services, the
operator requests authorized access and the cryptographic module authenticates the authorization
access. To accomplish this, the SL-2 requires at minimum role-based authentication. SL-2 enhances
LS-1.

Security level 3 (SL-3) attempts to prevent an intruder from gaining access to CSPs in the crypto-
graphic module. Thus, SL-3 requires physical security mechanisms that exhibit high probability of
detecting attempts to physical access as well as reporting mechanisms. When the enclosure is vio-
lated, it should cause serious damage to the cryptographic module; a physical protection mechanism
to passive locks can be a hard opaque coating such as epoxy. To accomplish this security level, SL-3
requires identity-based authentication mechanisms. SL-3 requires physically separate input–output
ports for ciphered text or plain text to be ciphered by the cryptographic module. Circuitry detects
an attempt to open the cover or the door of a module or to access the maintenance access interface.
Then, the circuitry zeroes the plain text secret and public cryptographic keys and CSPs contained in
the cryptographic module. SL-3 enhances LS-2.

Security level 4 (SL-4) provides a complete envelope of physical security around the crypto-
graphic module, and it increases the probability of detecting any attempt of penetrating the cryp-
tographic module and gain access of the cryptographic keys. SL-4 also protects against security
compromise as a result of external environmental avert conditions and fluctuations. To accomplish
this, the cryptographic module contains either environmental failure protection (EFP) or environ-
mental failure testing (EFT) mechanisms. Attempting to remove or dissolve the protective coating
should result in serious damage of the cryptographic module.
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10.5 Security Layers in Communication Networks

Security in communications is not limited to text security or text integrity. The old practice was
limited to assuring messages were delivered to its rightful recipient without been compromised,
read, or altered by a third party. However, much of this depended on the integrity of the courier and
other factors; let us think of the courier as the channel of a communications network that transports
a message.

In modern communication networks, security has more dimensions than ciphering messages only.
Messages enter computer-based nodes and are temporarily stored in memory. Nodes are provisioned
and maintained on-site or remotely with network control messages. Messages (information) are
transmitted electronically, optically, or over radio waves, which with the right technology and know-
how may be intercepted. Thus, the opportunities for attack are many and are not limited to old
practices any more.

For example, an encrypted message implies that the transported message is secure. This may be
correct if we had an encryption algorithm that generates and distributes keys that cannot be broken by
any means. To date, several algorithms have claimed this but time has proved the opposite. Intelligent
bad actors have broken keys with brute force using supercomputers or other means. So, encrypting
a message is only one of the dimensions in communications security, which is the responsibility of
end users. We call this security at the information layer.

Suppose that a bad actor taps the physical layer of the communications network (at the link or at
the node) to eavesdrop and copy messages that flow through them, even if messages are encrypted.
If the bad actor can break the cipher key, then there are two possibilities: decipher the encrypted
text, or, decipher the encrypted text, alter it, encode it again, and retransmit it to its destination.
In this case, monitoring and detecting network malicious interventions require intelligent methods.
Thus, network physical layer security is another dimension, which is the responsibility of network
provider.

Suppose that a bad actor is not interested in eavesdropping messages but in disabling the net-
work from establishing the key and transmitting messages, destroying messages in routers and end
terminals, harvesting data from computer-based nodes, altering the security and destination address
in packetized messages, or even alter the information field of messages. This can be accomplished
on-site or remotely and cause network congestion, reconfigure a node or router, or plant in it an
executable program that can be activated under specific conditions (such as a command or a clock),
disable the authentication and the key distribution process, and so on. This is another dimension
of security on the MAC/Network layer. Thus, monitoring and detecting proper network protocol
execution is another dimension in security.

In addition to monitoring and detecting malicious acts on the information, MAC/Network, and
link layers, the network should include intelligent mechanisms to avoid or outsmart malicious actors
and malicious events. Such mechanisms are known as countermeasures. For example, when the link
is compromised, the intelligent network may reassign traffic to another link. Similarly, if the channel
is compromised, the intelligent network may reassign traffic to another channel. Unfortunately, there
is no mechanism on the network level to identify that an encryption key is broken because a bad actor
who has done so will not advertise it for obvious reasons. In this case, the security of the encryption
algorithm relies on the vigilance of the creator and on the scientific effort of benevolent actors who
make a serious effort to break it, learn from it, and develop a harder algorithm.

10.5.1 Security on the Information Layer

Assume that one creates a text and needs to transmit it to a destination. If the text is classified, some
precautions must be taken to make it unintelligible to a third party. The first level of assurance is to
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encrypt the text, provided there is a mechanism in place between the sender and the receiver, so that
the latter can decipher it when the ciphered text arrives. In other words, the encrypted text is assumed
to be transparent to the transporting mechanism. Ciphering the text at the source and deciphering at
the receiving end constitute the information security layer. Thus, this layer is not concerned with the
transporting mechanism itself but with the following:

• Which algorithm at the source can encrypt the message and which one can decrypt it at the rightful
destination, so that even if it is intercepted by a third party it remains unbreakable?

• How a secure key can be established between the source and the receiver before the encrypted
message is transported?

In general, cryptographic keys are classified into symmetric cipher keys and asymmetric
cipher keys.

Regardless of cryptographic method in use, the security offered by the cryptographic method
depends on the difficulty a third party has to compute the cipher key. Similarly, the efficiency for
the cryptographic method depends on the speed the cipher text is converted to plain text and also on
the length of the key; the shorter the key the faster the deciphering but also the easier to compute
the key by a third party. In this chapter, we examine certain cryptographic methods, some simple
(as already described) and some difficult; in fact, the most difficult ones depend on the difficulty to
compute algebraic algorithms and also on special properties of quantum particles.

10.5.2 Security on the MAC/Network Layer

The media access control layer (MAC) in communication network nodes and routers is
computational-based. In general, this layer is responsible for reliable data delivery, network access,
and security (user authentication, authorization). Depending on network and protocol, network
control may be centralized or distributed. Thus, the MAC layer partakes in granting access to
requests to transmit, partakes in the network path/route selection process, determines the integrity
of data frames, discards frames, retransmits frames, or reroutes frames, and more. The point to be
made is that this layer is very critical in the proper operation of the network and if not functioning
properly, then it may cause topical congestion or even network congestion. As such, the security of
this layer is also critical as it may present an opportunity for malicious attacks.

Accessing the MAC layer is accomplished either on-site by directly connecting a terminal to
one of its ports or remotely via the Intranet or Internet, typically via a local area network. Secu-
rity of the node for on-site direct authorized access is assured by the security levels already dis-
cussed; this constitutes the first level of defense against attacks. In this case, authorized access
is granted by providing security passwords by personnel that have proper clearances. Security of
the node for remote authorized access is granted by proper screening (firewalls) and dynamically
updated passwords. However, the data network has proved repeatedly to be vulnerable to attacks
as a result of the packet store and forward or partially store and forward process of routers. In
this case, malicious executable programs may hide in packets of information and enter the router
at the MAC layer. It is needless to enumerate the different attack opportunities a bad actor has on
the data network. Virus planting, cloning, spoofing, flooding, Trojan horses, and so on are among
the malicious attacks of bad actors who do not even have to be in proximity to the node under
attack.

All methods currently are based on the difficulty of accessing the computer-based MAC layer
in a node. As packet technology improves, routers expedite the packet throughput processing and
disengage the computer from the packet information field, processing only the destination address
and some specific fields in the packet header to improve authorization access and increase security
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of information. Similarly, control packets are checked for authentication, the effectiveness of which
however depends on the robustness of the protocol and its ability to differentiate between valid and
invalid control packets.

10.5.3 Security on the Link Layer

The link layer is the communications medium between the sender and the receiver. In communica-
tion networks, the medium may be guided or unguided. Among the guided is twisted pair copper
(TP), coaxial cable (CB), and single mode fiber (SMF). Among the unguided are electromagnetic
waves in atmosphere or in space, or a free space optical laser beam in atmosphere. The link length
may be from hundreds of meters long to many kilometers. In this case, it is possible that the link
includes between sender and receiver communication modules such as repeaters, add-drop multi-
plexers, switches, or routers. As a result of the security levels already discussed even if we can trust
the physical integrity of the modules on the link, the medium cannot be trusted since it cannot be
guarded over its full length, thus offering an opportunity to attack. In fact, the twisted copper pair is
easily tampered, although the amount of information it carries is moderate. Coaxial cable is a little
more difficult to tamper, but it is more attractive because it carries more information than TP. The
fiber medium is the most difficult to tamper, although not impossible to a bad actor with the proper
equipment, and it is very attractive because of its very long length and the unprecedented amount of
information it carries. In the case of unguided medium, the electromagnetic waves in the atmosphere
reach both friendly and foe antennas and therefore this medium is the most vulnerable to attack, both
eavesdropping and source mimicking. The free space optical beam is relatively secure because the
beam is very narrow, it is invisible to the human eye, and it requires line of sight to operate.

The transmission medium, besides transporting information (ciphered text), also transports the
cipher key during the key distribution process. Thus, if a bad actor is able to capture or compute the
key in reasonable time, then the cipher text is not secure. Therefore, in cryptography and security
assurance, the key distribution method and algorithm is as critical as the development of the cipher
algorithm. In fact, modern key distribution methods are as complex as cipher methods, and they may
engage more than one media to transport the public and the private keys and some employ principles
from quantum mechanics, hence quantum cryptography and quantum key distribution.

All methods currently are based on the difficulty of computing the key in reasonable time. How-
ever, advances change this and history has proved repeatedly that what is difficult today is trivial
tomorrow. Therefore, the communications link should be able to continuously monitor its integrity,
detect interventions, authenticate the channel and link identification or signature, and include coun-
termeasure strategies. In the following we describe some security methods on the information layer
and the link layer. Security on the MAC layer is standards dependent (as described in other chapters
of this book), and therefore, it suffices to say that enhancing security on this layer is a current topic
of research.

10.6 Mathematical Foundations for Security Coding

10.6.1 Prime Number

Prime numbers have fascinated ancient and modern mathematicians because of their elegance and
because of their difficulty to find and manipulate. Their difficulty is of main importance in cryp-
tography where they have found a widespread applicability; there are still many unsolved problems
with prime numbers [21].
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The philosopher-students of Pythagoras’s school (500 BCE–300 BCE) were interested in the
harmonic relationship among numbers, and they understood perfect numbers, amicable numbers,
and the idea of primality. Similarly, in around 300 BCE, a perfect number is one whose proper
divisors sum to the number itself. The proper divisors 1, 2, and 3 of number 6 sum up to 6. Similarly,
the proper divisors 1, 2, 4, 7, and 14 of number 28 sum up to 28. A pair of amicable numbers is a
pair of numbers such that the proper divisors of one number sum to the other and vice versa.

A prime number p is a positive integer that is exactly divisible by 1 and by itself only [22]. By
this definition, the numbers 1, 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, and so on are prime numbers;
the numbers 1, 2 can be excluded since 1 is the very first integer of all positive numbers and 2 is
the only even prime. It turns out that all prime numbers, with the exception of 2, are integer odd
numbers; an even number cannot be prime since it would be divisible by at minimum 1, 2, and itself.
Thus, 5 is a prime and 4 is not.

Euclid had provided a proof of the Fundamental Theorem of Arithmetic, postulating that every
integer can be written as a product of primes in an essentially unique way (Euclid, Book IX, Ele-
ments), and also that if the number 2n − 1 is prime, then the number 2n−1 (2n − 1) is a perfect
number. In addition, his second theorem postulates that there is an infinite number of primes; this has
triggered a quest among many notable mathematicians (Euler, Fermat, Legendre, Gauss, to mention
a few) to advance prime number theory and find the largest prime number ever; by the year 2005,
the largest prime number had 7,816,230 digits. The fundamental theorem of arithmetic states that
any positive integer can be represented in exactly one way as a product of primes.

The number of prime numbers p(x) in the range (2, x) is approximated to be p(x)∼ x/lnx . For
example, the number of prime numbers in the range 2–40 is 40/ln 40 = 40/3.6 = 10.8 or ∼11. In
addition, the nth random number pn is within the numbers n/ln n < pn < n[ln(n) + ln ln(n)], for
n > 5.

A very difficult problem with prime numbers is to determine the prime factors of a given integer
known as factoring prime numbers. Officially, there is no known general purpose prime factoriza-
tion algorithm to efficiently accomplish this. Several algorithms have been devised but all differ in
complexity. The simplest known prime factorization method for a given integer is the direct search
factorization, which tests systematically by trial division if all possible factors divide the given
integer; such method is also known as brute force. Clearly, it is very easy to multiply two large
prime numbers producing a huge number that can act as the cipher key, but to calculate the original
prime numbers the product was derived from it would take an unrealistic amount of time; you see,
the primes need to be calculated in order to decode the cipher text. As a consequence, even if an
eavesdropper intercepts the product of primes, it will be very difficult for him/her to calculate from
it the original primes. However, if a smart method is devised that efficiently and quickly factors
large prime numbers, then the cryptographic value of methods based on primes comes to an end.
Bill Gates in his book The Road Ahead pointed out (in paraphrase) that the development of an easy
way to factor large prime numbers that defeats the cryptographic system could be a disaster [23].

Another category is the twin primes. Two prime numbers are called twins if their distance is 2,
that is, p1 = p and p2 = p + 2. For example, the primes 3 and 5 are twins, and so are the prime
numbers pairs (5, 7), (11, 13), (17, 19), (29, 31), (41, 43), and so on [24].

10.6.2 Modulus Arithmetic

Modulus arithmetic uses a notation such as R = α(mod β) or simply R = αmodβ, denoting that
when α is divided by β the remainder is R; the divisor β in this case is called the modulus. Using
this notation, the previous example would be written as 1 = 13(mod 3); that is, 13 divided by 3
leaves a remainder of 1.
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Modulus arithmetic has certain interesting properties with excellent applicability to cryptography
and to Shift Cipher method.

For example
R = 0 when α is exact multiple of β.
Two numbers A and B are equal if after division by m they yield the same remainder; that is,

A = B if A(mod m) = B(mod m); this notation is often simplified to A = B(mod m).
The latter property is important as large numbers can be reduced using arithmetic modulo m

operations. For example, consider the number 11 × 17 = 187. Then, assuming mod 12 operation,
there is 187 = 15 × 12 + 7, 7 = 187(mod 12), or 11 × 17 = 7 in modulus 12.

In addition, the following exponential properties are of interest in cryptography:

(gmoda)x = (gx)moda
(gxmoda)ymoda = gxymoda
gxymoda = gyxmoda

10.6.3 Greatest Common Divisor

In many cryptographic algorithms it is necessary to compute the greatest common divisor (gcd) of
two positive numbers. The precise computation of the gcd is a tedious task, complex, time consum-
ing, and expensive. As a consequence, several algorithms have been devised to compute the gcd
with fewer computational steps and an accuracy that is commensurate with the particular algorithm.
Thus, there is the classical Euclidean algorithm, the nonclassical binary algorithm, the Lehmer gcd
algorithm, and the binary extended Euclidean algorithm. We describe the classical Euclidean gcd
algorithm and the binary gcd algorithm.

The Euclidean algorithm for computing the gcd of two integer numbers a and b with a > b, is as
follows:

1. While b > 0, calculate amodb, move b to a, move the calculated value amodb to b.
2. Return a.

A numerical execution of the Euclidean algorithm for a = 2, 136 and b = 936 yields a gcd = 24 as
follows:

a Q × b R = amodb

1. 2,136=2 × 936+ 264
2. 936=3 × 264+ 144
3. 264=1 × 144+ 120
4. 144=1 × 120+ 24
5. 120=5 × 24 + 0
6. 24 – –

where a becomes the dividend, b the divisor, Q is the quotient, and R is the remainder (amodb).
The binary gcd algorithm entails repeated divide by two operations. Binary division is accom-

plished by shifting the binary number in a shift register (which is a very fast and inexpensive pro-
cess), and it is described with the following algorithmic example.

For two positive numbers a and b, a > b, and three registers, a, b, and g:

1. Preset the two shift registers with the values a and b, and initialize the divisor register g to 1.
2. For as long as a > 0 and b > 0, do the following:
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2.1 For as long as both a and b are even,

keep dividing a and b by 2,
and keep the latest divisor value in register g; that is, if there are n iterations the value

in g is g = 2n .

2.2 For as long as a is even but not b, keep dividing a by 2,

else for as long as b is even keep dividing b by 2.

2.3 If both a and b are odd, then put the value |a − b|/2 in a temporary register t .
2.4 If a ≥ b, then move the contents of t into a,

else move t into b.

2.5 Return the product g × t to step 2.

3. If a = 0 or b = 0, the gcd = g × t .

A numerical problem using the aforementioned binary algorithm for a = 2,136 and b = 936
yields gcd = 24 as follows (notice that a and b remain odd after the third division):

i : 1 2 3 4 5 6 7 8 9 10
a: 2136 1068 534 267 75 75 27 3 3 3 3
b: 936 117 117 117 117 21 21 21 9 3 0
g: 1 21 = 2 22 = 4 23 = 8 8 8 8 8 8 8 8
g × t : – – – – – – – – – – 3 × 8 = 24

That is, the gcd value is calculated to 24.

10.6.4 Groups

A group G(∗) consists of a set of elements (or numbers) with a custom-defined binary operation (∗)
on G that satisfies the three abstract axioms:

• The associative operation a ∗ (b ∗ c) = (a ∗ b) ∗ c for all (a, b, c) in G holds.
• The group G has an identity element I such that a ∗ I = I ∗ a = a for all elements a in G.
• There is an inverse of a in G, a−1, such that a ∗ a−1 = a−1 ∗ a = I .

Furthermore,

• The group G is abelian (or commutative) if a∗b = b∗a.
• The group G is finite if |G| is finite.
• Order of group is the number of elements in the finite group G.

Example 1: Consider the finite group of integers Zn with elements from 0 to n − 1, and basic
operation the traditional addition + instead of (∗). Then,

The associative operation 1 + (2 + 3) = (1 + 2) + 3 holds;
The identity element is 0, since 0 + a = a + 0;
The inverse of any integer a in the group Zn is defined as −a, such that a + (−a) = (−a) +

a = 0.

Example 2: Consider the set of integers M with traditional multiplication × as the abstract oper-
ation (∗). Then,

The associative operation 1 × (2 × 3) = (1 × 2) × 3 holds;
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The identity element is 1, since 1 × a = a × 1;
The inverse of any integer a in the group M is defined as a−1, such that a ×a−1 = a−1 ×a = 1.

The custom-defined arithmetic rules make them difficult to solve and therefore groups are suit-
able in cryptography. Two groups are used in cryptography: group Zn defines the additive group of
integers modulo a number n, and group Z p defines the multiplicative group of integers modulo a
prime number p.

• Group Zn (with n elements) defines as basic operation the traditional addition + which ends by
reducing the result modulo n. Doing so, the (addition result)modn always yields numbers in the
range 0 to n − 1. In addition, each element a in an additive group has an additive inverse element
−a such that a + (−a) = 0.

Example: Consider the group Z19. Then

(13+17)mod19 = 30mod19 = 11, and in simplified Z19 reduced notation 30 = 11.
(5+14)mod19 = 19mod19 = 0, and in simplified Z19 reduced notation 15 = 0.

Finally, the additive inverse of 5 is −5, in which case −5 = 14mod19 since (5+14)mod19=0 or
[5 + (−5) + 14]mod19=14mod19 = −5.

• Group Z p (with integers from 1 to p − 1, where p is a prime) defines as basic operation the
traditional multiplication × which ends by reducing the result modulo n, thus assuring closure.
The (product)modn always yields numbers in the range 1 to p − 1. In addition, each element a
in a multiplicative group has an additive inverse element b−1 such that in Z pa × (b−1) = 1 or in
full notation as a × (b−1)modn = 1.

Example: Consider the group Z19. Then
(5 × 17)mod19 = 85mod19=9, or in reduced Z19 notation 85 = 9
Similarly, (15 × 18)mod19 = 270mod19 = 4, or in Z19270 = 4
The multiplicative inverse of 17 is 9−1, in which case 9−1 = 17mod19 since (9 × 17)mod19 =

153mod19 = 1.

10.6.5 Rings

A ring (R, +, ×) consists of a set of elements R with two binary operations, + for addition and ×
for multiplication on R that satisfy the axioms:

• (R, +) is an abelian group.
• The operation × is associative: a × (b × c) = (a × b) × c for all (a, b, c) in R.
• There is a nonzero identity so that 1 × a = a × 1 = a for all a in R.
• The operation × is distributive over the operation +, such that a × (b + c) = (a × b) + (a × c)

for all (a, b, c) in R.
• The ring is commutative if a × b = b × a.

Example 1: The set of integers with the traditional addition and multiplication comply with the
above axioms and is a commutative ring.

Example 2: The set of integers with the addition and multiplication modulo n is a commuta-
tive ring.

An element b is an invertible element of a if a × b = 1, where both a and b are elements of the
ring R.
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10.6.6 Fields

A field F is a commutative ring in which all nonzero elements have multiplicative inverses.
The characteristic of a field is 0 if 1 + 1 + 1 · · · + 1 (m times) �= 0, for m ≥ 1.
Example: The rational numbers Q, the real numbers R, and the complex numbers C comply

with the aforementioned definitions and thus they form fields. Conversely, the ring of integers in
example 1 above does not form a field since the only nonzero elements with multiplicative inverses
are 1 and −1.

A field is finite if it contains a finite number of elements. The order of F is the number of elements
in F .

If the finite field F contains pm elements for some prime p and integer m ≥ 1, then for every
prime power order pm , there is a unique finite field of order pm . This field is denoted Fpm , or
GF(pm); we will meet this notation in elliptic curve cryptography.

The finite field Fp where p is a prime number consists of the numbers from 0 to p − 1 and
the basic operations are defined to be the additive and multiplicative and all calculations end with
the reduction modulo p; operations such as division, subtraction, and exponentiation are derived in
terms of addition and multiplication. In this case, all nonzero elements have a multiplicative inverse.

Example in F23:

(10 × 4 − 12)mod23 = 28mod23 = 5
7 × 10mode23 = 70mode23 = 1, thus 7 and 10 are inverse of each other:
7−1mode23 = 10 and 10−1mode23 = 7
(93/10)mod23 = (729/10)mod23 = (16/10)mod23 = (16 × 7)mod23 = 272mod23 = 20.

10.7 Ciphers

10.7.1 Symmetric Ciphers

The method of symmetric ciphers implies that the created cipher key is the same at both ends of the
path and that both the sender and the receiver use the same key. In this case, we will see that many
algorithms that create the cipher key are based on prime numbers and common divisors. Therefore,
before we describe any algorithm, we outline the prime numbers (pn) and the calculation of the
greatest common divisor (gcd).

10.7.2 Shift Cipher

The Shift Cipher cryptographic method uses modular arithmetic. To explain this, consider two ratio-
nal numbers α and β In a general form, the division of the two numbers is written as

α = β × Q + R, (10.1)

where × denotes multiplication, α is the dividend, β the divisor, Q is the quotient, and R the remain-
der. Thus, the number 13/3 yields Q = 4 and R = 1.

In Shift Cryptography, assume that we have the 26 letters of the English alphabet, A–Z and that
we associate a number to each letter, from A=>1 to Z=>26, as

A B C D E F G H I J K L M N O P Q R S T U V W X U Z
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
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Assume that we want to shift each letter by 9 letters (thus the shift key is 9), and from the result
we want the modulus 26 (since there are 26 letters in the alphabet). Then, using the numerical
association of the initial message (The mountain is tall), using shifting by 9 and perform modulus
26 arithmetic, the ciphered text is obtained as

T H E M O U N T A I N I S T A L L (spaces are for legibility)
20 8 5 13 15 21 14 20 1 9 14 9 19 20 1 12 12 corresponding numbers
3 17 14 21 24 4 23 3 10 18 23 18 2 3 10 21 21 key shifted and modulus 26
C Q N U X D W C J R W R B C J U U ciphered text

To decipher the ciphered text, one has to convert it to the corresponding numbers in the alpha-
bet, subtract 9 (mod26) and then convert the sequence of numbers to a sequence of letters in the
alphabet.

Executing this operation may yield negative or positive numbers. For example, subtracting 9 from
3 yields −6. However, adding −6 to modulus 26 yields 20, which is the correct answer. Similarly,
subtracting 9 from 23 yields 14, which is the correct answer. That is, the correct number in this case
is always within 1 and 26. Notice that this cryptographic method still has a problem: the same letters
in the text are encoded to same letters in the cipher text.

Although, this method may seem complex, if the text is long the substitution sequence using a
very fast computer may be quickly found.

10.7.3 The Substitution or Random Shift Cipher

This cryptographic method replaces each alphabetic character in a text by a unique character asso-
ciation of the alphabet and in a random manner. Thus, A may be replaced by B, B by W, C by K, D
by Z, and so on. Although the number of different substitutions is very large, there are ways to find
out the substitution sequence using a very fast computer.

10.7.4 The Permutation Cipher

This cryptographic method does not replace each character of the alphabet in a text by another. It
simply rearranges the letters of the same text in a specific random-like order. Thus, the message

THE MOUNTAIN IS TALL may be rearranged to
EOI TMUAHNTN LI SLTA.
Clearly, the longer the text the more complex the permutation is and also the longer the

key. However, even for moderate text lengths a very fast computer can easily decode such
cipher text.

10.7.5 The Data Encryption Standard (DES)

In contrast to single alphabetic manipulations that can be decoded relatively easily, one may envision
methods that use a mix of permutations, rearrangements, and ciphering. In addition, a message may
be encrypted in blocks of characters or bits and not single character at a time. When an encryption
method uses blocks of characters or on blocks of bits, it is classified as block cipher. The first block
cipher using complex and convoluted methods with 128-bit keys was developed by IBM in 1970
and it was code named Lucifer. This was adopted in 1977 by the National Institute of Standards and
Technology (NIST, previously known as National Bureau of Standards) and it was renamed Data
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Encryption Standard (DES) but with a reduced key length of 56 bits. DES divides a binary message
into 64-bit blocks. The DES has been a widely used symmetric encryption algorithm. In one mode,
it uses a block cipher with a 56-bit key and an 8-byte block size (64 bits); the low bit of each key
byte is set to odd parity in that key byte. DES in a different mode uses three independent keys and
three encryptions are used for each block of data. The latter uses 168 bits of key and provides the
equivalent of 112 bits of security [25].

The full description of the complex DES algorithm is beyond the purpose of this book; however,
in this section, we make an attempt to trivialize its operation. DES uses a 56-bit key to transpose the
64 bits in the block; the actual key has eight additional bits for key error detection and correction
(EDC). The transposed block is then permuted using another 56-bit key which is derived from the
initial key. The result of this step undergoes 16 more encryption steps, each using 56-bit keys that
are derived from the initial key. The result of this undergoes a swap operation and then a final
transposition.

Each of the 16 encryption steps consists of a very complex process that starts with partitioning the
64-bit blocks into two halves, each of 32 bits. The first half, A32, remains as is, whereas the second
half, B32, is expanded to 48 bits by transposing some bits and duplicating others. The expanded
second half is XOR ciphered with a 56-bit key. The ciphered 48 bits are then subdivided into eight
6-bit groups. Each 6-bit group by substitution produces a 4-bit result and all eight reduced groups
form a 32-bit string. Bits in the string are transposed and the result C32 is XORed with the first
32-bit half, A32, from the initial partitioning. Now, the result of this and B32 is combined to form a
64-bit encrypted block.

As complex, convoluted, and confused this cryptographic method is, it eventually failed the crypt-
analytic test. In 1998, the Electronic Frontier Foundation built a computer-based machine that was
called the DES cracker, which was able to decipher DES encrypted messages.

10.7.6 The Advanced Encryption Standard (AES)

After the demise of DES, in 1997, NIST issued a request for proposals for an Advanced Encryption
Standard. From the 15-candidate submitted proposals in 2000, NIST announced that it had selected
the Rijndael algorithm, which had been developed by V. Rijmen and J. Daemen (hence Rijndael).
The Rijndael algorithm is a block cipher and it is mathematically complex encompassing field the-
ory, Galois fields, irreducible polynomials, equivalence classes, and so on [26–28].

The block and the key sizes are 128-, 192-, or 256- bit long. The block is subdivided into a
sequence of subblocks, such as 8-bit bytes, which are organized in a matrix (for 128-bit blocks a
4×4 matrix of bytes is constructed, whereas for 192-bit blocks a 4 rows by 6 columns matrix). Then
a ten-round iterative process of XOR ciphering followed by a round of highly complex mathematical
operations for byte substitution, shift row, mix column, and round key addition is performed. The end
result after the ten rounds is the final cipher text.

10.7.7 The RC4 Algorithm

The RC4 Algorithm, designed by Ron Rivest in 1987, is a symmetric cryptographic method, for
which a variable key-size stream cipher is generated by a pseudo-number generator. According to it,
an initial key (from 1 to 256 bytes) in a temporary vector T is used to create a variable 256-byte key
in a state vector S; thus, the RC4 performs byte-wise operations and random permutations The state
vector consists of 256 state elements S[0], S [1], . . ., S[255]. At initialization, the state elements S[i ],
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i = 0–256 of the state vector S contain one of the 28 = 256 binary combinations in an ascending
order, 0 (00000000) to 255 (11111111).

The temporary vector T also consists of 256 elements. At initialization, T is preset with the cipher
key. If the key is 256 bytes long, it fills all elements of T . If the key is less than 256 bytes, say k
bytes (k < 256), then k bytes fill the first k elements of T and the key repeats itself as many times
as necessary to fill T .

The role of each T element, T [i ], is to cause a swap of element i in S, S[i ], with element j
in S, S[ j ]. The swapping process is an iterative process and it starts from element i = 0, S[0],
and ends with element i = 255, S[255]. The swap of element i , S[i ], with element j , S[ j ], is
defined according to an algorithm. To find the element j with which element i is swapped, one
executes a modulo256 calculation between S[i ], T [i ], and j . Thus, for element i = 0, element j0
is calculated from j0 = {S[0] + T [0]}mod256. Now, for element i = 1, the value of the next j ,
j1, is calculated from j1 = { j0 + S[1] + T [ j0]}mod256. Similarly, for element i = 2, the value
of the next j , j2, is calculated from j2 = { j1S[2] + T [ j1]}mod256, and so on, to the final element
j255 = { j254S[255] + T [ j254]}mod256.

Since the initial vector S is predefined (0–255), and the temporary vector T is also predefined (it
contains the pseudorandom initial key), it does not seem difficult to perform all swapping calcula-
tions a priori and then use vector S in its final (swapped) state as the cipher key (this would require
one memory to store the cipher key in S, eliminating T ). Alternatively, if T is generated byte at a
time, then since the initial S is known, all is needed is a one line iterative calculation, the result of
which is stored in a register and which is the current element of the cipher key.

Because of the algorithmic simplicity of the RC4, RC4 has found acceptance in several protocols
such as the WiFi protected access (WPA), the wired equivalent privacy (WAP) and in secure sockets
layer/transport layer security (SSL/TLS). RC4 was initially an RSA security private algorithm, but
it was posted on the Internet anonymously.

10.7.8 Asymmetric Ciphers

The cipher systems that we explained in the previous section used a key and an encryption procedure
that must be known to both, the message sender and the rightful message receiver. Regardless of how
complex the cryptographic method is, if it becomes known to a third party it automatically looses its
value.

In 1967, it was proposed [29] that it is possible to have an encryption algorithm that even if
it is known to the public it is difficult to find the key and decipher the cipher text by a third
party.

Now, as intriguing as this proposal may seem, in reality it uses two keys, one public and one
private. Although the public key is used to cipher the message and is known to all (hence public),
the private key is used to decipher the message and it is known to the rightful receiver. Hence, such
methods are classified asymmetric cryptography because a single key is not used at both ends of the
communications channel, and also public key cryptography because they use two or more keys, one
of which is public. A parallel to asymmetric keys is the keys of safe deposits at banks. Two keys are
needed to unlock a safe deposit box, one key that fits in all boxes in the safe and which the bank
holds (the public key) and one private key that the rightful owner holds. One key by itself cannot
unlock a box.

In cryptography with asymmetric keys, security depends on the intractability of mathematical
manipulations that are required for defining the cryptographic keys. Therefore, before we continue
with the description of certain cryptographic methods, we need to define certain mathematical con-
cepts as we did in Sect. 10.5.1.
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10.7.9 The Integer Factorization Problem

Given a positive integer n, express it in its prime factorization. This means finding the pairwise
distinct primes pi such that n = pe1

1 pe2
2 pe3

3 . . . pek
k , where the exponents ei ≥ 1.

Before attempting to factor the integer n, the integer should be tested to assure that it is prime (or
composite).

The nontrivial factorization problem n = ab, where the nontrivial factors a and b are not neces-
sarily prime and are 1 < a < n and 1 < b < n. This problem is solved by splitting n algorithmically
into factors a and b. When a and b are found, they are tested for primality.

10.7.10 Elliptic Curve Factoring

The elliptic curve factoring algorithm considers a random elliptic curve group over Z p. The order of
such group is roughly uniformly distributed in the interval p + 1 − 2

√
p, p + 1 + 2

√
p.

If the order of the group is smooth with respect to some preselected bound, the elliptic curve
algorithm most likely will find a nontrivial factor of n, else it will fail (in the following, a more
rigorous treatment on elliptic curves is provided).

10.7.11 The RSA Algorithm

This algorithm, developed by Rivest, Shamir, and Adleman (hence RSA algorithm), uses prime
numbers in addition to Euler’s and Fermat’s theorems.

The RSA algorithm chooses two prime numbers p and q and it calculates the products N = pq
and O = (p − 1)(q − 1). Then it selects a number k such that the gcd of k and O is 1. Then, it finds
a number k’ such that kk ′ − 1 is evenly divisible by (p − 1)(q − 1).

This algorithm considers the key k public with which the text is ciphered and the k’ private. The
cipher text then is C = Mkmodn and the deciphered original text M = Ckmodn.

For example:

• Assign a number to each letter of the alphabet, as

A B C D E F G H I J K L M N O P Q R S T U V W X U Z
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

• Then, divide the message to be encrypted into groups of letters; the size of group is chosen so that
two groups are not identical. For example, assume that a message consists of the word ABCD.
In this case, the length of the group is a single letter such as A, B, C, and D. Then, the letters are
replaced by their corresponding numbers in the alphabet, as A B C D => 1 2 3 4.

• The algorithm continues with choosing a number N which is the product of two prime numbers,
p and q . In this case, we select p = 3 and q = 7, and thus N = 3×7 = 21, and O = 2×6 = 12.

• Then, a prime number k is selected that is within the product (p −1)(q −1). In our case we select
k = 7 which is within 12.
The prime number k = 7 constitutes the cipher key.

• Then, the message is encrypted as follows:
each number is raised to the power of the key times (mod n):
17 mod15, 27mod15, 37mod15, 47mod15, or
1mod15, 128mod15, 2187mod15, and 16384mod15, or
14, 8, 12, 4, and thus the encrypted message is N H L D.
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To decrypt this message:

• The recipient of the encrypted message N H Q D converts it to letter numbers of the alphabet, 14,
12 and 4.

• Then, a process starts to calculate the decipher key. To do so, the recipient has to find a value k’
such that k ×k ′ −1 is evenly divisible by (p−1)×(q −1), or [k ×k ′−1]/[(p−1)×(q −1)] = P
where P is an even number. In modular notation, this is equivalent to k × k ′ − 1 = 0mod[(p −
1) × (q − 1)].

• Then, k’ constitutes the decipher key.

In our trivial example, (p − 1) × (q − 1) = 2 × 6 = 12 and (7 × k ′ − 1)/12 = P yields k ′ = 7
as P = 4; that is, the cipher key and the decipher key turn out to be the same. This is because we
used very small prime numbers to illustrate easily each step of the method. However, if one uses
large numbers and a computer to do the arithmetic, then the two keys k and k’ are not the same and
thus the method is asymmetric (as an exercise, use the numbers k = 11, p = 13, and q = 19 and
find k’).

• Now, knowing the key k’, the decrypted message is recovered by following a similar process as
encrypting it. To do so, the corresponding numbers of the cipher text are raised to the power of k’
modn and the result is the deciphered text.

Based on the last step, our example continues as:
147mod15, 87mod15, 127mod15, 47mod15, or
105,413,504mod15, 2,097,152mod15, 410,338,673mod15, and 16,384mod15, which yields
1, 2, 3, 4, and produce the deciphered and original text A B C D.

The actual RSA algorithm involves large exponentials and large prime numbers. Thus, the RSA
algorithm is based on mathematical computability to make the job of a bad actor difficult. However,
all an eavesdropper needs to know is the cipher k and N , which is the product of two prime num-
bers, p and q , and thus it should not be impossible to compute with a supercomputer. Therefore,
if the assumption is that the sender and the receiver have fast computers to perform the arithmetic
for ciphering and deciphering respectively, then so does the eavesdropper (who can have a faster
computer or a smarter solution). For example, the open challenge that RSA had set for breaking its
code RSA-129 ($100 to whoever cracks it) was met in the summer of 1994 by an international team,
dubbed the wisecrackers, which was distributed in every continent and worked on approximately
1,600 computers, for 1 year; the RSA-129 had a 129-digit key.

10.8 Quantum Cryptography

Current cryptographic methods base their effectiveness of secrecy on the complexity of the method,
algorithmic or computational, and the inability of the casual eavesdropper to decode messages. This
however, although effective, does not ease users who need guaranteed unbreakability of the cipher
text and truly secure key distribution. For example, if a bank transfers billions of dollars from one
account to another or if a government sends a top secret message to its embassy in a hostile region,
the success of secure deliverability cannot be expressed in probabilities and percentages but in abso-
lute 100 % secure deliverability. Thus, a platinum grade cryptographic method was in need that was
dubbed the Holy Grail of cryptography, implying that this is a true mathematical and technological
challenge. However, if such method was discovered, it would be a cryptographic panacea and it
could be used in high-end applications as well as in personal privacy and information security and
the problem of eavesdropping would have been solved.
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In pursue of the unbreakable cipher key, in about 1970 Stephen Wiesner wrote “Conjugate
Coding” [30] planting the seed of Quantum Cryptography, but his idea did not receive the proper
attention. In 1990, however, Wiesner’s idea was further elaborated and was brought to life by C.H.
Bennett (who knew of Wiesner’s idea) and others [31–33] who experimentally demonstrated the
feasibility of the concept.

Quantum mechanics (QM) theory [34] dwells on the atomic and subatomic nature of matter sup-
porting that the properties of nature in that microcosm are not continuous but quantized, in contrast
to classical mechanics, which supports that in macrocosmic sizes nature behaves in a continuous
manner. Quantum mechanics also describes the properties and nature of photons, and photons are
used in optical communications and optical networks to transport huge amounts of information.
It is this quantum-mechanical explanation of photon properties that becomes the centerpiece of a
new mathematical computation called quantum computing [28] and of a new cryptographic method
known as quantum cryptography [35–37]; when deployed in communications it coins the term quan-
tum communications [38–40].

The theory of QM is complex and it involves meanings and mathematical notations that are
not taught in high school or non-Physics undergraduate programs. In order to describe a complex
subject in a simple manner, it is educational to clarify some notations, which are often encountered
in quantum mechanics.

The starting point of quantum mechanics is the time–space differential equation of a wave func-
tion known as the Schroedinger equation and which describes how a state vector |ψ(t0 ) > evolves
in time:

i�
�ψ(1, t)

�t
= H (p, q)ψ(q, t) (10.2)

This wave function may be considered a mathematical artifice since it does not represent a real
quantity. However, the square of it is related with the probabilities of existence of the states. The
wave function uses a notation that involves the symbols < and >. If the two symbols together <>

denote a bracket, then in quantum mechanical symbolism < is the bra and > is the ket, both with
specific properties; a treatment of this may be found in numerous texts in quantum mechanics, and
therefore it is beyond the purpose of this book. With this notation in mind, the wave equation that
describes the spin of two particles is

|Ψ >= [1/
√

2)(| ↑> | ↓> −| ↓> | ↑>), (10.3)

where the symbols | ↑> and | ↓> denote single particle kets for the singlet states spin up and
spin down. To trivialize this, this notation describes that two particles A and B emitted from a source
with possible spins up or down interact, and because of this they are in such a state that it is difficult
to predict with accuracy the spin state of each particle. Solving this relationship, one obtains the
probabilities of particles A and B being in spin state up or down but not the exact value of the spin
(this is known as local realism). When the two particles are disengaged and independent, only then
can their spin be accurately measured. The argument with this is that when the two particles are
engaged, measuring the spin of one affects the spin state of the other and vice versa, and therefore it
is impossible to know with certainty the spin of each particle. When the two particles are disengaged,
independent measurements yield the spin state of each particle accurately. In quantum mechanics,
the common terms engaged and disengaged are known as entangled and disentangled; one of the
cryptographic methods in optical quantum cryptography uses entangled photons.

In optical networks, the properties of photons may be used in alignment with quantum mechan-
ical principles to develop cryptographic methods, and particularly key distribution methods. Thus,
quantum cryptography (QC) is the art of cryptography using quantum-mechanical principles and
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quantum key distribution (QKD) is a key distribution method that employs certain quantum proper-
ties of particles and especially of photons. One of such properties is the photon polarization state.

Optical quantum cryptography uses a cipher key that has been generated typically by an asym-
metric key generated using one of the well-known methods, such as Diffie–Hellman, elliptic curve
cryptography, or similar to it. Then, the message is ciphered bit by bit using a modulo2 or XOR
operation. The XOR may take place in the electronic regime (before it is converted to optical) or
directly in the optical regime [41, 42].

10.9 Key Distribution

The main objective of a key distribution processes is to transmit to the receiving end the cipher
key in such a way that an eavesdropper cannot capture or copy the key. This may seem simple but
indeed is of paramount importance to cryptography. If the key is known to a third party, then the
cryptosystem has no meaning. The motto a secret is not a secret if it is known by two people is also
critical in cryptography. In fact, a serious effort in the key distribution establishment is to be able to
develop a key such that only one end of the communications path knows the details of its key; that
is, the transmitting end knows its ciphering key, the receiving end its deciphering key, but both ends
do not know each other’s key, yet be able to cipher and decipher the same text. In all, a true puzzle.

10.9.1 Merkley’s Algorithm

In one scenario known as the Merkley’s algorithm, also known as Merkley’s puzzle, a brute force
approach is used as follows: the sending end A of a link sends to the receiving end B several keys,
each with an identification number. B tries to break them one at a time by brute force and if it is
successful in breaking one of them it sends back to A the ID number of the key which establishes
the encryption/decryption key. Thus, the secret key is known to both A and B but an eavesdropper
does not know which key is in use. Clearly, a sophisticated eavesdropper may break all keys by brute
force (if B can so the eavesdropper) and then either detect the ID number when it is sent from B to
A or copy the cipher text and perform a parallel decryption to find out the actual key in use.

10.9.2 Shamir’s Key Distribution Method

The Shamir’s key distribution method considers that no single member of a group is trustworthy
for the whole key [43], but if the key is divided into m pieces, then each piece of the key can be
distributed to each of the m members. The cipher key is the coefficient a0 of an m − 1 polynomial
f (x) = a0 + a1x + · · · + am−1xm−1 and all other coefficients are random elements. According
to Shamir’s method, all members of the group m know the field of the polynomial, and each one
receives a point (x ,y) of the polynomial. Thus, although any individual member of the group or any
subgroup cannot solve Shamir’s puzzle, all m together can determine the key. As a consequence, an
eavesdropper can copy one of the pieces but not all m.

10.9.3 Diffie–Hellman Key Exchange

In secure communications, one of the main issues is to allow the end users of a path to exchange
the cipher key securely. Algorithms with such an objective are known as public key algorithms. The
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Diffie–Helman discrete algorithm was the first published public key algorithm [44]. This algorithm
is based on the difficulty of solving the discrete logarithm problem (DLP).

In short, DLP can be stated as follows:
Given a prime number p, a generator α of Zp, and a non-zero element β in Zp, find the unique

integer k such that β = αkmodp; k is in the range from 0 to ( p − 2) and it is called the discrete
logarithm of β to the base α.

Based on the DLP, the Diffie–Hellman algorithm defines a primitive root α of a prime number p
such that its powers generate all integers from 1 to p − 1. Thus,

αmod p, α2mod p, α3mod p, and α p−1mod p are distinct and consist of the integers 1 through
p − 1 in some permutation.

The order of an element g (in a multiplicative group) is defined as the smallest positive integer m
such that gm = 1.

An element α having order (p − 1)mod p is called primitive element modp. Element α is a prim-
itive element mod p if and only if α(p−1)/q �= 1mod p for all primes q such that q|(p − 1).

For example, consider the prime number p = 13. We calculate successive powers of 2 and verify
that 2 is a primitive element mod13:

20mod13 = 1, 21mod13 = 2, 22mod13 = 4, 23mod13 = 8, 24mod13 = 3, 25mod13 = 6,
26mod13 = 12, 27mod13 = 11, 28mod13 = 9, 29mod13 = 5, 210mod13 = 10, 211mod13 = 7.
The element 2i is primitive if and only if gcd{I ,12}=1. Alternatively, the element 2i is primitive

if and only if i = 1, 5, 7, and 11, or the primitive elements modulo 13 are 2, 6, 7, or 11.
In the Diffie–Hellman algorithm, both the primitive root α and the prime number p are publicly

known. Now, if two end users A and B want to exchange a key, user A selects a random integer
X < p and computes KA = αX mod p. Similarly, user B independently selects a random integer
Y < p and computes KB = αY mod p. User A makes known to user B the computed value KA,
but keeps the integer X private; vice versa user B sends to A the computed value KB and keeps Y
private. Thus, no one else knows the integers X and Y but users A and B, respectively. Now, user
A calculates the key CA = (KB)X mod p, and user B the key CB = (KA)Y mod p. It turns out that
these two keys are the same, K = CA = CB; that is, the final cipher key that will be used by each
end is K = αXY mod p, Fig. 10.5. The proof of this is straightforward:

CA = (KB)X modp = [αY modp]Xmodp = [αX modp]Y modp = [KA]Y modp = CB

The security feature of the Diffie–Hellman algorithm lies in the secrecy of integers X and Y and
the difficulty to calculate discrete logarithms. For example, in order to calculate the key from the

Fig. 10.5 Diffie–Helman key
exchange protocol

Select X < p
Compute

KA = αXmodp

Select Y < p
Compute

KB = αYmodp

USER A USER B

Compute
CA= (KB)Xmodp

Compute
CB= (KB)Xmodp

KA KB

CA= CB= K CB= CA = K 
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publicly known values, an intruder must first calculate Y (or X) from the relationship αXY mod p
using discrete algorithms, a calculation which is very difficult and particularly if the prime number
is very large.

10.9.4 Elliptic Curve Cryptography

Elliptic curve cryptography (ECC) is based on the mathematical properties of certain members of
a family of elliptic curves E over a field F described by the general equation y2 + a1xy + a3y =
x3 + a2x2a4x + a6.

An elliptic curve to be useful in cryptography should not have points on the curve at which both
partial derivatives vanish; that is, the curve must be smooth.

If F is not a characteristic of 2, then the coefficients a1 and a3 can be set to zero without loss of
generality.

10.9.4.1 Fundamentals of Elliptic Curves

The well-known public key algorithms, RSA and Diffie–Hellman (DH), are based on the use of
elementary number theory and on computing difficulty. The RSA algorithm is based on the difficulty
of factoring the product of two large primes. Thus, a user selects two large prime numbers, and their
product is published as the public key. The secrecy of this method depends on the difficulty of
factoring a very large number to find from the public key the private key. The DH algorithm is
based on the difficulty of solving discrete logarithms for large finite groups. That is, in a large finite
group, the solution of ax = c for x , even when a and c are publically known, involves difficult
discrete logarithms. In cryptography, we distinguish the discrete logarithm problem in two cases,
one assumes the finite field that has a large prime (or odd characteristic) and the other the binary or
characteristic 2 (i.e., 2m).

Interestingly, although both schemes are formulated differently, their security is comparable as it
is based on the difficulty of solving the problem. In the meantime, significant progress on factoring
and discrete logarithms has stimulated a steady increase of attack algorithms. Despite the fact that
these attack algorithms are currently slow to execute in order to break the key in meaningfully short
time, if special purpose supercomputers are deployed they will execute much faster to the detriment
of security. As a consequence, new secure methods are needed, which cryptographically perform
better than their predecessors and are immune to attacks. One such cryptographic method is based
on elliptic curves dubbed elliptic curve cryptography (ECC), which is an approach to public key
cryptography.

The use of elliptic curves in cryptography was suggested in 1985 independently by Neal
Koblitz [45] and Victor S. Miller [46]. Since then, many advances in ECC have been made [47–52],
the US National Security Agency endorsed ECC technology and NIST included it in its Suite B set
of recommended algorithms.

Mathematically, an elliptic curve is an equation of the form y2 = f (x) or F(x, y) = y2 −
f (x), which is smooth at any point. This means that the slope at any point on the curve or the first
differential of F with respect to x and y does not vanish. In fact, one may envision the relationship
F(x, y) as projective curves on the plane through the origin, in 3-space, of an equivalent class
(x:y:z) of curves so that they are reduced to regular (x, y) coordinates. Then, the set of points (x:y:0)
is called the line at infinity. As an example, consider a cone. Then, all conics can be projected on a
plane through the origin and be transformed into each other by a linear transformation. Similarly, an
elliptic curve is a two-variable plane curve, on which a group of points in the affine plane satisfy a
certain cubic equation.
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We consider two cases of elliptic curve groups. One is over the field of real numbers F(n) and
the other over the field F(p), where p is a prime and over the field F(2m) which is a binary repre-
sentation with 2m elements.

10.9.4.2 Elliptic Curves over Real Numbers F(n)

In the real number case, the defining equation has the form

Ea,b(G F(n)) : y2 = x3 + ax + b, where x, y, a and b are real numbers. (10.4)

If there are no repeated factors in y2 = x3 + ax + b or if 4a3 + 27b2 �= 0, then the elliptic curve
can form a group. Each value of a and b yields a different elliptic curve, which is symmetric around
the x axis, Fig. 10.6.

The following code generates a set of elliptic curves y2 = x3 + ax + b for different values of a
and b, some of them already shown in Fig. 10.6.

For b = (0 to 4, step 1)
For a = (0 to 4, step 1)

For x (−10 to 10, step 0.5)
If x3 + ax + b ≥ 0; test if y value is on the elliptic curve
w = x3 + ax + b
y1 = +√

w, y2 = −√
w; find y

Plot (x, y1), (x, y2); two symmetric points (or a single point if y1 = y2)
Else,

return
Print (a, b)

return
return
An elliptic curve over real numbers consists of all points on the curve together with a special

point O called the point at infinity; its purpose becomes clear if we notice that the elliptic curve as
defined is symmetric around axis x. Thus, because elliptic curve groups are additive, if we were to
add two points P and P’ that are symmetric around the x axis, the result would be “null” or the point
at infinity O. Although the point at infinity O has no affine coordinates, it is convenient to represent
it using a pair of coordinates which do not satisfy the defining equation. For example, O = (0, 0)
if b �= 0 and O = (0, 1) otherwise. Affine coordinates are the coordinates (x, y) of a locus. For
example, the elliptic curve for which a = −3 and b = 3 has the (x, y) loci on the curve{(−2.1,
+/−0.20), (−2.0, +/−1), (−1.0, +/−2.24), (0.0, +/−1.73), (1.0, +/−1), (2.0, +/−2.24), (3.0,
+/−4.58), (4.0, +/−7), (5.0, +/−10.63)}. The additive property of elliptic curves is examined in
the remainder of this section.

Fig. 10.6 Set of elliptic
curves y2 = x3 + ax + b for
different values of a and b

Elliptic curve
y2

 = x3+10x–1
Elliptic curve
y2

 = x3–9x+5
Elliptic curve
y2

 = x3–6x+9
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Fig. 10.7 Elliptic curve
y2 = x3 − 6x + 9

Elliptic curve
y2

 = x3–6x+9

Similarly, some of the loci of the elliptic curve with a = −6 and b = 9 (rounded to the second
decimal point), illustrated in Fig. 10.7, are {(−2.93, ±1.26), (−0.80, ±3.65), (0.93, ±2.06), (2.93,
±4.06), (5, ±10.2).}

Consider two points on the elliptic curve P and Q. Point P has coordinates (x1, y1) and its
symmetric point on the curve and around the x axis is −P = (x1,−y1). Point Q has coordinates
(x2, y2) and it is such that Q �= −P . Adding the two points P and Q geometrically entails to drawing
a straight line through points P and Q until it intersects the elliptic curve at a third point, R’. Then,
the symmetric of point R’ around the x axis, point R, is the solution to P + Q = R = (x3, y3).
Algebraically, the point R = P + Q on the curve with coordinates (x3, y3) for the elliptic curve
y2 = x3 + ax + b is found as follows [53]:

x3 = S3 − x1 − x2,

and

y3 = S(x1 − x3) − y1,

S = (y2 − y1)/(x2 − x1) if P �= Q, or S = (3x2
1 + a)/2y1 if P = Q(i.e., P is a double point),

where S is the slope of the line through the points P and Q (when P �= Q) or the slope of the
tangent at point P (when P = Q).

Similarly, the coordinates (x3, y3) of P + Q = R for the elliptiic curve y2 + xy = x3 + ax2 + b
are defined as follows:

For P �= Q:
x3 = [(y1 + y2)/(x1 + x2)]2 + (y1 + y2)/(x1 + x2) + x1 + x2 + a, and
y3 = [(y1 + y2)/(x1 + x2)](x1 + x3) + x3 + y1, and
For P = Q (i.e., P is a double point):
x3 = x2

1 + b/x2
1 , and

y3 = x2
1 + (x1 + y1/x1)x3 + x3.
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Elliptic curve
y2

 = x3–6x+9

Q

R

–R

P

Process:

Select P and Q on EC.
P(–2.85, –1.79)
Q(2.93, 4.06)

Line intersects EC at –R:
–R(0.932, 2.06)

The symmetric point R
is the solution:
R = P+Q = (0.932, –2.06)

Fig. 10.8 Finding the point R from P and Q

Example: Consider the elliptic curve y2 = x3 − 6x + 9, Fig. 10.8. In this case, point P =
(−2.85,−1.74), Q = (2.93, 4.06) and P + Q = R = (0.932,−2.06).

Now, if a single point P on the elliptic curve is selected then the tangent at P intersects the elliptic
curve at another point −R from which the symmetric point R is the solution to 2P = R (i.e., point
P is a double point), Fig. 10.9.

10.9.4.3 Elliptic Curves over Prime Numbers F( p)

Working with real numbers produces imprecise results due to the rounding of numbers which cause
errors. For instance, 5/3 = 1.6666666666∗, which one may write 1.667 or 1.6667 if accuracy to the
third or fourth decimal is sufficient; this introduces an error of approximately 0.0003. Similarly, the
product 1.35×2.97 produces 4.0095, which if rounded to the second decimal is 4.01 introducing an
error of 0.0005. In cryptography, precision is very critical, and therefore fields with integers, primes
and powers of 2, are more convenient.

Elliptic curve
y2

 = x3–6x+9

P

–R

R

Process:

Select P on EC.
P(3.47, 5.46)

Intersecting tangent at –R
–R(0.624, –2.35)

The symmetric point R
is the solution:
R = 2P = (0.624, 2.35)

Fig. 10.9 Finding the point R from a double point P
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In the prime case, the defining equation has the form Ea,b(G F(p)): y2 = x3 + ax + b, where a
and b are constants in F(p) such that 4a3 +27b2 mod p �= 0, where p is a prime number in the range
0 to p − 1, and the right side of the equation has no repeated factors. In this notation, Ea,b(G F(p))
denotes the group of curves over the field F(p) for the prime case. Thus, an elliptic curve consists
of all points (x ,y) that satisfy the elliptic curve equation modulo p, y2mod p = (x3 + ax + b)mod p,
along with a special point O called point at infinity; in addition, the relationship 4a3 +27b2 mod p �=
0 must be satisfied. An elliptic curve over prime consists of the points on the curve together with a
special point O called the point at infinity; its purpose was explained in the previous section. The
negative of a point P = (xP , yP) on the elliptic curve is point −P = (xP ,−yPmod p).

As in the case with real numbers, two points P and Q on the elliptic curve Ea,b(G F(p)) may be
added to produce a third point R. The coordinates of point R = (xR, yR) are

xR = S2 − xP − xQmodp, and yR = −yP + S(xP − xR)modp,

where S = (yR − yQ)/(xP −xQ) mod p is the slope of the straight line that connects points P and Q.
If there is only one point P on the curve at which the tangent is considered (also called double

point), then the point R is calculated from 2P = R, in which case (xR, yR) are:

xR = S2 − 2xPmodp, and yR = −yP + S(xP − xR)modp,

where S = (3x2
P + a)/(2yP)mod p is the slope of the tangent at point P .

Example: Consider a simple elliptic curve in F(23) with a = 1 and b = 0, y2 = x3 + x . Examine
if point (x, y) = (9, 18) is a point on the elliptic curve.

First, the coefficient relationship 4a3 + 27b2 mod p is examined: since 4mod23 �=0 this condition
is satisfied.

Now, to examine if the point (x, y) = (9, 18) is a point on the elliptic curve, substitute x and y
by the coordinate values:

182mod23= (93 + 9)mod23 or 324mod23=738mod23 or 2=2; this confirms that point (9, 18) is
a point on the selected elliptic curve.

Exercise: There is a total of 23 points that satisfy the elliptic curve defined in the aforementioned
example. Using the previous example, verify that points (1, 5), (9, 5), (11, 13), (17, 13), and (19, 1)
are among them.

10.9.4.4 Elliptic Curves over F(2m)

In the binary case, the defining equation has the form Ea,b(G F(2m)) : y2 + xy = x3 + ax2 + b,
where a and b are unequal constants in F(2m), b �= 0, and m is a large integer. In this notation,
Ea,b(G F(2m)) denotes the group of curves over the field F(2m) for the binary case. As in the
previous cases, F(2m) consists of all points on the elliptic curve and the point at infinity O. Notice
that points in the binary case are expressed in their binary representation with the two symbols (1,0),
where m denotes the number of symbols in the string. For example, if m = 4 then 0110 is one of the
16 possible strings. In addition, since we deal with binary strings, calculations are executed with the
Exclusive Or (XOR) function. In a realistic cryptographic system, m is very large, such as >100, to
be meaningful.

In the binary case, the form Ea,b(G F(2m)) takes a more general expression where the coefficients
a and b are also binary strings and thus they are replaced by the binary form gm (g is known as the
generator) as

Ea,b(G F(2m)) : y2 + xy = x3 + gm x2 + gn .
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Then, for the simple elliptic curve Ea,b(G F(22)) with generator g = (0010), the powers of g are in
binary form:

g0 = (0001), g1 = (0010), g2 = (0100), g3 = (1000),
g4 = (0011), g5 = (0110), g6 = (1100), g7 = (1011),
g8 = (0101), g9 = (1010), g10 = (0111), g11 = (1110),
g12 = (1111), g13 = (1101), g14 = (1001), g15 = (0001); that is, g0 = g15.

Example: Consider the elliptic curve Ea,b(G F(22)): y2 + xy = x3 + g4x2 + g0 (a = g4 and
b = g0) and the generator g = (0010). Verify that the point (x, y) = (g3, g8) lies on the elliptic
curve.

Replacing for x and y, there is
(g8)2 + g3g8 = (g3)3 + g4(g3)2 + g0 or
g16 + g11 = g9 + g10 + g0, or and replacing with the corresponding binary codes (notice that

when the exponent becomes greater than 15, they are modulo reduced and thus g16mod15 = g1):
(0010) + (1110) = (1010) + (0111) + (0001), and performing XOR operations between them,
(1100) = (1100).
In the binary case of elliptic curves, there is a negative point R so that R + (−R) = O and

P + O = P , where O is the point at infinity. In addition, two points P and Q are added to produce
a point R(P + Q = R), the coordinates of which are (remember that all calculations are modulo-
based)

xR = S2 + S + xP + xQ + a, and yR = S(xP + xR) + xR + xP ,

where S = (yP − yQ)/(xP + xQ).
Similarly, if the point P is double at which the tangent is drawn, the coordinates of the point R,

2P = R, is the calculated from

xR = S2 + S + a and yR = x2
P + (S + 1)xR,

where S = xP + yP/xP .

10.9.4.5 Cyclic Groups

A concept that helps the understanding of elliptic curve manipulation in the context of cryptography
is the cyclic groups. First, raising an element a to the power n (where n can be a finite positive
or negative integer, or 0): a0 = 1, a1 = a, a2 = aa; an = akam = ak+m , an = an−1a; and
an = aaa . . . a (n times); the latter in additive notation is written as n × a or n.a.

Consider the group of elements a0, a1, a2, a3,.., ak,..,an−1; all elements in the group G(ak) are
powers of a, and k is a finite integer, k = 0 to n − 1. Also consider that the modulus n of last term
of the group, an−1, results in the identity element or simply the unit; that is, an−1modn = 1, and
in simplified notation (in which modn is implicit) as an−1 = 1. When an−1modn = 1, the group is
termed a cyclic group of order n or the field size is n, Fn ; that is, the first and the last elements in a
cyclic group is the unit. In this case, a is said to be a generator of the cyclic group of size n, denoted
as Cn , or that the group is generated by a. For example, the field F23 has a size of 23 elements from 0
to 22 (notice that 23 is a prime). The prime 23 acts like a field, F23, and the 23 elements of the group
for the generator a = 5 (assuming mod23 operation for each term) are 50 = 1, 51 = 5, 52 = 2,
53 = 10, 54 = 4, 55 = 20, 56 = 8, 57 = 17, 58 = 16,. . ., 521 = 14, and 522 = 1; that is, the field
F23 returns to 1 after 23 terms. Cyclic groups are abelian, but all abelian groups are not cyclic.
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10.9.4.6 Applicability of Elliptic Curve Cryptography

The applicability of elliptic curves in cryptography with simple mathematical language is illustrated
if we consider the algebraic closed elliptic curve and a straight line that cuts the elliptic curve at three
points, as already shown. If the line is tangent to the elliptic curve, the tangent point is considered
twice. Then, if two of the intersection points are rational, so is the third, and if two of the points
are known, it is possible to compute the third. All solutions of the equation together with a point at
infinity form an abelian group, with the point at infinity as the identity element. An abelian group
G is said to be a commutative group if a + b = b + a and a∗b = b∗a for all (a, b) in G; this means
that it does not matter in which order a binary operation is performed. Thus, if the coordinates x
and y are chosen from a large finite field, the solutions also form a finite abelian group. In common
language, the third intercepting point is calculated from the two previous ones using the additive
operation P + Q = R.

The ECC method suggested by Koblitz and Miller was based on the difficulty of solving the
elliptic curve discrete logarithm problem (ECDLP), which is stated as follows:

Given a prime power p, where Fp denotes the finite field containing p elements, and an elliptic
curve, E , defined over a finite field Fp, determine the integer n in the range (0, n − 1), such that
a point P on the elliptic curve E(Fp) and another known point Q on the elliptic curve E(Fp) are
related by n P = Q; that is, point Q is an integer multiple of point P , provided such integer exists.

It is believed that solving the elliptic curve discrete logarithm problem (if we know P and n, then
we can generate Q) is computationally more difficult than solving the discrete logarithm problem
used in the Diffie–Hellman (DH) method, although algorithms to solve this problem have been
proposed. As a consequence, it is believed that for comparable or better security, the secret crypto-
graphic key derived from elliptic curves is much shorter than the DH method.

Example: Consider the elliptic curve y2 = x3 + 9x + 17 over F23. What is the discrete logarithm
k of Q = (4, 5) to the base P = (16, 5)?

Using the brute force approach, one would calculate all possible multiples of P starting with
k = 1 and progressing with k=2, and so on until the solution that satisfies k P = Q = (4, 5) is
found. Doing so, the first few multiples [54, 55] are P=(16,5), 2P = (20, 20), 3P = (14, 14),
4P = (19, 20), 5P = (13, 10), . . .., 9P = (4, 5). Thus, the discrete logarithm of Q to the base P is
k = 9.

The number of points or loci on elliptic curves that are useful in elliptic cryptography is important,
as also are the number of points that make the elliptic curve discrete logarithm breakable [56–58].
In general, the elliptic curve may be vulnerable to attacks if the number of points on E over F is the
same as the number of elements of F .

Now, suppose we have am and that m is written as m = nQ + R, where 0 ≤ R < n for some
integer Q; remember that m = nQ + R is also expressed as R = mmodn. Replacing m with
the latter, one obtains am = anQ+R = anQa R = (an)Qa R = (1)Qa R = a R . This means that all
powers are in the range [0–n], in which case the cyclic group of order n is written Cn =< a >,
where a is the generator and n is a prime. Thus, the additive cyclic group is considered simi-
lar to a multiplicative group of powers of an integer amod(prime n), and the problem of powers
of finding k given points (kC and C) constitutes the elliptic curve discrete logarithmic problem
(ECDLP); if prime numbers are used, it is known as the prime case, and if binary numbers (2n) as the
binary case.

To set up an elliptic curve cryptosystem, one needs to first establish the system parameters. This
consists of the following steps:

• Select a finite field and a representation of the elements in it.
• Select an elliptic curve and the generator point G on the curve.
• Generate the public–private key pairs. These keys consist of a random, secret integer k, which

acts as the private key, and the multiple of the generator point, kG, that acts as the public key.
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It is the number of points N in the group of elliptic curve cryptosystems that makes ECC difficult
to compute the private key k from the public key kG and thus offer high security. This requires a
sequence of elliptic curve additions where each addition consists of several arithmetic operations in
the finite field.

In contrast to ECC, the RSA cryptosystem requires

• no system parameters, but two primes of appropriate size;
• the generation of the public–private key pairs, the public modulus n from the product of the two

primes, a process which is less computationally intensive than setting up the elliptic curve system
parameters [59];

• additionally, the secret exponent d is computed, although this computation is insignificant when
compared to generating the primes.

For RSA cryptosystems, it is the difficulty of computing the length of the modulus and a sequence
of modular multiplications that offers security.

To summarize, the elliptic curve cryptography (ECC) is considered to be more difficult, and it
offers higher security than its predecessors with equal or shorter keys [60, 61]. In terms of offered
security, an ECC over a 160-bit field G F(2160) offers roughly the same security as a 1,024-bit RSA
modulus2 [62, 63] and a G F(2136) as a 768-bit RSA. Comparing the key sizes recommended by
NIST [13, 14] for the Diffie–Hellman RSA and the ECC, there is a dramatic difference in key
length, 1,024 versus 163, 3,072 versus 256, 7,680 versus 384, and 15,360 versus 512, respectively.

Have we exhausted the subject of cyclic groups? Have we stated all properties of cyclic groups?
To both questions the answer is NO. The objective of this section was to identify the complexity
of the ECC and ECDLP subject (the surface of which we have barely scratched) and trigger further
interest. Currently, there is active research in this field in order to identify the minimum key size,
elliptic curves without hard points that can be attacked, and, conversely, identify hard points on
elliptic curves that can be attacked; the sooner we know them, the more secure cryptography is. It
is believed that the hardness of the discrete logarithm on elliptic curves constitutes a better solution
than before, for at least few more years. Some outcomes of this research have been the following.

The hardest ECC broken to date has key that provides about 55 bits of security. For the prime
field case, it was broken in 2003 using 10,000 Pentium class PCs running continuously for over 540
days, and for the binary field case it was broken in 2004 using 2,600 computers for about 510 days.

10.9.5 Digital Signature

Authentication is the process that identifies that a received message was sent by the rightful sending
entity or source and also that detects if the sent message has been received altered.

It is important that when a message is received, the authenticity of the source of the message is
beyond doubt and also that when an acknowledging message is sent back to the sourcing entity, the
latter cannot deny that it never sent the message. Thus, non-repudiation is as important because it
prevents an entity from denying involvement or receipt of a message and this is accomplished by a
digital signature in a message.

Functionally, digital signatures are based on integer factorization, conventional discrete loga-
rithms, and elliptic curve discrete logarithms [64–66].
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10.9.6 The Trusted Third Party or Key Escrow Encryption System

To assure security of the cipher text and that the authorized user only can decipher it, certain other
methods have been used that also provide portability of the key; that is, the authorized user, in addi-
tion to password that allows him/her to access a server, he/she needs a second key to encrypt/decrypt.
In such system, a third trusted entity holds special data recovery master keys, which do not decrypt
the cipher text but they are sent to the authorized user to compute the cipher key. Because these
special keys are in the trust and safeguard of a third party or escrowed, this method is known as
trusted third parties (TTP) or key escrow encryption system (KEES).

The key escrow encryption system consists of the key escrow component. This is managed and
operated by a trusted and accountable party (an escrow agent) and it is part of the public key
certificate management infrastructure. Escrow agents may be private, commercial, or government;
they are identified by name, location, and time-stamp (time and date). It also consists of the user
security component, a hardware device that supports the key escrow function and is capable of
encrypting and decrypting. Finally, it consists of the data recovery component that includes the
cryptographic algorithm and the communications protocol for user and device authentication. The
cryptographic algorithm and the communications protocol in use depend on the service provider of
the key encryption system. Such encryption devices may include registered portable tags, smart
cards, tamper-resistant encryption chips, or PC cards, tat execute from a variety of encryption
algorithms.

Clearly, the security the key escrow system provides is commensurate with protection against
loss, detection of compromised and abused escrow devices and keys, reliability, accountability and
liability of the third party, and authentication of the authorized device and user.

10.10 Quantum Key Distribution

Quantum cryptography is based on quantum mechanics and it takes advantage of Scdroedinger’s
equation and Heisenberg’s uncertainty principle [67–73]. This principle supports that probing a
quantum system in order to measure its state, disturbs its state and yields incomplete informa-
tion about it. That is, the measured state is not the same before the measurement because at the
microcosmic level the probe interacts with the quantum system altering its properties. According
to it, in an optical cryptographic system based on the quantum properties of photons for encrypting
messages, an eavesdropper would cause unavoidable disturbance in the quantum communication
channel, which the sender and the receiver would detect. Thus, if the quantum mechanical properties
of particles are employed in a cryptographic system, then a secret random cryptographic key distri-
bution method can be established between two entities providing security against an eavesdropper;
the key distribution using quantum principles is known as quantum key distribution (QKD).

The first experimental demonstration of QKD was by C.H. Bennett et al. [74–76], verifying the
ideas of S. Wiener, as already described previously. Bennet et al. also demonstrated the notion of
secret message multiplexing, which they called quantum oblivious transfer [77]. According to it, it is
possible to send to a destination simultaneously two encrypted messages. The end user receives both
messages but when one of the two messages is read, the other is automatically destroyed. Quantum
oblivious transfer may be useful in discreet decision making.

Quantum key distribution is best applicable to optical communications [78] and thus it considers
photon behavior and quantized states of photons, such as polarization, phase, photon entanglement,
and photon wavelength. However, it should be mentioned that when photons propagate in optical
matter, they are subject to interactions with the nonlinearity of the dielectric fiber and also to propa-
gation loss, discontinuity reflections, and so on [79].
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In addition to be able to utilize the Heisenberg’s uncertainty principle, on which quantum cryptog-
raphy is based, single or multiple photons with a specific quantized property (such as a polarization
state) must be used. Single photon transmission provides better protection against eavesdropping,
but with current technology it is difficult and very expensive to produce in a controllable manner
single photons that can be transmitted in common single mode fiber. Conversely, multiple photon
transmission is easy and relatively inexpensive to produce in a controllable manner; they can travel
further (considering fiber attenuation), but it provides lower protection against eavesdropping since
few photons may be extracted from the stream. As a consequence, most current demonstrations use
“manicured” quantum cryptographic system with linear, polarization maintaining, and continuous
fiber that supports almost lossless single photon transmission.

In the following, we examine a QKD method that depends on polarization and one that depends
on teleportation or entanglement.

10.10.1 Polarization-Based Quantum Key Distribution

In classical theory, a binary system has two distinct states, represented with the logic symbols “1”
and “0”. Quantum mechanics predicts that an unprobed (or unmeasured) system can be in one of
the two extreme states, “1” and “0”, and also with equal probability in states between the two states;
that is, there is an uncertainty concerning the state of the system. Thus, the state of the system
is in a superposition of all states, “1”, “0”, and all possible states between the two, as a result of
the uncertainty principle. Only when the system state is measured, then the state is known and
Heisenberg’s principle does not hold. One may think of tossing the coin; as long as the coin flips
in mid air, one cannot tell of its “head” or “tail” state, but only when it lands. So, when it lands,
its state is “1” or “0”, and when the coin is in mid air its state probability is |ψ >= (1/

√
2)a|1 >

+b|0 >, where a and b are two positive constants smaller than 1 and |. > is the ket function. This
nonclassical superposition principle gives rise to quantum computation that is based on “qubits”
instead of “bits”. If instead of the sides of a coin we consider the spin states of an electron, + 1

2 and
− 1

2 , or the polarization states of photons [80–85], or some other quantized property of photons [86],
then the principles of quantum computation are applicable to quantum cryptography and quantum
key distribution (QKD).

Indeed, the polarization states of photons have been used in quantum cryptography and partic-
ularly in quantum key distribution. In this section, we examine the QKD with a method that uses
photon polarization. We follow the convention of naming the two ends of an optical link as the
sending station named Alice (A), the rightful receiving end as Bob (B), and the bad actor on the
link, Evan the eavesdropper [86–91]. Using this convention, Alice communicates an asymmetric
quantum key that only she knows to Bob, who although will never know the details of the key can
decipher Alice’s cipher text.

In general, a photon may be in one of many polarization states, linear horizontal, linear vertical,
linear in an angle, elliptic, circular, and so on. The Poincaré sphere helps visualize the polarization
states mapped on a sphere, Fig. 10.10.

With polarization states in mind, a QKD method is described as follows.
Consider an optical quantum cryptographic system, which is based on states of polarization

(SoP). Consider also that the Poincaré sphere is partitioned into two hemispheres; for now, the
actual partitioning is not so important. Thus, all states on one hemisphere are associated with logic
“1” and all states in the complimentary hemisphere are associated with logic “0”, Fig. 10.11; that is,
logic “1” and logic “0” are associated with more than one polarization state, such as (0◦, 45◦, 90◦,
135◦) and (180◦, 225◦, 270◦, 315◦), respectively. In a more complex scheme, the SoPs for “1” and
“0” may be quite random.
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Fig. 10.10 Poincaré sphere on which SoPs are mapped

Additionally, assume that the fiber medium is perfect (homogeneous, isotropic, stress-free, loss-
less, dispersion-less, continuous, and so on) and that randomly polarized single photons are serially
and synchronously transmitted from Alice to Bob. The objective is to develop a QKD method that
establishes an encryption secret key that only Alice knows, Bob can use (but he does not know its
details) and Evan cannot copy.

This QKD key establishment method (first demonstrated by Charles Bennett, John A. Smolin, and
Gilles Brassard of IBM Thomas J. Watson Research Laboratory) considers two separate connecting
paths between Alice and Bob. One path is the optical fiber and the other a public channel, such as
the Internet or the public wireless network, Fig. 10.12.

Notice that when in 1976, W. Diffie and M. Hellman introduced the public key cryptographic
system, they defined a pair of keys, e and d, where e is a publicly available key and d is a private
key. Although several public key protocols have been devised, here we describe a straightforward
one [92, 93]:

1. Alice passes a string of photons through random polarization filter which is controlled by a
sequence of binary bits, say 100110111011; logic “1” will produce a polarization state from
one of the Poincaré hemisphere, and logic “0” from the complimentary hemisphere. However,

Fig. 10.11 Partitioned
Poincaré sphere so that SoPs
in one continent represent
logic “1” and in another logic
“0”

LOGIC 
“1”

LOGIC 

α = 90˚ α = 0˚ 

“0”

α
ε
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Fig. 10.12 The quantum key distribution uses an optical path and a public path between Alice and Bob to establish a
secret key. If Evan intercepts the optical path, then he changes the polarization state and it prevents the establishment
of the key

the association of polarization states with logic “1” and “0” is known to Alice only and unknown
to anyone else, including Bob.

2. Bob receives the sequence of polarized photons which he now passes through his independently
randomly varying polarization filter, but Bob does not know the association between logic value
and polarization state.

3. The random polarization states of his filter pass or reject received randomly polarized photons
from Alice. That is, Bob generates a new sequence of logic “1”s and “0”s, in which (statistically
speaking and over a long string of bits) some bits have the correct logic value that Alice sent, but
not all.

4. Now, assume that Bob’s randomly varying polarization filter generates the sequence 010110101001
from the sequence received from Alice. Although this sequence is not what Alice transmitted,
the common bits between the two sequences are important here. However, up to this step, neither
Alice nor Bob knows which bits are common.

Now, the next steps in QKD are crucial.

1. Bob tells Alice, over the public unsecured channel, the polarization sequence that he used while
receiving Alice’s polarized photons. However, Bob does not reveal to Alice the logic sequence
that he generated.

2. Based on Bob’s response, Alice performs an experiment. She passes the logic sequence that
she sent to Bob through Bob’s polarization sequence. Then, she compares the initial bit string
with the one generated from the experiment and she identifies the common bits in the two bit
strings.

3. Alice tells Bob which of his filter polarization states in the sequence were used correctly, but
without telling him their polarization association with logic “1” and “0”. The polarization states
that were used correctly constitute the quantum key.

4. When all this is done, Alice encrypts her message with the established key using a bit-by-bit
modulo-2 (XOR) operation, and transmits the encrypted message to Bob, who deciphers it using
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Fig. 10.13 The quantum key establishment between Alice and Bob using states of polarization (the sequence of events
is from top to bottom)

the same encryption key. Figure 10.13 illustrates the key establishment with the described polar-
ization method.

10.10.2 Entangled States and Quantum Teleportation

Teleportation has been a debatable issue for quite some time until a team of six scientists put an
end to it using an old theory and an experimental finding. The theory was a mysterious quantum-
mechanical phenomenon that was coined by Schroedinger entanglement in a two-part paper that
appeared in 1935 and 1936 [94, 95]; these two papers were based on conversations with Einstein,
Podolsky, and Rosen, who since 1930 were questioning the completeness of quantum mechanics for
physical reality [96]. In fact, this phenomenon appeared in theory so paradoxically mysterious that
Einstein called it a spooky action at a distance. Since then, the mysterious phenomenon has been
known as the Einstein–Podolsky–Rosen correlation (EPR), and it is based on the entangled states of
two particles, which still influence the state of each other even after they have been separated and
placed at far distances! In cryptography, this effect is known as teleportation and it is. Teleportation
supports that under certain circumstances, one particle can (mysteriously) affect the state of another
particle even if they are completely separated and afar.

To understand the mystery behind this phenomenon, consider two initially entangled particles that
have been separated and positioned at an arbitrarily far away distance and without communication
between them; even so, when the state of one changes, the state of the other changes simultane-
ously. How can it be? Do these disentangled photons have extra sensory perception? Well, it is this
mysterious behavior that has excited Hollywood’s imagination and in science fiction movies energy,
people, food and animals are teleported at superluminal speeds, that is, faster than the speed of light.

The experimental finding by J. Bell in 1964 demonstrated that two individual particles that were
previously entangled when untangled and far from each other did not exhibit random behavior but
strong correlation; that is, they were still influencing each other. This is known as Bell state quantum
eraser, and it is not explainable with classical mechanics [97].
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Entangled photons are two photons in close proximity and in orthogonal polarization states. That
is, one state of polarization may be linearly vertical and the other linearly horizontal, and as the two
photons travel together, they interact with each other, although we do not know exactly how.

Orthogonal polarized states are not new; ordinary and extraordinary photons are photons with
orthogonal polarization states that are created when unpolarized photons propagate through a
strongly birefringent crystal, Figs. 10.14 and 10.15. Such crystal is the beta-barium borate (β-
BaB2O4 or BBO). BBO crystals have a trigonal structure and nonlinear optical properties; they
are transparent in the spectral range 189–3,500 nm and exhibit strong birefringence, with refractive
indices (extraordinary and ordinary) ne = 1.5425 and no = 1.6551 at 1,064 nm, ne = 1.5555 and
no = 1.6749 at 532 nm, and ne = 1.6146 and no = 1.7571 at 266 nm. BBO crystals are known to
split a high-energy photon that propagates through them into two photons, each at half the energy
and at orthogonal entangled quantum states.

John Bell’s experiment uses a BBO crystal and a laser that emits high-energy photons to
demonstrate the effect of teleportation. This experiment in a simplified version is described as
follows.

Unpolarized ray

Optical axis

Extraordinary

Ordinary

n2

n1

Birefringent
crystal

Fig. 10.14 A birefringent crystal splits an optical beam into two orthogonal polarizations, each traveling within the
crystal at different speeds. The emerging rays are still orthogonally polarized. Under certain circumstances, the two
emerging photons can be entangled

Fig. 10.15 Placing a
birefringent crystal on top of
a page will split the image
(word “light”) in two

Lig
Lig ht

Light
Birefringent

crystal
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An ultraviolet laser (high energy and not visible to human eye) emits single photons to a BBO
crystal. As photons travel through the crystal, probabilistically some are split into two photons,
A and B, which now are orthogonally polarized. The two photons exit the BBO crystal (which is
optically transparent at these frequencies) and each has half the ultraviolet frequency and energy (this
frequency is visible to human eye). The resulting two orthogonally polarized photons are entangled.

Subsequent to this, the entangled photons are separated but they retain their polarization orthog-
onality. The one photon (A) is directed to a photodetector (DA) through a polarizing filter (PA), and
the other photon (B) is directed to pass through a double slit and then it is detected by photodetector
(DB), Fig. 10.16. When the two photons impinge on their respective photodetectors, one would
expect since the two photons by now are completely independent, whatever happens to one photon
should not affect the other. Well, this is where the mystery lies.

When the polarizing filter PA allows photon A to pass (because the polarization axis of filter PA

coincides with that of photon A), photon A is detected as well as photon B. However, when the
filter PA is rotated by 90◦ and does not allow photon A to pass (because the polarization axis of
the polarizing filter PA is perpendicular to photon A’s polarization, known as polarization erasure),
not only photon A but also photon B is not detected! That is, in some mysterious way, the state of
photon A at the polarizer affects the polarization state of photon B even though photons A and B
have been separated at an arbitrary distance; else, the state of photon A is teleported to the state of
photon B instantaneously.

In actuality, Bell’s experiment is a little more complex as each slit has a polarizing substance
so that one slit passes counterclockwise linear polarization and the other slit clockwise. Thus, the
observable quantity is the presence or absence of interference patterns; when photon A passes and
is detected, the interference patterns at B are detected, and when photon A does not pass, the inter-
ference patterns at B disappear. Thus, the obvious question, How do photons at detector B know of
the polarizations state of photons at detector A?

Following Bell’s experiment, more experiments have yielded the same results, and recently one
international team has announced five-photon entanglement and another team has announced quan-
tum teleportation between light and matter [98]. As incredible as this may sound, even if some
view teleportation with skepticism, one thing is for sure: the future will be full of excitement and
surprises!
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BBO

Photodetector APolarizing
filter

Slits and
photodetector B

Two photons with
entangled states

λ

2λ

2λ

Teleportation
of properties

Fig. 10.16 A simplified diagram of the Bell experiment that demonstrated photon state teleportation (after Bell)
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10.10.3 Quantum Teleportation and Quantum Key Distribution

Teleportation, when fully understood and explained, promises a secure mechanism for the distribu-
tion of the quantum cryptographic key in optical communications.

In simple terms, teleportation works as follows:
Consider a particle Z that processes the information to be teleported but its state is not known;

particle Z is at the sending station where Alice is. Its state in quantum mechanical notation is

|Ψz 〉 = a |H 〉 + b |V 〉,

where a and b are two constants.
Two photons X and Y are generated at some point with entangled and unknown states and which

are independent of Z and not in contact with it. Quantum mechanically, since we do not know the
individual polarization state of photons X and Y, their superposition of states is expressed by the ket
relationship:

∣∣Ψ −
XY 〉 = 1√

2
(|HX〉| VY 〉 − |HY 〉| VX 〉) ,

where H and V denote conventional horizontal and vertical polarization states; that is, the two states
are orthogonal and entangled.

Now, photon X is sent to Alice and photon Y to Bob, Fig. 10.17.
Up to this point, the inventory of photons is that Bob has photon Y and Alice photons X and Z.

Now, At Alice’s station, photons Z and X are allowed to interact with each other. This is known as
scanning the states. The result of this interaction yields multiple states, all with equal probability of
occurrence.

The interaction of the two photons produces a state which depends on the state of Z and X. As
this interaction takes place, the states of both X and Z are destroyed or erased and the mysterious
nonclassical effect gets into play; the scanned information from photon Z has affected the state
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processor

Teleported
          state

Fiber

LASER
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Entangler
generator

Polarized
photon

Polarized
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Photons previously
entangled
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Fig. 10.17 The teleportation concept for quantum key distribution
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of photon Y at Bob’s station, or it has been teleported. Now, Alice measures the product of the
interaction in a classical way and she transmits this measurement to Bob where now the state of the
Y photon is adjusted to exactly the state of Z.

Thus, the system with all states involved is complete:

|ΨXYZ 〉 = a√
2

(|HZ〉| HX 〉| VY 〉 − |HZ〉| HY 〉| VX 〉) + b√
2

(|VZ 〉| HX〉| VY 〉 − |VZ 〉| HY 〉| VX 〉) ,

The nonclassical information of Z has been teleported and the classical information transmitted:
Thus, Evan, the eavesdropper, can capture the classical information but it is not sufficient to calculate
the cipher key, since the nonclassical information has been (mysteriously) teleported [99–114].

It is precisely the teleportation effect that promises secure quantum key distribution in practical
optical communications. Photon Z is at Alice’s sending station and it posesses the information to be
teleported to Bob’s station. Two photons X and Y are first entangled and then separated. Photon X
is sent to Alice’s station, and photon Y to Bob’s. At Alice’s station, photon X interacts with photon
Z and the quantum state of the interaction is teleported to photon Y at Bob’s station. Alice also
measures the state of interaction and sends it to Bob’s station. The teleported quantum state and
the measured classical state interact and photon Y becomes an exact replica of the initial state of
X. Thus, the security of teleportation lies in the inability of Evan the eavesdropper to capture the
teleported state and compute the cipher key.

10.10.4 A Trivialized Example

Does this sound too complicated? Here we make an attempt to trivialize the previously described
process.

Consider two particles in entangled states each described by a binary code (we chose two binary
orthogonal states to be consistent with the notion of entangled orthogonal states) X=1010, and
Y=0101.

X and Y are detangled and X is sent to Alice’s station where particle Z (represented by the code
1101) is and which we want to teleport; particle Y is sent to Bob’s station.

At Alice’s, X and Z interact (as in A ⊗ B) producing the scanned information S=0111. After this
interaction, the individual states of A and B vanish, and the produced information S, which does not
resemble the original state of X or Z, is now teleported or sent to Bob’s station.

At Bob’s station, we manipulate the state of Y. We chose to transform Y to Y’ by orthogonalizing
it (or inverting it) yielding Y’=1010, and then we allow Y’ to interact with S=0111, such as Y’⊗ S
= 1101 = Z. Thus, the state of Z has been “teleported” to Bob’s station, QED.

Thus, since Evan the eavesdropper may copy the state 0111, he does not know the states of X at
Alice’s ending station or the state of Y at Bob’s station, and thus it is difficult to decode from the
copied information 0111 the original code of Z (of course, a realistic code is many more bits than 4
as in this trivialized example).

10.10.5 Current Issues

The process we described in the previous sections is experimental and as such it is performed in
a controlled and (almost) perfect environment. However, in pragmatic systems, one has to also
consider pragmatic parameters, which raise certain critical issues, such as the following:
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• Transmit the separated entangled photons through common fiber and connectors, the nonlinearity
and the attenuation of which may alter the states and destroy entanglement.

• Difficulty to generate a long sequence of single photons at a highly synchronized and determinis-
tic rate. Currently, laboratory experiments use an argon-ion single-photon laser source which may
be impractical in commercial systems. The key bit rate in optical cryptographic systems ranges
from few bits per second to few Kbps—compare with Gbps for optical data rates.

• Polarizers that can easily distinguish 0◦ from 180◦, 90◦, 270◦, and so on.
• Polarizers that can easily discriminate 0◦ from 90◦ between two photons without destroying one

of the two.
• Explain the physics of teleportation and find the distance limits.

Yet, another critical issue is the security of teleportation. Recent experiments claim five-photon
entanglement and also state teleportation between photons and matter, and future experiments may
demonstrate more unexpected effects. Therefore, the assumed inability of Evan to attack the telepor-
tation loop may change as he may be able to capture nonclassical states and make the QKD process
impossible.

10.11 Current Vulnerabilities in Quantum Cryptography

To date, several quantum cryptographic algorithms have been developed which have been examined
and found to have vulnerabilities to eavesdropping [115]. Analysis of weaknesses and vulnerabilities
of quantum cryptographic algorithm or method is used as a tool to assure the security level before
a method is generally deployed. Some current vulnerabilities, inefficiencies, and weaknesses of the
QC method are [116, 117].

1. There is no simple off-the-shelf optical source with controllable single photon rate generation
and controllable photon polarization.

2. Optical fiber must maintain the polarization state of photons: manufactured fiber must comply
with tight physical, optical, and mechanical specifications. However, variability of these speci-
fications is real and so are attenuation, birefringence, dispersion, and dielectric nonlinearity that
collectively affect the properties of propagating photons in the fiber.

3. As photons propagate in birefringent single-mode fiber, the polarization state of photons does
not remain constant. In fact, polarization may gradually change state to state going through a full
revolution within few meters of fiber, a distance known as beat length.

4. The fiber link in point-to-point links should remain intact and uniform without splices, connec-
tors, and other optical components that may change the polarization state.

5. A not-perfectly coupled single photon source onto optical fiber: typical photonic power coupled
onto fiber suffers from attenuation. There is no reason to believe that coupling a single photon
source onto fiber will not suffer from loss which may result in photon loss and thus increased
quBit Error Rate (qBER).

6. Optical fiber has absorption or scattering centers: at about 1,400 nm, absorption peaks due to
OH-, below 1,300 nm and above 1,620 nm increases due to absorption and Rayleigh scattering.
Currently, there is no zero-loss fiber in any part of the useful spectrum. In fact, to overcome this,
researchers are thinking of quantum repeaters, that is, subsystems that will receive the polarized
signal, restore its strength, and retransmit it. This of course may defeat the purpose of QKD
because Evan can also have the same subsystem which with minor modifications can receive the
signal, copy the polarized key, restore the polarization state of photons and retransmit it to Bob.

7. A very long random bit sequence is required to warranty a good encryption key. Because the two
filters at each end of the fiber are randomly and independently polarized, the number of bits from
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Alice’s sequence that will pass through Bob’s filter is fewer; it is those bits that constitute the
encryption key. Thus, in order to warranty a relatively long encryption key (few hundred bits),
very long sequences must be used.

8. No acknowledgment by Bob that the negotiated encryption key works reliably or correctly. Bob
must know if his polarizing filter behaves as prescribed by Alice from the first arriving photon in
the encrypted message. Deciding when the first photon arrives is a task of its own.

9. There is no mechanism to confirm that the key has been correctly constructed and that the
encrypted message has been correctly received and decrypted. This identifies a potentially serious
issue with QC robustness and a lack of verification. What if a malicious attacker affects one or
the other polarizing filter? What if a malicious attacker adds propagation delay on the line so
that filter synchronization is shifted by a bit period? Will Bob recognize it and reconstruct the
message?

10. To date, only dedicated point-to-point QC and QKD solutions are contemplated, thus under-
utilizing the full bandwidth capacity of WDM. Only one experimental network contemplates
a combined QKD (at 1,310 nm) and a channel in the DWDM C-band, thus not utilizing the
complete potential of DWDM spectrum.

11. An eavesdropper may easily attack the transmitted polarization states on purpose. So far, the
focus in QKD has been to prevent eavesdropping. However, it is equally important to prevent
or countermeasure attacks. An attacker may tap the medium and maliciously destroy the QKD
process and thus hamper transmission of the encrypted message. In such a case, an eavesdrop-
per is not only a person who needs to “listen” but also one who hinders and deters successful
communication between point A and point B; jamming is a well known form of communications
deterrence.

12. If multiphoton bit transmission is contemplated, then a small part of the photonic pulse may
be extracted from the fiber (by sophisticated tapping) and thus break the encrypted message
(assuming that the sophisticated eavesdropper can also “listen” to the conversation between
Adam and Bob).

13. If two entangled photons, A and B, have been separated, does photon A interact with a third pho-
ton, C, that emulates the polarization state of B? This is a key question in teleportation for secure
communications. Current experiments supporting five-photon entanglement and photon-matter
entanglement may find the important applications but may also prove that photon entanglement
may not be such a secure method as we think.

Thus, if quantum cryptography would have to be applied on a practical optical network today,
then Evan, a sophisticated malicious actor, who does not want to eavesdrop but to attack the ability
of establishing secure communications, may accomplish this by altering the properties of the optical
medium with very simple tools, such as by twisting the fiber, stretching the fiber, or even pinching
the fiber with simple paperclips [118–120]. Doing so, it will perform the following:

• Change the propagation and polarization properties of photons in the fiber such that the polariza-
tion states transmitted by Alice arrive at Bob altered.

• Bob sends back to Alice an entirely inconsistent polarization pattern.
• Alice, not knowing what Evan has done, tests the received pattern that Bob sent her, finds the

(erroneous) common bits, establishes a key but wrongly, and sends Bob the encrypted message
using a wrong quantum key.

• Bob receives the cipher text but he cannot decipher it successfully.
• Although Alice and Bob realize that the security of the quantum channel has been compromised,

secure communication has been disrupted. To continue with secure communication, Alice and
Bob must try another fiber, which also may have been compromised.
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Although the aforementioned steps may seem hypothetical, it is a simple, inexpensive, and rea-
sonable scenario. In a simple simulated experiment, it has been confirmed that to alter the state of
polarization is very simple, and all it takes is very small tensile or bending force on the fiber.

10.12 Countermeasures in Optical Networks

10.12.1 Classification of Security Networks Regarding Countermeasures

The speed and efficiency of any countermeasure strategy depend on its ability to monitor and
detect fast fault and severe degradations, on its ability to discriminate between faults and degra-
dation and malicious interventions and also on how fast a countermeasure strategy (if any) is
executed [121, 122].

When Evan attacks the network (we assume that Evan attacks the link between Alice and Bob),
his action is manifested as an inability to establish the quantum secret key (as already elaborated),
or as a degradation of the signal performance as it is measured at Bob’s station (when Evan is
eavesdropping, he removes part of the optical power).

In general, there are three classifications of networks in regard to link security.
The first network classification detects and discriminates between faults and malicious interven-

tions but it does not react to the intervention, other than sending an alarm to some management unit
and discontinuing transporting encrypted data. We will call this detection with alarm and discontin-
uing service (DADS).

The second network classification detects and discriminates between faults and malicious inter-
ventions but it does not react to the intervention, other than sending an alarm to some management
unit and continuing to transport encrypted data on the belief that the key is unbreakable anyway
and that Evan in vain attempts to eavesdrop. We will call this detection with alarm and continuous
service (DACS).

The third network classification detects and discriminates between faults and malicious inter-
ventions, it sends an alarm to some management unit, and it assumes that Evan is a sophisticated
attacker and he should not be taken for granted. In this case, the network has a built countermeasure
strategy that lets Evan to believe that the data captured by him is good, although the true encrypted
data has been moved to another channel or even medium. We will call this detection with alarm and
countermeasure intelligence (DACI).

In the remainder of this section, we examine the optical signal performance and how it can be
used to discriminate between link faults, degradations, and malicious attacks.

10.12.2 Discriminating Between Faults and Attacks

In general, discriminating between faults or degradations and intrusion requires a network that mon-
itors the signal performance continuously and in-service at each receiver [123, 124].

In optical communications, the factors that influence the signal performance are linear and non-
linear:

• attenuation
• cross-talk
• dispersion and dispersion slope
• dispersion group delay (DGD)
• polarization mode dispersion (PMD)
• polarization dispersion loss (PDL)
• four-wave mixing (FWM)
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• cross-phase modulation (XPM)
• self-phase modulation (SPM)
• modulation instability (MI)
• intersymbol interference (ISI)
• noise and jitter.

These factors are analytically known [125] for a particular link and channel, and the signal per-
formance parameters form a vector that constitutes the channel signature ID [126].

How these parameters affect the signal performance is identified in Table 10.1 [127].
Thus, the key signal performance parameters that constitute the performance vector P{x} of an

optical channel are Q-factor, BER, SNR, min–max power levels, noise factor, noise floor, ringing,
and optionally skew, kurtosis, and jitter. During the link setup, the initial performance vector P(x,
t0) constitutes the signal signature or ID and its parameters are stored in the performance vector.
Thereafter, any parameter change for whatever reason will affect P(x, t0), or the channel ID. How-
ever, in order to be able to discriminate between an attack and a fault or degradation, it is necessary
that the channel signature is monitored continuously. Then, the type and rate of change, Fig. 10.18,
provide the forensics for root-cause analysis to discriminate between degradation, failure, or mali-
cious attack. For example, ITU-T G 821 (1996) for digital transmission systems and for rates below
the primary recommends performance thresholds as follows: BER performance is acceptable if it
is better than 10−6 for more than 1 s, degraded if it is between 10−6 and 10−3 for any 1− s period,
severely errored beyond that point and for 1 s, and unavailable if the severely errored performance
persists for more than ten consecutive seconds.

In general, in order to distinguish between degradation/failure and intrusion, the following prag-
matic assumptions need to be made (and the action to be taken):

• Component degradation is slow and so is the rate of performance change of one or more optical
channels (we consider wavelength division multiplexing technology). It is detected by contin-
uously monitoring the performance vector and performing time-base analysis; that is, compare
current with previous performance vectors to determine the rate of change.

• Component failure is abrupt and it affects one or a group of optical channels causing permanent
disruption of service to affected channels. It is detected by correlating reports from receivers and
is localized by correlating reports from detectors strategically distributed on the link.

• Intrusion causes abrupt performance change in one or more channels but not disruption of service.
Intrusion localization is accomplished by correlating reports from detectors at the receivers and
detectors strategically located on the link.

Table 10.1 Parameters and their effect on signal performance

Parameter Effect on signal

Optical signal power level Reduces eye opening; increases SNR and BER
OCh center frequency deviation Reduces eye opening; increases BER; increases cross-talk
OCh width (broadening) Reduces eye opening; increases SNR and BER; increases

cross-talk
OChs (spacing) separation Reduces eye opening; increases BER (combined effects of

items 2 and 3)
Dispersion (chromatic, polarization) Eye closure due to chromatic dispersion; eye closure due to

PMD-induced DGD; increases ISI, SNR, and BER
State of polarization instability Increases BER; increases jitter/wander
Modulation depth (peak to valley) Reduces eye opening; increases BER
Modulation stability (peak and valley) Reduces eye opening; increases BER
Signal echo and singing Adds to laser chirp, signal jitter, and noise
Dielectric (fiber) nonlinearity Eye closure due to DGD caused by SPM, induces XPM,

SPM, and FWM on multiplexed opt signals
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Fig. 10.18 Rate of performance vector change

10.12.3 Estimating the Performance Vector In-Service and in Real Time

Continuous in-service monitoring and detecting of the performance vector is critical in discrimi-
nating between faults, degradations, and attacks. Current methods are limited to estimating BER
as part of the error detecting and correcting (EDC) mechanism that is embedded in data. However,
this method may be considered slow because many frames are needed to estimate BER reliably. For
example, at 10 Gbps and for an expected performance 10−15 BER, it may take up to 26 h or 1.7 min
for 10−12 BER.

However, if the relatively new method of statistical performance estimation is used, then
the performance vector is estimated in real time and in-service with simple integrated circuitry
[128–130].

A complete treatise of the statistical estimation method is beyond the scope of this section as the
method is analytically described in Ref. [128]. However, briefly this is described as follows.

The incoming optical signal is sampled and it is compared to a threshold level, Fig. 10.19. All
samples are digitized and those that are greater than the threshold level are organized in one memory,
whereas those that are less than the threshold are organized in a second memory. The organization
of the digitized samples is such that two virtual statistical histograms are formed from which the
standard deviations are evaluated, the Q-factor, BER, SR, noise factor, power levels, and so on. At
optical data rates of 2.5–10 Gbps, histograms are formed in microseconds, and thus for all practical
purposes, the performance vector is evaluated in real time and in-service since real data is used.
These estimates are stored in registers to form the current performance vector and are compared
with previously stored vectors to determine the rate of change, if any.

10.12.4 Detection with Alarm and Countermeasure Intelligence (DACI)

Networks that monitor the performance vector in-service and in real-time at each receiver of a node
may also support an autonomous countermeasure mechanism. We describe a possible countermea-
sure strategy which is based on the following assumption:

The optical network supports WDM technology.
Optical links are full duplex (single, dual fiber, or quad-fiber).
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Fig. 10.19 Functional block diagram of the circuitry for performance vector estimation

Optical links include data channels and also an encrypted out-of-band (or optionally in band)
supervisory channel; it can also be two supervisory, a working and a standby.

Each optical port includes a performance vector monitoring mechanism (as already described).
Each port consists of a transmitter (laser), a receiver (photodetector and ancillary functional

components), a performance vector monitoring circuitry (as already described), and a com-
munication link to a management unit (on board or out of board).

Certain optical channels have been reserved for protection, which is common practice in
telecommunications.

Based on the aforementioned assumption, one version of the full-duplex link should look like that
in Fig. 10.20.

Based on the link shown in Fig. 10.20, the countermeasure strategy is follows:
Current performance vectors are compared with previous ones; if there is no difference or the dif-

ference remains above a lower acceptable level, then the channel performance is considered stable;
this level has been predetermined by channel parametric fluctuation analysis, which is beyond the
scope of this description. In this case, the receiver sends to the source over the supervisory channel
a (“NO DIFF”) short control message indicating no performance difference, Fig. 10.21.

• If the difference is such that the channel is degrading and a degradation threshold is reached,
then a control channel reassign request (“CHNL REASSIGN RQST”) message is sent to the
source over the supervisory channel. The latter searches for available protection channels from
the pool of reserved ones and it responds with a wavelength (re)assignment control message
(“λ-REASSIGN”) to the receiving end, while it moves traffic from the degraded to the newly
reassigned wavelength. The receiving end assigns the newly assigned wavelength to the receiving
port, and it starts monitoring the performance of the newly assigned channel and thus transmission
continues with minimal or no traffic interruption. The same process is followed when a channel
fails; in this case, the performance difference is a step function and the threshold is set much
lower (close to the noise floor) than the degradation threshold.
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Fig. 10.20 A full-duplex link with performance vector estimation, channel protection, and link attack countermeasure

• If after the reassignment to protection degradation continues, the receiver sends another “CHNL
REASSIGN RQST” and so on.

• If a second reassignment does not remediate the problem, then a link failure is declared by both
the transmitting and the receiving ends.

• Conversely, if the transmitting end does not find any available wavelengths in the protection pool,
then a “NO λ PROT AVAIL” control message is sent to the receiver, and in this case service
continues even if it is degraded. In this case, the receiver continues monitoring the channel per-
formance and keeps sending requests for new wavelength reassignment.

Fig. 10.21 Protocol for channel and link protection and countermeasure

In this model, when performance degradation has been identified at the port, the degradation
threshold is set somewhat higher than the minimum acceptable performance in order to compensate
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for protocol execution time during the channel reassignment. Thus, a channel proactive reassign-
ment algorithm (CPRA) takes place that minimizes information (or packet) loss.

Because each WDM port acts autonomously, multiple channel degradations may take place
simultaneously. Clearly, the number of channels that can be protected can be as many as the number
of protection wavelengths reserved at the source. However, considering that currently there are up
to 320 wavelengths in the C and L bands, then depending on application, one of the well-known
protection strategy (1+1, M:N) may be adopted. In fact, combining this strategy with the channel
proactive reassignment algorithm (CPRA), by a fast switch to protection is achieved.

Besides degradations and failures, the difference of the channel performance vector may reveal
malicious attack on one or more channels. In such case, the algorithm for channel protection is the
same with the addition of the following.

The receiver sends to the source a request for channel reassignment with continued service over
the existing channel (“CHNL REASSIGN RQST+”). Based on this, service over the compromised
channel continues, but data is neither sensitive nor proprietary, whereas the sensitive encrypted data
passes over the newly assigned channel that only the source and destination know about. In this
scenario, if channels keep being compromised, then the complete link may be declared compromised
and under attack and traffic may be routed to another fiber, following a link protection strategy 1:1
or M:N.

10.13 Biometrics and Communication Networks

Biometrics is a technology that authenticates a person’s identity (ID) when access to a building, a
computational device, a network, a machine, a vehicle, and so on, is requested [131].

Biometrics has been addressed with rudimentary methods such as a photograph, a fingerprint, and
a signature on an ID or passport. These methods however have been repeatedly defeated by masters
of disguise and impostors, as it has been convincingly depicted in the movie “National Treasures”.

Currently, biometry is gaining popularity because of a dramatic increase of identity theft and
unauthorized access and entry. Recent authentication methods rely on feature extraction from bio-
metric data obtained from fingertip(s), palm, iris, face, voice, writing style, and also DNA.

In biometric applications, ID authentication may be local (open the door of a car, home, machine),
with no authentication request over any network, short haul or long haul, or it may be remote (access
to a corporate building and sections, access to a home supervised by a security entity, access to bank-
ing accounts, ATM machines, and so on). Local authentication is considered a narrow application
and therefore it is not of concern in communication networks. In remote applications, however,
biometric terminals entail end devices of the access communications network that is connected with
the public or private network, Fig. 10.22.

There are two classifications in the remote biometric database:

• Centralized biometric database. The biometric apparatus extracts features which are transmitted
over the network to a remote central database for comparison and verification. Results are sent
back to the authenticating apparatus over the network to grant or deny access, Fig. 10.23. In this
case, data to and from the central database must be encrypted and the network be secure from
attacks.

• Distributed biometric database. A biometric apparatus requests authentication by a regional
database which is periodically updated by a central database. The distributed database is faster
than the centralized but it also increases the risk for attack.

As a consequence, identity authentication must consider not only the sophistication of the bio-
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Fig. 10.22 Biometric devices are connected to the communications network to retrieve stored ID data for user authen-
tication

metric method and the sophistication of the data encryption, but also the security of the network as
the latter also presents many opportunities for attack, Fig. 10.23.

10.14 Security in the Next Generation Optical Networks

The wavelength division multiplex (WDM) next generation optical network transports a huge aggre-
gate traffic (Tbps) per fiber [132]. The next generation optical network is based on the OTN stan-
dard protocol (most suitable for long-haul applications) [133–144] and on the next generation
SONET/SDH protocol that includes link access procedure SDH (LAPS) [145, 146], the generic

Fig. 10.23 A diverse range of protocols is defined over next generation SDH over WDM. The security layers are
mapped on the adaptation and mapping process
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framing procedure (GFP) [147–150], concatenation strategies (contiguous and virtual) according,
the link capacity adjustment scheme (LCAS) [151, 152] with a suite of protocols mapped over GFP
over next generation SONET/SDH over WDM, Fig. 10.24, and OTN over WDM, Fig. 10.25.
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Fig. 10.24 A diverse range of protocols is defined over OTN over WDM. The security layers are mapped on the
adaptation and mapping process

Fig. 10.25 A diverse range of protocols is defined over OTN over WDM. The security layers are mapped on the
adaptation and mapping process
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In addition, the telecommunications management network (TMN) assists network providers in
providing flow control from distributed network elements to operations support systems. In all,
the next generation optical network will be more cost-efficient, it will be better protected against
failures and degradations, it will be scalable, it will better balance traffic avoiding congestion
spots, it will better route traffic meeting real-time requirements, it will perform better to meet
quality of signal and also quality of service, and it will provide user flexibility to define type of
data (voice + high-speed data + one-way video + interactive video + other services), bandwidth
elasticity, robustness, and security. It is possible that some data in encapsulated payload frames,
such as Internet, may contain sophisticated viruses, but the fiber optic transmission medium and
the all-optical network are not vulnerable to hidden viruses until they are electronically buffered.
However, as the sophistication of the network increases, so is the sophistication of malicious attack-
ers. Thus, an attacker may not attack via the payload space but via control messages, which are
in packets in-line with data packets or over the Ethernet/Intranet network; control messages con-
tain executables and perhaps text-like messages (i.e., the MAC/network layer described in this
chapter). A malicious actor may also cause denial of service by affecting the fiber medium, as
also described. An area of opportunity is also in the fiber to the premises (FTTP). Fiber to the
enterprise and to the home may entice eavesdroppers as the average residential user may not
have sophisticated encryption algorithms, and thus facilitate the malicious intentions of eavesdrop-
pers.

Because of the huge aggregate traffic, good part of which is sensitive and confidential, mali-
cious attackers are expected to attempt eavesdropping, mimicking the source, or cause denial of
service.

A proposed WDM link layer security method uses multiple optical channels to transmit multi-
plexed payloads from various tributaries on the WDM; it has been called wavelength bus. Although
the bit rate per channel on the medium is fixed, the data rate of each tributary can be at a different data
rate. This allows client data rates from sub-wavelength rate to above wavelength rate. For example,
an eight-channel wavelength bus with bit rate 10 Gbps per channel (or 80 Gbps capacity) can accept
tributaries at under Gbps to up to 80 Gbps [153, 154], Fig. 10.26a and b.

In DWDM, the fiber is a transporting medium of a large number of channels, which for practical
and economic reasons are modulated at the same rate. Thus, each data channel acts upon an optical

(a)
T1: a10a11a12a13a14a15a16a17b10b11 . . . b15b16b17c10 . . .

T2: k20k21k22k23k24k25k26k27 . . . a20a21a21a23a24a25 . . .

T3: m30m31m32m33m34m35m36m37 . . . a31a31a33a34a35..

.. : . . . . . . . . ...
TN : pN0 pN1 pN2 pN3 pN4 pN5 pN6 pN7 . . . aN0aN1aN1aN3aN4aN5..

(b)
T1 T2 T3 . . . TB T1 . . .

λ1 : a10 k10 m30 . . . pN0 b10 . . .

λ2 : a11 k11 m31 . . . pN1 b11 . . .

λ3 : a12 k12 m32 . . . pN2 b12 . . .

λ4 : a13 k13 m33 . . . pN3 b13 . . .

λ5 : a14 k14 m34 . . . pN4 b14 . . .

λ6 : a15 k15 m35 . . . pN5 b15 . . .

λ7 : a16 k16 m36 . . . pN6 b16 . . .

λ8 : a17 k17 m37 . . . pN7 b17 . . .

Fig. 10.26 (a) Serial tributaries T1 to TN may be at different data rates. (b) Tributaries T1 to TN are serialized and byte
multiplexed
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modulator to generate an optical serial bit stream, each stream at different wavelength; for simplicity
of description, consider a group of eight streams, λ1 to λ8, onto a fiber as follows:

Moreover, the wavelength bus has excellent link layer security features that may remind an
expanded DNA code structure [155]. Research has indicated that an optical link based on the WDM
wavelength bus is secured by multiple methods, three of which are

• the multiplexer random scheduler
• the temporal wavelength-bus randomizer
• the hybrid method.

The security encryption mechanism that can be employed is visualized in Fig. 10.27. For
4,294,967,296 permutations or more, an eavesdropper will have to process trillions of bytes due
to the randomizer alone; this requires a supercomputer with execution time in the sub-picosecond
regime!

In conclusion, security in the next generation communication networks that consists of many
communication technologies over a path is of extreme importance, Fig. 10.28. It has become
apparent that in addition to end-to-end encryption algorithms and network management security,
it is necessary to secure optical links so that eavesdroppers tapping the light stream from a fiber
are unable to decipher, mimic information, or cause denial of service. In conclusion, in order to
be able to combat the potential attacker, the next generation network must adopt cryptographic
strategies that are robust for a highly sophisticated and adaptable attacker, it should be able to
discriminate between failures/degradations and attacks, and it must include fast countermeasure
strategies. Is quantum cryptography and quantum key distribution the “Holly Grail” of cryptogra-
phy? Time will show; whichever method is employed must be intelligently adaptable, pragmatic, and
affordable.

Algorithmic rearranging
of bit order on the bus

Tributary
parallelization

Parallelized and multiplexed tributaries

Mapping encrypted
wavelength bus

To fiber medium
To wavelength bus

Temporal
wavelength-bus

randomizer

Fig. 10.27 Parallelized and byte-multiplexed tributaries are encrypted in the time domain according to an encrypted
algorithm
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Fig. 10.28 The diverse range of communication technologies presents a variety of opportunities to malicious actors.
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Chapter 11
Concluding Remarks

11.1 Bandwidth Evolution

The optical network of the 1980s evolved at an amazing rate from 2.5 Gbps per fiber, in just two
decades, to few terabits, that is, 1,000-fold. Interestingly, it took about two decades before that to
evolve from a 1,000-fold to 2.5 Gbps (from copper to fiber). If this evolution establishes a trend,
then one can expect in another two decades to have petabits.

The 1990s witnessed an overdeployment of fiber as a large percent of fiber installed was dark;
that is, it was never used or laser light did not pass through it (hence, it was never lit). This was the
result of an access bottleneck; the access was still out of traffic balance compared with the DWDM
backbone. However, with the evolution of wireless networks and their migration from analog to
digital transmission (and thus higher bandwidth) in conjunction with new services that stimulated
traffic increase and smart marketing approaches that put a wireless phone in every pocket, the percent
of dark fiber started getting smaller. With the addition of xDSL technology that delivers hundreds of
kilobits or few megabits to the home, and fiber in the access network (FTTP) will deliver megabits
to gigabits, so that remaining dark fiber will soon be, lit in which case the optical backbone network
may find itself short of bandwidth again. Having fiber to the premises will flood the main network
with all traffic types, voice, Ethernet, Internet, video, interactive video, text, games, music, and so
on. This is an issue to be addressed, research for which is on going for the last 20 years.

11.2 Convergence

Convergence is a term that has existed in the communications industry for more than a decade.
However, because in an environment in which end users require personalized communications
experiences (i.e., a personalized multiplay that meets their own needs and with more customer data
control), the current business models are redefined, and the communications boundaries become
blurry because of an interplay of technologies to enable the multiplay needed by the end user.

As a result, convergence currently means different things. There is convergence of technologies,
devices, services, and networks. For example:

• Technology convergence integrates electronic, opto-electronic, photonic, optical and wireless
technologies in a single device.

• Currently, there is a multitude of communications devices or gadgets targeted for business, com-
munications, entertainment (music and video), text composition, messaging (short messaging and
e-mail), and so on. Device convergence brings all that in a single miniaturized device.

• Service convergence allows for various fundamentally different applications to coexist on the
same communications platform as well as devices so that all types of payload and data protocols
(synchronous, video, data, IP, Ethernet, etc.) will be able to be transported by a single network.
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• Network convergence indicates that a single intelligent network, which combines the goodness
of both switched and packet routing networks, harnesses the interplay of diverse technologies,
fundamentally heterogeneous payloads, and different standards to offer the value-added services
requested by the end user or the customer.

11.3 Why Do Not I Have Fiber to My Home?

Despite the technological advancements and the defined protocols, the question still exists: Why do
not I have fiber to my home? And, why xDSL is not better affordable?

These are good questions, but their answers are not technical based; a huge investment is already
made, and there is no rush to replace it with another network. However, the network diversity that
exists today eventually will catch up with the maintenance cost and network management such
that at the end of the day, a uniform network will be the obvious solution. In fact, in several
countries (such as Korea) FTTP is reality, and in several other countries (such as Sweden) xDSL
has a high penetration. Moreover, depending on country, the xDSL monthly cost to users varies
from under $10 to about $40; this is a huge gap, which is not easily explained, as it is not eas-
ily explained the cost of wireless services that vary from country to country or from one service
provider to another. A simplistic answer lies on service value added, aggressive marketing, and a
smart pricing strategy; that is, how much the subscriber is willing to pay for a service, and who the
subscriber is?

11.4 What About Traditional Services?

The aggregate voice traffic has been exceeded by data traffic (Internet, e-mail, music, video, etc.).
The emergence of video over IP and voice over IP also threaten the synchronous network.

But how real is this threat? Many network designers and network providers battle with this ques-
tion. The synchronous network is fundamentally different than the (asynchronous) packet network.
But is it? In reality, although the data network is fundamentally asynchronous by virtue of the natural
data rate, on the physical layer, the network (assuming a realistic high data rate one) is synchronous,
meaning that packets are transmitted continuously even if the payload is idle. Similarly, the packet
switched network is fundamentally different than the traditional circuit switched network. But is
it? The modern packet switched network has come very close to the circuit switched network in
an attempt to minimize node throughput delay in order to meet real-time requirements necessary
for voice and video traffic. Additionally, the high-aggregate data traffic demands an optical network
which on the aggregation (backbone) is a synchronous optical WDM network, with a technology
that is transparent to payload type and protocol.

11.5 How About Security of Information and of the Network?

Security is expected to be increasing in interest and in events. Besides the malicious attackers,
cracking codes, gain access, and so on have become a challenge to adults as well as young ones.
The worry however is the sophisticated malicious attacker, regardless of age. This attacker may have
the means, in addition to know-how, to intrude and eavesdrop, mimic, alter data, make unauthorized
transactions, or cause denial of service. Therefore, the sophistication of encrypting (or scrambling)
data, the method of generating the encryption key, and the method of distributing the key are very



11.8 The Bottom Line 255

important. Will eventually quantum cryptography prove itself in the realistic optical network? And,
will the intruder be unable to clone photons? Or, a smart physicist will find a method to indirectly
detect the polarization state of photons without disturbing them? I know that this question has caused
laughter, but so did when the particle nature of photons was first introduced, quantum mechanics, as
well as the structure of subatomic particles.

11.6 Number Portability

Number portability means different things to different people, or network providers. We have wit-
nessed the first step in this direction, your wireless telephone number can be carried with you from
one service provider to another. However, what I would like to have in my house is a wireless phone
that has the same number from a city to any city of the world. I want a single phone regardless of
where I am and be charged as if I make a long-distance phone call when I am in an area outside
my serving area, no more no less. In addition, I would like my landline phone to work, be able to
be switched off, and transfer the number to my portable wireless phone, so that I do not have two
numbers, one at home and one in my pocket. That is, I want a single phone number that is truly
portable.

11.7 How Is the Network Managed?

Overall network management is an important topic. A comprehensive, uniform, and simple to oper-
ate hierarchical protocol is necessary for managing degradations, failures, and node provisioning
to assure that the network, bandwidth, and service are provided with the expected QoS. Smaller
network domains however may be self-managed. Such domains may be self-organized ad hoc sim-
plifying the management burden of the overall network.

One comprehensive language per network layer interface greatly simplifies management, which
is “multilingual” in the traditional network. The key feature in any layer language is its flexibility to
adopt to meet new emerging network managing needs. This may sound very fuzzy as stated, yet the
type of services expected to be offered in the near future as well as specific network developments
will require protocol scalability commensurate with the network and services.

In all, the next generation network is here, and the future of communication networks looks
bright and very challenging, and definitely not boring. The next generation network will allow truly
integrated services, which with the help of optical and high-bandwidth wireless access the all-in-one
handheld device that will become ubiquitous and affordable to all.

11.8 The Bottom Line

The next generation intelligent network will enable services at cost-points that make sense to both
customer and service/network providers.

The end user will enjoy simplified, miniaturized, and secured devices that support a set of services
that are selected and managed by the end user; it adapts to an evolving environment of experiences
and supports portability of services in a global environment.

Similarly, the service/network provider provides a service repertory and a scalable and secure
network platform that meets end-user needs with reciprocal business models.

Finally, bandwidth will be almost free as the incremental bandwidth granularity to end user will
increase above megabits; that is, 1,000-fold of the current bandwidth granularity.



Appendix
VPIsystems—Demonstration Examples

Introduction

The following 12 examples have been added to demonstrate important engineering aspects
of Chapter 3. The user can play with each example in real time by accessing the website
http://www.vpiphotonics.com/VPIplayer.php. This particular website is maintained by VPIsystems
GmbH and it is provided at no cost to the user. Any difficulties opening the website or any software
improperly functioning should be addressed directly to

VPIsystems GmbH, Carnotstr. 6, 10587 Berlin, Germany, Phone +49 30 398 058-0, Fax +49 30
398 058-58

Application Example 1

Title

System impairments in 10 Gbps NRZ-based WDM transmissions

Description

This setup illustrates the impact of ASE noise and fiber nonlinearities on the performance of a
10 Gbps NRZ-based WDM system. The BER of each channel can be investigated individually.

The user can adjust the number of spans (transmission length), switch off/on the fiber nonlinear-
ities and modify the EDFA noise figure.

Application Example 2

Title

Performance of NRZ, RZ, and Duobinary modulation format in 10 Gbps transmission

Description

The setup compares the performance of the NRZ, RZ, and Duobinary modulation formats in a single
channel 10 Gbps transmission. The BER obtained with each modulation format are displayed against
the accumulated dispersion or the OSNR.

The user can adjust the OSNR (respectively the accumulated dispersion) as well as the 3 dB
bandwidth of the optical filter in front of the receiver.
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Application Example 3

Title

Performance comparison of NRZ, DPSK, and DQPSK in 40 Gbps transmission

Description

The setup investigates the performance of NRZ, DPSK, and DQPSK modulation in a single channel
40 Gbps transmission. The BER obtained with each modulation format are displayed against the
accumulated dispersion or the OSNR.

The user can adjust the OSNR (respectively the accumulated dispersion) as well as the 3 dB
bandwidth of the optical filter in front of the receiver.

Application Example 4

Title

Variation of OSNR over an OADM chain

Description

This setup illustrates the variation of OSNR over a chain of OADMs where channels are randomly
added and dropped. The OSNR is displayed over the number of passed OADM for three different
random add–drop sequences.

The user can specify the number of cascaded OADMs as well as their insertion loss.

Application Example 5

Title

EDFA transients and their control in dynamic networks

Description

The setup demonstrates the transient behavior of a dynamically controlled EDFA after switching
off one of four WDM channels. The power control of the EDFA is achieved by adjusting the pump
power with a controller.

The user can adjust the feedback gain of the EDFA controller, which affects the settling time and
shape of the controlled EDFA’s transient response.

Application Example 6

Title

Impact of the dispersion map on nonlinear impairments in 10 and 40 Gbps RZ systems
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Description

The setup illustrates the impact of the dispersion map on nonlinear impairments in single channel 10
or 40 Gbps RZ systems. Each span consists of 80 km of SSMF and a pre– and post-compensation
modules. The line is considered noiseless in order to focus on the impact of nonlinear impairments.
ASE is added in front of the receiver to achieve a given OSNR. An ideal DCM is placed in front of
the receiver side for (partial) compensation of the dispersion accumulated in the line. The BER is
displayed against the amount of residual dispersion at the receiver side.

The user can adjust the OSNR as well as the amount of pre– and post-compensation per span that
affect the nonlinear propagation of the signal in the line.

Application Example 7

Title

Reducing FWM effect using different channel spacing

Description

This setup illustrates the impact of four-wave mixing on the performance of WDM systems utilizing
low dispersion fibers (DSF, NZDSF) and high signal powers. The BER and the magnitude of FWM
products are displayed against the channel input power.

The user can adjust the emission frequencies of the channels. The channel spacing can be set
unequal so that the degradation due to FWM is reduced.

Application Example 8

Title

Influence of PMD in 40 Gbps transmission

Description

This setup models the random variation of the bit error rate due to polarization mode dispersion. The
amount of PMD is randomly changed for each iteration. The spread of BER results demonstrates
the difficulty in measuring the power penalty due to PMD.

The user can adjust the modulation format (between NRZ and RZ) and the number of iterations.

Application Example 9

Title

Reduction of nonlinear penalties in 40 Gbps transmissions using alternate polarization modulation

Description

This setup demonstrates the advantages of alternate polarization modulation format over standard
formats (NRZ). To apply alternating polarization between adjacent bits is an effective technique in
suppressing intra-channel nonlinear distortions.

The user can adjust the propagation distance and the WDM input power.
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Application Example 10

Title

Multi-pump Raman optimization

Description

Flat Raman gain is achieved over C and L bands by adjusting pump wavelengths and powers. The
Raman gain and noise figure are displayed over the wavelength. Raman amplification between the
pumps can be observed in an OSA.

The user can modify the wavelength and power of the pumps and observe the changes in the
Raman gain.

Application Example 11

Title

10G–40G upgrade using Raman amplifier

Description

This setup demonstrates the benefits of Raman amplification allowing an upgrade from 10 s to
40 Gbps. Distributed Raman amplification is achieved by backward pumping the transmission fiber
from the receiver terminal end.

The user can change the bit rate from 10 to 40 Gbps and adjust the Raman pump power.

Application Example 12

Title

MLSE versus classical receiver performance

Description

This setup demonstrates the advantage of the Viterbi-MLSE receiver over classical receiver in the
presence of intersymbol interferences. The BER of a 10 Gbps NRZ signal is displayed for a constant
OSNR against the amount of residual dispersion for both receivers.

The user can adjust the OSNR as well as the length of the sequences and the number of states
used for Viterbi-MLSE detection.
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10Base-T: 10 Mbps over twisted pair
100Base-T: 100 Mbps over twisted pair
1000Base-T: 1,000 Mbps over twisted pair
2B1Q: two bits to one quaternary
2f-BLSR: two-fiber bidirectional line switched ring
3R: re-amplification, reshaping, and retiming
4B/5B: four bit to five bit coding
4f-BLSR: four-fiber bidirectional line switched ring
8B/10B: eight bit to ten bit coding

AAL: ATM adaptation layer
ABR: available bit rate
ADC: analog to digital conversion
ADM: add-drop multiplexer
ADPCM: adaptive differential pulse code modulation
ADSL: asymmetric digital subscriber line
AES: advanced encryption standard
AIS: alarm indication signal
ALP: application layer protocol
AM: administration module; amplitude modulation
AMI: alternate mark inversion
AON: all-optical network
AP: access point
APD: avalanche photodetector
APDU: application protocol data unit; authentic protocol data unit
API: access point identifier
APON: ATM-based broadband PON
APS: automatic protection switching
ARM: access resource management
ASE: amplified spontaneous emission
ASIC: application-specific integrated circuit
ASK: amplitude shift keying
ATM: asynchronous transfer mode
AU: administrative unit
AU-n: administrative unit, level n
AUG: administrative unit group
AUG-N : administrative unit group-N

B8ZS: bipolar with eight-zero substitution
B: B channel (ISDN)
BB: broadband
BBER: background block error ratio
BBO: beta-barium borate
BCD: binary coded decimal

261



262 Acronyms

BDI: backward defect indication
BDI-O: backward defect indication overhead
BDI-P: backward defect indication payload
BEI: backward error indication
BER: bit error rate; basic encoding rules
BI: backward indication
B-ISDN: broadband integrated services digital network
BIP-8: bit interleaved parity 8 field
BITS: building information timing supply
BML: business management layer
bps: bits per second
BPSR: bidirectional path-switching ring
BRI: basic rate interface
BSHR: bidirectional shelf-healing ring
BSHR/2: 2 fiber bidirectional shelf-healing ring
BSHR/4: 4 fiber bidirectional shelf-healing ring

C-n: container-level n; n = 11, 12, 2, 3, or 4
CAC: connection admission control
CAM: content addressable memory
CAP: carrierless amplitude phase
CAS: channel associated signaling
CBR: constant bit rate
CCAMP: common control and management plane
CDMA: code division multiple access
CELP: code excited linear prediction
CEPT-n: conference of European posts and telecommunications-level n (see E1)
CIT: craft interface terminal
CLEC: competitive local exchange carrier
CLP: cell loss priority
CLR: cell loss rate
CM: communications module; connection management; connection monitoring
CMI: coded mark inversion
CMIP: common management information protocol
CMISE: common management information service element
CMIS/P: common management information service/protocol
CMT: coupled-mode theory
CNM: customer network management
CO: central office
CODEC: COder–DECoder
COP: connection-oriented protocol
COPS: common open policy service
CORBA: common object request broker architecture
COT: central office terminal
CP: customer premises
CPE: customer premises equipment
CPN: calling party’s number; customer premises network
CPRING: client protection ring
CRC: cyclic redundancy check
CRC-N : cyclic redundancy check, width N
CS: convergence sub-layer
CS-PDU: convergence sub-layer-PDU
CSA: carrier serving area
CSDC: circuit switched digital capability
CSES: consecutive severely errored seconds
CSMF: conventional single-mode fiber
CSMD/CD: carrier sense multiple access/collision detection
CSP: critical security parameters
CTD: cell transfer delay
CU: channel unit
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CW: continuous wave
CWDM: coarse wavelength division multiplexer

D: D channel (ISDN)
DACI: detection with alarm and countermeasure intelligence
DACS: detection with alarm and continuous service
DADS: detection with alarm and discontinuing service
dB: decibel
dBm: decibel with 1 mW reference
DCC: data country code; data communication channel; digital clear channel
DCE: data circuit-terminating Equipment
DCF: distributed coordination function
DCN: data communications network
DCS: digital cross-connect system
DDD: direct distance dialing
DDS: digital data service
DES: data encryption standard
DFB: distributed feedback
DFI: domain format identifier
DH: Diffie–Hellman algorithm
DiffServ: differentiated services
DL: data link
DLC: digital loop carrier
DLP: discrete logarithm problem
DMT: discrete multitone modulation
DPBX: digital PBX
DPCM: differential pulse code modulation
DPDU: data link PDU
DPE: distributed processing environment
DPSK: differential PSK
DQDB: distributed queue dual bus
DR: dynamical routing
DRI: dual-ring interface
DS: defect second
DSAP: destination service access point
DSCF: dispersion-shift compensated fiber; dispersion-slope compensated fiber
DSF: dispersion shifted fiber
DSL: digital subscriber line
DSLAM: digital subscriber line access multiplexer
DS-n: digital signal level n; n = 0,1,2,3
DSN: digital switching network
DS-SMF: dispersion shifted single-mode fiber
DSU: data service unit
DTE: data terminal equipment
DTMF: dual-tone multifrequency
DTS: digital termination service
DWDM: dense wavelength division multiplexing
DXC: digital cross connect
DXI: data exchange interface

E0: ITU-T G.703 electrical interface signal 64 kbit/s
E1: ITU-T G.703 electrical interface signal 2,048 kbit/s
E11: ITU-T G.703 electrical interface signal 1,544 kbit/s
E12: ITU-T G.703 electrical interface signal 2,048 kbit/s
E22: ITU-T G.703 electrical interface signal 8,448 kbit/s
E31: ITU-T G.703 electrical interface signal 34,368 kbit/s
E32: ITU-T G.703 electrical interface signal 44,736 kbit/s
E4: ITU-T G.703 a broadband digital facility at 139,264 kbit/s
EBC: errored block count
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EBCDIC: extended binary coded decimal interchange code
ECC: elliptic curve cryptography
ECDLP: elliptic curve discrete logarithm problem
EDC: error detection code
EDCV: error detection code violation
EDFA: erbium-doped fiber amplifier
EFI: errored frame indicator
EFP: environmental failure protection
EFS: error-free second
EFT: environmental failure testing
ELAN: emulated LAN
EM: element manager
EMC: electromagnetic compatibility
EMF: equipment management function
EMI: electromagnetic interference
EML: element management layer
EMS: element management system
E/O: electrical to optical
ER: extinction ratio
ES: error seconds; electrical section
ESCON: enterprise systems connectivity
ESF: extended superframe format
ESR: errored seconds ratio

FAS: frame alignment signal; fiber array switch
FCAPS: fault, configuration, accounting, performance, and security
FCC: Federal Communications Commission
FDDI: fiber distributed data interface
FDI: forward defect indicator
FDI-P: forward defect indicator-payload
FDI-S: forward defect indicator-OSC
FDM: frequency division multiplexing
FDMA: frequency division multiple access
FEBE: far end block error (renamed as REI)
FEC: forward error correction; forward equivalency class
FER: frame error rate
FET: field effect transistor
FFT: fast fourier transforms
FFTS: fiber feeder transport system
FIT: failure in time
FITL: fiber in the loop
FM: frequency modulation; fault management
FOT: fiber optic terminal
FOTS: fiber optic transmission system
FPGA: field programmable gate array
FPS: fast packet switching
FR: frame relay
FS: frame start signal
FSI: FEC status indication
FSK: frequency shift keying
FSO: free space optical communications systems
FTTB: fiber to the building
FTTC: fiber to the curb
FTTCab: fiber to the cabinet
FTTD: fiber to the desk
FTTH: fiber to the home
FTTO: fiber to the office
FTTT: fiber to the town
FWM: four-wave mixing
FXC: fiber cross-connect
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GbE: gigabit Ethernet
Gbit/s: gigabits per second
GB/s: gigabytes per second
Gbps: gigabits per second = 1,000 Mbps
gcd: greatest common divisor
GFC: generic flow control
GFP: Generic Framing Procedure
Ghz: gigahertz (109 Hz)
GNE: gateway network element

HDLC: high-level data link control
HEC: header error control
HFC: hybrid fiber coax
HIPPI: high-performance parallel interface
HO: higher order
HOVC: higher order virtual container
HTML: hypertext markup language
HTTP: hypertext transfer protocol

ID: identifier
IDI: initial domain identifier
IDL: interface definition language
IDLC: integrated digital loop carrier
IDSL: ISDN DSL
IEC: Interstate Electro-technical Commission
IEEE: Institute of Electrical and Electronics Engineers
IETF: Internet Engineering Task Force
ILEC: incumbent local exchange carrier
ILMI: interim local management interface
IM: inverse multiplexer; intelligent multiplexer
IM/DD: intensity modulation with direct detection
IMS: information management system
IN: intelligent network
IntServ: Internet services
IOF: Interoffice framework
ION: intelligent optical networks
IP: Internet protocol; intelligent peripheral
IPng: Internet protocol next generation
IPv6: Internet protocol version 6
ISDN: integrated services digital network
ISP: Internet service provider
ITSP: Internet telephony service provider
ITU: International Telecommunications Union
ITU-T: ITU Telecommunications Standardization Sector
IXC: inter-exchange carrier

JIT: jitter transfer function

Kbps: kilobits per second = 1,000 bps
KEES: key escrow encryption system

LAC: link access control
LAN: local area network
LAPD: link access protocol for the D channel
LAPF: link access protocol for frame relay
LASER: light amplification by stimulated emission or radiation
LB: loop back
LCAS: link capacity adjustment scheme
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LD: long distance
LEC: local exchange carrier
LED: light emitting diode
LER: Label edge router
LH: long haul
LLC: logical link control
LMDS: local multipoint distribution service
LO: low order
LOA: loss of alignment; generic for LOF, LOM, LOP
LOF: loss of frame
LOH: line overhead
LOI: lower order interface
LOM: loss of multiframe
LOP: loss of pointer
LOS: loss of signal; loss of synchronization
LOVC: lower order virtual container
LP: lower order path
LPC: linear prediction coding
LPF: low pass filter
LSB: least significant bit
LSO: local serving office
LSP: label-switched path
LSR: label switch-router
LSS: loss of sequence synchronization
LSSU: link status signaling unit
LTE: line termination equipment
LVC: low order virtual container

M1: level 1 multiplexer
M12: level 1- to 2 multiplexer
M2: level 2 multiplexer
M23: level 2- to 3 multiplexer
M13: level 1- to 3 multiplexer
MAC: media-specific access control
MAN: metropolitan area network
MB/s: megabytes per second
Mbit/s: megabits per second
MBps: megabytes per second
Mbps: megabits per second (1,000 Kbps)
MBS: maximum burst rate
MCN: management communications network
MH: medium haul
Mhz: megaherzt (106 Hz)
MI: management information
MIB: management information base
MII: Ministry of the (China) Information Industry
MIM: management information model
MPI: multiple path interference
MRTIE: maximum relative time interval error
MS-AIS: multiplex section AIS
MSB: most significant bit
MSDSL: multirate SDSL
msec: millisecond
μsec: microsecond
MSO: multiple service operator
MSOH: multiplexer section overhead
MSP: multiplex section protection
MTBF: mean time between failure
MTIE: maximum time interval error
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MUX: multiplexer
mW: milliwatts
NAP: network access provider
NASA: National Aeronautics and Space Administration (USA)
NC: network connection
NDF: new data flag
NE: network element
NEBS: network equipment building system
NEF: network element function
NEL: network element layer
NEXT: near-end cross-talk
NF: noise figure
NGI: next generation Internet
NIC: network interface card
NIST: National Institute for Standards and Testing
NIU: network interface unit
nm: nanometer
NML: network management layer
NMS: network management system
NNI: network to network interface; network node interface
NOLM: nonlinear optical loop mirror
NRM: network resource management
NRL: Naval Research Laboratory (USA)
ns: nanosecond
NSA: US National Security Agency
NSN: network service node
NSP: network service provider
NT: network termination
NTU: network termination unit

OA: optical amplifier
OAM: operations, administration, and management
OADM: optical ADM
OAMP: oam and provisioning services
OAR: optically amplified receiver
OAS: optical amplifier section
OAT: optically amplified transmitter
OC: optical carrier
OCG: optical channel group; optical carrier group
OCh: optical channel with full functionality
OCI: open connection indication
OC-n: optical carrier level n (n = 1, 3, 12, 48, 192)
OD: optical demultiplexer
ODBC: open database connectivity
ODL: optical data link
ODMA: open distributed management architecture
ODP: optical diverse protection; open distributed processing
ODSI: optical domain service interconnect
ODU: optical data unit
ODU-k: optical channel data unit-k
O–E: optical to electrical conversion
OEIC: opto-electronic integrated circuit
OEM: original equipment manufacturer
OEO: optical–electrical–optical converter
OFA: optical fiber amplifier
OH: overhead
OLC: optical loop carrier
OLE: object linking and embedding
OLS: optical line system
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OLTM: optical line terminating multiplexer
OLTS: optical loss test set
OM: optical multiplexer
OMA: object management architecture
OMAP: operations, maintenance, and administration part
OMS: optical multiplex system; optical multiplex section
OMS-OH: optical multiplex section overhead
OMU: optical multiplex unix
ONNI: optical network node interface
ONTC: Optical Networks Technology Consortium
ONU: optical network unit
OOF: out of frame
OOK: on-off keying
OOS: otm overhead signal; out of synchronization
OPLDS: optical power loss detection system
OPLL: optical phase-locked loop
OPM: optical protection module
OPS: optical protection switch
OPU: optical payload unit
OPU-k: optical channel payload unit-k
OS: operating system
OSA: optical spectrum analyzer
OSC: optical supervisory channel
OSF: operating system function
OSI: open system interconnect
OSI-RM: open system interconnect reference model
OSNR: optical signal-to-noise ratio
OSS: operations support system
OTDM: optical time division multiplexing
OTDR: optical time domain reflectometer
OTE: optical terminating equipment
OTM: optical transport module
OTN: optical transport network
OTS: optical transmission section; off-the-self
OTS-OH: optical transmission section overhead
OTU: optical transport unit
OTU-k: optical channel transport unit-k
OUI: organization unit identifier

PAD: packet assembler and disassembler
PAM: pulse amplitude modulation
PBX: private branch exchange
PC: payload container; protection channel; personal computer
PCM: pulse coded modulation
PCS: personal communication services
PD: photodiode; propagation delay
PDH: plesiochronous digital hierarchy
PDL: polarization-dependent loss
PDN: packet data network; passive distribution system
PDU: protocol data unit
PE: payload envelope
PG: pair gain system; pointer generator
PHY: physical layer
PLCP: physical layer convergence protocol
PLI: payload length indication
PLL: phase-locked loop
PM: performance monitoring; path monitoring
PMC: polarization mode coupling
PMI: payload missing indication
PMD: physical medium dependant; polarization mode dispersion
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PN: pseudorandom numerical sequence; prime number
PNNI: private nni
POH: path overhead
PON: passive optical network
POP: point of presence
POTS: plain old telephone service
PP: pointer processing
ppm: parts per million
PPP: point-to-point protocol
PRC: primary reference clock
PRI: primary rate interface
PRS: primary reference source
PS: protection switching
PSI: payload structure identifier
PSK: phase shift keying
PSTN: public switched telephone network
PT: payload type
PTE: path-terminating equipment
ptp: peak to peak
PTT: postal telephone and telegraph Ministries
PVC: permanent virtual circuit
PVP: permanent virtual path

QAM: quadrature amplitude modulation
QC: quantum cryptography
QKD: quantum key distribution
QM: quantum mechanics
QoS: quality of service; quality of signal
QPSK: quadrature PSK; quaternary PSK; quadriphase PSK

RADSL: rate adaptive DSL
RAM: random access memory
RBOC: Regional Bell Operating Company
RDI: remote defect indicator, formerly FERF; aka yellow alarm
REI: remote error indicator
RF: radio frequency
RFI: remote failure indication; radio frequency interference
Rijndael: Rijmen and Daemen
RM: resource management
RMN: ring–mesh network
ROM: read only memory
ROSE: remote operation service element
RS: reed–solomon
RSA: Rivest, Shamir Adleman Algorithm
RSM: remote switch module
RSOH: regenerator section overhead
RSTE: regenerator section-terminating equipment
RSU: remote switch unit
RSVP: resource reSerVation setup protocol
RT: remote terminal
RTT: round trip time; radio transmission technology
RTU: remote termination unit
RX: optical receiver
RZ: return to zero

SAP: service access point
SAR: segmentation and reassembly
SBS: stimulated Brillouin scattering
SCR: sustainable cell rate
SDH: synchronous digital hierarchy
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SDLC: synchronous data link control protocol
SDSL: symmetric DSL
SDU: service data unit
SF: signal fail; super frame
SH: short haul
SHR: self-healing ring
SI: step index
SIP: SMDS interface protocol; series in-line package
SIR: signal-to-interference ratio
SL: signal label
SL-N : security level N , N =1,2,3 . . .

SLA: service level agreement
SLC: synchronous line carrier; subscriber loop carrier
SLM: synchronous line multiplexer
SM: switching module
SMDS: switched multi-megabit digital services
SMF: single-mode fiber; service management function
SML: service management layer
SMN: SONET management network; SDH management network
SMS: SDH management subnetwork
SN: sequence number; service node
SNA: systems network architecture
SNAP: sub-net access protocol
SNCP: subnetwork connection protection
SNI: service node interface; subscriber to network interface
SNMP: simple network management protocol
SNMS: subnetwork management system
SNP: sequence number protection
SNR: signal to noise ratio
SOA: semiconductor optical amplifier
SoF: start of frame
SOH: section overhead
SONET: synchronous optical network
SP: switching point
SPDU: session protocol data unit
SPE: synchronous payload envelope
SPM: self-phase modulation
SPRING: shared protection ring
SQM/BQI: signal quality monitoring and backward quality indication
SR: short reach; software radio; symbol rate
SRS: stimulated raman scattering
SS7: signaling system #7
SSAP: source service access point; session service access point (ISO)
SS-CDMA: spread spectrum CDMA
SSL/TLS: secure sockets layer/transport layer security
SSMF: standard single-mode fiber
STE: section terminating equipment; switching terminal exchange
STM-n: synchronous transport module level n (n =1, 4, 16, 64)
STP: shielded twisted pair; signal transfer point
STS: synchronous transport signal; space–time–space switch
SVC: switched virtual circuit
SWC: service wire center

T1: a digital carrier facility used to transmit a ds1 signal at 1.544 mbps
T3: a digital carrier facility used to transmit a ds3 signal at 45 mbps
TA: terminal adapter
Tbps: terabits per second: 1,000 gbps
TC: tandem connection
TCP: transmission control protocol
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TCAM: telecommunications access method
TCAP: transaction capabilities part
TCM: tandem connection monitoring
TCMOH: tandem connection monitoring overhead
TCP: transmission control protocol; trail connection point
TCP/IP: transmission control protocol/Internet protocol
TDM: time division multiplexing
TDMA: time division multiple access
TE: terminal equipment; trans-electric
TEI: terminal endpoint identifier
TEP: traffic engineering policy
TE-RSVP: traffic engineering resource reservation protocol
Thz: terahertz (1,000 Ghz)
TI: trace identifier
TIA: Telecommunications Industry Association
TIM: trace identifier mismatch
TINA: Telecommunications Information Networking Architecture Consortium
TL1: transport language 1
TLV: threshold limit values
TM: traffic management; terminal multiplexer; trans-magnetic
TMM: transmission monitoring machine
TMN: telecommunications management network
TOH: transport overhead (SOH + LOH)
TP: twisted pair; transport layer protocol
TPC: transmit power control
TTP: trusted third parties
T&R: tip and ring
TS: time stamp; time slot
TSI: time slot interchanger
TTA: Telecommunications Technology Association
TU: tributary unit
TU-n: tributary unit level n; n = 11,12, 2, or 3
TUG-n: tributary unit group n; n = 2 or 3
TX: optical transmitter
TxTI: transmitted trace identifier

UBR: unspecified bit rate
UDC: universal digital channel
UDP: user datagram protocol
UI: unit interval
ULH: ultralong haul
ULR: ultralong reach
UNEQ: unequipped
UNI: user to network interface
UPC: usage parameter control
UPSR: unidirectional path switch ring
URL: uniform resource locator
USART: universal synchronous/asynchronous receiver transmitter
USHR: unidirectional shelf-healing ring
USTIA: United States Telecommunications Industry Association
UTP: unshielded twisted pair
UV: ultraviolet
UWB: ultra-wideband

VBR: variable bit rate
VC: virtual channel
VC-n: virtual container level n (n = 2, 3, 4, 11, or 12)
VC-n-Mc: virtual container level n, M concatenated virtual containers
VC-n-X : X concatenated virtual container-ns
VC-n-Xc: X contiguously concatenated VC-ns
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VC-n-Xv X virtually concatenated VC-ns
VCC: VC connection
VCI: virtual circuit identifier
VCSEL: vertical-cavity surface-emitting laser
VDSL: very-high-bit rate DSL
VF: voice frequency
VHF: very high frequency
VLAN: virtual LAN
VLSI: very large scale integration
VOA: variable optical attenuator
VOD: video on demand
VoIP: voice over IP
VP: virtual path
VPC: VP connection
VPI: virtual path identifier
VPN: virtual private network
VSR: very short reach
VT: virtual tributary
VTOA: voice telephone over ATM

WADM: wavelength add-drop multiplexer
WAN: wide area network
WAP: wired equivalent privacy
WATS: wide area telephone service
WATM: wireless ATM
W-CDMA: wideband DS-CDMA
W-DCS: wideband digital cross-connect system
WDM: wavelength division multiplexing
WGR: waveguide grating router
WIS: wavelength independent switch
WIXC: wavelength interchanging cross-connect
WLAN: wireless LAN
WPA: wifi protected access
WPON: WDM PON
WSC: wavelength selective coupler
WSS: wavelength selective switch
WSXC: wavelength selective cross-connect
WW II: world war II
xDSL: any-DSL
XML: extensible markup language
XOR: exclusive or
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Access optical networks (AON), 84
Adaptation layers (AAL), in ATM protocol, 30
Add-drop multiplexing (ADM), 73

See also Optical add-drop multiplexers (OADM)
Advanced Encryption Standard (AES), 210
Agamemnon’s link, optical messages, 191
Allan deviation (ADEV) model, 147
Alternate path routing

algorithm, 179
in DWDM, 82–83

American Telephone and Telegraph Corporation
(AT&T), 1

Amicable numbers, 204
Amplifier spontaneous emission (ASE), 148, 150
Amplitude shift keying (ASK), 167
Analog electrical signals, 1
Ancient Greek tablets, 194
Ancient Messopotamian message delivery, 191
ANSI/TIA/EIA-568–A cabling requirement, 34
Asymmetric ciphers, 211
Asymmetric cryptography, 199
Asynchronous networks

data traffic in, 25–26
synchronization and timing in, 25
See also SONET/SDH (synchronous optical

networks)
Asynchronous transport/transfer mode (ATM) protocol,

8, 21, 27
adaptation layers (AAL) in, 30
connection admission control (CAC) process, 31
connection establishment, 31–32
errors, type of, 31
frame in, 28
header fields, 28–29
segmentation and reassembly in, 29
service level agreement (SLA), 30–31
services by, 31
SONET/SDH, 32
traffic shaping (TS) in, 30

ATM PON (A-PON), 84

Background block error (BBE)/and ratio (BBER), 160
Backward defect indication (BDI), 139
Backward quality indication (BQI), 139
Bandwidth elasticity, 3

3B/4B block coding, 46
8B/10B block coding, 46–47
Bell experiment, for photon state teleportation, 231
BER, see Block error ratio (BER)
Bidirectional path-switching rings (BSPR), 188
Biometric database classification, 241
Biometrics and communication networks, 241–242
Birefringence

crystal and splits of optical beam, 230
in optical communication, 61

Bit-by-bit modulo-2, 198
Bit error rate (BER/BERate), 25, 109, 131, 159, 160,

165–167
Bit error ratio (BERatio), 159, 160
Bit interleaved parity (BIP), 161
Block error ratio (BER), 160

analysis, in channel performance, 165–167
performance and bit rate, FEC affecting, 130
statistical estimation method, 168–170

Blue box, 195
See also Network security

Broadband services, 9–10
Brute attack, 197
Brute force, 204
Building information timing supply (BITS), 142
Burst tolerance (BT) parameter, 30, 178
Business management layer (BML), 77

Caesar’s cipher, 194
Calling name database (CNAM), 8
Carrier sense multiple-access/collision detection

(CSMA/CD), 33
Carrier to noise ratio (CNR), 162
Cell loss rate (CLR), in ATM protocol, 31
Cell transfer delay (CTD), in ATM protocol, 31
Cellular wireless telephony, 196
Channel and link protection and countermeasure,

protocol for, 240
Channel isolation/channel separation in optical

communications, 58
Channel performance in networks, 161–162

characteristics, model and measurements, 161
factors affecting, 164

Channel proactive reassignment algorithm (CPRA), 241
Channel protection, in DWDM network, 81–82
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Channel restoration, 183, 187
Chirp, in optical communication networks, 150
Chromatic dispersion (CD), 61, 154

in fibers, 67–68
in optical communication networks, 150

Chromatic dispersion coefficient (CDC), 68
Chromatic jitter, 68–69, 154–155
Ciphering, see Encoding
Ciphers

advanced encryption standard (AES), 210
asymmetric ciphers, 211
data encryption standard (DES), 209
elliptic curve factoring, 212
integer factorization problem and, 212
permutation cipher, 209
RC4 algorithm, 210
RSA algorithm, 212
substitution/random shift cipher, 209
symmetric and shift ciphers, 208–209

Cipher text, 198
Circuit architecture in BER and SNR estimation, 170
Circularly polarized wave in light polarization, 59–60
Clepsydra, 192
Client bandwidth management, 175
Client data frame (CDF), 116–117, 120
Coarse wavelength division multiplexing (CWDM),

64–66, 84, 87–93
Coder-decoder (CODEC), 1
Common channel signaling (CCS), 8
Common Control and Management Plane

(CCAMP), 114
Common management information service element

(CMISE), 77
Communication networks, security layers

information layer and, 201
link layer and, 203
MAC/Network layer and, 202–203

Communications hierarchy and networking, 6
Communications overhead (COMMS OH), 137
Communication technologies, 245–246
Computer telephony (CT), 5
Concatenation

contiguous, 111
efficiency, 127–128
virtual, 111–112

Confidence level (CL), 167
Congestion management in DWDM, 178
Connection admission control (CAC), 178
Constant bit rate (CBR), 177
Continuous wavelength (CW), 82
Cooperative Association for Internet Data Analysis

Group (CAIDA), 42
Core header error control (cHEC), 115–117, 118, 120
Craft interface terminal (CIT), 8
Critical security parameters (CSP), 200
Cross-phase modulation (XPM), 164
Cryptographic keys classification, 202
Cryptography

definition, 196–197

information security services and, 197
symmetric key, 198
and technology, 199

CWDM-PON in WDM system access, 87–88
Cyber-security, 195

Data-dependent jitter (DDJ), 152–154
Data encryption standard (DES), 209–210
Data networks

and protocols, 8–9
synchronous and asynchronous, requirements of, 5

Data packet network, 196
Data services, synchronous and asynchronous network,

101–104
Data traffic explosion, 3
Data transport efficiency, 5
Decoding, 197
Detection with alarm and countermeasure intelligence

(DACI), 238–241
Deterministic jitter (DJ), 152
Differential group delay (DGD) noise, 155
Differentiated services model (Diffserv),27–28
Diffie-Hellman key exchange, 215–217
Digital cross-connects systems (DACS or DCCS), 8
Digital service levels (DS), 1
Digital subscriber lines (DSL), 1, 5
Digital transmission and analogue, 1–3
Diplex method, in bidirectional traffic, 85
Direct in-service methods, 161
Direct search factorization, 204
Dispersion-compensated fiber (DCF), 68
Dispersion-flattened compensated fiber (DFCF), 68
Dispersion-flattened fiber (DFF), 68
Dispersion-shift compensated fiber (DSCF), 68
Dispersion shifted fiber (DSF), 66
Dispersion-slope compensated fiber (DSCF), 68
Distributed biometric database, 241
Distributed traffic control, 173–174
Dual-fiber method, in bidirectional traffic, 86
Duplex method, in bidirectional traffic, 85
DWDM (Dense wavelength division multiplexing), 55,

56, 63, 64, 87, 89, 92, 93
EDFA amplification in, 71–72

DWDM mesh networks, fault protection in, 187–188
DWDM networks, 73–74

channel and link protection, 81–82
group protection in, 82
networks topologies, 74–75
network switching, 78–80
optical mesh networks, 178
optical network interfaces, 75–77
routing in, 82–83
timing and synchronization, 81

Dynamic configurability in network provisioning, 180
Dynamic RWA algorithms, types, 179

EDC codes, see Error detection–correction (EDC),
codes

EDFA, see Erbium-doped fiber amplifiers (EDFA)
Einstein-Podolsky-Rosen correlation (EPR), 229
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Electro-optic effect in optical communication, 62
Element management systems (EMS), 77, 174
Elliptically polarized wave in light polarization, 59, 60
Elliptic curve discrete logarithm problem (ECDLP), 223
Elliptic curves

cryptography, 217
factoring, 212
over F(2m ), 221–222
over prime numbers F( p), 220–221
over real numbers F(n), 218–220

Encoding, 197
Entangled states and quantum teleportation, 229–231
Enterprise systems connection (ESCON) protocol

features of, 50
frame structure, 50–51

Erbium-doped fiber amplifiers (EDFA), 57, 150
amplification in DWDM, 71–72

Error detection–correction (EDC), 131
codes, 161, 210

Errored block (EB), 160
Errored second ratio (ESR), 160
Errored seconds (ES), 160
Error performance parameters path, 160
Ethernet CSMA/CD and, 33

encapsulation, 122
frame format, 33
origin of, 32
PON (E-PON), 84
ports on SONET/SDH, demands for, 4
traffic, 123
variants of, 33
See also Gigabit Ethernet (GbE)

Euclidean algorithm for greatest common divisor
(gcd), 205

Exclusive OR (XOR) logic operation, 198
Extinction ratio (ER), in optical communications, 60–61

Factoring prime numbers, 204
Failure in time (FIT), 178
Fault and service protection

DWDM mesh networks and, 187–188
multi-ring protection, 190
in point-to-point networks, 186
in ring-networks, 188–189
strategies for, 185–186

Fault detection, in networks
in DWDM network, 184
localization of fault, 184

Fault protection strategies, 185–186
Fiber birefringence

minimization steps, 61
in optical communications, 67

Fiber channel (FC) protocol
bit rates, 47
congestion control in, 50
frame structure, 48
layers in, 47–48
loop initialization process (LIP) in, 49
topology in, 48–49

Fiber connection (FICON) protocol, 51
Fiber cut, 183, 188
Fiber distributed data interface (FDDI), 24

frame, 37–38
protocols in, 37
station standard, 38

Fiber-in-the-loop (FITL), 84
Fiber link and restoration, 106, 183
Fiber to the business (FTTB), 84
Fiber to the cabinet (FTTCab), 84
Fiber to the curb (FTTC), 84
Fiber to the home/curb/cabinet/premises/office or x

(FTTx), 5
Fiber-to-the-home (FTTH), 84
Fiber to the premises (FTTP), 73, 84
Fibre optics, 3
Flicker frequency modulation (FFM), 148
Flicker or 1/f noise, 148
Flicker phase modulation (FPM), 148
Forward defect indication (FDI), 139
Forward error correcting (FEC), 130
Four-fiber ring (4-F), 74
Four-wavemixing (FWM)

noise, 154, 155, 164
in optical communication, 62–63

Frame alignment signal (FAS), 132
Frame relay (FR), 8, 39
Free-run accuracy, of PLL parameter, 143
Frequency distortion in optical communication

networks, 150
Frequency division multiplexing (FDM), 87
FSO (Free space optical), in WDM system access,

95–97
Fullwidth half maximum (FWHM), 69

General communications channel-0 (, ), 132, 134
Generic cell rate algorithm (GCRA), 177–178
Generic framing procedure (GFP), 5, 77

client information data, 116
F mode optimization, packet switching, 120, 121
frames mapping in OTN frame structure,

138–139
frame structure, 118
length frames, 115
protocol, 104

See also Next generation protocols
scrambling operations, 118
synchronization, 117–118
transport modes, 118

Generic multi-protocol label switching(GMPLS), 104,
112–114

GMPLS algorithms, 113
MPLS and MPλS, 112–113

Gigabit Ethernet (GbE)
bit rates, 36
10 Gigabit ethernet (10GbE), 36–37
layers in, 33–34
MAC layer and, 34
media, types of, 34–35
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Gigabit media independent interface (GMII) layer,
35–36

Gigabit PON (G-PON), 84
GR-253–CORE specification, 25
Group node failure, in networks, 183
Group protection, in DWDM network, 82

HCT-PON, 89
access network, architecture, 90
topologies, 91
See also Hierarchical CWDM/TDM-PON in WDM

system access
Head error control (HEC) byte, 145
Hierarchical CWDM/TDM-PON in WDM system

access, 89–94
Hold-over stability of PLL parameter, 143
Home locations register (HLR), 8
Hypothetical reference path (HRP), 160

IEEE 802.3 standard, 32, 36
IETF internet protocol performance metrics group (IETF

IPPM), 42
In-channel control messages, 174
Insertion loss (IL) in optical communications, 58
In-service and real-time performance estimation, circuit,

170–171
Instantaneous transmission rate, 36
Integer factorization problem, 212
Integrated services digital network (ISDN), 1, 43–44, 76
Interfaces, types, 75–76
Intermediate reach (IR), see Medium-haul optical

networks
Internet protocol (IP), 41–42, 101, 123
Inter-network interface (INI), 76
Intersymbol interference (ISI) jitter, 152, 153, 164

Jitter
definition and types, 25
generation in communications system, 156
in optical communications networks, 150–153

characterizations of, 156
sources of, 155

tolerance in communications system, 156
transfer in communications system, 156

Jitter transfer function (JTF), 156
Jittery clock, 151–152
Just-enoughtime (JET) switching, 79
Just-in-time (JIT) switching, 79

Kerr effect, in electro-optic effect, 62
Key depository/key management archive, 198
Key distribution

Diffie-Hellman key exchange, 215–217
digital signature, 224
elliptic curve cryptography, 217
Merkley’s algorithm, 215
Shamir’s key distribution method, 215
trusted third party/key escrow encryption system, 225

Key escrow encryption system (KEES), 225
Key escrow system, 197

Key establishment, 198
Key registration authority, 198
Keystream generator, 199
Key wrapping, 198

Label distribution protocol (LDP), 113
Label-switched router (LSR), 113
Landline telephony, voice services, 101
Last mile bottleneck, 84
Light polarization

elliptically polarized wave in, 59, 60
linearly polarized wave in, 59, 60

Light propagation
in fiber, 57–63
in matter, 56–57

Lightwave connectivity establishment methods, 175–176
Line information database (LIDB), 8
Line overhead, in SONET frames, 18–19
Link access procedure SDH (LAPS), 104, 123–127
Link and signal performance, 159
Link capacity adjustment scheme (LCAS), 104, 120–123
Link control protocol (LCP), frame structure, 44
Link layer, 203
Link protection, 187

in DWDM network, 81–82
Local number portability (LNP), 8
Loop initialization process (LIP), in Fiber Channel

protocol, 49
Loss of clock (LOC), 145–146
Loss of frame (LOF), 145–146
Loss of signal (LoS), 145–146
Loss of synchronization (LOS), 145–146

MAC/network layer, 201
Manhattan street network (MSN), 38
Maximum acceptable optical power density, 66
Maximum burst size (MBS), 178
Maximum time interval error (MTIE) model, 147
Media access control layer (MAC), in communication

network, 202
Medium-haul optical networks, 186
Merkley’s algorithm, 215
Mesh DWDM networks, fault protection, 187
Metro ring topology, 52
μ-law (transfer function), 2
Minimum cell rate (MCR), 31
Mobile telephony, voice services, 101
Modal dispersion in fibers, 67
Modified ADEV (MDEV) model, 147
Modulation instability (MI) noise, 155, 164
Modulus arithmetic, 204–205
Multiframe alignment signal (MFAS), 132
Multimode fiber (MMF) in fiber-optic communications,

65, 66
Multiple protocol label switching (MPLS), 27,

112–113
Multiple protocol wavelength switching (MPλS),

112–113
Multiple service degradation, 108, 109
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Multiservice switching platform (MSSP), 104–105,
110–111

See also Next generation ring networks, OADM
Multi-wavelength path connectivity, 176

Narrowband services, 9–10
National Institute of Standards and Technology

(NIST), 142
Network control protocol (NCP), 45
Network elements (NE), 77, 174
Network management, intelligent optical network, 108
Network management system (NMS), 77, 174
Network performance

BER and SNR
analysis, 165–167
estimation method, 168–170

channel performance, 161–162
factors affecting, 164

definition of, 159
in-service and real-time performance estimation

circuit performance, 170–171
noise ratio and power-bandwidth ratio, carrier,

162–163
OSNR, 163
Shannon’s limit, 163

Network physical layer security, 201
Network protection and fault management,

183–190
fault and service protection, 184–186
fault detection and isolation, 184
mesh network protection, 187–188
multi-ring shared protection, 190
point-to-point networks, medium-haul and short-haul

optical networks, 186
ring network protection, 188–189
ring-to-ring protection, 189

Network provisioning, dynamic configurability in, 180
Network restoration, 183
Networks

channel performance in, 161–162
characteristics, model and measurements, 161
factors affecting, 164

fault detection in, 184
See also Network protection and fault management

traffic barriers, 3–5
See also specific types

Network security, 191–246
definitions of, 196–200
issues of, 195–196
security levels of, 200

Network switching methods, 78–80
in DWDM network, 78–80

Network synchronization, in optical networks
Jitter and Wander in, 150–156
photodetector responsivity and noise contributors,

156–157
signal quality, 147–149

noise sources, 148–149
quantization noise, 149

synchronization, 141–146
impairments, 145–146
node timing unit and phase lock loop, 143–145
primary reference timing source (PRS), 142–143

timing signal, 146–147
transmission factors, 149–150

Network termination (NT), 85
time division multiplexing, 93

Network topologies, 102
and optical technology, 75

Next generation mesh networks
network management, 108
path protected mesh network (PPMN), 105–106
protection strategies, 106
routing algorithm, 107
service restoration, 108
traffic management, 106
wavelength management, 107–108

Next generation optical network, 242–246
Next generation protocols, 110–127

concatenation, 111–112
generic framing procedure, 114–120
GMPLS, 104, 112–114
optical transport network (OTN), 110

Next generation ring networks, OADM, 104–105
Next generation SONET/SDH networks

link access procedure SDH (LAPS), 123–127
link capacity adjustment scheme (LCAS), 120–123
next generation mesh networks, 105–109
next generation ring networks, 104–105

Node and network provisioning, 180
Node restoration, 183
Node timing unit in optical communication networks,

143–145
Node-to-node interface (NNI), 76
Noise

contributors in optical networks, 156–157
DGD noise, 155
Flicker or 1/f noise, 148
and nonlinearity of medium, 150
quantization noise and error, in optical communication

networks, 149
shot noise, 148
sources in optical communication network, 148–149
SPM noise, 155, 164
Stokes noise, 68–69, 154–155
thermal (or Johnson) noise, 148

Noise figure (NF), 166, 170
Noise ratio and power-bandwidth ratio, carrier, 162–163
Nontrivial factorization, 212
Non-zero-dispersion-shifted fiber (NZDSF), 66, 68

OADM, see Optical add-drop multiplexers (OADM)
OA&M (operations, administration, and management)

network, 7, 129, 130
OCC, see Optical channel carrier (OCC)
On–off keying (OOK) modulator, 154, 167
Open shortest path first (OSPF), 113
Open system interconnect (OSI) model, 76
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Optical add-drop multiplexers (OADM), 73, 79, 104,
176, 177, 186

principles, 74
See also Next generation ring networks, OADM

Optical amplifiers, characteristics and types of, 69–70
Optical carrier level-N (OC-N), in SONET, 16
Optical channel

with full functionality (OCh), 134–137, 140, 147
overhead (OCh OH), 136
sub-layers and types, 136

layer network, 129
in OTN frame structure, 135–136
with reduced functionality (OChr), 136

Optical channel carrier (OCC), 135–137
and OCGs, types of, 136
overhead (OCCo), 136
payload (OCCp), 136
with reduced functionality (OCCr), 136

Optical channel group (OCG), 136–138
OCG-k, structure, 137
OCG-n

with full functionality (OCG-n), 136
with reduced functionality (OCG-nr), 136

Optical channel transport unit-k (OTU-k),
137–138

basic steps, 135
formation and nominal rate, 133–134
frame construction, 134

Optical communication network
chirp in, 150
polarization distortion in, 150
quantization noise and error in, 149
timing signal in, 146–147
Wander in, 150–153

Optical communications
channel isolation/channel separation in, 58
components

historical perspectives, 55
isolation in, 58

dispersion in, 61–62
electro-optic effect in, 62
extinction ratio (ER) in, 60–61
fiber loss in, 57
fiber-optic, spectrum in, 63–65
fibers technology in

fiber birefringence and dispersion, 67–69
non-linear phenomena, 69
optical power limit, 66
types of, 65–66

major and minor principal transmittance in, 60
phase shift of wave in, 61
power density in, 66
power loss in, 57–58
principal transmittance in, 60

Optical cross-connecting (OXC) nodes, 187
Optical data unit-k (ODU-k), 132–134, 137

formation and function, 133
Optical–electrical–optical (OEO), 176
Optical fiber amplifiers (OFA), 71

Optical fibers
in optical communication, 55–63

light propagation in fiber, 57–63
light propagation in matter, 56–57

as transmission medium, 2
Optical line termination (OLT), 85
Optical multiplexer (OMux), 91
Optical multiplex section layer network, 129
Optical multiplex section overhead (OMS OH), 137
Optical multiplex unit (OMU), 137
Optical network demultiplexing unit (ONU-d), 89
Optical network (ON), 83, 107, 108

countermeasures
DACI, 238–241
faults and attacks, 236
performance vector in-service and in real time, 238
security networks, classification of, 236

interfaces in DWDM networks, 75–77
next generation, 4
reliability of, 12
routing performance factors, 78
security in, 12–13
topology discovery, 179
traffic and services evolution in, 12

Optical network termination (ONT), 85
Optical network unit (ONU), 85–91

authentication in PON topology, 86
Optical packet switching of network switching, 79
Optical power limit, 66
Optical rings, in optical packet switching, 80
Optical signal to noise ratio (OSNR), 163
Optical supervisory channel (OSC), 175, 184
Optical time division multiplexing unit (OTDM), 91
Optical transmission, 3
Optical transmission section layer network, 130
Optical transmission section overhead (OTS OH), 137
Optical transport module (OTM), 137
Optical transport network (OTN)

and DWDM, 138–139
FEC in, 131–132
frame structure

GFP frames mapping, 137–138
nonassociated overhead, 137
OCC and OCG, 136–137
ODU-k, 132–134
optical channel, 135–136
OPU-k, 132
OTU-k, 134–135

management, 139–140
network layers, 129–131
OPU-k frames, FEC code, 132
over WDM

mapping, 139
and range of protocols, 242–243

supervisory channel (OSC), 137
Optical wavelength demultiplexer (ODemux), 89–91
OPU-k transmission bit rates, 132
OTM, see Optical transport module (OTM)
OTN, see Optical transport network (OTN)
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OTN supervisory channel (OSC), 137
OTU, see Optical channel transport unit-k (OTU-k)

Packet networks, services provided by, 26–28
Packet switching

applications, point-to-point protocol (PPP), 120
principles, 79
supervisory channel, 80

Pair-gain systems, 6
See also Subscriber Loop Carriers (SLC)

Parallelized and byte-multiplexed tributaries and
encrypted algorithm, 245

Passive optical network (PON), 84
architecture, 84–85
reality in WDM system access, 94–95
topology

installation methods, 86–87
protection strategies and traffic symmetry, 86
in WDM system access, 83–97

Path overhead, in SONET frames, 18
Path protected mesh network (PPMN), 105–106

See also Next generation mesh networks
Payload length indication (PLI), 115
Payload type identification (PTI), 140
PBX (Public business exchange), 7
Peak cell rate (PCR), 178
Perfect number, 204
Performance metrics, definitions, 160
Performance vector in-service and in real time, 238
Permutation cipher, 209
Phase distortion and dispersion in optical communication

networks, 150
Phase lock loop (PLL), in communication networks,

143–145
Phase shift of wave, in optical communication, 61
Photodetector responsivity in optical networks, 156–157
Platinum grade cryptographic method, 213
Pockel effect, in electro-optic effect, 62
Poincaré sphere and states of polarization (SoP),

226–227
Point-to-multipoint topology, 90
Point-to-point networks, fault protection in, 186
Point-to-point protocol (PPP), 44–46
Point-to-point topology in DWDM networks, 74–75
Polarization-based quantum key distribution, 226–229
Polarization-dependent loss (PDL), 60, 67, 69, 164
Polarization distortion, in optical communication

networks, 150
Polarization hole burning (PHB), 164
Polarization mode dispersion (PMD), 68, 150, 154, 164
Polarization-preserving fiber (PPF), 67
Polybius square, 192
POTS (plain old telephone service), 1, 6
Power–bandwidth ratio (PBR), 162–163
Power density in optical communication, 66
Power loss in optical communications, 57–58
Primary reference timing source (PRS), 81

clock accuracy, 142
Prime numbers, 203–204

Probabilistic approach in channel performance, 161–162
Pseudorandom bit sequences (PRBS), 161
Public key cryptography, 199
Public-switched digital network (PSDN), 195, 196
Public switch transport network (PSTN), 7

and SS7 protocol, 5–8
Pull-in/hold-in of PLL parameter, 143
Pulse coded modulation (PCM), 1
Pulse-width distortion jitter (PWDJ), 152, 154

Quality of service (QoS), and ATM protocol, 30
Quantization noise and error in optical communication

networks, 149
Quantum computing, 214
Quantum cryptography, 213–215

vulnerabilities in, 234–236
Quantum key distribution

entangled states and quantum teleportation, 229–231
polarization-based, 226–229

Quantum key distribution (QKD), 225–226
Quantum mechanics (QM) theory, 214
Quantum oblivious transfer, 225
Quantum teleportation, 229–233

Raman
amplification in DWDM, 70–71
gain efficiency, 71
super-continuum, 70

Random Jitter, 152
Random walk FM (RWFM), 148
Rayleigh scattering, 57
RC4 algorithm, 210–211
Real-time control protocol (RTCP), 41
Real-time transport (RTP) protocol, 41
Reconfigurable OADMs (ROADM), 177, 186, 187
Reed-Solomon EDC code, 131
Resilient packet ring (RPR)

network architecture, 53
packet format and services, 52

Rijndael algorithm, 210
Ring–mesh network (RMN), 38
Ring-networks, classification and fault protection in,

188–189
Ring topology, in DWDM networks, 74, 79
RMS jitter, 152
Root mean square of time interval error (TIErms)

model, 147
Routing algorithms, 178–179
Routing and wavelength assignment (RWA)

algorithms, 179
RS and FECs codes, 130

Section overhead, in SONET frames, 18
Security coding, mathematical foundations

fields, 208
greatest common divisor, 205–206
groups, 206–207
modulus arithmetic, 204–205
prime number, 203–204
rings, 207
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Security levels, 200
Security networks, classification of, 236
Segmentation and reassembly (SAR) process, 25
Self-phase modulation (SPM) noise, 155, 164
Semantic transparency, 31
Semiconductor optical amplifiers (SOA), in DWDM,

73, 186
Service control point (SCP), 7

databases maintained by, 8
Service level agreement (SLA), 159, 177

in ATM protocol, 30–31
Service management layer (SML), 77
Service node interface (SNI), 85
Service switching point (SSP), 7, 8
Severely errored period (SEP), 160
Severely errored period intensity (SEPI), 160
Severely errored second ratio (SESR), 160
Severely errored second (SES), 160
Severely error frame (SEF), 146
Shamir’s key distribution method, 215
Shannon’s limit, in network performance, 163
Shift Cipher method, applicability of modulus arithmetic

to, 205
Short-haul optical networks, 186
Short reach (SR), see Short-haul optical networks
Shot noise, 148
Signaling network management protocol (SNMP), 77
Signal quality, in communication network, 147–149

noise sources, 148–149
quantization noise, 149

Signal to noise power, 149
Signal to noise ratio (SNR), 161

analysis, in channel performance, 165–167
statistical estimation method, 168–170

Signal to quantization noise ratio (SNRq ), 149, 162
Signal transfer point (STP), 7

types of, national and gateway, 8
Silica fiber, in fiber-optic communications, 63
Single-fiber ring (1-F), 74
Single-mode fiber (SMF), 16, 36, 65, 66
Single optical channel, 115
Single-wavelength path connectivity, 175
Sinusoidal Jitter (SJ), 151, 152, 154
Skytale message writing method, 192
Sliding-window flow control, 26
SONET/SDH (synchronous optical networks), 110–111,

115, 120–121, 123–127
ATM and, 32
bit rates in, 4
in communication networks, 144–145
data services, 101–104
ethernet ports on, demands for, 4
frames in

features of, 17
overheads, 18–19
synchronization issue, 19

frequency justification in, 151
introduction, 15–17
maintenance of, 23–24

network layers in, 17
protocol, 184, 243
standard interfaces, 15–16
STS-1 frame, 17–18
STS-N frames

concatenation in, 22–23
scrambling process in, 23

success factors, 15
topologies in, 16
virtual tributaries (VT) in

capacity of, 20
definition, 19
multiplexing of, 21
transportable bandwidth, 21

vs. SDH, 16
WDM, 103
See also Next generation SONET/SDH networks

Spartans and secret messages, 192–194
Specific size tributary unit, 101–102

See also SONET/SDH (synchronous optical
networks)

SS7 (signaling system 7) network, functional nodes of, 7
Star topology, 75
Statistical estimation method and vector, 238
Steganogram, 199
Stimulated Brillouin scattering (SBS), 164
Stimulated Raman scattering (SRS), 70, 164
Stokes noise, 68–69, 154–155
Stop-and-wait flow control, 26
Storage area network (SAN), 36
Stream cipher algorithm, 199
Subscriber Loop Carriers (SLC), 7
Substitution/random shift cipher, 209
Superblock construction CRC, 121
Supervisory channel (SUPV), 108, 181
Sustainable cell rate (SCR), 178
Switched multi-megabit data services (SMDS), 39
Switches “static”, 8
Symmetric and shift ciphers, 208–209
Symmetric cryptography, 198
Synchronization in optical communication network

in communication networks, 141–146
impairments, 145–146
See also SONET/SDH (synchronous optical

networks)
Synchronized clock types, 142–144
Synchronous and asynchronous network, data services,

101–104
Synchronous optical networks, see SONET/SDH

(synchronous optical networks)
Synchronous transport signal level-N (STS-N), in

SONET, 15

TDM, see Time division multiplexing (TDM)
TDM-PON

vs. WDM-PON in WDM system access, 89
in WDM system access, 87–89

Telecommunications management network (TMN), 244
five-layer architecture, 77
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Telecommunications non-optical network, bit rates in, 3
Teleportation

concept for quantum key distribution, 232
quantum, and entangled states, 229–231

Terabits, 4
Terminal transmission equipment (TTE), 130
Text integrity/security, 201
Thermal (or Johnson) noise, 148
Time deviation (TDEV) model, 147
Time division multiplexing (TDM), 87, 133

and data traffic, comparison of, 27
Time interval error (TIE), assessment, 147
Timing and synchronization, in digital

communications, 81
Timing signal, in optical communication network,

146–147
Traffic and service convergence, 101–104
Traffic barrier, breaking of, 3–5
Traffic control, centralized, 173
Traffic management and control

client bandwidth management, 175
congestion management in DWDM, 178
management of traffic, 177–178
node and network provisioning, 180
optical network topology discovery, 179
routing algorithms, 178–179
wavelength management

ROADMs paths, 177
single and multi-wavelength path connectivity

method, 175–177
strategies, 180–181

Traffic performance and service performance, 159
Trail trace identification (TTI), 139
Transmission

of analog electrical signals, 1
digital, and analog, 1–3
medium, 2

Transmission control protocol (TCP), 39–40
Tributaries, parallelized and byte-multiplexed, and

encrypted algorithm, 245
Tributary protection, mesh networks, 187–188
Tributary units (TU), in SDH, 20–22
Trusted third party/Key Escrow encryption system, 225
Twisted pair wire, transmission of analog electrical

signals, 1
Two-fiber ring (2–F), 74

Ultraband services, 9–10
Unconstrained path routing, in DWDM routing,

82–83
Unconstrained routing algorithm, 179
Uncorrelated bounded Jitter (UBJ), 152, 154
Unipolar signal with noise, threshold point, 165
Unit interval peak-to-peak (UIpp), 135, 152
Unit Interval (UI), 135
User datagram protocol (UDP), 40
User-to-network interface (UNI), 75–76, 85, 177

Variable bit rate (VBR), 177
VCSEL lasers, 36

Vector estimation
circuitry for performance, 239
full-duplex link with performance, 240

Vertical cavity surface emitting lasers (VCSEL), 63
Videophone, 1
Virtual containers (VC), 5
Virtual tributaries (VT), 102, 127

in SONET, 5, 20–21
See also SONET/SDH (synchronous optical

networks)
VLAN tagging, 34
Voice and data networks

circuit switched versus store and forward, 10–12
data networks and protocols, 8–9
narrowband, broadband, and ultraband services, 9–10
optical networks

reliability of, 12
security in, 12–13
traffic and services evolution in, 12

PSTN and , protocol, 5–8
Voice over IP

protocols for, 43
services by, 42

Voice services, 101

Wander, in optical communications networks, 150–153
WAN interface sub-layer (WIS), 36
Watermarking, 199
Wavelength assignment (WA), 78

algorithms, 83, 179
problem, in DWDM network, 82

Wavelength collision in DWDM, 176
Wavelength concatenation (WC), 82
Wavelength division multiplexing (WDM), 4, 55, 103,

110–111, 113–115, 242
mesh network, 78–80
optical technology, 5
system access, 83–84

CWDM-PON, 87
free space optical, 95–97
FSO in, 95–97
hierarchical CWDM/TDM-PON, 89–94
PON reality, 94–95
PON topology, 84–87
TDM-PON, 87–89
TDM-PON versus WDM-PON, 89

Wavelength management, 107–108
in DWDM

ROADMs paths, 177
single and multi-wavelength path connectivity

method, 175–177
strategies, 180–181

resource management, 107–108
Wavelength switching, of network switching, 78
WDM, see Wavelength division multiplexing (WDM)
WDM technology and networks in communications

systems
DWDM networks, 73–83

channel and link protection, 81–82
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DWDM network topologies, 74–75
DWDM routing, 82–83
network switching, 78–80
optical network interfaces, 75–77
timing and synchronization, 81

(OADM), 73
optical amplifiers, 69–70

EDFA amplification, 71–72
Raman amplification, 70–71
SOA amplification, 73

optical communications spectrum, 63–65

optical fiber in communication network, 55–56
light propagation in fiber, 57–63
light propagation in matter, 56–57

optical fiber types, 65–66
fiber birefringence and dispersion, 67–69
non-linear phenomena, 69
optical power limit, 66

White (random) frequency and phase modulation
(WFM/WPM), 148

World Economic Forums, 3


	0nrkartaprel.pdf
	Introduction

	978-0-387-71756-2_1_OnlinePDF.pdf
	to 20pt1  Communication Networks
	Analog and Digital Transmission
	Breaking the Traffic Barrier
	Voice and Data Networks
	PSTN and the SS7 protocol
	Data Networks and Protocols
	Narrowband, Broadband, and Ultraband Services
	Circuit Switched Versus Store and Forward
	Traffic and Service Evolution in Optical Networks
	Reliability of Optical Networks
	Security in Optical Networks

	References


	978-0-387-71756-2_2_OnlinePDF.pdf
	to 20pt2  Digital Networks
	Synchronous Optical Networks: SONET/SDH
	Introduction
	SONET Frames
	Virtual Tributaries and Tributary Units
	STS-N Frames
	Maintenance

	Asynchronous Data/Packet Networks
	Introduction
	Synchronization and Timing
	Data Traffic
	Packet Networks

	Review of Data Networks
	Asynchronous Transfer Mode
	Ethernet
	Gigabit Ethernet
	10 Gigabit Ethernet
	FDDI
	Switched Multi-megabit Data Services
	Frame Relay
	The Transmission Control Protocol
	The User Datagram Protocol
	The Real-Time Transport Protocol
	Internet Protocol
	The Point-to-Point Protocol
	4B/5B and 8B/10B Block Coding
	Fiber Channel
	ESCON protocol
	FICON Protocol

	Resilient Packet Ring
	References


	978-0-387-71756-2_3_OnlinePDF.pdf
	to 20pt3  WDM Technology and Networks
	Introduction
	The Optical Fiber in Communications
	Propagation of Light in Matter
	Effects That Affect the Propagation of Light in Fiber

	The Optical Communications Spectrum
	Types of Fiber
	Optical Power Limit
	Fiber Birefringence
	Fiber Dispersion
	Non-linear Phenomena Cause Positive and Negative Effects

	Optical Amplifiers
	Raman Amplification
	EDFA Amplification
	SOA Amplification

	Optical Add-Drop Multiplexers
	DWDM Networks
	DWDM Network Topologies
	Optical Network Interfaces
	Network Switching
	Timing and Synchronization
	Channel and Link Protection
	Routing

	Access WDM Systems
	The General PON
	CWDM-PON
	TDM-PON
	TDM-PON Versus WDM-PON
	Hierarchical CWDM/TDM-PON
	How Real Is PON?
	Free Space Optical

	References


	978-0-387-71756-2_4_OnlinePDF.pdf
	to 20pt4  Next Generation SONET/SDH
	Traffic and Service Convergence
	Next Generation SONET/SDH Networks
	Next Generation Ring Networks
	Next Generation Mesh Networks

	Next Generation Protocols
	Concatenation
	Generic Multi-protocol Label Switching
	The Generic Framing Procedure
	LCAS
	LAPS

	Concatenation Efficiency
	References


	978-0-387-71756-2_5_OnlinePDF.pdf
	to 20pt5  The Optical Transport Network
	Introduction
	OTN Network Layers
	FEC in OTN
	OTN Frame Structure
	OPU-k
	ODU-k
	OTU-k
	The Optical Channel
	Optical Channel Carrier and Optical Channel Group
	Nonassociated Overhead
	Mapping GFP Frames in OPU-k

	OTN and DWDM
	OTN Management
	References


	978-0-387-71756-2_6_OnlinePDF.pdf
	to 20pt6  Network Synchronization
	Introduction
	Synchronization
	The Primary Reference Source
	The Node Timing Unit and the Phase Lock Loop
	Synchronization Impairments

	The Timing Signal
	Signal Quality
	Noise Sources
	Quantization Noise

	Transmission Factors
	Phase Distortion and Dispersion
	Frequency Distortion
	Polarization Distortion
	Noise due to Nonlinearity of the Medium
	ASE

	Jitter and Wander
	Intersymbol Interference
	Data-Dependent Jitter
	Pulse-Width Distortion Jitter
	Sinusoidal Jitter
	Uncorrelated Bounded Jitter
	Stokes Noise, Chromatic Jitter, and FWM noise
	Sources of Jitter
	Jitter Generation, Tolerance, and Transfer

	Photodetector Responsivity and Noise Contributors
	References


	978-0-387-71756-2_7_OnlinePDF.pdf
	to 20pt7  Network Performance
	Introduction
	Channel Performance
	Carrier to Noise Ratio and Power--Bandwidth Ratio
	Shannon's Limit
	Optical Signal to Noise Ratio
	Factors That Affect Channel Performance
	Analysis of BER and SNR Related to Channel Performance
	BER and SNR Statistical Estimation Method
	Circuit for In-Service and Real-Time Performance Estimation
	The Circuit
	Performance of the Circuit

	References


	978-0-387-71756-2_8_OnlinePDF.pdf
	to 20pt8  Traffic Management and Control
	Introduction
	Client Bandwidth Management
	Wavelength Management
	Paths with ROADMs

	Traffic Management
	Congestion Management
	Routing Algorithms
	Discovery of Optical Network Topology
	Node and Network Provisioning
	Wavelength Management Strategies
	References


	978-0-387-71756-2_9_OnlinePDF.pdf
	to 20pt9  Network Protection and Fault Management
	Introduction
	Fault Detection and Isolation
	Fault and Service Protection
	Point-to-Point Networks
	Medium-Haul and Short-Haul Optical Networks

	Mesh Network Protection
	Ring-Network Protection
	Ring-to-Ring Protection
	Multi-ring Shared Protection
	References


	978-0-387-71756-2_10_OnlinePDF.pdf
	to 20pt10  Network Security
	An Old Concern
	Network Security Issues
	Definitions
	Security Levels
	Security Layers in Communication Networks
	Security on the Information Layer
	Security on the MAC/Network Layer
	Security on the Link Layer

	Mathematical Foundations for Security Coding
	Prime Number
	Modulus Arithmetic
	Greatest Common Divisor
	Groups
	Rings
	Fields

	Ciphers
	Symmetric Ciphers
	Shift Cipher
	The Substitution or Random Shift Cipher
	The Permutation Cipher
	The Data Encryption Standard (DES)
	The Advanced Encryption Standard (AES)
	The RC4 Algorithm
	Asymmetric Ciphers
	The Integer Factorization Problem
	Elliptic Curve Factoring
	The RSA Algorithm

	Quantum Cryptography
	Key Distribution
	Merkley's Algorithm
	Shamir's Key Distribution Method
	Diffie--Hellman Key Exchange
	Elliptic Curve Cryptography
	Digital Signature
	The Trusted Third Party or Key Escrow Encryption System

	Quantum Key Distribution
	Polarization-Based Quantum Key Distribution
	Entangled States and Quantum Teleportation
	Quantum Teleportation and Quantum Key Distribution
	A Trivialized Example
	Current Issues

	Current Vulnerabilities in Quantum Cryptography
	Countermeasures in Optical Networks
	Classification of Security Networks Regarding Countermeasures
	Discriminating Between Faults and Attacks
	Estimating the Performance Vector In-Service and in Real Time
	Detection with Alarm and Countermeasure Intelligence (DACI)

	Biometrics and Communication Networks
	Security in the Next Generation Optical Networks
	References


	978-0-387-71756-2_11_OnlinePDF.pdf
	to 20pt11  Concluding Remarks
	Bandwidth Evolution
	Convergence
	Why Do Not I Have Fiber to My Home?
	What About Traditional Services?
	How About Security of Information and of the Network?
	Number Portability
	How Is the Network Managed?
	The Bottom Line


	0nrkartaapp.pdf
	to 20pt  VPIsystems---Demonstration Examples

	0nrkartaacr.pdf
	Acronyms

	0nrkartaBio.pdf
	Short Bio

	0nrkartaInd.pdf
	Index



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




