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Preface

Mobile multimedia broadcasting compasses a broad range of topics including radio
propagation, modulation and demodulation, error control, signal compression and
coding, transport and time slicing, system on chip real-time implementation in hard-
ware, software and system levels. The major goal of this technology is to bring
multimedia enriched contents to handheld devices such as mobile phones, portable
digital assistants, and media players through radio transmission or internet proto-
col (IP) based broadband networks. Research and development of mobile multime-
dia broadcasting technologies are now explosively growing and regarded as new
killer applications. A number of mobile multimedia broadcasting standards related
to transmission, compression and multiplexing now coexist and are being exten-
sively further developed. The development and implementation of mobile multime-
dia broadcasting systems are very challenging tasks and require the huge efforts of
the related industry, research and regulatory authorities so as to bring the success.

From an implementation design and engineering practice point of view, this book
aims to be the first single volume to provide a comprehensive and highly coherent
treatment for multiple standards of mobile multimedia broadcasting by covering
basic principles, algorithms, design trade-off, and well-compared implementation
system examples. This book is organized into 4 parts with 22 chapters.

The first part of the book consists of seven well-organized chapters to mainly
deal with system, implementation, compatibility and comparison of all the coexist-
ing standards related to mobile TV and multimedia broadcasting including T-DMB,
DAB, DVB-H/T, CMMB, Media-FLO, ISDB-T and WiMAX, ATSC digital TV and
NTSC analog TV.

Part 2 is devoted to fundamental principles, algorithms, implementation, design
and testing for baseband processing in mobile multimedia broadcasting. Organized
into six chapters, this part presents the link layer, transport mechanisms, basic mod-
ulation schemes, error control methods, and channel coding techniques employed in
multiple standards.

The third part consists of five chapters to cover all the aspects related to the com-
pression, transmission, error concealment, quality assessment, and real-time imple-
mentation of video coding in broadcasting systems with emphasis on H.264 and
AVS-M.

v



vi Preface

Four chapters on the standards for audio coding, classification, and surround
effects are organized in the last part of this book. The general principles and algo-
rithms in audio coding are first presented. Then, the overview of China’s DRA audio
coding standard and MPEG-4 AAC standard family (AAC, High Efficiency AAC
and High Efficiency AAC Version 2) is given. The last chapter explains the general
concepts behind spatial audio coding and then discusses the specific aspects of MP3
Surround and MPEG Surround which are playing a very important role in digital
audio/multimedia broadcasting systems for multichannel contents.

It is hoped that this book could serve as a complete and invaluable reference
for engineers, researchers, broadcasters, manufacturers, network operators, soft-
ware developers, content providers, service providers, and regulatory bodies for
the delivery of television, data service and multimedia enriched contents to mobile
systems. This book is also very suitable as a textbook for graduate students in
electronics engineering, communications, networking and computer sciences.

Silicon Valley, California, USA Fa-Long Luo, Ph.D.
August 2008
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Part I
System, Implementation, Compatibility
and Comparison of Multiple Standards



Chapter 1
Fundamentals of DVB-H Broadcasting
Transmission and Reception

Wout Joseph and Luc Martens

1.1 Introduction

The digital broadcasting standard DVB-H (Digital Video Broadcasting – Handheld)
enables a high data rate broadcast access for hand-held terminals (e.g., portable,
pocket-size battery-operated phones) [5–8]. The broadband downstream channel
features a useful data rate of up to several Mbps and may be used for audio and
video streaming applications, file downloads, and many other kinds of services.

The DVB-H technology is an extension of DVB-T (Digital Video Broadcast-
ing – Terrestrial) [6] and takes the specific properties of typical hand-held termi-
nals into account. The three main new physical-layer techniques that have been
introduced for DVB-H are time slicing, MPE–FEC (Multi-Protocol Encapsulation–
Forward Error Correction), and the 4K mode [5,6]. First, DVB-H uses time slicing,
a power-saving algorithm based on the time-multiplexed transmission of different
services. This technique results in a battery power-saving effect and allows soft
handover if one moves from a network cell to another one. Secondly, for reli-
able transmission in poor signal reception conditions, an enhanced error-protection
scheme, called MPE–FEC, is introduced. Thirdly, the 4K mode (next to the 2K and
8K mode of DVB-T) for OFDM (orthogonal frequency division multiplexing) is
defined, addressing the specific needs of hand-held terminals. The 4K mode aims
to offer an additional trade-off between transmission cell size and mobile recep-
tion capabilities, providing an additional degree of flexibility for DVB-H network
planning for single-frequency networks (SFNs). These techniques make DVB-H a
very promising standard for broadcast services requiring high data rates for hand-
held devices and offer extended possibilities for content providers and network
operators.

W. Joseph (�) and L. Martens
Ghent University/IBBT, G. Crommenlaan 8, box 201, 9050 Gent, Belgium
e-mail: wout.joseph@intec.ugent.be, luc.martens@intec.ugent.be

F.-L. Luo (ed.), Mobile Multimedia Broadcasting Standards: Technology and Practice, 3
DOI: 10.1007/978-0-387-78263-8 1,
c© Springer Science+Business Media, LLC 2009
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The outline of this chapter is as follows. Several characteristics of a DVB-H sys-
tem, which are needed for coverage planning, are discussed in Sect. 1.2. Section 1.3
presents coverage planning and throughput versus range for a DVB-H network using
several path loss (PL) models. Link budget calculations are elaborated for a realistic
example. Next, Sect. 1.4 describes propagation measurements of a DVB-H signal
and the methodology to develop a PL model. The methodology is illustrated using
results of the Flemish DVB-H trial. In Sect. 1.5, the parameter evaluation and perfor-
mance analysis of a DVB-H system based on measurements are discussed. DVB-H
network design for indoor reception is described in Sect. 1.6. This section includes
the calculation of the required number of base stations (BS) for good indoor cov-
erage for a region and the relation with the required carrier-to-noise ratio. Finally,
conclusions are formulated in Sect. 1.7.

1.2 Selection of Characteristics of DVB-H System

Characteristics and parameters of a DVB-H system are selected. This enables cov-
erage planning and link budget calculations in Sect. 1.3.

1.2.1 Coverage Classes

DVB-H services will be provided in different circumstances. Coverage for DVB-H
will be demanding since reception is expected in different conditions (the hand-held
terminal is moving, body loss, no line of sight, etc.).

Two types of reception are defined in [8]: portable and mobile reception. Portable
antenna reception is defined as the reception at no speed or very low speed (walking
speed), while mobile antenna reception is defined as the reception at medium to
high speed. Four different receiving conditions for portable and mobile reception
are then defined:

• Class A: hand-held portable outdoor reception
This class contains outdoor reception no less than 1.5 m above ground level at
very low or no speed. The receiver is assumed to be portable with an attached or
built-in antenna.

• Class B: hand-held portable indoor reception at ground floor
This class contains indoor reception no less than 1.5 m above floor level in rooms
at very low or no speed. Furthermore, reception on the ground floor and windows
in the external walls of the building is assumed. The receiver is assumed to be
portable with an attached or built-in antenna.

• Class C: integrated car antenna mobile reception
This class contains outdoor reception (no less than 1.5 m above ground level)
with a moving DVB-H terminal. An example of this class is an antenna integrated
in a car.
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• Class D: hand-held mobile reception (i.e., terminals are used within a moving
vehicle)
This class contains reception inside cars or vehicles (e.g., bus, train, etc.). Again
reception in a car or vehicle no less than 1.5 m above ground level is assumed.

Portable antenna reception will in practice take place under a great variety of
conditions (outdoor, indoor, ground floor, first floor, upper floors). The hand-held
receiver will be probably moved (walking speed). However, for planning purposes,
a simplification could be considered for both classes A and B: the portable receiver
is not moved during reception and large objects near the receiver are also not
moved [8].

Coverage in a small area (typically 100 m2) is classified as follows:

• “Good”, if at least 95% of the receiving locations at the edge of the area are
covered for portable reception and 99% of the receiving locations within it are
covered for mobile reception.

• “Acceptable”, if at least 70% of the locations at the edge of the area are covered
for portable reception and 90% of the receiving locations within it are covered
for mobile reception.

Those percentages apply to the edge of the coverage area, the average value
of the area is then a larger value. Furthermore, in [8], a receiving location (with
area 0.5 m2) is regarded as covered if the required carrier-to-noise and carrier-to-
interference values are achieved for 99% of the time.

1.2.2 Frequency Band Selection

When planning a network, the operator or broadcaster has to make a choice between
the available frequency bands. The selection of the frequency band to be used has
a major effect on the dimensioning and planning of the network. DVB-H aims to
use the so-called broadcast bands: VHF band III (174–230 MHz) or UHF band IV
(470–598 MHz) or UHF band V (598–862 MHz), using the standardized 5, 6, 7
or 8 MHz channel bandwidths. Some remarks have to be made when these bands
are used.

VHF Band III: the propagation, Doppler characteristics, and building penetra-
tion characteristics in this band are exceptionally good. The wavelengths λ in the
VHF band (>1 m) imply a large size receiving antenna, which would be difficult to
integrate in a small hand-held terminal. Accordingly, except for receiving systems
embedded in vehicles, this band is not attractive for handset manufacturers.

UHF Bands IV–V: the propagation and building penetration characteristics
remain acceptable to offer large coverage. The Doppler shifts accepted by receivers
in these bands correspond to a speed of 250–500 km/h and the size of antenna
is suitable for integration. With the exception of the upper part of band V, where
GSM900 transmissions could interfere with the DVB-H reception, these bands are
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the preferred bands for delivering services to mobile handsets from a technical
standpoint. However, bands IV and V are heavily congested as broadcasters simul-
cast Analogue TV and Digital Terrestrial TV services there. In some parts of Europe,
access to these bands could be delayed until 2010–2020 when the analogue TV
switch off will occur and suitable UHF channels are released.

This chapter will focus on UHF bands IV and V, as those bands are used for the
Flemish DVB-H trial in Ghent, Belgium. Furthermore, a channel width of 8 MHz
will be considered.

1.2.3 Building Penetration and Vehicle Entry Loss

1.2.3.1 Building Penetration Loss

Portable DVB-H reception will take place at outdoor and indoor locations. The field
strength at indoor locations will be attenuated significantly depending on the mate-
rials and the construction of the house. Several measurements have been carried out
to verify real values of attenuation. A large spread of building penetration losses
have been measured [8]. The range of the obtained penetration loss is between 7
and 15 dB. As building penetration loss, [8] assumes a median value of 11 dB with
a standard deviation of 6 dB in the UHF band.

The shadowing margin (Sect. 1.3.2) at indoor locations is the combined result of
the outdoor variation and the variation factor due to building attenuation.

1.2.3.2 Vehicle Entry Loss

For mobile reception inside cars or any other vehicle, entry loss (also called vehicle
penetration loss) must be taken into account. For planning purposes, the European
Telecommunications Standards Institute (ETSI) proposes an entry loss of 7 dB in
case of Class D mobile reception [8]. The standard deviation for vehicle entry loss
is neglected in [8].

Only limited data about vehicle entry loss is available. In [20], the mean value
of the penetration loss for a car is about 8 dB with an associated standard deviation
of 2–3 dB. Measurements and simulations of the vehicle penetration loss at 600,
900, 1800, and 2400 MHz are presented in [30]. The measured average penetration
loss varies from 3.2 to 23.8 dB depending on frequency, illuminated vehicle side,
and in-vehicle antenna orientation. Vehicle penetration loss tends to follow a log-
normal distribution. At, e.g., 600 MHz vehicle penetration losses of about 14.7 dB
are obtained with a standard deviation of 7.9 dB [30]. Again, the shadowing mar-
gin for reception inside cars is the combined result of the outdoor variation and the
variation factor due to vehicle entryloss.
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Penetration loss into trains is described in [1,2,10]. Propagation into trains is dif-
ficult due to the high penetration losses, severe shadowing within the deep cuttings
for trains, and due to high velocities causing large Doppler frequencies. The propa-
gation loss into a cutting can be significant. This may result in lost connections. For
old Belgian trains with nonmetallized windows, losses up to 22 dB were registered at
2 GHz. For Belgian trains with metallized windows (most modern trains) the pene-
tration loss increased to values between 20 and 32 dB at 2 GHz. For Swiss trains with
metallized windows, a mean attenuation of 20 dB (900 MHz) and 22 dB (1900 MHz)
is obtained [1]. Measurement campaigns in France and Germany revealed that met-
allized windows introduced a loss of 25–30 dB [2]. Standard deviations between 2
and 4 dB are mentioned in [1, 10].

1.2.3.3 Influence of Body of Person, People Walking Around

The influence of people walking around the receiving antenna has also been esti-
mated. The signal level variations (10% and 90% value) ranged from +2.6 dB to
−2.6dB. These variations are relatively small and it does not seem necessary to
take them into account for planning purposes according to [8].

1.2.4 Receiver Characteristics

1.2.4.1 Receiver Antenna Gain

The antenna solution in a small hand-held terminal has to be an integral part of the
terminal construction and will therefore be small when compared to the wavelength.
For planning purposes the values of Table 1.1 for the receiver gain Gr (dBi or dBd)
can be used for bands IV and V in class A and B reception according to ETSI [8].
It will be necessary to distinguish between class C and class D reception. In class D
reception a hand-held terminal is used with the same antenna gain as in classes A
and B. In class C reception, a vehicular built-in antenna is used with a greater gain
than for hand-held terminals. The practical standard antenna for vehicle reception is
a λ /4 monopole, which uses the metallic roof as ground plane. For passive antenna
systems the values in Table 1.1 can be used for planning purposes [8].

Table 1.1 Antenna gain in dBd for hand-held reception for planning purposes [8]

Band Gr (dBd)

Class A, B, D Class C

Band IV −12 −2
Band V −7 −1
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1.2.4.2 Receiver Sensitivity

The minimum signal input level to the receiver (Rx) is influenced by the required
C/N ratio (carrier-to-noise ratio required by the system). In [8] C/N values for dif-
ferent modulation schemes are listed and the receiver noise figure (F) has been cho-
sen as 6 dB for the frequency bands IV to V. The minimum receiver sensitivities
(Pmin(dBW)) can be calculated from the receiver noise input power (Pn(dBW)) by
using the following formulas:

Pn = F +10 log(k×T0 ×B) (1.1)

Pmin = Pn +C/N (1.2)

where k is Boltzmann’s constant (1.38×10−23 Ws/K), T0 the absolute temperature
(290 K), and B the receiver noise bandwidth (Hz). The equivalent minimum receiver
field strength Emin (dBµV/m) can be calculated as follows:

Emin = Pmin −Aa +L f +145.8 (1.3)

where Aa = Gr (dBd) + 10 log(1.64 · λ 2/4π) is the effective antenna aperture in
(dBm2) [4,8,24] and Lf is the feeder loss (dB). Tables 1.2 and 1.3 show the Rx sen-
sitivity (Rx sens) and equivalent minimum receiver field strength for the C/N values
required by the specified modulation types according to ETSI TR 102 377 [8] for
portable and mobile reception, respectively (MFER = Multi-Protocol Encapsulation
Frame Error Rate, PER = Packet Error Rate). For the required C/N in mobile condi-
tions (C and D) an additional 3 dB could be taken into account [8, 29]. This margin
permits higher speeds.

1.2.5 Example of Selected Parameters and Scenarios

The objective is to provide coverage in a certain area. A scenario with a transmitting
base station (Tx) in a suburban environment is investigated. The height of this Tx
is hTx = 64m. An ERP = 5 kW (ERP = Equivalent Radiated Power) is considered.

Table 1.2 Rx sensitivity and equivalent minimum receiver field strength Emin for the subscriber
terminal (static Rayleigh channel, BW = 8 MHz, F = 6 dB, portable, band V, PER = 10−4 [8])

Modulation Required C/N Rx sens Emin
(dB) (dBm) (dBµV/m)

QPSK 1/2 5.4 −93.8 43.9
QPSK 2/3 8.4 −90.8 46.9
16-QAM 1/2 11.2 −88.0 49.7
16-QAM 2/3 14.2 −85.0 52.7
64-QAM 1/2 16.0 −83.2 54.5
64-QAM 2/3 19.3 −79.9 57.8
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Table 1.3 Rx sensitivity and equivalent minimum receiver field strength Emin for the subscriber
terminal (typical urban channel for typical reference receiver, BW = 8 MHz, F = 6 dB, mobile,
band V, MFER <5% [8])

Modulation Min C/N Rx sens Emin (dBµV/m): C Emin (dBµV/m): D
(dB) (C/N +3 dB) (dBm) (C/N +3 dB) (C/N +3 dB)

QPSK 1/2 9.5 −86.7 45.0 51.0
QPSK 2/3 12.5 −83.7 48.0 54.0
16-QAM 1/2 15.5 −80.7 51.0 57.0
16-QAM 2/3 18.5 −77.7 54.0 60.0
64-QAM 1/2 20.5 −75.7 56.0 62.0
64-QAM 2/3 24.0 −72.2 59.5 65.5

Table 1.4 Characteristics of the selected DVB-H system

Parameter Value

Frequency Channel 37: 602 MHz
Mode 4K
Modulation Adaptive QPSK, 16-QAM, 64-QAM
Channel bandwidth BW 8 MHz
ERP 5 kW
Tx feeder loss Lf 0 dB
Tx height hTx 64 m
Receiver antenna gain Gr Table 1.1 (in dBd or dBi)
Rx feeder loss 0 dB
Rx height hRx 1.5 m
CPE Classes A, B, C, D
C/N Tables 1.2 and 1.3

Coverage requirement
Good / acceptable (portable: 95% / 70%)
Good / acceptable (mobile: 99% / 90%)

The height of the receiver (Rx) is hRx = 1.5m. For broadcast planning purposes this
is the common value, taking into account that the differences between planning at
1 and 2 m are negligible.

CPE (customer premises equipment) is considered for coverage classes A, B, C,
and D. Because the 4K mode is exclusively defined for use in DVB-H systems we
investigate the performance of this 4K mode. Furthermore, a channel BW = 8 MHz
is assumed. Table 1.4 summarizes the selected parameters of the considered DVB-H
system.

1.3 Coverage Planning for DVB-H

Coverage planning and link budget calculations for a DVB-H network using several
PL models will be discussed in this section. First, different PL models are pro-
posed. Next, shadowing and fading margins, which have to be taken into account,
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are discussed. Link budget calculations for an example based on Sect. 1.2.5 are
elaborated. Finally, delay spread and interference are discussed and throughput for
a DVB-H system versus the range is analyzed.

1.3.1 Path Loss Models

To calculate the range of the system (and select the optimal parameter setting), PL
models are needed. The PL between a pair of antennas is the ratio of the trans-
mitted power to the received power. It includes all of the possible elements of loss
associated with interaction between the propagating wave and any objects between
the transmitting and receiving antennas [28]. The parameter PL is used for the
estimation of the coverage of a system. Different models to obtain the PL have
been developed. Models that are applicable for the estimation of the coverage of
DVB-H systems are here discussed: the ITU-R P.1546 model [15], the Cost 231
Hata-model [12, 23], and the Ghent model [25, 26].

1.3.1.1 ITU-R P.1546 Model

The ITU-R P.1546 model [15] uses tabulated field-strength values for 1 kW effective
radiated power (ERP) at nominal frequencies of 100, 600, and 2000 MHz, respec-
tively, as a function of various parameters. Propagation curves have been plotted
using these values. From the field values the PL can be calculated. Some curves refer
to land paths, others refer to sea paths. Interpolation or extrapolation of the values
obtained for the nominal frequency values should be used to obtain field-strength
values for any given frequency. The propagation curves represent the field-strength
values exceeded for 50%, 10%, and 1% of the time. The ITU-R P.1546 model [15]
is not valid for field strengths exceeded for percentage times outside the range from
1% to 50%.

The curves are based on measurement data mainly relating to mean climatic con-
ditions in temperate regions containing cold and warm seas, e.g., the North Sea
and the Mediterranean Sea. The land path curves were prepared from data obtained
mainly from temperate climates as encountered in Europe and North America. The
sea-path curves were prepared from data obtained mainly from the Mediterranean
and the North Sea regions.

Although this model is often used, it has some disadvantages. First, this predic-
tion method uses a receiving height of 10 m [15]. For portable reception, an antenna
height of 10 m above ground level is not realistic. For this reason a receiving antenna
height of 1.5 m above ground level (outdoor) or above floor level (indoor) has been
assumed [8]. Therefore correction factors, noted as height losses, must be intro-
duced. Height loss Lh values are provided for some type of environments for 500 and
800 MHz in [8] and [4]. The height loss can also be calculated using [15]. Table 1.5
provides these height losses for different types of environments.
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Table 1.5 Receiving antenna height loss for different environments [15]

Frequency (MHz) Height loss Lh (dB)

Rural Suburban Urban

Band IV 11 16 22
Band V 13 18 24

Further, the model uses tabulated values at three frequencies, specific distances
(not smaller than 1 km and up to 1000 km), and Tx heights (10–1200 m). Interpola-
tion (provided by [15]) is thus necessary.

1.3.1.2 Cost 231 Hata-Model

The most widely used PL model is the Hata–Okumura model [12, 23]. This model
is valid for the 500–1500 MHz frequency range. There exists an elaboration on
the Hata-Okumura model that extends the frequency range (up to 2100 MHz).
This model is not suitable for lower base station antenna heights (valid for hTx =
30−200m), and hilly or moderate-to-heavy wooded terrain. More information about
this model can be found in [12, 23, 28].

1.3.1.3 Ghent Model

In [25] and [26], the PL is determined using measurements of an actual DVB-H
signal at 602 MHz in a suburban environment. This model will be noted as the Ghent
model. In Sect. 1.4 the experimental development of a PL model will be discussed
and the Ghent model will be used as an example to explain the methodology. The
PL is modeled according to a lognormal shadowing model. It was shown in [25] that
the variation around the mean PL is well described by a lognormal distribution. This
model is valid from 70 m up to 14 km, for BS heights around 60 m, and frequencies
of 600 MHz in a suburban environment.

Figure 1.1 shows the PL at 602 MHz for the ITU and Ghent models for a subur-
ban environment. The height of the BS (hBS) is 60 m and the height of the receiving
antenna (hRx) is 2.85 m. The height correction of [15] can then be used to obtain
values at hRx = 1.5m. Up to 1.96 km, the Ghent model delivers the highest path
losses, resulting in the most restrictive model. From that distance on, the ITU model
is more restrictive (the environment around Ghent is less dense suburban).

The relation between the equivalent field strength E (dBµV/m) and the PL is as
follows [15]:

PL = 139−E +20log f (1.4)

where E is the field strength for 1 kW ERP and f the frequency in MHz.
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Fig. 1.1 PL at 602 MHz as a function of the distance from the BS for ITU and Ghent models
(suburban environment, hBS = 60m and hRx = 2.85m)
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Fig. 1.2 Field strength at 500 MHz as a function of the distance from the Tx for different models
(ERP = 1 kW, hTx = 300m and hRx = 1.5m)

Example

Figure 1.2 shows the field strengths E (dB(µV/m)) at 500 MHz from 1 to 200 km
at hRx = 1.5m calculated with the ITU-R P.1546 model (Lh = 16dB, t = 50%) and
the COST 231 Hata-model for an outdoor receiver in a suburban environment. No
penetration loss is taken into account. The height of the Tx (hTx) is 300 m and an
input power of 1 kW ERP is assumed. Also the free-space field is shown in this
figure. Due to the multipath environment the field strengths are much lower than in
free space.
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The equivalent PL – calculated using (1.4) – is shown in Fig. 1.3. Due to the
multipath environment the PL is much higher than in free space. The Hata and ITU
model correspond reasonably well (differences of about 5 dB). The PL is of course
higher for larger distances between Tx and Rx.

Figure 1.4 shows the PL as a function of the height of the base station from 10
to 300 m. The distance between Tx and Rx is 10 km and hRx = 1.5m. The ITU
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Fig. 1.3 PL at 500 MHz as a function of the distance from the Tx for different models (hTx = 300m
and hRx = 1.5m)
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hRx = 1.5m)
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model delivers a PL that is about 5 dB lower than the Hata-model for the different
heights. It is obvious that placing the BS higher results in a lower PL and thus a
larger coverage. Changing the height of the Tx has a large influence on the PL: e.g.,
at hTx = 10m the PL is 160 dB, while at hTx = 300m the PL is only 131dB (ITU
model).

1.3.2 Shadowing and Fade Margins

The shadowing margin and fade margin have an important role in the link budget.
They depend on the coverage and reliability requirements of the operator for the
system. A service could have to be provided at 90% of all locations within a cell
with 99% reliability.

In this chapter all ranges will be calculated for good reception. This “good” recep-
tion is defined as follows: at least 95% of receiving locations at the edge of the area
are covered for portable reception and 99% of receiving locations within it are
covered for mobile reception [8].

The standard deviation of the ITU model is used for determining the shadowing
margin (noted as location correction factor in [8]) for outdoor locations (portable
and mobile). The shadowing margin at indoor locations is the combined result of
the outdoor variation and the variation factor due to building attenuation. These
distributions are expected to be uncorrelated. The standard deviation of the indoor
field strength distribution can therefore be calculated by taking the root of the sum
of the squares of the individual standard deviations.

At UHF, the outdoor and indoor macroscale standard deviations are 5.5 and 6 dB
according to [8, 15], respectively. The combined value is then 8.3 dB. Table 1.6
shows the shadowing margins considered here and based on ETSI [8]. We assume
here a building penetration loss of 11 dB as proposed in [8] (Sect. 1.2.3) and a vehi-
cle entry loss of 8 dB with standard deviation of 2.5 dB [20] (Sect. 1.2.3). The com-
bined value of the outdoor and vehicle entry deviation is then 6 dB. The shadowing
margin for mobile reception in a car (class D) is then 14 dB for 99% coverage.

The shadowing effect follows a lognormal distribution. The coverage require-
ment described here is for locations at the edge of the cell. Sometimes it may be
more appropriate to design the system for a coverage probability over the whole
cell [28].

Table 1.6 Shadowing margins based on ETSI guideline TR 102 377 [8]

Reception mode Coverage
requirement (%)

Shadowing margin (dB)

Outdoor Indoor

Portable
>95 9 14
>70 3 4

Mobile
>99 13 14
>90 7 7



1 Fundamentals of DVB-H Broadcasting Transmission and Reception 15

For the calculation of shadowing margins, the following formula for the location
variability σL can be used [28]:

σL = 0.65(log( fc))
2 −1.3log( fc)+A (1.5)

where A = 5.2 in the urban case and 6.6 in the suburban case. fc is the frequency in
MHz. These values apply to macrocells. At, e.g., 500 MHz for suburban and urban
regions, standard deviations of 7.8 and 6.4 dB are obtained, respectively. These val-
ues are higher than the 5.5 dB of the ITU-R P.1546 model [15].

The fade margin takes the yearly availability of the system into account. The link
availability will be affected by clear-air multipath and rain multipath fading. The
ITU-R P.530 model [16] described in ECC report 33 [3] can be used to determine
the fade margin. A fade margin of 10 dB results in a yearly availability of 99.995%
for a cell radius of 10 km.

1.3.3 Prediction of Range of a DVB-H System: Example

In this section an example of range prediction for a DVB-H system will be elabo-
rated. The parameters of Sect. 1.2.5 will be used. The calculation and tabulation of
signal powers, gains, losses, and C/N for a complete communication link is called a
link budget, which is a useful approach for the basic design of a communication sys-
tem. To determine the coverage range of the DVB-H system we use the parameters
of Tables 1.2 – 1.6 and formulas (1.1), (1.2), and (1.3).

We analyze a receiver in band V (channel 37: 602 MHz) and assume good cov-
erage (e.g., a coverage requirement of 95% for coverage class A). An ERP = 5 kW
is assumed. We investigate the scenario described in Sect. 1.2.5 (Table 1.4, hTx =
64m). The environment is suburban.

Table 1.7 summarizes the ranges of the different modulation schemes for the
scenario under consideration (four coverage classes, good coverage) using the ITU
(t = 50% [8]) and Hata-model. The range that can be obtained depends on the type of
modulation. QPSK 1/2 results in ranges up to 3.7 km for suburban regions (class B,

Table 1.7 Ranges (km) for the considered scenario

Modulation Ranges (km)

ITU Hata
A B C D A B C D

QPSK 1/2 10.5 3.7 7.8 2.8 8.9 3.0 6.2 2.2
QPSK 2/3 8.8 3.0 6.4 2.2 7.2 2.4 5.1 1.8
16-QAM 1/2 7.4 2.5 5.3 1.8 6.0 2.0 4.1 1.5
16-QAM 2/3 6.1 2.0 4.3 1.4 4.9 1.6 3.4 1.2
64-QAM 1/2 5.4 1.7 3.7 1.2 4.3 1.4 2.9 1.1
64-QAM 2/3 4.3 1.4 2.9 1.0 3.4 1.2 2.3 <1.0
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ITU) while 64-QAM 2/3 is only possible up to 1.4 km (class B, ITU). Outdoor
portable reception results in the largest ranges, while indoor (class B) and mobile
(class D) reception result in the lowest ranges due to additional building and vehicle
penetration loss, respectively. Table 1.7 shows that for, e.g., 16-QAM 1/2 ranges of
7.4km (class A, outdoor), 2.5km (class B, indoor), 5.3km (class C, outdoor vehi-
cle), and 1.8 km (class D, inside vehicle) can be obtained using the ITU model.
The Hata-model delivers higher PL values for the considered scenario than the
ITU model. Therefore the ranges obtained with the Hata-model are lower (e.g., for
class B from 1.2 to 3.0 km). Thus one has to be careful when using only the ITU
model, which may be too optimistic.

Calculations for reception into trains can also be done. The range for the con-
sidered DVB-H system for reception in trains (class D) is calculated for a coverage
requirement 90%. The ratio C/N is calculated without a 3 dB margin. A train entry
loss of 26 dB and standard deviation of 3 dB is considered [1,2,10]. The shadowing
margin for a coverage requirement of 90% and for the combined standard devia-
tion is then 8.1 dB. This reception mode results in ranges (ITU model) of 1.4 km
for QPSK 1/2, 1.2 km for QPSK 2/3, and lower than 1km for the higher modulation
schemes. Reception in trains will thus be very difficult.

1.3.4 Estimation of Throughput

In this section first the delay spread is estimated and interference is analyzed. Next,
suitable OFDM parameters are selected taking into account the delay spread and
interference. Finally, the physical-layer throughput is determined.

1.3.4.1 Estimation of Delay Spread

The phenomenon of delay spread is due to multipath scattering. In order to avoid
inter-symbol interference (ISI) and inter-carrier interference (ICI), a cyclic prefix
(CP) or guard time Tg (guard interval GI) is introduced in front of every data part of
an OFDM symbol. It is therefore necessary to choose a CP larger than the maximum
delay spread.

The delay profile is characterized by τrms (root-mean-square (rms) delay spread
of the entire delay profile). It was found that the rms delay spread for omnidirec-
tional antennas [11] follows a lognormal distribution and that the median of this
distribution grows as some power of distance. The model of [11] is the following:

τrms = T1 dε y (1.6)

where τrms is the rms delay spread, d is the distance in km, T1 is the median value of
τrms at d = 1km, ε is an exponent that lies between 0.5 and 1.0 and y is a lognormal
variate with standard deviation between 2 and 6 dB. The parameters T1 and ε of the
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Table 1.8 Rms delay spread τrms for a range up to 10 km using the model of [11]

Environment T1 ε Median τrms (µs) Maximum τrms (µs)
(µs) at 10 km in 90% at 10 km

Rural 0.1 0.5 0.3 1.3
Suburban 0.3 0.5 1.0 2.4
Urban micro 0.4 0.5 1.3 2.6
Urban macro 0.7 0.5 2.2 4.6
Mountain 0.5 1.0 5.0 11.6

model at 1km are shown in Table 1.8 [11]. The delay spread remains unchanged
for frequencies above 30 MHz, since the wavelengths become much smaller than
human-made architectural structures [14, 19].

Table 1.8 also lists the median delay spread values obtained by simulations with
the model of (1.6) for different types of environment for a cell range of 10km and the
90th percentile of the delay spread values at 10km. Table 1.8 shows thus that 90%
of the delay spread values are smaller than 3µs for suburban regions. The delay
spread is the smallest for rural areas and has the largest values for mountainous
areas. As the terrain is mostly flat in the considered suburban environment (example
Sect. 1.3.3), a maximum delay spread of 3µs is an acceptable assumption for this
environment. In [19] a majority (95%) of the measured delay spread values is less
than 1.75 µs.

1.3.4.2 Interference

The two main interference sources that constrain the cell size of a DVB-H network
are inner and outer interference. The inner interference is the interference gener-
ated by the transmitters in the SFN. The outer interference is the interference com-
ing from other SFNs or MFNs (multifrequency networks) that operate at the same
frequency.

The maximum acceptable echo delay depends on the used guard interval. When
the echo delay of the signal is higher than the guard interval then interference occurs.
Thus as long as the distance between the transmitters in the SFN is less than a
value Rg then there is no inner interference in a network with only two transmitters.
Otherwise, inner interference will occur. The maximum distance Rg is defined by
the following formula [8]:

Rg = c ·Tg (1.7)

where c is the velocity of light and Tg is the guard time.
Due to multipath environments, different signals will be received with different

delays and interference is inevitable. Table 1.9 shows for different guard intervals
or ratios Tg/Tu (Tu = useful time) the maximum distance (see (Eq. 1.7)) between the
transmitters in an SFN for which minimal inner interference may appear [6,8]. Min-
imal interference means that if the distances between the transmitters were larger
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Table 1.9 Rg and Tg for the different DVB-H modes [8]

Tg/Tu 2K mode 4K mode 8K mode

Tg(µs) Rg(km) Tg(µs) Rg(km) Tg(µs) Rg(km)

1/4 56 16.8 112 33.6 224 67.2
1/8 28 8.4 56 16.8 112 33.6
1/16 14 4.2 28 8.4 56 16.8
1/32 7 2.1 14 4.2 28 8.4

Table 1.10 Choice of OFDM parameters for 4K mode and channel bandwidth (BW) of 8 MHz
(c = velocity of light)

OFDM parameters Value Choice BW = 8 MHz

Mode 2K, 4K, 8K 4K
Number of carriers NFFT 2048, 4096, 8192 4096
(FFT-size)
Modulated carriers K 1705, 3409, 6817 3409
Elementary period T 7/64 7/64
Useful time Tu 224, 448, 896 µs 448 µs
Carrier spacing ∆ f 1/Tu 2.232 kHz
Tg/Tu 1/32, 1/16, 1/8, 1/4 1/4
Guard time Tg Tu/4 112 µs
Symbol time Ts Tu +Tg 560 µs
Max distance of Tx Rg c ·Tg 33.6 km

than the ones in Table 1.9 – the other corresponding network parameters remain the
same – the network itself will incur more interference. For the 4K mode, this SFN
radius is two times larger than for the 2K mode and half of the radius for the 8K
mode [8]. A trade-off between the coverage range and interference has to be made.
The larger the range, the higher the percentage of the cell area that will receive
interference from other transmitters of the same SFN.

1.3.4.3 OFDM Parameters

We analyze the configuration of the DVB-H system of Table 1.4. We consider thus
the 4K mode for an 8 MHz channel. We choose the guard time Tg equal to 1/4th
of the useful time. The guard time is then equal to 112 µs and is thus larger than
τrms = 3µs. The maximum distance Rg is 33.6 km for this guard time. The chosen
OFDM parameters are shown in Table 1.10 [6].

1.3.4.4 Physical Layer (PHY) Bit Rates

Using the OFDM parameters of Table 1.10 (BW = 8 MHz), the physical layer
(PHY) bit rates can be calculated for the different modulations and coding rates [6].
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Table 1.11 shows these raw bit rates on the PHY level. The throughput varies from 5
to 20 Mbps. The spectral efficiency varies from 0.6 to 2.5 bit/s/Hz for the considered
parameters.

1.3.5 Throughput and Coverage Results

Figure 1.5 shows the PHY throughput for the suburban scenario (Table 1.4,
4K mode, 8 MHz channel) as a function of the distance at 602 MHz. For this
figure we combine the coverage distances obtained from Sect. 1.3.3 with the bit
rates from Table 1.11. The theoretical PHY throughput for the four coverage classes
is shown. Each marker on the curve of a class corresponds with a modulation and
coding rate. QPSK 1/2 corresponds with the highest ranges while 64-QAM 2/3
will reach the shortest distances. For example, at a range of 7.4 km a throughput of

Table 1.11 PHY modes and bit rates for 4K mode, Tg/Tu = 1/4 for BW = 8 MHz [6]

Modulation Coding rate PHY bit rate Spectral efficiency
(Mbps) (bit/s/Hz)

QPSK 1/2 4.98 0.62
QPSK 2/3 6.64 0.83
16-QAM 1/2 9.95 1.24
16-QAM 2/3 13.27 1.66
64-QAM 1/2 14.93 1.87
64-QAM 2/3 19.91 2.49
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Fig. 1.5 Throughput for 8 MHz channel as a function of the distance for the four coverage classes
(ERP = 5 kW, hBS = 64 m, and hRx = 1.5 m, 1 = QPSK 1/2, 2 = QPSK 2/3, 3 = 16-QAM 1/2,
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10 Mbps can be obtained for class A using the ITU model. The indoor performance
is limited to much smaller ranges: e.g., 10 Mbps is only possible up to 1.8km in a
vehicle (class D) and up to 2.5km inside houses (class B). No MPE–FEC protection
is assumed in Fig. 1.5.

1.4 Coverage Measurements for a Path Loss Model

In this section, the measurement methodology for the development of a PL model
is discussed. As an example, propagation measurements, performed at 602 MHz in
a suburban environment in Ghent, Belgium, are presented. From the experimental
data a statistical PL model is derived. This model can be used for coverage estima-
tion of DVB-H networks.

1.4.1 Measurement Site and Measurement Equipment

The base station (BS) antenna is located on the roof of a building at a height of
hBS = 64m. The measurement area is mostly suburban. The considered DVB-H
system is based on the ETSI standards [5]. The azimuth pattern of the BS antenna is
omnidirectional. The vertical 3 dB-beamwidth equals 6◦. The gain of the antenna is
7.5 dBd. A DVB-H signal with modulation scheme 16-QAM 1/2 and a bandwidth
(BW) of 7.61 MHz is injected in the transmitting antenna (Tx). The used frequency
is 602 MHz. The ERP of the BS antenna equals 37.76 dBW.

As Rx, an omnidirectional Jaybeam antenna type 7511 is used. The measure-
ments are performed at 2.85 m above ground level. The receiver antenna is vertically
polarized and its gain is 0 dBd. Figure 1.6 shows the receiver part of measurement

Fig. 1.6 Vehicle with Rx used for the data acquisition
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Fig. 1.7 Trace of the DVB-H signal measured by the spectrum analyzer at non-line-of-sight
location

system. The measurements are performed with a Rohde & Schwarz FSEM30 spec-
trum analyzer (SA) with a frequency range from 20 Hz up to 26.5 GHz. The output
of the SA is sampled and stored on a laptop. Optimal settings for measurements
with the SA have been determined: a center frequency of 602 MHz, frequency span
of 30 MHz, and a resolution bandwidth of 5 MHz. The measurement value also
depends on the detector mode: the rms mode is used, as proposed in [17]. The mea-
surement positions are acquired with a GPS (Global Positioning System) device.
Using a car, the Rx is moved with constant speed in the environment. Figure 1.7
shows a trace of the DVB-H signal (bandwidth of 7.61 MHz), measured with the
SA with the proposed settings at a non-line-of-sight location in Ghent, Belgium.

1.4.2 Data Processing

First, the noise floor is determined for each measurement track. Then an additional
margin of 5 dB is added. Samples which are below the noise floor plus this mar-
gin are discarded. This margin is a compromise between sensitivity of the mea-
surement system and noise elimination. In this way not all samples far from the
BS are discarded. On the other hand, 5 dB is high enough to separate signal from
noise. Figure 1.8 shows a data track, the noise level, and the additional margin. To
remove the fluctuations of the fast fading, the received signal strength is averaged
and sampled according to the Lee criterium [21], i.e., about 50 samples for each
40 wavelengths. The sampling of the measurement points depends upon the veloc-
ity of the car. Using [17] and [21] and the sampling of the measurement system,
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Fig. 1.8 Example of measurement track and noise floor at 602 MHz as a function of the distance
BS−Rx (hBS = 64m and hRx = 2.85m)

a maximum speed of 25 km/h has to be used for the acquisition of the measure-
ment data. A constant velocity of 20 km/h is used. For each track, the environmen-
tal conditions (wide/narrow street, residential/suburban, high/low buildings) were
determined. We consider distances from about 100 to 14000 m from the BS.

1.4.3 Path Loss

PL is defined in Sect. 1.3.1 [28]. The PL is modeled according to a lognormal shad-
owing model:

PL = P0 +10 n log(d/d0)+ χ (1.8)

where d is the distance between BS and Rx in m, d0 is a reference distance in m, and
n is the PL exponent. d0 was chosen 100 m here. Furthermore, χ is the shadowing
fading variation and has a standard deviation σ . A fit with two parameters, P0 and n,
was performed. The rms deviation of the measurement points was minimized with a
linear regression fit. Figure 1.9 shows the measurements and fit of PL at hRx = 2.85 m
as a function of the distance BS−Rx. The parameter P0 equals 86.8 dB. We obtain
a PL exponent n = 2.34 and a standard deviation of 6.18 dB.

To investigate the correctness of the model, the cdf (cumulative distribution func-
tion, i.e., Prob [deviation < abscissa]) of the difference between the experimen-
tal data and the PL model is analyzed. This cdf is then being fit using a cdf of
a normal distribution (in dB). Again the rms deviation is minimized with a lin-
ear regression fit, where the mean value and the standard deviation are adjusted.
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Fig. 1.9 Scatter plot and linear regression fit of PL at 602 MHz as a function of the distance
BS−Rx (hBS = 64m and hRx = 2.85m)
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Fig. 1.10 Cumulative distribution of experimental data and linear regression fit

The standard deviation σfit of the normal fit equals 6.17 dB, which agrees excel-
lently with the 6.18 dB of the experimental data, indicating the correctness of the
model. Figure 1.10 shows the cdf of the experimental data and the linear regression
fit. To further assess lognormality of the samples, a statistical goodness-of-fit test
was performed. A Kolmogorov–Smirnov (K–S) test was conducted on the samples.
The measurements passed the K–S test at a significance level α = 0.05.
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1.4.4 Equivalent Field Strength

Based on [15] and [17], the power measurements in Ghent are converted to corre-
sponding values of the equivalent electric field strength E (dBµV/m):

E = Vo + k +A, (1.9)

with Vo the output voltage of the antenna in dBµV, k the antenna factor in dB(1/m),
and A the attenuation of the antenna signal path in dB. A, in this case, is the cable
loss between Rx and SA.

Vo can be calculated as follows:

Vo = 20 · log

⎛
⎝106 ·

√
50 · 10

Pr
10

1000

⎞
⎠ . (1.10)

k is defined as
k = 20 · log( f )−29.7707−Gr, (1.11)

with f the frequency under consideration (in MHz) and Gr the gain of the receiver
antenna.

In Fig. 1.11 a map of the measurement environment is shown together with the
field-strength values. The field strengths are divided into five categories. The loca-
tions marked in blue, green, yellow, or red indicate to which coverage class that
location belongs [7]. The corresponding minimal electric field strength necessary
to obtain good reception at 2.85 m (height correction [18]) is 64.5, 69.5, 80.5, and
84.5 dBµV/m for classes A, C, B, and D, respectively [7]. The locations marked in
black (except for the BS, marked with a black dot) do not have a good reception in
either of the four coverage classes.

From the map it is clear that near the BS, reception quality is best and the further
from the BS, the lower the field strengths are. In more open areas such as north of
the BS though, the electric field decreases slower than in denser areas, such as south
west from the BS.

Finally, we calculate the range for 16-QAM 1/2 for indoor reception of the sys-
tem considered in Sects. 1.2.5 and 1.3.3 but with the PL model of (1.8). A range of
3.2 km is obtained for class B reception using the Ghent model compared to a range
of 2.5 and 2.0 km using the ITU and Hata-model, respectively.

1.5 Parameter Evaluation and Performance Analysis
of DVB-H System

In this section, physical-layer measurements for a DVB-H system in realistic chan-
nel conditions are investigated. This system is based on the specifications and guide-
lines of ETSI [5–8]. The goal is to evaluate the performance of the system for
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Fig. 1.11 Measured equivalent electric field strengths in Ghent Belgium (black dot indicates the
location of the base station, hTx = 64m, hRx = 2.85m)

different modulation schemes, guard intervals, and MPE–FEC rates. This analysis
will enable better estimations of the performance of the DVB-H system and an opti-
mized DVB-H performance model (range, influence of different parameter settings).
Different reception conditions (indoor walking, indoor standing, outdoor walking,
car 20 km/h, car 70 km/h, car 120 km/h, train, tram, and bus) will be discussed and
performance for each of these scenarios is analyzed.

1.5.1 Transmitting Network

Many results presented in this section are obtained from the Flemish DVB-H trial
during 2007 in Ghent, Belgium. Therefore the transmitting network in Ghent is
here presented. Figure 1.12 shows a map of Ghent where the Flemish DVB-H trial
network is situated and the location of the three BS marked with large black dots
(other labels will be explained further). The environment is rural and suburban. The
operation frequency is 602 MHz with a bandwidth of 8 MHz. In Belgium, there are
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Fig. 1.12 Map of Ghent with the three transmitting antennas (large black dots), the selected build-
ings for the indoor portable measurements (squares), and the routes for the mobile measurements
(the routes at 20 km/h are shown with a full black line, the routes at 70 km/h are shown with circles)

almost no urban regions (urban is defined here as an area as the center of New
York, only parts of the town Brussels in Belgium are urban). Cities as Ghent can be
classified as suburban, the region around the city center can be classified as rural. All
transmitting antennas are omnidirectional. The heights of these BS are hBS = 64 m
(BS1), hBS = 63 m (BS2), and hBS = 57 m (BS3), respectively. The EIRP (EIRP =
Effective Isotropic Radiated Power) used for these BS is 39.0, 40.9, and 36.6 dBW,
respectively.

1.5.2 Reception Scenarios

DVB-H services will be provided in different circumstances. Coverage for DVB-H
will be demanding since reception is expected in different conditions (the terminal
is moving, body loss, no line-of-sight conditions, etc.). The measurements discussed
here have been performed for portable outdoor (class A), portable indoor (class B),
and mobile reception (class D).

We define nine different scenarios. Each scenario has been assigned an identifi-
cation number (ID). Table 1.12 summarizes the different scenarios, each with a brief
description. In the following sections, the different scenarios will be explained.
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Table 1.12 Investigated scenarios during trial

Class Scenario ID Description

A Outdoor walking I Twenty routes
B Indoor walking II Thirteen buildings, measurements on

each floor (rooms, corridors,
and staircases)

B Indoor standing III Thirteen buildings, 1 minute each floor
D Car 20 km/h IV Six routes, 70.5 km
D Car 70 km/h V Three routes, 37.5 km
D Car 120 km/h VI Two routes, 50 km
D Train VII Station Gent St-Pieters → Wondelgem
D Tram VIII Station Gent Sint-Pieters → Evergem
D Bus IX Wondelgem → station Gent Sint-Pieters

1.5.2.1 Portable Reception

For class A (scenario I), 20 routes in 11 different parts of the city have been inves-
tigated (Table 1.12). The routes selected for class A measurements are situated near
the buildings investigated for class B. For class B (II and III), 13 buildings have been
selected. Indoor walking (II) as well as indoor standing (III) have been investigated.
In Fig. 1.12 the different buildings are marked with squares. For scenarios II and III,
measurements have been performed during 1 min on each floor in every building.

1.5.2.2 Mobile Reception

For class D (scenarios IV–IX), measurements have been performed for differ-
ent mobile scenarios (Table 1.12): reception inside a train (VII), a tram (VIII), a
bus (IX), and a car (IV–VI). For reception inside a car, different reception veloci-
ties have been investigated: 20 km/h (IV), 70–90 km/h (V) and 100–120 km/h (VI).
Figure 1.12 shows a map of Ghent with routes of different mobile scenarios of
class D.

1.5.3 Parameters Used to Analyze Performance

This section defines the parameters used to analyze the performance of the DVB-H
system. First, MpegLock and MpegDataLock are explained. Next, parameters cor-
responding with MPE tables, transmission quality, and signal quality parameters are
described. Finally, MPE–FEC gain is explained.

Basic definitions

• MpegLock: If MpegLock is “on,” the TS (transport stream) synchronization is
achieved.
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• MpegDataLock: If MpegDataLock is “on,” the TS (transport stream) synchro-
nization is achieved and the TS packet is valid.

Parameters corresponding with MPE tables

• %Lock: the percentage of the time that the logged parameters MpegLock and
MpegDataLock are both “on.” When both are “on,” it is possible to receive MPE
tables.

• %Not locked: the percentage of the time that at least one of the logged parameters
MpegLock and MpegDataLock is “off.”

%Not Locked = 100 − %Lock (1.12)

• %Correct tables

=
number o f correct MPE tables received ×100

number o f received tables
(1.13)

• %Incorrect tables = MFER
• %Corrected tables

=
number of corrected MPE tables received×100

number o f received tables
(1.14)

• %Valid reception is the percentage of the time that the receiver is locked and
receives either correct, or corrected tables:

%Valid reception = 100 −
[

%Not locked +
(

%Lock×%Incorrect tables
100

)]

(1.15)

Transmission quality criteria

• %Locations: the ratio of the number of valid tables received in a 3 dB range for
E (dBµV/m) / 1 dB range for C

N+I (dB) and the total number of tables received in
that 3 dB / 1 dB range. This definition can also be found in [7].

• %Locations QEF ok: the ratio of the number of samples that meet the Quasi-
Error-Free criterion and the total number of samples recorded (in a 3 dB range
for E/1 dB range for C

N+I ). Samples meet the Quasi-Error-Free criterion when
the recorded BER (bit error rate) is smaller than 2 · 10−4 after the Viterbi
decoder [29].

• %Locations ESR5 ok: the ratio of the number of samples that meet the Erroneous
Second Ratio 5% criterion and the total number of samples recorded (in a 3 dB
range for E/1 dB range for C

N+I ). Samples meet the Erroneous Second Ratio 5%
criterion when there is a maximum of 1 erroneous second in 20 s. This corre-
sponds to a recorded BER smaller than 2 ·10−3 after the Viterbi decoder [29].
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Signal quality requirements

• C
N+I |MFER5%: the minimal value of C

N+I (dB) for which the MFER is at most 5%,
or %Locations is at least 95% after MPE–FEC correction.

• C
N+I |FER5%: the minimal value of C

N+I (dB) for which the FER is at most 5%, or
%Locations is at least 95% before MPE–FEC correction.

• E|MFER5%: the minimal value of E (dBµV/m) for which the MFER is at most
5%, or %Locations is at least 95% after MPE–FEC correction.

• E|FER5%: the minimal value of E (dBµV/m) for which the FER is at most 5%, or
%Locations is at least 95% before MPE–FEC correction.

MPE–FEC gain

• �CX%: the reduction in dB for C
N+I obtained by using MPE–FEC, while main-

taining the same reception quality

�CX% =
C

N + I
|FERX% − C

N + I
|MFERX% (1.16)

• �EX%: the reduction in dB for E obtained by using MPE–FEC, while maintain-
ing the same reception quality

�EX% = E|FERX% −E|MFERX% (1.17)

1.5.4 Measurement Methodology

1.5.4.1 Investigated Transmission Schemes for Optimization

The parameters that have been tuned are modulation, coding rate, guard interval
GI, and MPE–FEC coding rate level. For each set or combination of parameters
we define a number. A transmission scheme will be noted as follows: “FFT mode,
guard interval, modulation and inner code rate, MPE–FEC rate.” Table 1.13 gives an
overview of the 14 investigated transmission schemes and their corresponding phys-
ical bit rate. The parameters (in Table 1.13) that are varied are shown in bold. Six
parameters sets (no. 1–6) have been selected to investigate MPE–FEC rates ranging
from 67/68 to 1/2. For six transmission schemes, different modulation schemes and
inner coding rates from QPSK 1/2 to 64-QAM 2/3 are selected (no. 7–11 and no. 2).
Finally, to study the influence of the guard interval (1/32 up to 1/4) four schemes
are selected as shown in Table 1.13.

1.5.4.2 Measurement Method

The measurements are performed with a DVB-H tool implemented on a PCMCIA
card with a small receiver antenna [26, 27]. The gain of the antenna is −5 dBi. The
PCMCIA card is plugged into a laptop, which is used to collect and process the
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Table 1.13 Transmission schemes and corresponding physical bit rate, investigated to determine
the influence of MPE–FEC, modulation scheme (and inner code rate), and the guard interval

No Transmission scheme PHY bit rate
(Mbps)

1 4K, 1/8, 16-QAM 1/2 MPE–FEC 67/68 10.90
2 4K, 1/8, 16-QAM 1/2 MPE–FEC 7/8 9.68
3 4K, 1/8, 16-QAM 1/2 MPE–FEC 5/6 9.22
4 4K, 1/8, 16-QAM 1/2 MPE–FEC 3/4 8.30
5 4K, 1/8, 16-QAM 1/2 MPE–FEC 2/3 7.37
6 4K, 1/8, 16-QAM 1/2 MPE–FEC 1/2 5.53

7 4K, 1/8, QPSK 1/2 MPE–FEC 7/8 4.84
8 4K, 1/8, QPSK 2/3 MPE–FEC 7/8 6.45
2 4K, 1/8, 16-QAM 1/2 MPE–FEC 7/8 9.68
9 4K, 1/8, 16-QAM 2/3 MPE–FEC 7/8 12.91
10 4K, 1/8, 64-QAM 1/2 MPE–FEC 7/8 14.52
11 4K, 1/8, 64-QAM 2/3 MPE–FEC 7/8 19.36

12 4K, 1/4, 16-QAM 1/2 MPE–FEC 7/8 8.71
2 4K, 1/8, 16-QAM 1/2 MPE–FEC 7/8 9.68
13 4K, 1/16, 16-QAM 1/2 MPE–FEC 7/8 10.25
14 4K, 1/32, 16-QAM 1/2 MPE–FEC 7/8 10.55

measurements later. Every 0.5 s, a sample is recorded, while the receiver is either
locked or unlocked [26,27]. A locked receiver can receive DVB-H frames, which are
either correct or incorrect. Incorrect tables can be corrected by the MPE–FEC code.
The tool logs parameters as C

N+I (carrier-to-interference-noise ratio), FER (Frame
Error Rate), MFER (Multi-Protocol Encapsulation FER), and electric-field strength.
Location and speed are recorded with a GPS device.

1.5.5 Results for One Reception Scenario and One Transmission
Scheme: Car 20 km/h

In this section, the performance of DVB-H for scenario IV (driving in a car
at 20 km/h) is investigated for transmission scheme 2: 4K, 1/8, 16-QAM 1/2,
MPE–FEC 7/8 (Table 1.13).

Six routes at 20 km/h have been chosen: one in each wind direction, one through
the city center and one around the city (Sect. 1.5.2). The total length of the routes
for scenario IV is 70.5 km (Table 1.12).

1.5.5.1 %Locations MFER, FER

Figure 1.13 shows the percentage of locations with valid tables as a function of the
recorded electric-field strength E (dBµV/m) for reception in a car driving at 20 km/h.
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Fig. 1.13 Percentage of locations with valid tables as a function of the recorded electric-field
strength before (DVB-T) and after (DVB-H) MPE–FEC correction for reception inside car
(20 km/h) for 4K, 1/8, 16-QAM 1/2, MPE–FEC rate 7/8

Table 1.14 Minimal electric-field and C
N+I values for FER and MFER equal to 0%, 1%, and 5%

(car at 20 km/h)

E (dbµV/m) 0% 1% 5%

FER 95.5 84.63 80.25
MFER 86.5 82.88 79.65

C
N+I (dB) 0% 1% 5%

FER 21.5 16.03 14.76
MFER 16.5 15.30 12.94

For each 3 dB range for E, a minimum of 20 tables is required so that %Locations
can be accurately computed for this bin [7].

Table 1.14 shows C
N+I |MFERX%, C

N+I |FERX%, E|MFERX% and E|FERX% for X = 0,
1, and 5. For MFER 5%, a C

N+I of 12.94 dB and E of 79.65 dBµV/m are required.
In [7, 8] (Table 1.3 in Sect. 1.2.4), 18.5 dB for C

N+I is assumed. The 18.5 dB of
[7,8] includes a 3 dB margin and is calculated for higher driving velocities. For that
reason, the C

N+I |MFER5% value is higher than the one presented here. The required
electric-field strength E and required C

N+I is higher if a higher percentage of correct
tables is needed. Also, for an equal reception quality, the required E and C

N+I values
are higher without MPE–FEC than with MPE–FEC.

1.5.5.2 %Locations ESR5, QEF

Figure 1.14 shows the percentage of recorded measurements for which the BER was
lower than 2 ·10−3 (ESR5) and 2 ·10−4 (QEF) (a) as a function of the recorded C

N+I
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Fig. 1.14 Percentage of recorded measurements for which the BER is lower than 2 ·10−3 (ESR5)
and 2 · 10−4 (QEF) (a) as a function of the received C

N+I and (b) as a function of the received
electric-field strength for reception inside a car driving at 20 km/h

and (b) as a function of the recorded electric-field strength for reception inside a
car driving at 20 km/h. The minimal values where 95% of the locations satisfy the
ESR5 and QEF criterion are 12.65 and 15.94 dB, respectively, for C

N+I , and 79.15
and 82.69 dBµV/m, respectively, for E. The ESR5 criterion corresponds very well
with the C

N+I and E values for MFER 5% (Table 1.14).

1.5.6 Comparison of Different Reception Scenarios

In this section, the performance of a DVB-H system for different scenarios for trans-
mission scheme 2 (4K, 1/8, 16-QAM 1/2, MPE–FEC 7/8) is compared.
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Figure 1.15a shows the percentage of the time that the receiver was not locked
(%Not locked) and the percentage of the received tables that were incorrect (%Incor-
rect tables) for the different scenarios (transmission scheme 2). Figure 1.15b shows
the percentage of correct tables, corrected tables, and incorrect tables for the differ-
ent scenarios. Figure 1.15a and b shows that car 70 km/h, car 120 km/h, and train are
the most difficult reception conditions: the receiver is less locked, and more incor-
rect tables are received. Nonetheless, one should be careful with this comparison of
scenarios, because different scenarios consist of a different number of measurement
points and are measured on different locations.
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Fig. 1.15 (a) % Not Locked, %Incorrect tables and (b) %Correct tables, %Corrected tables,
%Incorrect tables for the different scenarios (transmission scheme 2)
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Fig. 1.16 C
N+I |MFER5% and C

N+I |FER5% for the different scenarios (transmission scheme 2)

When the analysis (%Locations) of Sect. 1.5.5 is performed for all scenar-
ios and investigated schemes, one can compare the MFER 5% and FER 5% val-
ues. Figure 1.16 shows C

N+I |MFER5% and C
N+I |FER5% for the different scenarios. It

shows that the more difficult the reception conditions are (higher speed, reception in
trains, . . . ), the higher the required C

N+I is. For 120 km/h, however, the required C
N+I

is lower than for 70 km/h, in contrast to what may be expected. The reason is the
choice of the routes for the different scenarios: not the worst-case conditions have
been investigated for the Doppler shift at 120 km/h. The very northern and southern
part of the route at 70 km/h leads straight towards/away from the nearest transmitter,
resulting in worst-case Doppler shifts, in contrary to the 120 km/h route (Fig. 1.12).
It has to be mentioned that the choice of the routes for 120 km/h is limited due to
speed limits. Hence, the actual experienced Doppler shift might be higher for the
route at 70 km/h than for the route at 120 km/h. The values will be discussed in
Sect. 1.5.7 and compared with other schemes.

1.5.7 Influence of MPE–FEC Coding Rate

The MPE–FEC feature interleaves the data and adds a Reed-Solomon Code in order
to make the DVB-H signal more robust. The influence of the MPE–FEC coding rate
is also investigated in [7,9]. The schemes of Table 1.13 are used (Sect. 1.5.4) to ana-
lyze experimentally the influence of the MPE–FEC. Investigated coding rate levels
are 1/2, 2/3, 3/4, 5/6, 7/8, and 67/68. A decreasing level of protection corresponds
to a higher coding rate level. The coding rate level 67/68 corresponds to almost no
MPE–FEC protection. In this section the parameters 4K, 1/8, 16-QAM 1/2 are fixed
and the MPE–FEC rate is varied.
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Table 1.15 �C5% values for different MPE–FEC rates for different scenarios (4K, 1/8, modulation
scheme fixed at 16-QAM 1/2)

Scenario Gain �C5% (dB) for MPE–FEC

67/68 7/8 5/6 3/4 2/3 1/2

Indoor walking 0.57 2.62 1.26 0.82 2.11 2.73
Car 20 km/h 0.12 1.82 1.13 1.94 1.96 2.70
Car 70 km/h 0.38 1.91 1.36 2.96 1.62 2.68
Average (I-VIII) 0.13 1.85 1.31 1.71 1.89 2.49

Table 1.15 shows the value of the MPE–FEC gain �C5% for the different MPE–
FEC rates (reception inside car at 20 and 70 km/h and indoor walking reception),
determined using the method of Sect. 1.5.4.2 [26,27]. As expected, Table 1.15 shows
that the more MPE–FEC coding is used (lower MPE–FEC rate), the higher the gain
in C

N+I (dB). On average (last line of Table 1.15) over scenarios I–VIII, �C5% varies
from 0.13 dB (67/68) to 2.49 dB (1/2). The MPE–FEC rate 7/8 provides a somewhat
larger gain than expected but corresponds reasonably with data of [31] where gains
from 1.6 dB (at Doppler frequency of 10 Hz, i.e., portable) up to 4.3 dB (at about
250 z) are obtained for a typical urban (TU6) channel [8]. The values of Table 1.15
are based on actual measurements (realistic channel). For 67/68, the C

N+I gain is
very limited and maximally about 0.6 dB. Finally, for 1/2 maximal C

N+I gains of
about 2.7 dB are obtained.

In [13], an MPE–FEC gain (constellation 16-QAM 1/2, MPE–FEC rate 3/4) of
1.5 dB for a car driving at 30 km/h has been obtained, when measuring an IP PER
(Packet Error Rate) of 5%. This corresponds reasonably well to the MPE–FEC gains
obtained in Table 1.15 for an MPE–FEC rate of 3/4 (a gain of 1.94 dB for a car
driving at 20 km/h). In [9] it is stated that already in portable situations (Doppler
frequency below 10 Hz), the effect of the MPE–FEC rate allows to reach improved

C
N+I . The effect of the MPE–FEC gradually improves the C

N+I for higher Doppler
frequencies.

1.5.7.1 %Valid Reception

Table 1.16 shows the mean value of %Correct tables, %Corrected tables, %Incor-
rect tables, %Lock, and %Valid reception for the different MPE–FEC rates. Each
value is an average over the different scenarios (I–IX) (Sect. 1.5.2). Table 1.16 rep-
resents average reception in Ghent under a random reception condition. Table 1.16
shows that %Correct tables is more or less constant, while %Corrected tables
increases as the MPE–FEC rate increases. This corresponds with a decrease of
%Incorrect tables. Table 1.16 also shows an increase in the %Valid reception
(defined in Sect. 1.5.3) value when the MPE–FEC coding increases. For MPE–
FEC 67/68, the value is 83.56%, while for MPE–FEC 1/2 this value increases up
to 87.91%.
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Table 1.16 Average value over all scenarios of the percentage of correct, corrected, and incorrect
tables, %Lock and %Valid reception for the different MPE–FEC rates (modulation scheme 16-
QAM 1/2)

MPE–FEC %Correct %Corrected %Incorrect %Lock %Valid
rate tables tables tables reception

67/68 93.98 0.37 5.64 88.56 83.56
7/8 91.19 3.25 5.56 88.72 83.79
5/6 91.90 2.56 5.53 88.83 83.92
3/4 91.52 3.71 4.77 88.50 84.28
2/3 92.02 4.55 3.43 91.61 88.47
1/2 92.21 5.05 2.73 90.38 87.91
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Fig. 1.17 C
N+I |MFER5% and C

N+I |FER5% values for different modulation schemes for indoor walking
reception (4K, 1/8, MPE–FEC fixed at 7/8)

1.5.8 Influence of Modulation Scheme

In Sect. 1.5.4 (Table 1.13) the investigated transmission schemes are shown.
Figures 1.17 and 1.18 show the C

N+I |MFER5% and C
N+I |FER5% values for the investi-

gated modulation schemes for indoor walking reception and for reception inside a
car at 20 km/h [26, 27]. These figures show that the higher the modulation scheme,
the higher the required C

N+I values, e.g., in Fig. 1.18 (scenario IV car 20 km/h) for
QPSK 1/2, a C

N+I |MFER5% value of 7.28 dB is required, while for 64-QAM 2/3,
20.28 dB is required. The required MFER 5% values (gray bars in Fig. 1.17) are of
course lower than the FER 5% values (white bars in Figs. 1.17 and 1.18), due to
the MPE–FEC feature. In Fig. 1.18, the FER 5% value is missing for 64-QAM 2/3:
reception without MPE–FEC coding is not possible with the receiver (Sect. 1.5.4).
The required C

N+I value is higher than the value that can be measured with the used
receiver.
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N+I |MFER5% and C

N+I |FER5% values for different modulation schemes for reception inside
a car at 20 km/h (4K, 1/8, MPE–FEC fixed at 7/8)

Table 1.17 The required C
N+I |MFER5% for the considered modulation schemes for different scenar-

ios (4K, 1/8, MPE–FEC fixed at 7/8)

Scenario Modulation scheme

QPSK QPSK 16-QAM 16-QAM 64-QAM 64-QAM

1/2 2/3 1/2 2/3 1/2 2/3

Indoor
Walking 7.19 9.27 12.20 16.38 16.45 20.65
Car
20 km/h 7.28 10.23 12.94 16.11 17.45 20.28
Car
70 km/h 8.20a 12.00a 15.70 16.60 19.55 23.40∗

Average (I-VIII) 7.07 9.82 13.15 15.92 16.91 19.78

a data of [31].

Table 1.17 shows the C
N+I |FER5% and C

N+I |MFER5% values for different scenar-
ios and for all modulation schemes. It shows again that the higher the modulation
scheme, the higher the required C

N+I value. On average (last line of Table 1.17)
over scenarios I–VIII, C

N+I |MFER5% varies from 7.07 dB (QPSK 1/2) to 19.78 dB
(64-QAM 2/3). When the inner coding changes from 1/2 to 2/3, the C

N+I |MFER5%
value is 2 to 3 dB higher. When the constellation is 16-QAM instead of QPSK, the

C
N+I |MFER5% value is about 6 dB higher. When changing from 16-QAM to 64-QAM,
an increase in C

N+I of about 4 dB is needed for indoor walking to maintain the same
reception quality.

In [8, 9] required C
N+I values of 15.5, 18.5, 20.5, and 23.4 dB for 16-QAM 1/2,

16-QAM 2/3, 64-QAM 1/2, and 64-QAM 2/3, respectively, are presented for mobile
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reception. These values correspond reasonably well with our measurements for the
scenario of car 70 km/h (see Table 1.17), where the obtained values are 15.70, 16.60,
19.55 dB, and an unmeasurable value (the required value for 64-QAM 2/3 is higher
than the value that can be measured with the used receiver). For 64-QAM 2/3 a value
of 23.4 dB [9, 31] for mobile reception is listed. For QPSK 1/2 and QPSK 2/3 for
car 70 km/h also values of [9,31] are taken. The differences between the values from
our measurements and those of [9, 31] may be caused by the lower Doppler shift in
our measurements, compared to the mobile (higher velocity) situation in [8, 9, 31].
It should also be noted that in [8, 9], the MPE–FEC rate is probably 3/4 and the
channel is typical urban (TU6 channel), while the values presented here are for the
MPE-FEC rate of 7/8 for measurements in an actual (realistic) channel.

1.5.8.1 %Valid Reception

Table 1.18 shows the mean value of %Correct tables, %Corrected tables and
%Incorrect tables, %Lock and %Valid reception for the different modulation
schemes. Each value is an average over the different scenarios (I–IX). This table
shows that the higher the modulation scheme, the lower %Valid reception (and
%Lock). A modulation scheme with more inner coding performs slightly better
than the nearest lower modulation scheme with less inner coding, e.g., 83.79% for
16-QAM 1/2 versus 79.21% for QPSK 2/3. The average %Valid reception values
vary from 55.12% (64-QAM 2/3) to 95.43% (QPSK 1/2). QPSK requires a lower

C
N+I than 64-QAM to obtain equal reception quality.

1.5.9 Influence of Guard Interval

Scenario IV “car 20 km/h” has been investigated to study the influence of the guard
interval. Table 1.19 shows C

N+I |MFER5%, C
N+I |FER5%, and the maximal deviation for

the different guard intervals. Table 1.19 shows that these values remain relatively
constant for the different guard intervals, indicating that the influence of the guard
interval on these values is small (maximally about 1 dB).

Table 1.18 Average value over all scenarios of the percentage of correct, corrected, and incorrect
tables, %Lock and %Valid reception for the different modulation schemes

Modulation %Correct %Corrected %Incorrect %Lock %Valid
scheme tables tables tables reception

QPSK 1/2 96.71 1.06 2.23 97.61 95.43
QPSK 2/3 89.20 3.46 7.34 85.49 79.21
16-QAM 1/2 91.19 3.25 5.56 88.72 83.79
16-QAM 2/3 82.39 5.94 11.67 80.64 71.22
64-QAM 1/2 85.33 5.36 9.31 80.51 73.01
64-QAM 2/3 67.42 13.07 19.52 68.49 55.12
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Table 1.19 C
N+I |MFER5% and C

N+I |FER5% values for different guard intervals for car 20 km/h (4K,
16-QAM 1/2, 7/8)

Parameter Guard interval Max
deviation1/4 1/8 1/16 1/32

C
N+I |FER5% 14.77 14.76 15.16 15.09 0.40

C
N+I |MFER5% 13.36 12.94 14.06 13.22 1.12

1.6 DVB-H Broadcast Network Design for Indoor Reception

This section describes a methodology to determine the required number of BS for
good indoor reception in a certain area. As an example, indoor reception for Flanders
(13,522 km2) will be investigated. The methodology can of course be applied to
other regions.

We will make use of the existing models [15] and coverage models developed
using propagation measurements in the DVB-H network in Ghent [25,26]. Different
categories of BS are defined and different scenarios are proposed. The number of
BS for “good indoor reception” will then be determined for Flanders. Finally, the
number of BS as a function of the C/N ratio (carrier-to-noise ratio) is determined
and a formula for this relationship is proposed.

1.6.1 Selection of Parameters of Base Stations

Channel 37, corresponding to 602 MHz (band V), is considered. This channel is
used during the Flemish DVB-H trial in Ghent, Belgium. Furthermore, a channel
width BW of 8 MHz is considered. The required number of BS will be calculated
for good indoor coverage for a throughput of about 10 Mbps [26]. This throughput
is also used for the trial in Ghent, as described in [26]. The following settings are
considered: 4K mode, a guard interval of 1/8, modulation scheme 16-QAM 1/2,
and MPE–FEC coding rate of 7/8. The resulting bit rate is then 9.68 Mbps. For the
estimation of the MPE–FEC gain, the data of [9, 26, 31] is used for portable recep-
tion. An MPE–FEC gain of 3.0 dB is considered for portable and mobile recep-
tion [26, 31]. The network dimensioning is executed for these settings.

1.6.2 Receiver

For the network dimensioning we consider the reference receiver Rx defined in [8]
(Sect. 1.2.4). Different reception classes have been adopted: only class B (portable
indoor reception, Sect. 1.2.1) will be considered here. For planning purposes, a
receiver gain Gr of −4.86 dBi can be used for band V according to ETSI [8] (antenna
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in a small hand-held terminal). The minimum signal input level to the receiver is
determined by the required C/N ratio listed in [8, 29]. The receiver noise figure (F)
has been chosen as 6 dB for the frequency bands IV to V (reference receiver). For
16-QAM 1/2 the following parameters are used according to ETSI TR 102 377 [8]
for portable reception (BW = 8 MHz, band V, static Rayleigh channel, PER = Packet
Error Rate = 10−4 [29]): C/N = 11.2 dB, Rx sensitivity of −88.0 dBm, and equiva-
lent minimum receiver field strength Emin of 49.7 dBµV/m (Table 1.2 in Sect. 1.2.4).

1.6.3 Area to Be Covered: Example Flanders

The surface of Flanders to be covered is 13,522 km2 [22]. There are 13 cities
in Flanders, namely Antwerpen and Ghent and 11 regional cities: Aalst, Brugge,
Genk, Hasselt, Kortrijk, Leuven, Mechelen, Oostende, Roeselare, St-Niklaas, and
Turnhout. The surface of these cities is 668.49 km2. Also coverage for Brussels is
necessary. The surface of this area (Brussels – Capital Region) is 162 km2 [22].

1.6.4 Categories of Base Stations and Scenarios

1.6.4.1 Categories

We define three categories of BS:

• Category 1: low towers/low power, height of base station hBS = 35 m, ERP
of 2 kW

• Category 2: medium towers/medium power, hBS = 60 m, ERP of 5 kW
• Category 3: high tower/high power, hBS = 150 m, ERP of 20 kW

1.6.4.2 Scenarios

Using these categories, five different scenarios are proposed: three scenarios with
100% of the BS from one category, a realistic scenario based on the available
antenna sites of the public broadcaster VRT (Flemish Radio and Television Net-
work), supplemented by low power stations, and a scenario assuming building addi-
tional medium power infrastructure. For all investigated scenarios, the network is
first developed for rural coverage. Additionally, suburban/urban coverage for the 13
cities and Brussels is provided.

Scenario 1

For scenario 1, Flanders and Brussels are covered for 100% using BS of category 1
(height hBS = 35 m and ERP = 2 kW). Figure 1.19 shows this scenario.
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Fig. 1.19 Scenario 1

Fig. 1.20 Scenario 2

Fig. 1.21 Scenario 3

Scenario 2

For scenario 2, Flanders and Brussels are covered for 100% using BS of category 2
(height hBS = 60 m and ERP = 5 kW). Figure 1.20 shows this scenario.

Scenario 3

For scenario 3, Flanders and Brussels are covered for 100% using BS of category 3
(height hBS = 150 m and ERP = 20 kW). Figure 1.21 shows this scenario.
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Table 1.20 Assumed number of BS of categories 2 and 3 for scenario 4

Category Flanders Cities Brussels
rural suburban suburban

1 ? ? ?
2 15 5 0
3 5 1 1

Table 1.21 Assumed number of BS of categories 2 and 3 for scenario 5

Category Flanders Cities Brussels
rural suburban suburban

1 ? ? ?
2 50 13 0
3 5 1 1

Scenario 4

Scenario 4 is based upon available antenna sites of VRT in Flanders. Scenario 4 uses
existing medium and high infrastructure (hBS ≥ 60 m). In Table 1.20, we assume 15
BS of categories 2 and 5 BS of category 3 for rural coverage. Furthermore, we
assume 5 BS of category 2 and 1 BS of category 3 in the regional cities. Finally,
for Brussels there is 1 BS of category 3. The remaining number of BS of category 1
required for the coverage is then calculated.

Scenario 5

The realistic scenario 5 assumes building additional high infrastructure (hBS ≥
60 m). In Table 1.21 we assume 50 BS of category 2 and 5 BS of category 3 for
rural coverage. Furthermore, we assume 13 BS of category 2 (1 for every regional
city) and 1 BS of category 3 in the regional cities. Finally, for Brussels there is 1 BS
of category 3. The remaining number of BS of category 1 required for the coverage
is then calculated.

1.6.5 Required Number of Base Stations

1.6.5.1 Range of a Single Base Station

To calculate the range of the system, PL models are needed (Sect. 1.3.1). To calcu-
late the range of BS of category 2, the Ghent model of [25, 26] is used for suburban
coverage (P0 = 86.8 dB, n = 2.34, and σ = 6.18). The rural coverage is calculated
using the rural ITU R P.1546 model [15]. The coverage of BS of categories 1 and 3
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is also calculated using the ITU-R P.1546 model [15]. The range of a single BS is
then calculated for the reference receiver of [7,8]. The ranges R for hRx = 1.5 m are
summarized (together with the used models) in Table 1.22 for reception class B.

The covered area is assumed to be a circle or a hexagon (21% less coverage).
Using hexagons, empty spaces are avoided. The covered area is then calculated for
a circle as follows:

covered area1BS = π ·R2 (1.18)

The covered area for a hexagon is calculated as follows:

covered area1BS =
3
2
·
√

3 ·R2 (1.19)

The number of BS #BS for a certain area with surface S is then:

#BS = S/covered area1BS (1.20)

1.6.5.2 Calculations for Different Scenarios

The number of BS obtained for indoor reception for scenarios 1–5 is shown in
Table 1.23. For suburban coverage in 13 cities, a minimum of 13 base station anten-
nas is assumed when the #BS obtained from the calculations is smaller than 13 (e.g.,
for scenario 3). For scenario 1 (100% category 1), the largest number of BS is of
course obtained. The number of BS is much higher for hexagons compared to circles

Table 1.22 Range of base station for different categories (class B reception, 4K mode, a guard
interval of 1/8, modulation scheme 16-QAM 1/2, and MPE–FEC coding rate of 7/8)

Category Terrain Model Range R (km)

1
Rural ITU 2.45

Suburban ITU 1.65

2
Rural ITU 4.15

Suburban Ghent model 3.35

3
Rural ITU 10.20

Suburban ITU 7.25

Table 1.23 #BS for different scenarios

Scenario #BS

Circle Hexagon

1 816 986
2 274 332
3 47 65
4 653 823
5 563 733
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due to the less covered area of a single BS. From Table 1.23, it can be concluded
that a large number of BS are required for the realistic scenario 4 (653 for circles)
and scenario 5 (563 for circles). The #BS for scenario 5 is lower than for scenario 4
because in scenario 5 additional medium infrastructure would be built.

1.6.5.3 Number of Base Stations Versus C/N

The number of BS required for indoor DVB-H coverage in Flanders as a function
of the C/N is here determined. A high number of calculations were performed to
obtain #BS for C/N values from 5 to 20 dB. Up to now the reference receiver with
C/N = 11.2 dB for class B was considered. The following settings and parameters
were considered:

• Class B
• 16 QAM 1/2, MPE–FEC 7/8
• Guard interval 1/8
• MPE-gain = 3.0 dB, [9, 26, 31]
• Coverage for Flanders and Brussels
• C/N: varied from 5 to 20 dB

As an example, Fig. 1.22 shows the number of BS as a function of the C/N for
scenario 2 using circles and hexagons. The figure shows that the number of BS and
thus the costs are very sensitive to the C/N value. The dependence is exponentially:
for a C/N of 13.8 dB for class B reception (value of a realistic handheld), 395 BS for
scenario 2 for circles are needed (compared to 274 for the reference receiver with
C/N = 11.2 dB).
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Fig. 1.22 Calculated and fitted number of BS as a function of the C/N for scenario 2
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Table 1.24 Values of parameters a, b, and c to calculate #BS in Flanders for different scenarios

Scenario Area a b c

1 Circle 150.62 0.1508 0
Hexagon 181.71 0.1510 0

2 Circle 55.09 0.1426 0
Hexagon 66.52 0.1427 0

3 Circle 10.73 0.1335 0
Hexagon 12.85 0.1339 0

4 Circle 78.13 0.1841 27
Hexagon 106.25 0.1781 27

5 Circle 44.08 0.2136 70
Hexagon 67.60 0.2014 70

Therefore we modeled the number of BS for the different scenarios as follows:

#BS = a · eb·C/N + c (1.21)

where a, b, and c are the parameters of the model. Parameter c is of course zero
for scenarios 1 to 3, as no constant number of existing or additional medium or high
infrastructure is assumed. Figure 1.22 shows the results of the fits for scenario 2. For
the different scenarios, the average deviation between the model and the calculations
is smaller than 2.5%. Using this formula and the C/N of a terminal, one can make
an estimate for the required number of BS for coverage in Flanders. Table 1.24
shows the values for the parameters a, b, and c. Using these parameters, the required
number of BS for the different scenarios can easily be calculated.

1.7 Conclusions

DVB-H is a very promising standard for broadcast services requiring high data rates
and offers extended possibilities for content providers and network operators. Sev-
eral characteristics of a DVB-H system, which are needed for coverage planning,
have been discussed in this chapter. Coverage planning and throughput versus range
for a DVB-H network are presented. Next, propagation measurements of a DVB-H
signal and the methodology to develop a PL model are discussed.

A methodology to perform and analyze physical-layer measurements for a
DVB-H system is presented. Portable scenarios (indoor/outdoor walking, indoor
standing) as well as mobile scenarios (car at different velocities, train, tram, bus)
have been described. Measurement results have been presented for different modu-
lation schemes, MPE–FEC rates, and guard intervals. The gain in C

N+I obtained by
MPE–FEC coding varies from 0.13 dB (MPE–FEC 67/68) to 2.49 dB (MPE–FEC
1/2). Lower modulation schemes require lower C

N+I values: the C
N+I requirement
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for MFER 5% varies from 7.07 dB (QPSK 1/2) to 19.78 dB (64-QAM 2/3). When
changing the inner code rate from 1/2 to 2/3, the C

N+I requirement increases 2 to
3 dB. 16-QAM modulation requires 6 dB more signal strength than QPSK to obtain
equal reception quality and 64-QAM about 4 dB more than 16-QAM.

The number of BS required for good indoor DVB-H coverage is calculated for
a physical-layer bit rate of about 10 Mbps. The region of Flanders has been chosen
as an example. Three different categories of BS have been defined and five different
scenarios have been proposed. Technical trial results are used to obtain realistic
coverage models. The number of BS (and thus the cost) is very sensitive to the C/N
value. This dependence has been modeled.
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Chapter 2
Digital Video Broadcast:
Systems and Implementations

Yue Zhang, Kok-Keong Loo, John Cosmas, and Yong-Hua Song

2.1 Development of DVB Infrastructure

Terrestrial broadcasting has brought entertainment and media information to mass
audiences around the world for nearly a century. In the last two decades, the demand
for consumption of multimedia services anywhere anytime has increased greatly.
Because the spectrum resource is limited, a new spectrum efficient broadcasting
technology is required to meet this demand. Digital broadcast technologies, such
as the European Digital Video Broadcast – Terrestrial (DVB-T), moved terres-
trial broadcast into the digital age. While analog broadcast can only deliver one
programme per channel, digital broadcast namely DVB-T allows multiprogramme
broadcasting where 2 to 4 standard definition TV (SDTV) programmes can be trans-
mitted with time division multiplexing in a single 8 MHz channel. The bandwidth
of DVB-T (from 12 to 24 Mbit/s) can be allocated to offer different TV quali-
ties, such as enhanced definition television (EDTV, requiring about 10 to 12 Mbit/s
per programme) or high definition TV (HDTV, requiring about 24 Mbit/s per pro-
gramme) [1, 2]. In a nutshell, DVB-T has brought a higher quality service to TV
program and it helps by reducing the use of spectrum, thus allowing other promis-
ing wireless technologies to diversify its applications. This leads to the development
of emergence standard, Digital Video Broadcast – Handheld (DVB-H), that takes
DVB-T a step further by making mobile reception of digital broadcasting possible
with small, handheld devices [3].

The governments of different European countries have made their plans for
analog to digital TV switchover and fully deploying DVB-T/H services. United
Kingdom, in early 2007, switched off analog TV in one Welsh community as an
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experiment. It is expected that the analog TV is completely phased out by the end
of 2012 [4] nationwide. Meanwhile, analog and digital TV continue to co-exist in
such a way to enable a soft transition from analog to digital. This period is known
as the simulcast phase that will entail increased spectrum needs.

2.2 DVB Standard: Physical Layer

The DVB physical layer includes outer coder/decoder, inner coder/decoder, QAM
mapping, frame adaptation and TPS insertion, OFDM and up/down converter as
shown in Fig. 2.1 [5, 6]. GIR block in Fig. 2.1 means guard interval removal.

The functional blocks are discussed in the following sections.

2.2.1 Scrambler/Descrambler

The MPEG2 Transport Stream (MPEG2-TS) is a source input to DVB physical
layer that is organized in fixed length of 188-byte packet (see Fig. 2.3a) [7]. Every
first byte of the MPEG2-TS 188-byte packet is a sync-word with a known value
47Hex. In order to ensure the energy dispersal of binary data, a scrambler is used
to randomize the MPEG2-TS input stream as shown in Fig. 2.2. The scrambler
is a 16-bit Pseudo Random Binary Sequence (PRBS) with generator polynomial,
1 + X14 + X15. The PRBS register is loaded with initial sequence “100 1010 1000
0000,”′′ and is re-initialized at the start of every group of 8 MPEG2-TS packets (see
Fig. 2.3b). The first sync byte in a group of eight packets is inverted from 47HEX
to B8HEX for identification of every randomized group of packets. In other words,

Fig. 2.1 Block diagram of DVB system
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Fig. 2.2 Scrambler schematic diagram

Fig. 2.3 Outer coding and outer interleaving process

the PRBS should have a period of 1503 bytes. The randomization process should
stay active even if the modulator input bit-stream is nonexistent or noncompliant
with the MPEG2-TS format (1 sync byte + 187 packet bytes). Reverse operation is
carried out in descrambler at the receiver in order to obtain the sink MPEG-2 TS.
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2.2.2 Outer Coder and Outer Interleaver

Reed-Solomon (RS) encoder is used as outer coder to generate 16-byte parity
block for each randomized transport packet (188-byte) fed by the scramble. In
essence, 51 null bytes are intentionally added to the input randomized transport
packet such that a NASA-standard RS(255, 239, t = 8) mother code can be used.
The null bytes are discarded after the coding procedure leading to an RS code-
word of N = 204 including the 16-byte parity block appended at the end of each
input as shown in Fig. 2.3c. The RS code uses a generator polynomial, g(x) =
(x+λ 0)(x+λ 1)(x+λ 2) · · ·(x+λ 15), where λ = 02HEX, and a primitive field gen-
erator polynomial is p(x) = x8 +x4 +x3 +x2 +1, that has the capability of correcting
up to 8-byte random error. Following the RS coder, the error protected packets are
fed into a 12-byte depth convolutional byte-wise interleaver. The interleaved data
structure is composed of interleaved error protected packets and is delimited by the
MPEG2-TS sync bytes (inverted or non-inverted) which preserves the periodicity of
204 bytes (see Fig. 2.3d).

2.2.3 Inner Coding

In DVB system, a mother convolutional code of rate 1/2 with 64 states is used to
create a range of punctured convolutional codes (see Fig. 2.4). The generator poly-
nomials of the mother convolutional codes are G1 = X +X1 +X2 +X3 for X output
stream, and G2 = X + X2 + X3 + X5 for Y output stream. With mother code of rate
1/2, the input bitstream is doubled by the convolutional coder and the output is
reduced by using puncturing method to provide an appropriate punctured rate such
as 2/3, 3/4, 5/6, and 7/8. For example, to obtain rate 2/3, one of each 4 bits data will
be punctured. Similarly, to obtain rate 3/4, two of each 6 bits data will be punctured.
At receiver, the punctured bits are padded with zeroes such that the decoding is car-
ried as if rate 1/2 code. In essence, the punctured bits are lost bits which increase
system BER.

2.2.4 Inner Interleaver

The inner interleaver is a group of joined blocks of demultiplexer, bit-interleaver,
and symbol-interleaver as shown in Fig. 2.5. Firstly, the output of convolutional
encoder is split into six substreams. The splitting scheme is defined as a mapping of
the input bits onto the output bits in one of six substreams. Each substream is then
processed by a separate bit-interleaver. Bit-interleaver maps 128-bit input block onto
128-bit output block. The outputs of the six bit-interleavers are sequentiallygrouped
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Fig. 2.4 Convolutional code generator

Fig. 2.5 Inner interleaver

to form six-bit symbols. These six-bit symbols are again interleaved by symbol-
interleaver. In 2K mode, the symbol-interleaver interleaves 12 sets of 126, six-bit
symbols, and in 8K mode, it interleaves 48 sets of 126 symbols. Furthermore, the
in-depth interleaver used in 4K mode, which interleaves 24 sets of 126 symbols, is
used for DVB-H systems. In addition to the 2K and 8K transmission modes provided
originally by the DVB-T standard, the 4K mode with its in-depth interleaver brings
additional flexibility in network design by trading off mobile reception performance
and size of SFN (single frequency network) networks.

DVB-H is principally a transmission system allowing reception of broadcast
information on single antenna hand-held mobile devices. In the DVB-T system,
the 2K mode is known to provide better mobile reception performance than the 8K
mode, due to the larger inter-carrier spacing it implements. However, the associated
guard interval duration of the 2K mode OFDM symbols is very short. This makes
the 2K mode only suitable for small size SFN. However, 4K OFDM symbol has
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a longer duration and longer guard interval than 2K mode. This makes 4K mode
suitable for medium size SFN networks. It can increase the spectral efficiency for
SFN network planning. As for 8K mode, the symbol duration of 4K mode is shorter
than in the 8K mode and so the channel estimation can be done more frequently in
the 4K mode demodulator. Therefore, it provides a better mobile performance than
8K mode, although not as high as with the 2K transmission mode, it is enough for
the use of DVB-H scenarios. In this scenario, 4K mode provides a good trade-off
between the two important aspects of the system: spectral efficiency for the DVB-H
network designers and high mobility for the DVB-H consumers.

2.2.5 Frame Adaptation, TPS, and QAM Map

In an OFDM-based system, a group of complex symbols are modulating with fre-
quency carriers of the equivalent length to create an OFDM symbol. In DVB,
transmitted signal is organized in frames; a frame is composed of 68 OFDM sym-
bols, and 4 frames constitute a super-frame. Besides carrying data, OFDM symbol
also carries scattered pilots, continual pilots, and TPS (transmission parameter sig-
naling) carriers. For example, in 2K mode, an OFDM frame comprises 1705 carriers
accommodating 1512 data carriers, 131 scattered pilots, 45 continual pilots, and 17
TPS carriers. In 8K mode, an OFDM frame has 6817 carriers (6048 data carriers,
177 continual pilots, 524 scattered pilots, 68 TPS carriers). The power of pilot car-
rier is 16/9 times stronger than data carrier, whereas TPS carrier is transmitted at
normal power as a data carrier. While TPS carriers are used for signaling various
transmission parameters, the pilot signals are used in frame adaptation (see Fig. 2.1)
in order to provide synchronization to the DVB frame structure through various
methods such as frame synchronization, frequency synchronization, time synchro-
nization, and channel estimation. Note that the DVB receiver must be synchronized
and equalized such that the received signal can be decoded successfully and to gain
access to the information held by the TPS pilots. All data carriers in an OFDM
frame are modulated using QPSK, 16-QAM, 64-QAM, nonuniform 16-QAM, or
nonuniform 64-QAM constellations as shown in Fig. 2.6.

2.2.6 OFDM Structure

OFDM is a proven technique for achieving high data rate whilst overcoming mul-
tipath fading in wireless communication [8–10]. OFDM can be thought of as a
hybrid of multicarrier modulation (MCM) and frequency shift keying (FSK) mod-
ulation. Orthogonality amongst the carriers is achieved by separating them by a
frequency which is an integer multiple of the inverse of symbol duration of the par-
allel bit streams thus minimizing intersymbol interference (ISI). Carriers are spread
across the complete channel, fully occupying it and hence using the bandwidth very
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Fig. 2.6 Continual pilots, scattered pilots and TPS carriers in the DVB constellation diagram

efficiently. The OFDM receiver uses adaptive bit loading techniques based on a
dynamic estimate of the channel response, to adapt its processing and compensate
for channel propagation characteristics and achieves near ideal capacity. The most
important advantage of OFDM systems over single carrier systems is obtained when
there is frequency-selective fading. The signal processing in the receiver is rather
simple; multiplying each subcarrier by a complex transfer factor thereby equalizing
the channel response compensates distortion of the signals [11]. It is not feasible for
conventional single carrier transmission systems to use this method. However some
disadvantages of OFDM systems are that the peak-to-average power ratio (PAPR)
of OFDM is higher than for a single carrier system and OFDM is sensitive to a flat
fading channel.

The OFDM signal consists of N orthogonal subcarriers modulated by N parallel
data streams. Denoting the frequency and complex source symbol of the kth subcar-
rier as fk and dk, respectively, the baseband representation of an OFDM is

x(t) =
1√
N

N−1

∑
k=0

dke j2π fkt , 0 ≤ t ≤ NT (2.1)

where dk is typical taken from a PSK or QAM symbol constellation, and NT is the
duration of the OFDM symbol. The subcarrier frequencies are equally spaced at
fk = k/NT . The OFDM signal in Eq. 2.1 can be derived by using a single IFFT
operation rather than using a bank of oscillators. Therefore the OFDM symbol can
be represented:

x[n] =
1√
N

N−1

∑
k=0

dkW kn
N , 0 ≤ n ≤ N −1 (2.2)

where WN = e j2π/N .
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2.2.7 Differences Between DVB-T and DVB-H

There are major three differences between DVB-T and DVB-H which are the 4K
mode, in-depth interleaver, and TPS-bit signaling used in the DVB-H [8].

The 4K mode is architecturally compatible with existing DVB-T infrastructure,
requiring only minor changes in the modulator. It constitutes a new FFT size added
to the native DVB-T 2K and 8K FFT sizes, all other parameters being the same. As
the C/N performance with the three channel models (AWGN, Rice and Rayleigh) is
FFT size independent, so the 4K size provides the same performance as the other
two modes in these channels. The real feature of the 4K mode is the performance
enhancement in mobile reception. The current DVB-T standard provides excellent
mobile performance with 2K mode, but with 8K mode the performance is unsat-
isfactory, especially with reasonable receiver complexity. The 4K mode provides
roughly two times better Doppler performance than 8K mode. Compared to an exist-
ing 2K/8K DVB-T receiver, the addition of the 4K mode and of the in-depth symbol
interleaver does not require extra memory, significant amounts of logic, or extra
power.

Secondly, there is an in-depth interleaver in 4K mode DVB-H [6] systems. The
longer symbol duration of the 4K mode makes it more resilient to impulsive inter-
ference. For a given amount of noise power in a single impulse noise, power is
averaged over 4096 subcarriers by the FFT in the demodulator.

Furthermore, TPS-bit signaling provides robust multiplex level signaling capa-
bility to the DVB-H transmission system. TPS is known to be a robust signaling
channel as a TPS lock in a demodulator can be achieved with a low C/N value. Two
formerly unused TPS bits have been allocated for DVB-H signaling. One is a time-
slicing indicator to signal that at least one time-sliced DVB-H service is available in
the transmission channel. The other is an MPE-FEC indicator to signal that at least
one DVB-H service in the transmission channel is protected by MPE-FEC. The
DVB OFDM configuration for 2K, 8K and 4K modes is provided in Tables 2.1–2.3,
respectively.

Table 2.1 OFDM parameters for the 2K mode

Parameter 2K mode

Elementary period T 7/64µs
Number of carriers 1705
Value of carrier number Kmin 0
Value of carrier number Kmax 1704
Duration Tu 224µs
Carrier spacing 1/Tu 4464 Hz
Spacing between carriers Kmin and Kmax 7.61 MHz
Allowed guard interval ∆/Tu 1/4 1/8 1/16 1/32
Duration of symbol part Tu 2048×T ; 224µs
Duration of symbol interval ∆ 512×T ;

56µs
256×T ;
28µs

128×T ;
14µs

64 × T ;
7µs

Symbol duration Ts = ∆ + Tu 280µs 252µs 238µs 231µs
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Table 2.2 OFDM parameters for the 4K mode

Parameter 4K mode

Elementary period T 7/64µs
Number of carriers 3409
Value of carrier number Kmin 0
Value of carrier number Kmax 3408
Duration Tu 448µs
Carrier spacing 1/Tu 2232 Hz
Spacing between carriers Kmin and Kmax 7.61 MHz
Allowed guard interval ∆ /Tu 1/4 1/8 1/16 1/32
Duration of symbol part Tu 4096×T ; 448µs
Duration of symbol interval ∆ 1024 × T ;

112µs
512×T ;
56µs

256×T ;
28µs

128×T ;
14 µs

Symbol duration Ts = ∆ + Tu 560µs 504µs 476µs 462µs

Table 2.3 OFDM parameters for the 8K mode

Parameter 8K mode

Elementary period T 7/64µs
Number of carriers 6817
Value of carrier number Kmin 0
Value of carrier number Kmax 6816
Duration Tu 896µs
Carrier spacing 1/Tu 1116 Hz
Spacing between carriers Kmin and Kmax 7.61 MHz
Allowed guard interval ∆ /Tu 1/4 1/8 1/16 1/32
Duration of symbol part Tu 8192×T ; 896µs
Duration of symbol interval ∆ 2048 × T ;

224µs
1024 × T ;
112µs

512×T ;
56µs

256×T ;
28µs

Symbol duration Ts = ∆ + Tu 1120µs 1008µs 952µs 924µs

2.2.8 Compatibility Between DVB-H and DVB-T

The new DVB-H components are compatible to the existing DVB-T systems [6].
First of all, as for time-slicing and MPE-FEC, they do not raise any incompatibil-
ity issues and are fully compatible with the existing DVB physical layer such as
DVB-T, S, and C. Additionally time-slicing and MPE-FEC in DVB-H modify the
MPE protocol in a fully backward compatible way. Allocating bytes of the MAC
address fields, located in the MPE section header, is fully supported by the DVB-SI
standard. Furthermore, DVB-H signaling is fully backward compatible as there are
bits reserved for future use and these are ignored by the DVB-T receivers.

However, the proposed new 4K mode and in-depth symbol interleaver of DVB-
H affects the compatibility with the current DVB-T physical layer specification. In
system level, the new 4K mode could be considered just as an interpolation of the
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existing 2K and 8K mode, requiring only an additional parameter in the DVB-T
system and a little control logic in the equipment. For receiver level, it is obvious
that current 2K or 8K receivers will be unable to receive 4K signals, but this is not a
severe restriction as any new DVB-H network using the 4K mode would be targeted
towards new services and new types of hand portable terminals. The only restriction
in this case arises when sharing the multiplex between traditional DVB-T and DVB-
H services. The standard allows new 4K capable receivers to receive both 2K and
8K transmissions.

2.3 Hardware Implementation of DVB Transmitter

The DVB transmitter (or receiver) system is, generally, composed of digital system
and analog front-end as shown in Fig. 2.7. The digital system for transmitter mainly
consists of baseband signal processing and digital up-conversation. As far as the
baseband signal processing is concerned, the DVB bandwidth and the transmission
capacity can be tailored by changing only the system clock namely the elemen-
tary period, T of 7/64us (see Tables 2.1 to 2.3). The system clock is equivalent to
9.14MSPS which also means 9.14M symbols sampled per second. The analog front-
end circuit for the transmitter mainly consists of signal amplification, bandwidth fil-
tering, and conversion from immediate frequency (IF) to the radio frequency (RF)
of interest.

Fig. 2.7 Hardware design for DVB transmitter
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2.3.1 Digital System for DVB Transmitter

It is suggested that Xilinx Virtex-4 XtremeDSP FPGA development board (see
Fig. 2.8) is ideal for implementation of the digital part of the DVB transmitter
(or receiver).

Virtex-4 incorporates up to 200K logic cells, 500 MHz performance and system
architecture that is able to deliver twice the density, twice the performance and half
the power consumption of previous generation of Xilinx FPGAs. Virtex-4 has 192
DSP slices and new DSP algorithms allow higher levels of DSP integration. Most
baseband signal processing is performed in Virtex-4 (see Fig. 2.9).

Fig. 2.8 Xilinx Xtreme DSP FPGA development platform

Fig. 2.9 The DACs and FPGAs interfacing for DVB transmitter
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The Virtex-2 performs as a time/clock control for the Virtex-4 FPGA and
AD9772A DAC. The DAC offers 14-bit resolution and a maximum conversion rate
of 160 MSPS. Additional control signals exist between the DAC and the FPGA,
i.e. “clock feedback” and “LVPECL” enables full control of the system clock and
the DAC output sampling. The clock feedback controls the clocking of the main
FPGA, in other words, system clock. The LVPECL clock from Virtex-2 controls
the clocking of DAC output sampling. Having these features, the functional blocks
in Fig. 2.7 can be easily implemented on this FPGA platform.

After the forward error correction (FEC) block, the error-controlled data stream
is distributed uniformly over the entire channel and sent to the QAM mapping and
frame adaptation. Through the QAM mapping, all the payload carriers are then
mapped depending on whether hierarchical or nonhierarchical modulation is used.
This results in two tables, namely that for the real part Re(f) and that for the imag-
inary part Im(f). However, they also contain gaps into which the pilots and the TPS
earners are then inserted by the frame adaptation block. Therefore, the complete
tables, comprising 2K, 4K or 8K values, respectively, are then fed into the heart of
the DVB modulator, the IFFT block. Here, the 2K UK mode is considered for the
implementation in FPGA.

IFFT with 2048 points are used to get the time domain of the transmitter signals.
The pipelined streaming I/O solution is adopted in the FFT and IFFT implementa-
tions, as shown in Fig. 2.10.

The pipelined streaming I/O pipelines several radix-2 butterfly-processing
engines to offer continuous data processing [12]. Each processing engine has its
own memory banks to store the input and intermediate data. The core has the ability
to simultaneously perform transform calculations on the current frame of data, load
input data for the next frame of data, and unload the results of the previous frame of
data. This architecture supports unscaled and scaled fixed point arithmetic methods.
In the scaled fixed-point mode, the data is scaled after every pair of radix-2 stages.
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Fig. 2.10 IFFT implementation structure
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After IFFT block, the OFDM signal is separated into real and imaginary part in the
time domain. The 2048 values respectively are stored in buffers organized along the
lines of the pipeline principle.

After the IFFT block, the digital fixed-point signals in time domain are alternately
written into one buffer whilst the other one is being read out. During read-out, the
end of the buffer is read out first as a result of which the guard interval is formed as
shown in Fig. 2.11.

The signals then are sent to the interpolation filter to get high sampling rate data.
The interpolation filter can be divided into three stages as shown in Fig. 2.12 [13].

Figure 2.12 illustrates a block diagram of the DUC (digital up-converter) core.
The DUC is a digital circuit which implements the conversion of a complex digital
baseband signal to a real passband signal. The input complex baseband signal is
sampled at a relatively low sampling rate, typically the digital modulations symbol
rate 9.14 MSPS in DVB systems. The baseband signal is filtered and converted to a
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higher sampling rate before being modulated onto a direct digital synthesized (DDS)
carrier frequency. The DUC performs pulse shaping and modulation of an interme-
diate carrier frequency appropriate for driving a final analog up-converter. From the
beginning of the interpolation filter, the complex input signals are passed through
three stages of filtering, each of which performs a sampling rate change and associ-
ated low pass interpolation filtering. The three filtering stages are as follows. Firstly,
pulse shaping FIR filter P(z) provides a sampling rate increase of 2 and performs
transmitter Nyquist pulse shaping. Secondly, compensation FIR filter C(z) provides
a sampling rate increase of 2 and is used to compensate for the passband distortion
of the third stage cascaded integrator-comb (CIC) filter. The FIR filters, P(z) and
C(z), are implemented using efficient multiplier-accumulator (MAC) blocks. The
multipliers are realized using the embedded multipliers available in the Virtex-4.

Finally, the CIC interpolation filter structure implements sampling rate increases
from 4 to 1448. The CIC filter design parameters permit the synthesis of a circuit
with a fixed sampling rate increase, or one whose sampling rate increase is pro-
grammable in real time [14]. The complex data stream from the filtering stages is
up-converted to an IF band by a mixing operation with a local oscillator generated
by DDS in digital domain. The I and Q mixer outputs are combined to form the final
DUC passband centered at 36 MHz. CIC filters are multirate filters used for realizing
large sample rate changes in digital systems. The filter structure uses only addition
operators, subtraction operators, and registers. The CIC filter supports interpolation
factors from 4 to 1448. The CIC filter structure can be presented in Fig. 2.13.

Figure 2.13 shows the CIC filter structure for three stages and four times inter-
polation. As for the implementation for DVB transmitter, the configuration of the
interpolation filter is P(z) with one time interpolation rate, C(z) with two times
interpolation rate, and CIC with five times interpolation rate. Overall, the magni-
tude response of the interpolation filters is presented in Fig. 2.14.

The magnitude response is center at 36 MHz with passband from 31.2 to
40.8 MHz and stopband from 30 MHz to 42 MHz. The shoulder can be suppressed
to 60 dB to meet the requirement of DVB spectrum masks.

Fig. 2.13 CIC filter structure block diagram
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Fig. 2.14 Frequency response for CIC filter

Fig. 2.15 Spectrum of DDS with Fc = 36 MHz, Fs = 91.4 MHz and SFDR = 80 dB

The DDS is realized using the embedded multipliers available in the Virtex-4
FPGAs. The DDS employs an error feed-forward circuit, which produces a
high-quality local oscillator with up to 115 dB of spurious free dynamic range
(SFDR). The SFDR of the DDS is a selectable parameter with three choices, 115,
80 or 60 dB, to provide the option for reduced utilization of FPGA resources. The
implementation requires a single block memory and multipliers. The phase accu-
mulator is fixed at 32 bits. Figure 2.15 provides the spectrum plot of the DDS with
Fs 91.4 MHz, SFDR 80 dB, and center 36 MHz.
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2.3.2 Analog Front-End Circuit for DVB Transmitter

As shown in Fig. 2.7, the analog front-end circuit includes IF surface acoustic wave
(SAW) filter, RF mixer, local oscillator, high power amplifier and channel filter. The
IF SAW filter circuit is to remove unwanted mixer products from the IF signals
constructed by the DUC (see Fig. 2.12). The SAW filter can be easily obtained off
the shelf with a range of supported frequencies. However, there is a significant power
loss in the SAW filter; hence there is a need to employ an amplifier circuit after
the filter stage. Figure 2.16 shows a simple interfacing of SAW filter to a Class-A
amplifier circuit.

The RF mixer (see Fig. 2.7) is to get RF band signal from IF band signal accord-
ing to local oscillator. The high power amplifier is the UHF band low noise ampli-
fier. The amplifier should be low noise with max 2 dB noise figure and at least have
moderate gain over 20 dB. It also should be sufficiently linear to cope with full range
of possible input signals. The selected component is RF low noise amplifier: ZRL-
1150LN + (NF = 0.7 dB typical, BW: 650 MHz–1.4 GHz, gain at 730 MHz = 32 dB).

The channel filter should be required to remove out of band power, which could
saturate subsequent amplifier. It probably is a cavity or helical filter. However, this
kind of UHF filter has some loss, makes RX noise figure worse. The filter should be
low loss (a few dB max), and have a good rejection at frequencies where significant
out of band power is expected. The selected UHF filter in the design is 730 MHz
band pass filter: VBFZ-780 + (2.5 dB points 710 MHz–850 MHz, loss at 726 MHz–
734 MHz∼1.8 dB).

2.4 Hardware Implementation for DVB Receiver

Figure 2.17 illustrates the hardware system diagram for DVB receiver. It includes
analog front-end and digital system implementation. Because the DVB-H standard
has been recently developed to provide video broadcasting services for hand-held
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Fig. 2.17 Hardware design for DVB receiver

devices, the power consumption of a DVB-H baseband receiver must be strictly con-
trolled in order to achieve long battery life. In the analog front-end for the receiver,
it consists of several low power channel filters, amplifiers, attenuators and mixers.
In the digital system for receiver, it comprised of an OFDM demodulator and FEC
blocks for complete symbol, carrier and timing recovery, channel equalization and
data demodulation and correction.

2.4.1 Analog Front-End Circuit for DVB Receiver

In Fig. 2.17, UHF channel filter is required to remove out of band power (e.g. mobile
phone) which could saturate the subsequent amplifier [15]. The characteristics of a
suitable UHF filter should be low loss (a few dB max), good rejection at frequencies
where significant out of band power is expected. The selected UHF filter in the
design is 730 MHz band pass filter: VBFZ-780 + (2.5 dB points 710 MHz–850 MHz,
loss at 726 MHz–734 MHz∼1.8 dB).

The low noise amplifier for UHF band should be low noise with max 2 dB noise
figure and at least moderate gain over 20 dB. It also should be sufficiently linear
to cope with full range of possible input signals. The selected component is RF
low noise amplifier: ZRL-1150LN + (NF = 0.7 dB typical, BW: 650 MHz–1.4 GHz,
gain at 730 MHz = 32 db). The UHF channel filter 2 should at least be able to remove
power at image frequency with very low bandwidth.

The variable attenuator as shown V.A in Fig. 2.17 is required in order to allow
the analog front-end to work in dynamic range of RF frequency, i.e. UHF and IF
band. The selected component is ZX76–31R5-PN-S + (0–2400 MHz; 0.5 dB steps).
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The amplifier 2 is used to obtain a moderate gain. In normal operation, out-
put power level should not overload the mixer. The selected component is RF low
noise amplifier: ZX60–6013E (NF = 3.3 dB typical, BW 20 MHz–6 GHz, gain at
730MHz = 16 dB).

The mixer is required to extract IF from the UHF band signal by setting the
appropriate local oscillator. SAW filter is required to remove unwanted mixer prod-
ucts from the received IF signals.

Amplifier 3 is the IF low noise amplifier. It is used to obtain more gain to
meet the signal level requirement of ADC. The selected component is ZX60–
6013E (NF = 3.3 dB typical, wide bandwidth start 20 MHz–6 GHz, gain at
30MHz = 16 dB).

After the analog front-end, the DVB signal is converted down to a lower IF at
36 MHz. This is followed by ADC sampling at 91.4 MHz. Following the ADC, the
data stream should be now available at data rate of 91.4 MSPS.

2.4.2 Digital Circuits System Design for DVB Receiver

The digital system design can be divided into six stages including DDC (digital
down converter), symbol, carrier and timing recovery, OFDM demodulation, chan-
nel equalization, QAM demodulation and FEC for standard 4.98 Mb/s to 31.67 Mb/s
data rates. The OFDM frame structure with a standard operational baseband fre-
quency of 9.14 MHz is used as an important parameter to synchronize the symbol
timing and carrier recovery.

2.4.2.1 Digital Down Converter

DDC is composed of DDS and several decimation filters as shown in Fig. 2.18. It is
the reverse process of DUC (see Fig. 2.12).
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Fig. 2.18 Digital down converter design
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The desired channel is translated to baseband using DDS comprising the two
multipliers. DDS is the same component as in the DVB transmitter digital system
design. The sample rate of the signal is then adjusted to match the DVB bandwidth.
This is performed using a multistage multirate filter consisting of the CIC filter and
the two polyphase decimators G(z) and H(z) as shown D.F in Fig. 2.17. In order to
provide maximum flexibility in the datapath, each of the filters may be optionally
inserted or excluded from the signal processing chain. Depending on a combination
of master clock frequency, signal sample rate and decimation rates R, D1 and D2, the
multipliers in the mixer, various components in the CIC filter and the CFIR and PFIR
may be time division multiplexed to service both the inphase (I) and quadrature (Q)
signals.

Furthermore, a course gain adjustment may be applied at the output of the CIC
filter to compensate for the bandwidth reduction performed by the CIC decima-
tor. The signal gain can be boosted by 42 dB. If the signal power across the input
bandwidth is relatively flat, as is the case in most frequency division multiplexed
(FDM) systems, then one would want to boost the signal power out of the CIC filter
by a factor of

√
R, where R is the decimation rate of the CIC filter [14].

2.4.2.2 Symbol Carrier and Time Recovery Design

After getting the DVB baseband signal from DDC, the next important stage is to
get symbol synchronization. There are two stages of symbol synchronization in the
DVB receiver design. Firstly, the robust synchronization is searched by using guard
interval correlation structure. After that fine symbol synchronization is performed
making use of the scattered pilots.

As for the coarse symbol synchronization, autocorrelation based on guard inter-
val is used to derive synchronization information [16]. Using autocorrelation, sym-
bols are detected which exist in the signal several times and in the same way. For
example, the received time domain samples are denoted by r(k). The estimation of
the starting position of the symbol, kest, can be found in Eq. 2.3 as follows:

kest = argmax
k

∣∣∣∣∣
L−1

∑
i=0

r(k− i)r∗(k− i−N)

∣∣∣∣∣ (2.3)

where N is the number of the carriers and L is the size of guard interval in samples.
The system diagram of coarse symbol synchronization is illustrated in Fig. 2.19.

To obtain the best performance, the length of the moving sum has to be same as
the length of the guard interval, which is typically the same as the lengths of the
correlating parts. The Max block will detect maximum correlation value position
inside a certain window, whose length is typically N + L samples. In an ideal case
the maximum correlation values lie at N + L samples apart from each other. The
coarse synchronization result of DVB-T 2K mode is shown in Fig. 2.20.
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From Fig. 2.20, six DVB-T symbols are detected by the coarse symbol synchro-
nization. As for the fine symbol synchronization in DVB system the strategy is to
use scattered pilots, which are also used for channel estimation and equalization.
By collecting scattered pilots, the channel can be estimated in the frequency domain
after post-FFT operation. After IFFT, the CIR (channel impulse response) can be
estimated according to the scattered pilots. The received demodulated signal with
incorrect FFT-window position can be described as in the following equation:

∼
X(n) =

1
N

N−1

∑
n=0

x(n)e j2πk ε
N e− j2πk n

N (2.4)

where ε is the offset of the fine FFT-window in samples. Because e j2πkε/N is con-
stant for each k, this can be seen as a time shift of the impulse response. It is assumed
that the offset is in the direction that causes no Inter Symbol Interference (ISI) [16].
The optimal FFT-window position can be found by indicating the direction and the
amount of the CIR movement from the ideal place, which is known for the first



2 Digital Video Broadcast: Systems and Implementations 69

Fig. 2.22 Auto frequency control design

tap of CIR. The place of the first tap of CIR can be detected by using a threshold
and detecting the parts where CIR values are over this threshold [17]. The hardware
design is shown in Fig. 2.21.

2.4.2.3 Auto Frequency Control Design

Besides the symbol synchronization, the frequency synchronization is also nec-
essary for the DVB receiver implementation [18]. If the receiver frequency dif-
fers from the transmitted frequency, all the constellation diagrams will rotate more
or less quickly clockwise or anticlockwise. The system diagram is illustrated in
Fig. 2.22.

It is necessary to measure the position of the continuous pilots in the constellation
diagram. The phase difference is a directly controlled variable for the AFC and
DDS. The DDS output frequency is changed until the phase difference becomes
zero. The continuous pilots are located on the real axis, i.e. I (inphase) axis, at either
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0◦ or 180◦ degrees, and have a defined amplitude. The continuous pilots are boosted
by 3 dB compared with the average signal power and used for locking the receive
frequency to the transmit frequency.

2.4.2.4 Channel Estimation Design

In DVB receivers, channel estimation is usually carried out in frequency domain
using known symbols, referred to the pilots as shown in Fig. 2.23 [19].

After the synchronization process, the relationship between received signals
Y (n), transmitted signals X(n), and the channel transfer function H(n) can be for-
mulated as

Y (n) = H(n) ·X(n)+W (n) (2.5)

where W (n) is the AWGN for the kth subcarrier after FFT. The received pilot signals
are extracted from Y (n). For the pilot subcarriers, the transmitted inform X(np) is
known to the receiver. Therefore, the channel coefficients at the pilot frequencies
can be estimated simply using:

∼
H(np) =

Y (np)
X(np)

+W ′(np) (2.6)

where W ′(np) is the noise effect existing at the estimated channel coefficients and np
is the subcarrier index corresponding to pilot locations. Channel estimation scheme
in Eq. 2.6 is based on the least-squares (LS) algorithm. In order to estimate the
channel coefficients at data subcarriers, the channel coefficients obtained at pilot
frequencies are used for interpolation. After the interpolation, all channel coeffi-
cients

∼
H(n) can be obtained. The pilot signals are first extracted from the received

signals after FFT, and the reference channel coefficients for the interpolation are

Fig. 2.23 Pilot arrangement in DVB systems



2 Digital Video Broadcast: Systems and Implementations 71

Fig. 2.24 Channel estimation average

estimated in frequency domain by comparing the pilot signals before and after trans-
mission. Then, the channel responses of the subcarriers carrying data are estimated
by interpolating neighboring pilot channel coefficients. In order to estimate the
channel coefficients at data subcarriers, the piecewise-linear interpolation method
is applied. In the linear interpolation, two consecutive pilot carriers are used to
determine the channel response for data subcarriers. Assuming that the channel
coefficient between H(np) and H(np+1) is estimated, then the channel response is
obtained by

∼
H(n) =

( ∼
H(np+1)−

∼
H(np)

np+1 −np

)
(n−np)+

∼
H(np) (2.7)

However, the LS estimator is very sensitive to noise because it does not consider
noise effect in obtaining its solution. To compensate for the weakness of the LS
estimator, auto-regressive averaging method based on pilot-block is illustrated in
Fig. 2.24.

Since there is noise at the outputs of the FFT and IFFT circuits in the FPGA,
it is necessary to take averages for the channel estimation. A simple first-order IIR
(infinite impulse response) filter is used for averaging the channel estimation in
which the function can be expressed as

∼
E(n) = (1− ς) · (E(n))+ ς · (

∼
E(n−1)) (2.8)

where
∼
E is the averaged channel estimation coefficient and E is the new coming

channel estimation coefficient, and ς is the averaging factor which is just less than 1.

2.4.3 Forward Error Coding Implementation

The FEC implementation in the receiver includes symbol/bit deinterleaver, Viterbi
decoder, convolutional deinterleaver, and Reed-Solomon decoder as shown in
Fig. 2.25. These functions are available in the library of Xilinx ISE FPGA software
tool. Hence, the implementation is rather straightforward.
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Fig. 2.26 Viterbi decoder block diagram

2.4.3.1 Viterbi Decoder

The demapped data passes from the demapper into the symbol and bit deinter-
leaver where they are resorted and fed into the Viterbi decoder. The Viterbi decoder
decodes the convolutional coded bitstream by finding maximum likelihood path
through trellis for convolutional code [20]. The basic decoder consists of three main
blocks as shown in Fig. 2.26.

The first block is the branch-metric-unit (BMU). The incoming data can be hard
coded with bit width 1 or soft coded with a configurable bit width which can be set
to any value from 3 to 8. Hard coded data is decoded using the Hamming method,
whereas the soft data is decoded using a Euclidean metric. In hard decoding, the
demodulator makes a firm (or hard decision) on whether a one or zero is transmitted
and provides no other information to the decoder on how reliable is the decision.
In soft decoding, the demodulator provides the decoder with some side information
together with the decision. The extra information provides the decoder with a mea-
sure of confidence for the decision. Soft coded data gives a significantly better BER
performance compared with hard coded data. Soft decision offers approximately a
3 dB increase in coding gain over hard decision decoding.

The second block in the decoder is the add-compare-select-unit (ACS). This
block selects the optimal path to each state in the Viterbi trellis. The ACS block uses
the convolutional codes to extract the correct cost from the BMU for each branch
in the trellis. The BER performance of the Viterbi algorithm varies with different
convolutional code sets. The ACS module decodes for each state in the trellis. Thus,
for a constraint length 7 decoder which has 64 states, there are 64 subblocks in the
ACS block. If the hardware is implemented in serial mode, the amount of silicon
required for each subblocks is only 2.5 slices.

The final block in the decoder is the traceback block (TB). The actual decoding
of symbols in order to obtain the original data sent is accomplished by tracing the
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Fig. 2.27 Schematic symbol
for Viterbi decoder in FPGA

maximum likelihood path through the trellis in a backward manner. Up to certain
limit, a longer sequence of tracing through the trellis will result in a more accurate
path. After a number of symbols equal to at least six times the constraint length, the
decoded data is output. The traceback length is the number of trellis states processed
before the decoder makes a decision on a bit. For the reduced latency option, the
length of the traceback can be set to a multiple of 6 between 12 and 126. A best
state option is to select the starting location for the traceback from the state with
minimal cost.

Figure 2.27 illustrates Xilinx Viterbi decoder IP core. It provides two implemen-
tation methods which may vary the decoding operation: (i) a parallel implementa-
tion which gives fast data throughput at the expense of silicon area and (ii) a serial
implementation which occupies a small area but requires a fixed number of clock
cycles per decoded result.

2.4.3.2 Convolutional Deinterleaver Design

After the Viterbi decoder, the output data is sent to the convolutional deinter-
leaver. Figure 2.28 illustrates the operation of the Xilinx convolutional inter-
leaver/deinterleaver IP core. The core operates as a series of delay line shift registers
given the DIN input and DOUT output symbols. Both commutator arms start at
branch 0 and advance to the next branch after the next rising clock edge. After the
last branch has been reached, the commutator arms both rotate back to branch 0 and
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Fig. 2.28 Convolutional interleaver/deinterleaver

the process is repeated. Although branch 0 appears to be a zero-delay connection,
there still is a delay of number of clock cycles between DIN and DOUT because
of the fundamental latency of the FPGA core. Furthermore, the only difference
between an interleaver and a deinterleaver is that branch 0 is the longest in the
deinterleaver and the branch length is decremented by L rather than incremented
and branch (B-1) has length 0.

2.4.3.3 Reed-Solomon Decoder Design

Thereafter the convolutional deinterleaver, the output data is sent to Reed-Solomon
decoder. Figure 2.29 illustrates the schematic symbol of Reed-Solomon decoder
obtained from the Xilinx IP core library. The Reed-Solomon decoder samples the n
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Fig. 2.29 Schematic symbol
for RS decoder in FPGA

symbols on the DATA IN port and attempts to correct errors. The corrected symbols
are output on the DATA OUT port after a fixed latency. The maximum number
of symbol errors in a block is guaranteed to be corrected by the Reed-Solomon
algorithm is t = (n− k)/2. The decoder can generally detect and indicate a failure
to decode if the received block of symbols contains more than t errors.

2.5 Summary

This chapter discussed the fundamental functions of DVB physical layer which
includes outer coder/decoder, inner coder/decoder, QAM mapping, frame adapta-
tion, TPS insertion and OFDM structure. The hardware implementation of DVB
transmitter/receiver that includes the digital system for transmit/receive baseband
signal processing and the analog front-end for RF-to-baseband signal conversion
or vice versa were then presented. This chapter covered a detailed discussion on
DUC/DDC, carrier and timing recovery channel estimation and FEC, which are the
functions implemented in the digital system. The analog front-end circuit design
which includes SAW filter, mixer, low noise amplifier, and UHF/VHF channel filter
was discussed. As a whole, the chapter intended to provide a good overall picture
of both how the DVB system operates and how it can be implemented together with
some design references which have not been previously covered by the existing
literature.
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Chapter 3
Digital Audio/Video Broadcasting
and Digital Implementation of Analog TV

Daniel Iancu, Hua Ye, Joon-Hwa Chun, John Glossner, Andrei Iancu, and
Mayan Moudgille

3.1 Introduction

After nearly a century of deployment, analog radio and television are being replaced
by digital broadcasting systems. In digital systems, the amplitude and frequency
modulation characteristics inherent in analog systems are replaced by digital mod-
ulation techniques resulting in more robust communication systems, reduced power
consumption, significantly improved sound and picture quality, and much better
spectrum efficiency.

Historically, digital communication systems were designed using Application
Specific Integrated Circuit (ASIC) technology. In this technology multiple hardware
blocks specific to certain functions are integrated together on the same silicon chip.
As the size of the transistors shrink, Digital Signal Processors (DSPs) are becom-
ing a more attractive solution for implementing digital communication systems. In
this technology the communications functions are implemented in software. This is
sometimes also referred to as Software Defined Radio (SDR). In contrast to ASIC
technology, DSP technology allows multiple broadcasting systems to coexist on the
same device. Multiple digital audio and TV standards can also coexist with tradi-
tional analog standards.

In this chapter we briefly present a software defined platform capable of exe-
cuting multiple digital radio and television standards as well as analog radio and
television standards in software only.

The chapter is structured as follows: Sect. 3.2 describes digital audio broadcast-
ing followed by Sect. 3.3 dedicated to the terrestrial video broadcasting. A software
implementation of DVB-H is described in Sect. 3.4. Analog television is briefly
described in Sect. 3.5 followed by the NTSC standard software implementation in
Sect. 3.6. A brief summary section ends the chapter.
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3.2 Digital Radio Broadcasting

Since its beginning in the 1980s digital radio broadcasting, despite its uncontestable
advantages, suffered from lack of worldwide standard agreement. Different coun-
tries adopted different standards either on top of preexisting AM/FM services or in
different frequency bands. The most common digital radio systems are:

• European Eureka 147 DAB (Digital Audio Broadcasting) described in ETSI 300
401 standard and coordinated by the WorldDMB (former World DAB) Forum
[1]. DAB+ (ETSI TS 102 563 standard) [2] is an evolution of Eureka 147 DAB
with no backward compatibility but new features such as Advanced Audio Cod-
ing (AAC+) and added error protection through Reed-Solomon coding and a
virtual interleaver. The rest of the standard is unchanged.

• United States HD Radio is the registered trademark for the In-Band-On Channel
(IBOC) offering digital audio on the top of existing AM/FM radio services.

• Japanese Integrated Services Digital Broadcasting-Terrestrial narrowband
(ISDB-Tn) system provides CD quality digital radio.

In addition to terrestrial digital radio systems there are also satellite digital radio
systems such as XM and SIRIUS radio offering a multitude of CD quality audio
channels.

3.2.1 Eureka 147 DAB System

3.2.1.1 Transport Mechanism

DAB system supports three channels:

a. The Main Service Channel (MSC) carries audio and data service components.
Multiple subchannels, individually encoded for error protection, form a time
interleaved data channel. Each subchannel may carry multiple data and audio
services. The MSC contains a sequence of Common Interleaved Frames (CIF).
Each CIF is a data field containing 55,296 bits transmitted every 24 ms.

b. The Fast Information Channel (FIC) is made up of Fast Information Blocks (FIB)
and carries Multiplex Configuration Information (MCI) and Service Information
(SI) to the receiver. The Conditional Access (CA) management information and
the Fast Information Data Channel (FIDC) can also be included in the FIC. The
FIC is error protection encoded but not time interleaved.

c. The synchronization channel (SC) is used for receiver synchronization, channel
state information (CSI), and transmitter identification.

Each channel receives data from multiple sources. Multiple channels form a frame
as shown in Fig. 3.1. The DAB conceptual emission block diagram [1] is illustrated
in Fig. 3.2.

The blocks illustrated in Fig. 3.2 are described in the next sections.
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SC FIC MSC

Fig. 3.1 Transmission frame structure

3.2.1.1.1 Audio Coding

The DAB system uses the MPEG Audio Layer II (MPEG-2) with two profiles:
ISO/IEC 13818-3 [4] for a 24 kHz sampling rate and ISO/IEC 11172-3 [3] for
48 kHz sampling rate. The encoder input is a Pulse Code Modulated (PCM) sig-
nal at 24 or 48 kHz and the output is a compressed audio bit stream ranging from 8
to 384 kbps. The DAB+ system specifies MPEG 4 HE AAC v2 audio coding with
sampling rates operated at 16 or 24 kHz with Spectral Band Replication (SBR) and
32 or 48 kHz if SBR is disabled. The maximum bit rate is specified to 192 kbps per
subchannel.

Data features: The SI features include: service component language, service link-
ing, date and time, program number, program type, regional identification, FM and
AM services, frequency information, transmitter identification number, etc. Certain
features may be redirected to the MSC and may be also prioritized due to limited
FIC capacity.

Energy dispersal: In order to avoid patterns in the transmitted signal the data is
randomized by a modulo-2 addition with the output of a Pseudo-Random Binary
Sequence (PRBS) generator defined by the polynomial:

P(X) = X9 +X5 +1

The randomizer is initialized with all 1’s.

3.2.1.1.2 Error Correction Coding and Time Interleaving

The channel coding specified by DAB is based on a convolutional code with con-
straint length 7 defined by the following octal form generator polynomials: 133OCT,
171OCT, 145OCT, and 133OCT [1]. The block diagram of the encoder is shown in
Fig. 3.3. The output of each convolutional encoder, for all subchannels of the MSC,
is time interleaved. The convolutional encoded and time interleaved logical frames
are combined into CIF. Each CIF contains 55,296 bits grouped in 864 Capacity
Units (CU). The CFI configuration is signaled by the MCI carried in the FIC. In
DAB+ the audio super frames are Reed-Solomon (RS) encoded and byte-wise vir-
tual interleaved in order to increase the error immunity. The RS(120,110, t = 5)
shortened code is derived from the systematic RS(255,245, t = 5) code in Galois
Field GF(28), α1 = 2, and polynomial P(X) = X8 +X4 +X3 +X2 +1 [2].



80 D. Iancu et al.



3 Digital Audio/Video Broadcasting and Digital Implementation of Analog TV 81

Fig. 3.3 Convolutional encoder

Table 3.1 Transmission modes parameters

Parameter Mode I Mode II Mode III Mode IV

Number of symbols per frame 76 76 153 76
Number of carriers 1536 384 192 768
Frame duration 96 ms 24 ms 24 ms 48 ms
Null symbol duration 1297 µs 324 µs 168 µs 648 µs
OFDM symbol duration 1246 µs 312 µs 156 µs 623 µs
Inverse of carrier spacing 1000 µs 250 µs 125 µs 500 µs
Guard interval 246 µs 62 µs 31 µs 123 µs

3.2.1.2 DAB Transmission Signal

The transmission frame is illustrated in Fig. 3.1. There are four transmission modes
defined. The use of one particular mode depends on the network configuration and
operating frequencies. Sequences of OFDM symbols are the building blocks of each
frame. The four transmission modes are described in Table 3.1. The SC is used for
receiver synchronization and tracking and consists of two OFDM symbols placed
at the beginning of each frame. The first symbol is the NULL symbol while the
second symbol is the phase reference symbol and constitutes the reference for the
differential modulation of the next OFDM symbol. Details of these two symbols
generation are described in [1].

The block diagram of the main signal generation is shown in Fig. 3.4. The
block partitioner defines the parsing of the encoded FIBs into data blocks asso-
ciated with the OFDM symbols and it is transmission dependent. Each carrier is
QPSK modulated and then frequency interleaved before the differential modulator
and multiplexing.
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Fig. 3.4 Block diagram of the main signal generation

3.2.1.3 Radio Frequency Characteristics

There are four transmission modes with the following use:

a. Mode I for terrestrial and Single Frequency Networks (SFN)
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b. Mode II and IV for the terrestrial local broadcasting in Bands I, II, III and IV
and in the 1452 to 1492 MHz (L Band) and the satellite and hybrid satellite
broadcasting in L-band

c. Mode III for terrestrial, satellite and hybrid satellite-terrestrial broadcasting
below 3GHz

3.3 Digital Television

The first TV transmission was performed by John Logie Baird in 1926 (30
lines/frame, 5 frames/s). Conceptually, analog TV transmission has not changed
since. The same AM/FM combination for image and sound lasted until the early
1990s when digital television became a reality. As in the case of digital radio, multi-
ple competing standards for both terrestrial and satellite broadcasting with different
technical characteristics exist today.

There are two main terrestrial video transmission standards: Digital Video Broad-
casting (DVB) in Europe and the Advanced Television Systems Committee (ATSC)
standards in the USA.

• The European terrestrial DTV standards is called DVB-T (ETS 300 744) [5].
• The USA DTV primary standard is ATSC DTV.
• The Japanese Digital Broadcasting Expert Group (DiBEG) has its own terrestrial

DTV standards called (ISDB-T).
• There are also other standards such as Digital Media Broadcasting (DMB) and

Digital Video Broadcasting – Handheld (DVB-H) [6] targeting handheld devices.
• Over the internet there is Internet Protocol TV using IP packets to carry the video

data and the internet TV via the open Internet infrastructure.

In the next section we will describe the DVB-H standard [6].

3.3.1 DVB-T/H System Description

3.3.1.1 General Considerations

DVB is an OFDM system [9] directly compatible with MPEG-2 coded TV signals.
It is designed to operate in the existing 6, 7, and 8 MHz VHF and UHF spectrum
allocation for Analog TV transmission. There is also a new 5 MHz channel added
for the DVB-H [6, 7].

There are two modes of operation defined for DVB-T: 2K and 8K. There are
three modes of operation defined for DVB-H: 2K, 4K and 8K. The 8K mode is used
for small, medium, and large SFN. It provides the lowest Doppler shift tolerance
compared to the 4K and 2K modes but provides the highest bit rate transmission.

The 4K mode can be used for small and medium SFN, with less Doppler shift
tolerance but still allowing for very high-speed reception. The 2K mode can be used
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Fig. 3.5 Transmitter processing chain

for small SFN with limited range. It provides the best Doppler shift tolerance at high
speed and high data rates. Thus, the 4K mode is a compromise between transmission
rate, range, and Doppler shift.

The transmitter processing chain is illustrated in Fig. 3.5. As shown in Fig. 3.5,
multiple programs, data, video and audio are multiplexed together into a transport
stream. The system supports two hierarchical levels of channel coding and modula-
tion, including uniform and multiresolution constellation. The hierarchical nature is
restricted to channel coding and modulation only allowing the simulcast of a pro-
gram service (or different programs) at different bit rates and transmission rugged-
ness. The MPEG frames are split into two streams – high and low priority streams.
The two separate streams are separately randomized, passed through the outer coder,
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outer interleaver and inner coder and then inner-interleaved together. After mapping
and frame adaptation the data is OFDM modulated and a guard is appended. The
data is then converted from the digital to analog domain and passed to the front end
to be transmitted. The main physical layer processing blocks are described in the
following section.

3.3.1.2 Channel Coding and Modulation

The input stream is organized in 188 bytes MPEG-2 packets including one synch
byte as illustrated in Fig. 3.6. The data is randomized using a PRBS generator with
the polynomial P(X) = 1+X14 +X15.

The outer coding is performed using a Reed-Solomon RS(204, 188, t = 8)
encoder, derived from the systematic RS(255, 239, t = 8) code with generator poly-
nomial: P(X) = X8 + X4 + X3 + X2 + 1 and followed by convolutional byte-wise
interleaving. The inner coding is performed by a 64 states convolutional encoder,
shown in Fig. 3.7, with the polynomials: G1 = 171OCT and G2 = 133OCT . Follow-
ing the convolutional encoder, the bit stream is bit-wise interleaved. More detailed
information can be found in the DVB standard [5]. At the link layer DVB-H has a
second RS encoder followed by virtual time interleaving for the purpose of improv-
ing the overall mobile system performance and increasing the tolerance to impulse
noise.

3.3.1.3 Signal Constellation and Mapping

Data in each OFDM frame is modulated using QPSK, 16-QAM, 64-QAM, nonuni-
form 16-QAM, or nonuniform 64-QAM constellations. Details of the constellations
for both hierarchical and nonhierarchical mapping are described in the standard [5].

3.3.1.4 OFDM Frame Structure

The DVB-T/H transmission is organized in frames. Every four frames form a super-
frame and each frame contains 68 OFDM symbols. Each OFDM symbol contains a
fixed number of carriers depending on the operation mode. They carry data, system
information, and pilots required for receiver synchronization and channel equaliza-
tion. The system parameters for the 8 MHz channel are listed in Table 3.2.

SYNC
1 byte

MPEG-2 transport MUX data
187 bytes

Fig. 3.6 MPEG-2 transport MUX packet
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Table 3.2 System parameters for 8 MHz channel

Mode 2K 4K 8K

No. of carriers K 1705 3409 6817
Kmin 0 0 0
Kmax 1704 3408 6816
Carrier spacing (Hz) 1116 2232 4464
Freq. spacing between Kmin and Kmax (MHz) 7.61 7.61 7.61
Useful Symbol Duration (µs) 224 448 896
Guard ratio 1/4, 1/8, 1/4, 1/8, 1/4, 1/8,

1/16, 1/32 1/16, 1/32 1/16, 1/32

Certain carriers, at boosted power level, called pilots, carry reference signals
known by the receiver. There are continual and scattered pilots. The continual pilot’s
positions coincide with the scattered pilot positions every four symbols with values
derived from a PRBS generator.

The system information includes modulation, hierarchy information, code rate,
guard interval, etc. System information is carried by the Transmission Parameter
Signaling (TPS) carriers. The TPS carriers are DBPSK modulated and encoded
using BCH (67, 53, t = 2) derived from the original BCH (127, 113, t = 2) code.
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An OFDM transmitted signal for DVB-T/H can be described in mathematical
format by the following formula:

s(t) = Re

{
e j2π fct

∞

∑
m=0

67

∑
l=0

Kmax

∑
k=Kmin

cm,l,k ×Ψm,l,k(t)

}
,

with

Ψm,l,k(t) =
{

e j2πk′/Tu(t−∆−l×Ts−68×m×Ts), (l +68m)Ts ≤ t ≤ (l +68m+1)Ts
0, else

where: k is the carrier number, l is the OFDM symbol number, m is the transmission
frame number, K is the number of transmitted carriers, Ts is the symbol duration, fc
is the central frequency of the RF signal, k′ is the carrier index relative to the central
frequency, k′ = k− (Kmax −Kmin)/2, cm,0,k is the complex symbol for carrier k of
the data symbol number 1 in the frame number m, cm,1,k is the complex symbol for
carrier k of the data symbol number 2 in the frame number m, and so on. cm,67,k is the
complex symbol for carrier k of the data symbol number 68 in the frame number m.

3.4 DVB-H Implementation on SB3011 DSP

Since DVB-H has a lower average data rate than the DVB-T, it can be easily imple-
mented entirely in software and executed in real time in DSP. This section describes
the software implementation of DVB-H on the SB3011 [10] DSP. For the interested
readers more system implementation details are available in [13–16].

3.4.1 Receiver Main Processing Blocks

The DVB-H receiver processing chain is illustrated in Fig. 3.8. Briefly, in Fig. 3.8,
the processing blocks perform the following functions:

The derotation function performs fine frequency correction and tracking through
complex multiplication of the received samples with precalculated complex val-
ues. Preprocessing (PP) is required since the DVB-H receiver functions expect
fc = 32/7 MHz for the Low Intermediate Frequency (LIF) and fs = 4 fc for the
sampling frequency. If the LIF frequency and sampling rate are not what the receiver
expects, then preprocessing is needed to adjust the LIF and sampling rate. The Guard
Length Detection (GLD) function is responsible for detecting one of the guard
lengths employed by the transmitter. Once the guard length is detected, the coarse
fractional offset is estimated and corrected in the Coarse Fractional Frequency
Offset Estimation and Correction (CFFOEC) block. The Coarse Symbol Synchro-
nization (CSS) and Integer Frequency Offset Estimation and Correction (IFOEC)
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Fig. 3.8 DVB-H receiver block diagram

follow. After the Guard Removal (GR) Fine Frequency and Timing Estimation
and Correction (FFTEC) take place during steady-state operation after the OFDM
demodulation process. The Symbol Synchronization Tracking (SST) uses timing
information from the Burst Timing Power Manager (BTPM) and provides the com-
plex values to the de-rotation block. The large frequency correction is achieved by
changing the RF chip PLL configuration. Channel Estimation and Correction (CEC)
will also provide the CSI required by the Viterbi and TPS decoders in the Inner
Processing (IP) and TPS decoding block, respectively. In our implementation, these
processing blocks are executed completely in software. Both RS decoders, in the
Outer Processing (OP) and MPE–FEC processing blocks, are also executed in soft-
ware using Galois field multiplication vector instructions.

3.4.2 Main Software Functions

The main software functions used in the receiver are as follows:

1. ExtractRxSubcarriers extracts the received subcarriers and then calculates the
Channel Transform Function (CTF) sample values on the scattered pilot locations
for the current two OFDM symbols. The very first time when ExtractRxSubcar-
riers function is called there is no symbol synchronization. The OFDM starting
symbol position is found through cross-correlation. The peak position indicates
the starting position for an OFDM symbol. Research for the scattered pilot start-
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ing position (the modular 12 scattered pilot index) for the current OFDM frame
is also needed the first time when ExtractRxSubcarriers gets called. This is due
to the fact that there may have been corrections for integer frequency offset; this
will result in change of scattered pilot locations.

2. ChannelEstimation performs channel estimation and correction for the current
OFDM symbol. Channel estimation makes use of scattered pilots. For each
OFDM symbol, the scattered pilots are spaced 12 subcarriers apart. The first step
in channel estimation is to estimate the CTF samples on the scattered pilot posi-
tions for the current OFDM symbol. The second step is to perform interpolation
for three virtual pilot groups. The CTF estimates for the current symbol on the
virtual pilots, spaced three subcarriers apart, are obtained through interpolation
of the previous three symbols and future three symbols. During the third step,
the remaining two CTF samples between each virtual pilot pair, for the current
symbol, are estimated. Once CTF samples are estimated, the channel correction
can be readily performed to get the corrected received subcarriers, further used
for QAM demapping and TPS decoding. CTF estimates are also used to calculate
the CSI, values acting as estimates of the reliability measure for each subcarrier.
Currently the CSI is estimated as the amplitude of the CTF at each subcarrier
frequency. Further, the CSI is used in the Viterbi decoder as a weighting factor
for the path metrics calculation so that the input soft bits that are less reliable
will contribute less to the path metrics accumulation. The CSI is also used as a
weighting factor in TPS DBPSK demodulation and decoding to assure that the
less reliable TPS carriers have less contribution in the estimation process [11].

3. FracOffsetTracking performs steady-state fractional carrier frequency offset
tracking. It is based on estimating the average phase difference between two
pilots located in two consecutive OFDM symbols at the same frequency. An
averaging window of configurable length is used to smooth the estimated phase
difference information.

4. SymbolSyncTracking performs steady-state symbol synchronization tracking.
This is called per each OFDM symbol and it is based on estimating the aver-
aged phase differences between the neighboring scattered pilot subcarriers. An
averaging window of configurable length is used to smooth the estimated phase
difference information.

5. SymbolSyncIntOffset first performs a coarse OFDM symbol synchronization,
and then OFDM demodulation (4K FFT [11]) is performed to extract the sub-
carriers for pilot detection. This is done by calling PilotDet4k function. In the
pilot detection routine, the first step is to search for scattered pilot locations. This
can easily be done by exploiting the fact that for each OFDM symbol, the scat-
tered pilots are located 12 subcarriers apart, and they are transmitted at a boosted
power level compared to the other data bearing subcarriers. The second step is to
search for continual pilots. The continual pilots are transmitted at fixed subcar-
rier locations. They are also transmitted at a boosted power level. The continual
pilots are spaced at a multiple of three carriers from the scattered pilots. The
search range for the continual pilot starting position determines the range of the
integer carrier frequency offset that the receiver is designed to cover.
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6. GuardLenCoarseFracOffset detects the guard length and performs coarse
fractional frequency offset estimation. The first step is to generate a vir-
tual complex sample sequence from the real input sample sequence. Then
four cross-correlations are performed on the complex sample sequence. For
each cross-correlation sequence, we estimate the corresponding distance between
the two peak positions and then the four distances are compared with the four
valid guard lengths. The guard length that is closest to any of the distances will
be selected as the valid guard length. Once the guard length is detected, the phase
difference between the guard period and the corresponding symbol period can
readily be calculated and this will give a coarse estimate of the fractional carrier
frequency offset.

3.4.3 Receiver State

From cold start to steady-state operation the receiver transitions through several
states illustrated in Fig. 3.9.

STATE0 is the initial state right after power ON. The receiver will perform the
following functions: Guard Length Detection (GLD) and Coarse Fractional Fre-
quency Offset Detection and Correction (CFFODC). To improve the robustness of
the detection algorithm in the presence of noise and fading, a majority detection of
guard length is required. Coarse fractional frequency offset estimation is also esti-
mated once the guard length is detected. The estimated coarse frequency offset will
be corrected for before the receiver transitions to the next state, STATE1.

In STATE1, the receiver performs OFDM Initial Coarse Symbol Synchroniza-
tion (ICSS), Continual/Scattered Pilots Detection (C/SPD) and Integer Frequency
Offset Estimation Detection (IFOED) and correction. First, a cross-correlation is
performed on the received sample sequence, assuming the guard length is known,
which will produce a rough estimate of the OFDM symbol sampling position. Then,
the OFDM symbol is extracted and demodulated (i.e. 2K FFT for 2K mode) to

STATE 0 STATETestSTATE 1 STATE 2 STATE 3 STATE 4 STATE 5
steady
state

Start
Steady
state

FCFOT

CFCFOT
CSSTOT
Start CEC
Start TPS

Idle
state

ICSS
C/SPD
IFOED

GLD
and

CFFODC

Steady
state

FCFOT
Start
SST decoding

Start data
decoding

Fig. 3.9 Receiver state transitions
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recover the subcarriers. Since continual pilots are located at fixed carrier locations,
they are detected first, and then scattered pilot locations are detected next. As in
the case of GLD, majority detection is also performed for pilot detections. Integer
carrier frequency offset is also estimated in the process of continual pilot detection.
The estimated integer carrier frequency offset will be corrected before the receiver
transitions to the next state, STATE2.

STATE2 is an idle state to remove any transient effects after the frequency
adjustments.

STATE3 starts steady-state fractional carrier frequency offset tracking (FCFOT).
Continual pilots are used for the tracking. The receiver will stay in this state for some
OFDM symbols to allow any residual carrier frequency offset tracking to converge.

STATETest is a special test state which is used to generate the ideal channel
response for the SNR / BER performance testing. In this state, the transmitter will
send special OFDM symbols where all the subcarriers are training pilots. At the
receiver, the channel response can be calculated for all the subcarriers without the
need for interpolation. This state is used only during testing and calibration.

A receiver in STATE4 will continue FCFOT. It will start OFDM Symbol Syn-
chronization Tracking (SST). The receiver will stay in this state for a program-
mable number of OFDM symbols to allow any initial residual symbol sync offset to
converge.

Receiver STATE5 is the final receiver state, the steady state. The receiver will
continue continual fractional carrier frequency offset tracking (CFCFOT), and
continual symbol synchronization timing offset tracking (CSSTOT) to keep the
frequency and timing in sync with the transmitter. Also, channel estimation and
correction is performed in this state. If the receiver looses synchronization, it will
transition back to STATE0.

Among all the states, only STATE3, 4 and 5 have real-time processing require-
ments. The flow chart and the computational performance of STATE5 are illustrated
in Fig. 3.10. Based upon the computational performance shown in Fig. 3.10 the
thread allocation is as depicted in Fig. 3.11. The usage of the SB3011 is less than
50% for 14% duty cycle. The simulated performance for the test case described in
[5] Annex A can be found in Table 3.3 [8].

3.5 NTSC Analog Television

3.5.1 NTSC Spectruma

The NTSC TV baseband spectrum is illustrated in Fig. 3.12. The total bandwidth is
6 MHz with Vestigial Side Band (VSB) on the lower side band and full side band
on the upper band. The video signal is amplitude modulated on 4.2 MHz band-
width while the audio signal is frequency modulated centering at fs = 4.5 MHz.
The suppressed color subcarrier is centered at fsc = 3.579 MHz. The total num-
ber of lines is 525 with fh = fs/286 = 15734.2657343 Hz line frequency and
fv = fh/525 = 29.9700299701 Hz is the frame frequency.
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300 MHz

While (1)
DVB

END

STATE 5

(steady state)

ExtractRxSubcarriers( )

FracOffsetTracking( )

OFDMRxPreprocessing( )

decode_tps_bit( )

channelEstimation( )

read 16896 samples

out 16896 samples

in 16896 samples

out  rxsubcarriersr/i[8][1705] 

out  CTFScatteredPilotsr/i[8][143] 

out fractional carrier frequency offset tracking
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in rxsubcarriersr/i[8][1705]
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OFDMRxSymbolProcessing( )
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Fig. 3.10 STATE5 flow chart
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QAMDeMapperUn ( ) 
in QAMMappedDataDr/i[1512]

sym_de_interleave( )

bit_de_interleave( )

mux( )

dvbt_depuncture( )

out  demod_data_bits[6][1512] 

out sym_de_inter_out[6][1512]
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out  bit_de_inter_out[6][1512] 
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out InnerDeinterleaved[9072]
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(A)
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in demod_data_bits[6][1512]

in CSI [1512] 

400 MHz

(B)

Fig. 3.10 Continued
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Fig. 3.10 Continued

3.5.2 Video Signal

For the NTSC system the luminance information (Y ) as a function of the RGB sig-
nals (primary colors: Red, Green, and Blue) is a weighted sum of the primary colors:

Y = 0.299R+0.587G+0.114B

The transmitted color information has only two components B−Y and R−Y .
The component G−R is not transmitted but can be easily recovered as

G−Y = −0.51(R−Y )−0.19(B−Y )

The raw B−Y and R−Y signals are used to form the complementary color pairs
Q and I as

Q = cos(33◦)(R−Y )− sin(33◦)(B−Y ) = 0.21R−0.52G+0.31B
I = cos(33◦)(B−Y )− sin(33◦)(R−Y ) = 0.60R−0.28G−0.32B

To avoid cross talk between Q and I samples the bandwidth of the Q samples
is reduced to double sideband 0.5 MHz while the bandwidth of the I samples is
reduced to single sideband 1.4 MHz. At the end, Q and I will be QAM modulated
on to the color subcarrier.
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Fig. 3.11 Thread allocation

3.5.3 Synchronization and Timing

Each video frame consists of 2 color fields or 525 video lines [18, 19]. As shown in
Fig. 3.13, the first 20 lines of color field I is the field-blanking period that carries
the vertical synchronization pulses. The vertical synchronization pulses indicate the
start of a new video frame. The color field II starts from the middle of line 263,
carrying another 20 lines for the second field-blanking period indicating the middle
of the video frame. The rest of lines in color field I and II are the displayable video
lines. Figure 3.14 illustrates the detailed video line signal timing and level informa-
tion. The various video line information must be constructed at predefined signal
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Table 3.3 System parameters for 8 MHz channel

Required Required Required
C/N in dB C/N in dB C/N in dB

for QEF after for QEF after for QEF after
Reed-Solomon Reed-Solomon Reed-Solomon

decoder decoder decoder

Modulation mode Gaussian channel Ricean channel Rayleigh channel
QPSK rate 1/2 3.1dB 3.6dB 5.4dB
Simulated performance
from Annex A in DVB-T
QPSK rate 1/2 2.61dB 5.58dB 4.87dB
1 rx channel
QPSK rate 1/2 0.43dB 2.93dB 2.93dB
2 rx channel
QPSK rate 1/2 −0.91dB 1.59dB 1.59dB
3 rx channel
QPSK rate 1/2 −1.41dB 0.83dB 0.83dB
4 rx channel

16QAM rate 1/2 8.8dB 9.6dB 11.2dB
Simulated performance
from Annex A in DVB-T
16QAM rate 1/2 8.47dB 11.25dB 11.01dB
1 rx channel
16QAM rate 1/2 6.24dB 8.14dB 8.47dB
2 rx channel
16QAM rate 1/2 4.61dB 7.79dB 6.65dB
3 rx channel
16QAM rate 1/2 3.23dB 6.03dB 5.58dB
4 rx channel

64QAM rate 1/2 14.4dB 14.7dB 16.0dB
Simulated performance
from Annex A in DVB-T
64QAM rate 1/2 13.90dB 16.20dB 16.26dB
1 rx channel
64QAM rate 1/2 11.01dB 13.45dB 13.07dB
2 rx channel
64QAM rate 1/2 9.83dB 11.60dB 11.71dB
3 rx channel
64QAM rate 1/2 7.96dB 11.25dB 10.51dB
4 rx channel

levels/timing to allow the receiver to reconstruct the RGB signals correctly. Each
displayable video line consists of the following two parts: The “Blanking Period”
carrying “Front Porch,” “Sync Tip or horizontal sync pulse” and “Back Porch” with
9+/−1 cycles of color burst riding on it. The horizontal sync pulse can be used by
the receiver for line synchronization and frequency/timing offset tracking purposes.
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The color burst is a sine wave reference signal at the video carrier frequency. It is
used to extract the phase and frequency information for decoding the I/Q modulated
chroma signal. Following the back porch is the second part of the video line carry-
ing the actual displayable video information (luminance and I/Q modulated chroma
signal). The following summarizes the NTSC video encoding process:

a. Primary color components R, G, B are transformed into luminance/chrominance
components Y , I, Q. The transform is linear:

[Y IQ]T = M ∗ [RGB]T ,

where M is the 3×3 color space conversion matrix.
b. The luminance component Y is transmitted directly (in baseband).
c. The two chrominance components I and Q carry color information. They are

QAM modulated at the color subcarrier frequency of 3.58 MHz. The video por-
tion of baseband signal carries Y +QAM(I,Q). This signal has the bandwidth of
4.2 MHz. For broadcasting, sound is added; it is FM modulated around 4.5 MHz.
The overall baseband encoding is:

[Y IQ]T = M ∗ [RGB]T

Baseband = Y +QAM(I,Q)+FM(Sound)
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3.6 Digital Implementation of the NTSC TV System

3.6.1 System Algorithms

Figure 3.15 shows the system block diagram of an analog TV receiver. The analog
TV signal received is first down converted to baseband by the RF/IF analog front-
end. The baseband composite video signal is then digitized and sent to the DSP.
From this stage, the entire video processing is executed digitally in software.

Figure 3.16 shows the block diagram for the analog TV receiver digital signal
processing, implemented on SB3011 DSP [12]. In the initial training mode, the
horizontal synchronization and vertical synchronization sequences are detected and
tracked; the input video composite signal is then adjusted to the proper DC and
IRE (Institute of Radio Engineers) scaling levels. Once the receiver training is com-
pleted, the active video information can be extracted line-by-line. Y/C (luminance
and color) separation and color I/Q demodulation are performed to reconstruct the

RF/IF
Front - End A/D

SB3011 DSP
TV Receiver

Fig. 3.15 System block diagram of analog TV receiver
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Fig. 3.16 Signal processing block diagram of NTSC receiver
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Fig. 3.17 NTSC receiver synchronization process

transmitted RGB signals. The RGB signals for the current video frame are then
converted to pixels and displayed on the LCD screen.

Figure 3.17 illustrates the NTSC receiver synchronization process, the receiver
synchronization achieves horizontal synchronization first, vertical synchronization
next, and then video extraction and processing can be started.

In STATE 1 (HSYNC for horizontal synchronization), the receiver goes through
two substates to achieve horizontal video line synchronization. The horizontal syn-
chronization pulses are processed by a Delay Lock Loop (DLL) processing block
for correcting any frequency offset that may exist between the transmitter and the
receiver due to transmitter receiver frequency misalignment or sampling clock drift.

Substate 1 performs the initial blind search for HSYNC pattern on the sampled
video composite signal rin. The HSYNC pattern search is performed as following:

RrH [i] =
N−1

∑
k=0

rin[k + i]

where N = MFs, M is the line duration in microsecond, Fs is the sampling frequency
in MHz, RrH is the cross-correlation of the HSYNCH pattern with the sampled
video complex signal at i = 0,1,L−1, where L is the number of samples in a line.
The HSYNC position is found at the sample position p for which RrH reaches the
maximum.

Substate 2 performs HSYNC Tracking. Once HSYNC signal is detected, the
HSYNC needs to be continuously located for over a certain number of lines around
the initially detected HSYNC sample position p:

RrH [p+ k] ≥ 0.9×RrH [p], k = −2,−1,0,1,2
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If the above condition is not satisfied, the detected HSYNC is declared to be false
and the receiver will fall back to the initial HSYNC detection substate 1. Starting
from substate 2, a Delay Line LOOP (DLL) logic is activated to track the movement
of the HSYNC position caused by a frequency offset between the transmitter and the
receiver. The maximum of the HSYNC match results for k =−2,−1,0,1,2 is found
and the receiver buffer pointer is manipulated to adjust the maximum HSYNC match
position to p. The purpose of the DLL tracking loop is to skip or repeat samples for
each video line to track any frequency offset that may exist between the transmitter
and the receiver. The DLL tracking loop should be enabled once the HSYNC is
detected. The DLL tracking loop should be temporally disabled during the vertical
synchronization period.

STATE 2(VSYNC for vertical synchronization): Since the receiver has achieved
horizontal synchronization entering this state, the video line starting sampling posi-
tion is known. As the VSYNC signals on lines 4, 5, and 6 of Fig. 3.13 are the
repeated patterns, the VSYNC search is performed for the duration of one video
frame, the maximum VSYNC position can be found as follows:

max

[
2

∑
i=0

RrV [i]

]

where RrV is the correlation of the HSINC pattern with the rin samples. The sum-
mation is performed over three lines: i = 0,1,2.

Once vertical synchronization is achieved, VSYNC high and low pulse levels
can be measured to adjust the rin composite signal to the right IRE levels as shown
in Fig. 3.14. The VSYNC and HSYNC pulse levels, blanking levels, and reference
white levels are required to be adjusted to the correct IRE levels to properly recover
the RGB signals. Assuming that the measured low pulse level for VSYNC is VL,
the measured blanking level for VSYNC is BL, the DC level and scaling factor are
calculated as follows:

g =
40

BL −VL

DC = −g×BL

The video composite input from the A/D should be adjusted by g and DC as
follows:

g× rin +DC

After the DC level and gain adjustment, the video composite signal samples will
be at the proper IRE levels for further video signal video signal decoding as shown
in Fig. 3.14.

Once the maximum VSYNC position is found, the line count that runs from 0
to 524 can be set accordingly to achieve vertical (frame) synchronization. Since
HSYNC is tracked continuously by the DLL, vertical synchronization will be main-
tained automatically. The receiver will stay in this state until the line count reaches
0 indicating the start of a new video frame. At this point, the receiver transitions to
the steady state to start video frame decoding.
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STATE 3(VIDEO signal decoding) is the receiver steady state. It continues
HSYNC and DLL tracking to maintain synchronization with the transmitter in the
presence of frequency offset and timing offset. Video data extraction and decoding
for reconstruction of RGB signals are performed line-by-line and frame-by-frame.
There are a total of 484 displayable video lines for each video frame.

Figure 3.18 shows the flow chart for per line video processing. In each dis-
playable video line, the receiver needs to first extract the color burst to reconstruct
the I/Q demodulation phase and chroma demodulation frequency. Since the receiver
maintains line synchronization by the HSYNC DLL tracking loop, one can safely
assume the demodulation frequency to be the nominal chroma carrier frequency.

Two novel methods for extracting the chroma phase are illustrated [12]. The first
algorithm extracts the chroma phase in time domain while the second algorithm
extracts the chroma phase in frequency domain:

Time Domain Chroma Phase Extraction: In order to facilitate the estimation of
the chroma phase, assume that the A/D sampling rate Fs is set to be M times the
chroma carrier frequency: Fs = M fsc, there should be M samples per each color
burst cycle, the phase change between the adjacent color burst samples is exactly
360
M degree. One can simply take any one color burst sample x(k) as sin(k) and

Fig. 3.18 Video processing
per line
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x(k+1) as cos(k). The receiver can calculate the chroma phase at sampling position
k by the following equation:

φ [k] = tan−1(sin(k)/cos(k)) = tan−1(x(k)/x(k +1))

Frequency Domain Chroma Phase Extraction: First, N time domain color burst sam-
ples are extracted, a Fourier Series is computed for frequency domain index k = N

M
as follows:

X(k) =
N−1

∑
n=0

x(n)e− j2πkn/N (3.1)

The chroma phase can then be estimated as

φ [k] = tan−1 Im[X(k)]
Re[X(k)]

Simulation results show that the chroma phase estimated from frequency domain
is much more robust to noise disturbance than the chroma phase estimated from
the time domain due to the fact that the previous equation is the phase Maximum
Likelihood Estimation (MLE) [12, 17]. Once the chroma phase is detected, the I/Q
demodulation phase for the current video line can be set as the following:

φD[k] = φ(k)+180◦ +33◦

After the chroma phase is recovered, the rest of the video line processing will
become quite straightforward: Y/C separation, I/Q demodulation, and RGB
reconstruction.

3.6.2 Single Threaded Software Implementation on SB3011

The baseband signal coming from the tuner is oversampled. At each rising edge
of the A/D clock a sample is stored within the processor memory. Each sample
occupies 2 bytes of memory. The overall sequential algorithm for decoding video
signal from baseband is as follows:

Sequential video decoding

1. [gain, level] = analyze sync tip(input)
2. input = input ∗gain+ level
3. video = LPF1(input)
4. Y = LPF2(video)
5. Sin = gen sin(get color burst(input))
6. I = LPF3((video−Y ).∗Sin)
7. Q = LPF3((video−Y ).∗Sin(2 :))
8. [RGB]T = clip(inverse(M)∗ [Y IQ]T )
9. pixels = B 
 10|G 
 5|R
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The analyze sync tip() function (step 1) computes the average of sync tip sam-
ples and calculates gain and level that normalize the top of the sync tip to be at 0 and
the bottom of sync tip to be at IRE-40. Step 2 performs the normalization. The low-
pass filter in step 3 separates the video signal from sound, the output is the baseband
video composite signal: Y+QAM(I,Q). Step 4 separates Y (luminance) component
using another low-pass filter. The LPF1 and LPF2 filters are implemented as FIR
filters. Step 5 generates the demodulation sine and cosine tables starting from the
extracted chroma phase as described in the previous sections. Steps 6 and 7 demod-
ulate the chrominance components using the computed sine wave. The LPF3 filter
is implemented as an FIR filter.

Step 8 performs the inverse color-space transform to obtain the primary color
components. Colors are clipped to the range 0 to 31. The last step, Step 9 computes
the bitmap that is displayable on the LCD screen. It packs the colors into lower 15
bits of a 16-bit pixel.

The above Sequential video decoding algorithms were implemented as ANSI
C and profiled on the Sandblaster simulator. Video decoding takes 25516 cycles
per video line. The data memory used in the implementation amounts to just under
20 kB. Thus it easily fits into the processor’s local memory.

Step 1 in the algorithm takes little time. All other steps take time proportional to
the number of samples decoded. Fortunately, steps 2 through 9 are “embarrassingly”
parallel. So we may parallelize the algorithm with little overhead. If we split video
decoding among T threads, then the time to decode a line is (computation + memory
copy):

25516/T +12004761.9

This gives us the lower bound on the number of threads required:

T ≥ 7.16

Since T must be an integer, the lower bound on the number of threads is 8. Decoding
every line for a quarter VGA display is overkill. We only have to decode every other
line. This gives as a relaxed bound on T :

25516/T +1200 ≤ 2∗4761.9
T ≥ 3.06

This indicates that we may fit our decoder into four threads, even accounting for
parallelization overhead.

3.6.3 Parallel Implementation

The parallel implementation is outlined below:
Parallel implementation:

DriverThread {
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Perform line / frame synchronization
Forever {

copy the next line from A2D buffer
perform DLL tracking, adjust read position
enqueue the line to video team

}
}
VideoTeamThread (int thread index){

I f (threadindex == 0)
{ dequeue next line; }

barrier();
run the partitioned
barrier();

}

The work is partitioned between one driver thread and T video threads. The driver
thread copies data from the A2D buffer (in L2) into fast L1 memory. The Sandblaster
RTOS includes an API that abstracts a circular buffer as an infinite stream with a
movable read position. The read position can be advanced or retarded.

DLL tracking involves finding the start of the sync-tip and adjusting the read
position of the A2D abstract stream. This is necessary to adjust for frequency offset
between the A2D converter and the signal source. DLL tracking requires little com-
putation. Afterwards the driver thread queues up the line for processing by video
threads. The queue, in fact, implements double buffering between the driver and the
video threads. The queue is implemented using a common circular buffer algorithm.
The circular buffer has three slots. This data structure helps to implement concur-
rent producer/consumer computations. If there is only one producer and only one
consumer, then no additional synchronization mechanism is required to maintain
the queue in consistent state. After the initial barrier, each thread runs the steps of
the sequential algorithm applied to quarter of the data. Additional barriers are nec-
essary, due to overlaps required by the filters. We use light-weight spin barriers [5].
They have very low overhead of about 40 cycles.

We note that our current implementation can be scaled to full VGA by adding
another team of four threads.

3.7 Summary

In this chapter we succinctly described the most popular digital audio and video
broadcasting systems. Since DAB is much less computational intensive than DVB
we described the DVB-H implementation as a more attractive example. The DAB
implementation is similar to DVB-H but requires only a fraction of processor
resources. The entire DVB-H execution requires only 50% of a SB3011 processor
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resources at the highest bit rates and modulation complexity. An additional 50% of
processor capacity is still available to execute other functions [20–22]. When imple-
mented on the recently announced SBX core, the expected utilization will drop to
less than 10% of the capacity [23]. Analog TV is fading out. Therefore, a platform
that can execute both analog and digital TV is an attractive solution and we have
shown how easily can be implemented in software.
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Chapter 4
Video Streaming over DVB-H

Mehdi Rezaei

4.1 Introduction to DVB-H System

Digital Video Broadcasting for Handheld terminals (DVB-H) is an ETSI specifica-
tion for delivering broadcast services to battery-powered handheld receivers [4, 7].
DVB-H is mainly based on the DVB-T specification for digital terrestrial television.

Comparing to digital terrestrial television, handheld television is much more dif-
ficult from technical points of view. First, mobile terminals have very small antenna
size comparing to standard television antennas. Consequently, handheld terminals
need stronger signals than standard television. Second, mobile reception is expected
everywhere, especially inside buildings and in vehicles. This demands extraordinary
robustness for transmission signal. Third problem of handheld terminals is limited
power supply which restricts consumption of TV content. The DVB-H mobile TV
standard addresses these issues by adding a number of features to DVB-T standard.
DVB-H adds functional changes in the link and physical layers while it is backward
compatible with DVB-T. In the link layer, DVB-H has two new elements when
compared to DVB-T: Time Slicing and Multiprotocol Encapsulation Forward Error
Correction (MPE-FEC). In the physical layer, DVB-H also has two extensions to
DVB-T: DVB-H Signaling and 4K-Mode OFDM. More details about these exten-
sions are presented in the sequel.

4.1.1 Time-Slicing

Services used in mobile handheld terminals require relatively low bit rates. The
estimated maximum bit rate for streaming video using advanced compression tech-
nology like AVC/H.264 is in the order of a few hundred kilobits per second. A DVB
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Fig. 4.2 Time-sliced DVB-H services in parallel and compatible with DVB-T services

transmission system usually provides a bit rate of 10 Mb/s or more. This provides
a possibility to significantly reduce the average power consumption of a DVB-H
receiver by introducing a transmission scheme based on time division multiplexing.
This scheme is called time-slicing. To reduce the power consumption in handheld
terminals, the service data is time-sliced and then sent through the channel as bursts
at a significantly higher bit rate compared to the bit rate of the audio-visual ser-
vice. Time-slicing enables a receiver to stay active only a small fraction of the time,
while receiving bursts of a requested service. It significantly reduces the power con-
sumption used for radio reception parts. Figures 4.1 and 4.2 compare the services
bandwidth usage in typical DVB-T and DVB-H channels. Figure 4.2 also shows the
backward compatibility of DVB-H with DVB-T system. Time-slicing also supports
a quasi-optimum seamless handover by accomplishing the changing of the reception
from one transport stream to another during the off-time between bursts.

4.1.2 MPE-FEC

DVB-H employs an additional forward error correction (FEC) to further improve
mobile and indoor reception performance of DVB-T. In FEC a number of p extra
symbols, called parity, are added to equal-length data symbols by an FEC code.
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In case of error, an FEC code can ideally reconstruct any p corrupted data symbols,
when the location of the error is known and the number of corrupted symbols is
less than p/2. The Reed-Solomon (RS) FEC code [11] is a good example of an FEC
code that is optionally used in DVB-H. Since RS code is a systematic code, that
is, the source data remains unchanged after FEC encoding, MPE-FEC decoding is
made optional for DVB-H receivers. MPE-FEC is computed over IP packets and
encapsulated into MPE sections.

Time-slicing and FEC are performed in a network element called IP encapsula-
tor. The IP encapsulator encapsulates IP packets into Multi-Protocol Encapsulation
(MPE) sections which are further packetized into MPEG-2 Transport Stream pack-
ets. The optional FEC codes are also encapsulated into MPE-FEC sections. MPE
sections are transmitted prior to MPE-FEC sections such that a receiver can just
receive the unprotected data and ignore the protection data that follows.

The optional MPE-FEC improves the carrier-to-noise (C/N) ratio and Doppler
performance in mobile channels and provides greater tolerance to impulse inter-
ference. The optional MPE-FEC can be combined with different unequal-error-
protection (UEP) algorithms to provide different levels of protection for data
according to their degrees of importance. See [8] as an example.

4.1.3 DVB-H Signaling

Two signaling bits are added to the Transmitter Parameter Signaling (TPS) bit
that indicates the presence of DVB-H service and the possible use of MPE-FEC
to enhance and speed up service discovery. A cell identifier is also carried in the
TPS bit to support faster signal scan and frequency handover on mobile receivers.

4.1.4 4 K-Mode OFDM

Signal modulation in DVB-T transmission is based on COFDM (Coded Orthogo-
nal Frequency Division Multiplex). It uses about 2000 (called 2 K-mode) or 8000
(called 8 K-mode) carrier frequencies on which transmitted streams are overlaid.
In addition to 2 K-mode and 8 K-mode, an optional 4 K-mode (using about 4000
carries) has been adopted in DVB-H. The 4 K-mode provides a compromise solu-
tion between the two other modes. It allows for a doubling of the transmitter distance
in Single Frequency Networks (SFN) compared to the 2 K-mode. In comparison to
the 8 K-mode, the 4 K-mode is less susceptible to the effect of Doppler shifts in the
case of mobile reception and it allows a higher speed. The 4 K-mode offers a new
degree of flexibility for network planning.

For 2 K and 4 K-modes the in-depth interleavers increase the flexibility of the
symbol interleaving, by decoupling the choice of the inner interleaver from the
transmission mode. This allows a 2 K or 4 K signal to take benefit of the memory of
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the 8 K symbol interleaver to effectively increase, four times for 2 K and two times
for 4 K, the symbol interleaver depth to improve reception in fading channels. This
provides also an extra level of protection against impulse noise.

An example of using DVB-H for transmission of IP-services is depicted in
Fig. 4.3. In this example, both traditional MPEG-2 services and time-sliced DVB-H
services are carried over the same multiplex. The handheld terminal consumes IP
services only. Note that 4 K-mode and the in-depth interleavers are not available
in cases where the multiplex is shared between services intended for fixed DVB-T
receivers and services for DVB-H devices.

4.1.5 Protocol Stack

The protocol stack for the DVB-H is presented in Fig. 4.4. The Internet Protocol (IP)
packets are encapsulated into MPE sections and also the FEC codes are encapsulated
into MPE-FEC sections. Then the MPE and MPE-FEC sections are packetized into
MPEG-2 Transport Stream packets.

Using IP allows the coding process to be independent of the transport. This pro-
vides a number of advantages for handheld terminals including a variety of encoding
methods. Time-slicing and MPE-FEC may be used with IPv6 and also IPv4. DVB
has specified four methods for data broadcasting; Data Piping, Data Streaming,
MPE, and Data Carousel. MPE is well suited to the delivery of streaming services
as well as files and other data objects. DVB has specified IP address resolution on
MPE, that is, INT table. In addition, MPE supports delivery of other protocols that
provides more flexibility. Finally, the implementation of time-slicing on MPE is
simple.

More details about the protocol stack for DVB-H are presented in Fig. 4.5. IP
packets are encapsulated to MPE sections for transmission over DVB protocols in
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Fig. 4.5 A subset of the protocol structure of DVB-H

the Medium Access (MAC) sublayer. Each MPE section consists of a header and
the IP datagram as payload. It also includes a 32-byte Cyclic Redundancy Check
(CRC) for the verification of payload integrity. The MPE section header contains
information that could be used by the receiver to identify the scope of the MAC
address. The MPE sections can be logically arranged to application data tables in
the Logical Link Control (LLC) sublayer, over which RS FEC codes are computed
and MPE-FEC sections are created. The MPE and MPE-FEC sections are mapped
onto MPEG-2 TS packets.

To create MPE-FEC, IP packets are filled into an (N × 191) matrix where each
cell of the matrix hosts one byte of information. According to the standard the
number of rows in the matrix, i.e. N can be selected from the following values:
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256, 512, 768, or 1024. The datagrams are filled into the matrix column wise. RS
codes are computed for each row and concatenated such that the final size of the
matrix is of size (N × 255). The (N × 191) part of the matrix is called the Appli-
cation Data Table (ADT) and the adjacent (N × 64) part of the matrix is called
the RS Data Table (RSDT). The ADT need not be completely filled. The unfilled
part of the ADT is called padding. The padding allows rate control and preventing
fragmentation of IP packet between two MPE-FEC frames. All the 64 columns of
RSDT need not be transmitted, i.e. the RSDT may be punctured. This allows con-
trol of code rate. Further information on the MPE-FEC matrix construction can be
obtained from [3].

4.2 DVB-H Broadcast System Design

Video streaming over DVB-H channel significantly differs from other video stream-
ing applications. The time-sliced transmission scheme is used in DVB-H to increase
the battery lifetime of handheld terminals. The end-to-end delay of DVB-H services
has been increased due to the time-slicing scheme. A lower end-to-end delay is pos-
sible by more power consumption at the receiver. Moreover, the end-to-end delay
is increased due to the variations that exist in the bit rate of the encoded media bit
streams. Variable bit rate (VBR) especially for video bit streams is used to pro-
vide higher visual quality for broadcast services. For a given level of variation in
bit rate, the end-to-end delay can be decreased by a higher transmission bandwidth
that means a less utilization of transmission bandwidth. The bandwidth utilization
can be improved by statistical multiplexing of VBR broadcast services. Therefore,
the video quality, end-to-end delay, bandwidth utilization, and power consumption
of DVB-H receiver are related parameters. These parameters should be considered
simultaneously when a DVB-H broadcast system is designed. The rest of this chap-
ter explains the relationships between these parameters in the system. Moreover, a
number of research works related to video streaming over DVB-H are reviewed that
try to improve the performance of DVB-H broadcast system.

4.3 Time-Slicing and Power Consumption

Service data in DVB-H is time-sliced and then sent into the channel as bursts at
a significantly higher bit rate compared to the bit rate of the audio-visual service.
This enables a receiver to stay active only a small fraction of the time, and there-
after decreases the consumed power for data reception. Figure 4.6 depicts the burst
parameters in time-slicing scheme. Burst Size (BB) refers to the number of Network
Layer bits within a burst. Burst Bit Rate (RB) is the bit rate used by a time-sliced
elementary stream while transmitting a burst. Constant Bit Rate (RC) is the average
bit rate required by the elementary stream when not time-sliced. Burst Duration
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Fig. 4.6 Burst parameters

(TB) is the time from the beginning to the end of the burst. Off-time (Toff) is the time
between bursts. The percentage of power saving resulting from time-slicing can be
expressed as

PS =
Toff

Ton +Toff
×100, (4.1)

where Ton denotes on-time or the time duration when the radio receiver is on. An
extra time namely Synchronization Time (TS) is required by a receiver to re-acquire
lock onto the signal before the start of the reception of the next burst. Therefore the
on-time can be expressed as

Ton = TB +TS. (4.2)

The burst duration depends on the burst size and burst bit rate as

TB =
BB

RB(1−h)
, (4.3)

where h compensates the overhead caused by the transport packet and section head-
ers. The constant bit rate or the average bit rate of service data can be calculated as

RC =
BB

Ton +Toff
. (4.4)

Using Eqs. 4.1–4.4, for a given RB and RC, the percentage of power saving is
derived as

PS =
(

1−RC

(
1

RB(1−h)
+

TS

BB

))
×100. (4.5)

This means a higher percentage of power saving is achieved for a lower service bit
rate and by a higher channel bandwidth.

4.4 Channel Switching Delay

Channel switching delay or tune-in time in DVB-H refers to the time between
the start of switching to a new channel and the start of the media rendering.
Figure 4.7 shows a graphical demonstration for the channel switching delay in
DVB-H application when switching from service 1 to service 2. The shown delay
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Fig. 4.7 Channel switching timing graphs ( c©2007 IEEE) (Rezaei et al., “Optimal Channel Chang-
ing Delay for Mobile TV over DVB-H,” Portable 2007)

times in the graph are: Arrival Delay (delay to arrival of desired burst), Recep-
tion Delay (reception duration of desired burst), Decapsulation Buffering Delay,
Decoder Refresh Delay (delay to the first random access point, e.g. an Instantaneous
Decoder Refresh (IDR) picture in AVC/H.264 video coding standard or I-picture in
other video coding standards), Decoder Buffering Delay (initial buffering period
of Coded Picture Buffer). The decapsulation buffering delay includes two buffer-
ing delays for the Multi-protocol Decapsulation Buffer (MDB) and RTP (Real Time
Protocol) Decapsulation Buffer (RDB) [2, 6]. The decapsulation buffering delay is
required to compensate the variations that exist in the burst size and the decoder
buffering delay is needed to compensate the variations that exist in the bit rate of
media bit streams. Moreover, another delay is needed for synchronization between
the associated streams (e.g. audio and video) of the streaming session which is not
shown in the graph.

Channel switching delay is one of the significant factors in end-to-end delay of
DVB-H system. In comparison with other video broadcast systems, DVB-H suffers
from a higher channel switching delay that has been enlarged by the time-sliced
transmission scheme. In the following sections the details of channel switching
delay in conjunction with power consumption of DVB-H receiver and service qual-
ity are studied. Furthermore, a number of techniques proposed for the reduction of
channel switching delay are reviewed.

4.5 Power Consumption and Channel Switching Delay

One of the significant factors in channel switching delay is the arrival delay or the
time until the start of the desired time-slice. The arrival delay depends on the time-
slicing parameters that define the percentage of power saving for DVB-H receiver.
The lower the receiver power consumption, the higher is the arrival delay.
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To find out the relationship between the power saving and channel switching
delay, consider a simple case where neighboring channels have similar time-slicing
parameters. When channel switching, the arrival delay is required until the start of
the desired burst and the reception delay is required until the burst is completely
received. The sum of these two delays or receiving delay in average is expected
to be

DR = 1
2 (Ton +Toff)+Ton. (4.6)

Combining Eqs. 4.2– 4.4 with 4.6 yields

DR = TS +BB

(
1

2RC
+

1
(1−h)RB

)
. (4.7)

Again by combining Eqs. 4.5 and 4.7, a closed form expression relating the percent-
age of power saving and the receiving delay is given as

PS =
(

1− 1
DR −TS

(
TS

2
+

RCDR

RB(1−h)

))
×100. (4.8)

For the transmission of an elementary stream with a desired average bit rate of
RC, by a channel with bandwidth RB, different operating points on the power sav-
ing curves (PS,DR) can be found from Eq. 4.8. Considering a typical values for
h (0.04 or 4%) and TS(200 ms), a set of power saving curves are depicted in
Fig. 4.8. The power saving curves are computed for two different values of RB (5and
10 Mb/s) and three different values of RC (0.3, 0.4, 0.5 Mb/s). As graphs show the
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percentage of power saving is an increasing function of the receiving delay. More-
over, the power saving curves drop dramatically when the on-time, including the
synchronization time and the burst duration, becomes comparable with the off-time.

4.6 Video Quality and Channel Switching Delay

The decoder buffering delay and the decoder refresh delay are two major parts of
the channel switching delay that are correlated to the video quality. The decoder
buffering delay is required to compensate the variations of bit rate. For video stream-
ing over DVB-H application the advantages of VBR video are exploited. For most
video content, a VBR video can provide better visual quality and coding efficiency
than a constant bit rate video. A higher quality and compression performance can
be obtained by more variations in bit rate. The more the variations in bit rate, the
higher is the initial buffering delay. The decoder buffering delay in DVB-H would
be minimized if video bit streams are encoded with constant bit rates. However, by
allocating a reasonable delay to the system, the advantages of VBR are utilized.
In order to control the decoder buffering delay, the variations in the bit rate of bit
streams should be controlled by a rate controller. The compression performance and
quality of encoded VBR video also depend on the used rate control algorithm. Pre-
sented video rate control algorithms in [12–15, 19] are examples of rate controllers
targeted for VBR video and streaming applications.

The decoder refresh delay means the required time until a media decoder is
refreshed by a random access point to produce correct output frames. The video
decoder refresh delay can be minimized if each time-slice is started with a ran-
dom access picture such as an IDR picture in AVC/H.264 video coding standard. It
should be remarked that if the decoder started decoding from an IDR picture that is
not at the beginning of a time-slice immediately when the time-slice is received, the
input buffer for decoding would drain before the arrival of the next time-slice and
there would be a gap in video playback corresponding to the payout duration from
the beginning of the time-slice to the first IDR picture.

In DVB-H, the content encoding and the encapsulation to time-slices are imple-
mented independently and it is hard to align the exact location of IDR pictures to the
boundaries of time-slices. The average of decoder refresh delay can be decreased
by using frequent random access pictures in the bit streams. The problem is that
a random access picture usually consumes a bit budget several times more than
other pictures and using frequent random access pictures in the bit stream drops the
compression efficiency and the video quality remarkably. Therefore, the minimum
decoder refresh delay is constraint to compression performance. On the other hand,
while at least one random access point in each time-slice is desired, the maximum
value of decoder refresh delay is defined by the percentage power saving.

As discussed the video quality of DVB-H services depends on the frequency
of random access pictures and also on the variations in bit rate of bit streams that
are related to the decoder refresh delay and decoder buffering delay, respectively.
Moreover, the quality of encoded video depends on the video content and the used
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rate control algorithm. However, the functions between the video quality, decoder
refresh delay, and decoder buffering delay can be found experimentally. Some
experimental results have been presented by Rezaei et al. [23]. Figure 4.9 shows
the video quality in terms of PSNR in average over a number of different video
content as a function of the decoder refresh delay and decoder buffering delay.
As results show the PSNR is an increasing nonlinear function of both the decoder
refresh delay and decoder buffering delay. The PSNR drops dramatically where the
delays become small and it saturates to a limit where the delays become very large.
Note that the PSNR itself cannot present the visual quality of encoded video espe-
cially in VBR. The visual quality also depends on the variations in quality. A higher
visual quality can be achieved by less variation in quality or more variations in bit
rate. Therefore, although the PSNR is limited for large values of decoder buffering
delay, the visual quality still can be improved by higher buffering delays.

4.7 Channel Switching Delay Reduction Methods

In previous sections the relationships between channel changing delay, power con-
sumption, and video quality were explained. Compromising channel changing
delay, power consumption and video quality an optimal operation point can be found
for a DVB-H broadcast system. Moreover, some techniques have been proposed that
decrease the channel switching delay of DVB-H services [16–18, 20, 21, 24]. The
proposed techniques are implemented at the encoder and/or at the IP encapsulator.
A number of techniques are presented in the sequel.
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4.7.1 Video Splicing

A video encoding and splicing method is proposed by Rezaei et al. that can con-
siderably decrease the decoder refresh delay as a major part of channel switching
delay at the expense of some reasonable degradation in video quality [21]. The pro-
posed method is implemented partially at the encoder and at the IP encapsulator. To
explain the video splicing method first a conventional IP datacasting (IPDC) system
over DVB-H is reviewed.

A simplified block diagram of a conventional IPDC system over DVB-H is
depicted in Fig. 4.10. As shown, a content encoder receives a source signal in analog
format, uncompressed digital format, compressed digital format, or any combination
of these formats. The content encoder encodes the source signal into a coded media
bit stream. Content encoder is typically capable of encoding more than one media
type, such as audio and video. Alternatively, more than one content encoder may be
required to code different media types of the source signal. Figure 4.10 illustrates
the processing of one coded media bit stream of one media type.

The coded media bit stream is transferred to a server. Examples of the for-
mat used in transmission include an elementary self-contained bit stream format,
a packet stream format, or one or more coded media bit streams encapsulated into a
container file. The content encoder and the server may reside on the same physical
device or may be included in separate devices. The content encoder and the server
may operate with live real-time content, in which case the coded media bit stream
may not be stored permanently, but rather buffered for small periods of time in the
content encoder and/or in the server to smooth out the variations of processing delay,
transfer delay, and coded media bit rate. The content encoder may also operate con-
siderably earlier than when the bit stream is transmitted from the server. In such a
case, the system may include a content database, which may reside on a separate
device or on the same device as content encoder and/or server.

The server may be an IP multicast server using real-time media transport over
RTP. The server is configured to encapsulate the coded media bit stream into RTP
packets according to an RTP payload format. Although not shown in Fig. 4.10,
the system may contain more than one server. The server is connected to an IP
encapsulator. The connection between the server and IP network may be a fixed-
line private network. As shown in Fig. 4.3, the system further includes at least one
radio transmitter which is not essential for the operation of the proposed splicing
system.

According to the proposed video splicing method, an additional stream consist-
ing of refresh pictures only is encoded and transmitted to the IP encapsulator. The IP

Fig. 4.10 Simplified block diagram of a conventional IPDC system
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encapsulator replaces some pictures in a normal bit stream with the refresh pictures
according to time-slice boundaries in order to achieve the minimum decoder refresh
delay.

A simplified block diagram of the proposed IPDC system for the implementation
of video splicing is depicted in Fig. 4.11. At the content encoding level, one or two
video encoders encode the video source to two encoded primary bit streams includ-
ing a Spliceable Bit Stream (SBS) and a Decoder Refresh Bit Stream (DRBS) from
the same source picture sequence. The SBS includes frequent spliceable pictures
which are reference pictures constrained as follows: no picture prior to a spliceable
picture, in decoding order, is referred to in the inter prediction process of any refer-
ence picture at or after the spliceable picture. Nonreference pictures after the splice-
able picture may refer to pictures earlier to the spliceable picture in decoding order.
These nonreference pictures cannot be correctly decoded if the decoding process
starts from the spliceable picture, but can be safely omitted as they are not used as
reference for any other pictures. The DRBS contains only intra or IDR pictures cor-
responding to spliceable pictures and with a picture quality similar to corresponding
spliceable pictures. The DBRS and the SBS are transmitted from the server to the
IP encapsulator. The IP encapsulator composes MPE-FEC frames, in which the first
picture in decoding order is an IDR picture from the DBRS and the other pictures
are from the SBS. The IDR pictures at the beginning of MPE-FEC frames minimize
the tune-in time for newly joined recipients. No changes in the receiver operation
are required in the proposed system.

Replacing an inter picture with an intrapicture in the SBS causes a mismatch
in the pixel values of the reference pictures between the encoder and decoder. The
reference mismatch propagates an error until the next IDR picture in the spliced
stream. A technically elegant solution to avoid mismatch altogether would be to
use SP and SI pictures of H.264/AVC, but they are only included in the Extended
Profile of H.264/AVC [9]. The extended profile of H.264/AVC is not allowed in
the current DVB-H standard [5]. According to experimental results the reference
mismatch error is saturated to a limit and the overall degradation in quality is rea-
sonably small. Furthermore, the mismatch error decreases if the spliceable pictures
and corresponding IDR pictures are encoded with a higher quality than other pic-
tures. In addition to the mismatch error, the proposed method involves two buffer-
ing related challenges. Firstly, the standard HRD (Hypothetical Reference Decoder)
compliancy of the spliced stream is hard to be verified. Secondly, the initial delay
for coded picture buffering in the HRD is hard to derive in the IP encapsulator.
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According to the proposed splicing method the spliceable pictures and corre-
sponding intra/IDR pictures in two primary streams should be encoded with similar
qualities. In a similar quality an IDR frame can consume a bit budget from 5 to 10
times more than corresponding inter picture. Furthermore, similar quality for corre-
sponding frames in two primary streams means that only the bit rate of one primary
stream can be controlled. Consequently, there is no real short-term control on the
bit rate of spliced streams and therefore it is hard to verify the HRD compliancy of
spliced streams. Moreover, the encoding parameters cannot be controlled according
to the results of splicing, because the encoding and splicing are performed indepen-
dently and without any feedback link.

To solve the problem above, a comprehensive rate control system as depicted
in Fig. 4.11 is proposed which is implemented in both the content encoder and
the IP encapsulator. The content encoding rate control system (CERCS) controls
the bit rate of two primary streams considering a fixed value for the frequency of
IDR pictures in a desired spliced stream. However, the frequency of IDR picture in
the spliced stream can have variations around an average value since the number
of video pictures in MPE-FEC frames is not fixed. Moreover, in offline encoding,
the IDR frequency which has been used for the rate control of primary streams at
the content encoder may be different from the average IDR frequency of spliced
stream. The IP encapsulating level rate control system (IERCS) implements another
control to compensate the above variations and to provide HRD compliancy for
the spliced bit stream. Furthermore, the H.264/AVC Supplemental Enhancement
Information (SEI) message parameters related to buffering of the spliced bit stream
can be provided by IERCS.

The CERCS controls the bit rate of primary streams according to encoding tar-
get data which is set by the user and also according to several signals which are
extracted from the uncompressed and compressed video. The encoding target data
includes target bit rate of spliced stream and average frequency of IDR pictures in
the desired spliced stream. Furthermore, some encoding metadata as complemen-
tary information are provided by CERCS which are sent to the server and then IP
encapsulator.

The IERCS controls the bit rate of spliced stream according to the encoding
metadata, encapsulating target data defined by the server. The encapsulating target
data includes target bit rate of spliced stream and IDR frequency of spliced stream.
More details about the proposed rate control systems can be found in [17,18,20,21].
According to the proposed method the decoder refresh delay as a major part of tune-
in time can be minimized to a very small value and even to zero.

4.7.2 Redundant Intrapicture Insertion

In AVC/H.264, an encoded picture can be either a primary encoded picture or a
redundant encoded picture. A primary encoded picture is used to decode valid
bit streams. The redundant encoded pictures are used to improve the robustness
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of encoded bit streams against transmission error. A redundant encoded picture
is decoded only when the decoding of the primary encoded or decoded picture is
corrupted.

Vadakital et al. used a redundant intrapicture insertion scheme to decrease the
decoder refresh delay of tune-in time [24]. According to the proposed method a reg-
ular bit stream is encoded with a restriction that every sth picture, called S picture,
is coded such that no picture succeeding the S picture, is inter-predicted from any
picture preceding the S picture, all in decoding order. This constraint of S pictures
causes a negligible drop in compression efficiency. For every S picture, an intra-
coded redundant picture is also encoded with a lower quality compared to the S
picture. The encoded bit stream is transmitted to the IP encapsulator. The IP encap-
sulator composes the MPE-FEC frames such that only the first intracoded redun-
dant picture is placed in the ADT and all other redundant pictures in the bit stream
are removed. The bit rate increases due to the redundant intracoded picture. This
increase is, however, significantly lower compared to the bit rate increase that would
result with coding periodic primary intrapictures at the frequency of S pictures.

The receivers can either start decoding from the beginning of the first GOP, or
the first redundant intracoded picture, whichever comes earlier in decoding order.
If the decoding is started from a redundant intracoded picture, there is a reference
mismatch error in the reconstructed following pictures, compared to the case where
the decoding started from an IDR picture preceding the current burst. However,
the mismatch error only propagates until the next primary IDR picture occurs in the
bit stream and is therefore not likely to be annoying. Assuming that the IP encapsu-
lator makes no effort to align S pictures with the boundaries of bursts, the expected
value of decoder refresh delay is derived as ∆refresh = s/2 f , where f is the picture
rate of coded pictures and S denotes the frequency of S pictures.

4.7.3 Time-Interleaved Simulcast

Simulcast is a fusion of “simultaneous broadcast”. In the context of scalable mul-
timedia, simulcast is a transmission mechanism, where multiple programs of the
same source are coded in different qualities, and transmitted simultaneously. The
receivers choose the most appropriate of the simulcasted programs according to their
consumption capabilities. Vadakital et al. proposed time-interleaved simulcast meth-
ods that can decrease the channel switching delay of DVB-H services [24]. Con-
sider a number of programs are simulcasted over DVB-H channels. Each program
is encoded at different levels of qualities targeted for different classes of receivers.
A receiver can decode and consume the bit streams of proper class. It is assumed that
a receiver also can decode and consume all the bit streams targeted for receivers in
lower classes. When channel switching, the receiver can start receiving and decod-
ing of the earliest decodable bit stream of desired program, before receiving the
targeted version, to decrease the receiving delay as a major part of tune-in time. To
obtain the maximum performance, the time-sliced bursts of the simulcast programs
of the same content are transmitted maximally apart from each other in the time line.
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4.8 Video Encoding Methods for Broadcasting over DVB-H

In streaming applications usually VBR video bit streams are used. VBR video bit
streams generally provide higher visual qualities and compression performances
than constant bit rate video bit streams at the expense of more resources in terms
of transmission bandwidth and delay [10, 15]. Encoding VBR video can be open-
loop or closed-loop. In open-loop encoding, the video pictures are encoded with an
almost constant quantization parameter (QP) to provide a relative constant quality
for encoded video regardless of the coding complexity of video source. In close-loop
encoding, the bit rate of encoded bit stream is controlled by a VBR rate controller
according to feedback signals from encoding results and coding complexity of video
source. The rate controller imposes some constraints on the degree of variability
allowed in the bit rate. For example, the variations in bit rate are controlled such
that the required buffering delay remains below a limit.

In video streaming over DVB-H, the closed-loop VBR encoding method is pre-
ferred for several reasons. First, for a given percentage of bandwidth utilization,
unlike the open-loop encoded bit streams that need a relatively high buffering delay,
the required buffering delay of constrained bit streams is limited. While the end-
to-end delay is a serious bottleneck in DVB-H, the constrained bit streams are pre-
ferred to guarantee a limited end-to-end delay. Second, for a given transmission
delay, the closed-loop encoded bit streams provide a higher bandwidth utilization
than open-loop encoded bit streams. Finally, although the bandwidth utilization can
be improved by statistical multiplexing of broadcast services, due to small num-
ber of DVB-H services that can be multiplexed to one DVB-T channel, the perfor-
mance of statistical multiplexing is not as much as in other applications in which a
large number of services are multiplexed. Therefore, the required resources in terms
of bandwidth and delay should be controlled by the closed-loop encoding before
multiplexing.

When multiple programs are broadcasted simultaneously, two main scenarios for
the closed-loop encoding of the bit streams are possible: independent video encod-
ing and joint video encoding. In first scenario each video source is encoded indepen-
dently of the others using a separate rate controller. In the second scenario multiple
sources are encoded simultaneously using a common rate controller. More details
about the independent and joint video encoding are presented in the sequel.

4.8.1 Independent Video Encoding

In this scenario the video sources are encoded independently of each other and by
separate encoders. The video encoders can be separated geographically. Figure 4.12
shows a block diagram for independent video encoding in DVB-H application. The
encoded bit streams are sent to the servers and then to the IP encapsulator. Also the
bit streams can be stored to be sent later on. As shown, each encoder utilizes an
independent rate controller. VBR rate controllers are used to provide a higher level
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of quality for compressed video and also to guarantee a limited transmission delay
with a level of bandwidth utilization.

Numerous rate control algorithms for VBR applications have been presented in
the literature. See presented algorithms in [12–15,19] as examples. A general block
diagram for the rate control of independent encoded video bit stream is depicted
in Fig. 4.13. As shown, a rate controller defines the encoding parameters for the
encoder according to some feedback signals from the encoded video, encoder, video
source, a real or virtual smoothing buffer, and sometimes from the channel. QP is
the main encoding parameter that is used for the rate control. Frame rate, picture
type, and picture resolution can also be used for the rate control. The rate and the
distortion of encoded video are two parameters that are widely used as feedback
signals by the rate controller. The level of allowed variations in bit rate is defined by
the size of smoothing buffer while the occupancy of buffer is used as a feedback sig-
nal to the rate controller. In real-time applications the real buffer between encoder
and transmission channel can be used for the rate control. In real-time applications
in which the transmission channel is not stable, a feed back signal from the channel
can also be used by the rate controller. For video streaming over DVB-H channels, a
virtual buffer for the both real-time and offline encoding can be used. In this applica-
tion, no feedback from the channel is required. In fact, no any other feedback from
the IP encapsulator to encoder is used.
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A fuzzy VBR video rate controller that is optimized for DVB-H application has
been proposed in [19]. The proposed rate control algorithm has been optimized
to provide VBR bit streams including frequent IDR pictures with a relative con-
stant visual quality and low average buffering delay. Moreover, it has a small degree
of computational complexity. The proposed rate controller controls the bit rate by
adjusting the QP on picture base. It utilizes a relative small size virtual buffer, a
fuzzy controller and several other tools to calculate the QP for different types of
pictures. The fuzzy controller tries to minimize the fluctuations in QP and thereafter
in the quality of encoded video while the buffering delay is limited. More details
about the rate controller can be found in [19].

4.8.2 Joint Video Encoding

When a number of services are encoded and broadcasted simultaneously and the
encoders are collocated geographically, it is possible to use a joint rate controller
for all encoders instead of using independent rate controllers, one for each encoder.
A joint rate controller can improve the average quality of encoded bit streams by
sharing of resources among the bit streams. In fact, the joint rate controller imposes
a type of statistical multiplexing on the encoded bit streams.

In video broadcast over DVB-H channels, the joint encoding can be utilized
to improve the overall video quality and also to decrease the end-to-end delay of
broadcast system. In joint encoding, a common bandwidth is shared between the bit
streams according to their temporal complexities by a joint rate controller. Depend-
ing on the joint rate controller, the bandwidth can be shared for a long term such
that the average bit rate of bit streams can be changed after long time or the band-
width can be shared only for short term such that such that the average bit rate of
bit streams is constant for long times. In comparison to independent encoding, in a
similar buffering delay, the joint encoding with a long-term share of bandwidth can
provide more constant qualities for encoded bit streams. On the other hand, when
compared with independent encoding, in a similar quality, the joint encoding with a
short-term share of bandwidth can provide a lower buffering delay.

The major problem of joint video encoding is how to allocate the available bit
budget among the video sources that share the bandwidth. A number of joint rate
control algorithms have been proposed in the literature for different applications
[1, 22, 25, 26]. Two major approaches for the bit allocation in the joint rate control
algorithms have been used including: Preprocessing and Modeling approaches. In
the first approach, a preanalysis is performed on video sources to gather statis-
tics about the coding complexity. The real coding process can operate based on
the statistics obtained by the preanalysis. In the modeling approach, the attempt is
to model the performance of video encoder and the coding complexity of video
sources and then the allocated bits to video sources are controlled based on pro-
vided models while the models are updating during encoding. See the proposed
methods in [1, 25, 26] as examples for the two approaches. The system presented
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in [1] consists of several preprocessors and video encoders. Each preprocessor ana-
lyzes a video source and derives picture statistics. Using these statistics, a joint rate
controller calculates dynamically the bit rate for each encoder based on the rela-
tive complexities of the sources. Another bit allocation method for joint coding of
multiple video sources is presented in [25]. In this method, the input video sources
are divided into Super GOPs (a number of GOP) and Super Frames (a collection of
frames, one from each program) and then, the bit budget is distributed hierarchically
between the video super GOPs, super frames and frames according to their relative
complexities while the encoder and decoders’ buffers are prevented from overflow-
ing and under flowing. Finally, using a rate-distortion model, a QP is calculated for
each frame according to the allocated bits to the frame. A similar approach to that
in [25] is presented in [26]. A new approach for joint rate control has been presented
for DVB-H application in [22] that utilized a fuzzy controller. The fuzzy joint rate
control algorithm distributes the bandwidth among the DVB-H services. The band-
width is shared in short term. Provided results show that it decreases the buffering
delay of DVB-H service with no change in the overall quality of encoded video. The
proposed method can be used for joint encoding of multiple bit streams even with
different qualities and bit rates.

A general block diagram of joint video rate control is depicted in Fig. 4.14. As
shown a number of encoders utilize a joint rate controller simultaneously. A joint
buffer is used for controlling variations in the bit rate of aggregated bit stream. The
occupancy of buffer with some other feedback signals from the encoded bit streams
is used by the joint rate controller to compute the QPs for encoders. Similar to the
block diagram of independent rate control shown in Fig. 4.13, a joint rate controller
can also use some feedback signals from the encoders and uncompressed video
sources that are not shown in Fig. 4.14. The joint rate control algorithms proposed
in [25, 26] are examples that can be fit to this block diagram.

When the joint encoded bit streams share the bandwidth only for short term, it
is possible to have different bit rates and qualities for the bit streams. In this case,
beside the joint rate controller and joint buffer, each encoder can also utilize an
individual rate controller and buffer to control the long-term bit rate. A simplified
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block diagram for this case is depicted in Fig. 4.15. According to this diagram the
bit rate of each bit stream is mainly controlled by the individual rate controller (R.C.
in the diagram) that uses a separate buffer. The joint rate controller provides control
signals for the individual rate controllers according to feedback signals from the
joint buffer and encoded bit streams. The control signals are used by the individual
controllers for calculating QPs. The proposed fuzzy joint rate control algorithm in
[22] is an example that operates according to this block diagram.

In DVB-H application, the joint encoded bit streams are sent to the server and
then to the IP encapsulator. Different time-slicing and encapsulation scenarios for
joint encoded bit streams are possible. As an option in DVB-H, multiple services
can be encapsulated to one time-slice or burst. The aggregated bit stream resulted
by joint encoding can be a perfect match for this option. However, the aggregated bit
stream can be distributed over parallel time-slices. When the multiplexed services
are encapsulated to one burst, which is completely received by receiver, channel
switching delay between the multiplexed services can be decreased considerably at
the expense of more power consumption for the receiver. In practice a combination
of all encoding and encapsulation methods including open-loop encoding, closed-
loop encoding, independent encoding, joint encoding, sharing of bandwidth in short
term, sharing of bandwidth in long term, encapsulation of multiple service into one
time-slice, and encapsulation to individual time-slices is possible.

4.9 Statistical Multiplexing and Time-Slicing

In video broadcasting over DVB-H the media sources are encoded to VBR bit
streams to utilize the advantage of VBR. When VBR bit streams are used, utiliz-
ing statistical multiplexing would be beneficial for the transmission of bit streams.
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In statistical multiplexing, a fixed bandwidth communication channel is virtually
divided into several VBR channels. The resulting VBR channels are adapted to
the instantaneous traffic demands of the bit streams that are transferred over the
channels. Statistical multiplexing is used in many communication applications to
improve the overall performance of communication channels. The performance of
communication channel can be evaluated in terms of transmission delay, data drop
rate, and bandwidth utilization.

The described joint video encoding methods in previous section are forms of
statistical multiplexing that are implemented in conjunction with encoding. A new
form of statistical multiplexing for DVB-H services that is implemented in con-
junction with time-slicing is possible. In DVB-H, time-slicing and MPE-FEC are
implemented by IP encapsulator. Moreover, a Time Division Multiplexing (TDM) is
implemented by the IP encapsulator on the time-sliced services. The multiplexed
services may fill a DVB-T transmission channel. The implementation of statistical
multiplexing in IP encapsulator means statistical TDM.

Due to the time-sliced transmission scheme, the implementation of statistical
multiplexing in DVB-H is significantly different from other applications and has
some associated difficulties. According to the time-sliced transmission scheme used
in DVB-H, during transmission of a burst data, a Delta-T or the time to the beginning
of the next burst of the same service is signaled to the receiver in order to indicate to
the receiver when to expect the next burst. In deterministic multiplexing the band-
width is allocated to a number of services with fixed burst sizes and determined
delta-t. Unlike deterministic multiplexing, in statistical multiplexing, the burst sizes
and the duration of time-slices may vary over time according to the temporal bit rate
of service bit streams. While in statistical multiplexing the time divisions should
be proportional to the instantaneous bit rate of bit streams, the problem that arises
due to the variation over time of the duration of time-slices is how to calculate
the Delta-T for each service. When the data for the current burst is encapsulated, the
time-slice boundaries of next burst of the same service are unknown. While a typical
time-cycle can be about few seconds, even the estimation of the time-slice bound-
aries according to the variations in bit rate is difficult. However, any estimation error
may provide even worse results for statistical multiplexing than deterministic mul-
tiplexing case. Shortly, a desired statistical multiplexer should know the required
bandwidth for each service in the next time-cycle when the current time-cycle is
time-sliced. This is possible with a long-time look ahead or by buffering of service
data for a relatively long time before encapsulating. However, a long-time buffering
imposes a long delay to the system that is in contradiction with the objectives of
statistical multiplexing. Research on statistical multiplexing in DVB-H is ongoing.

4.10 Conclusions

DBV-H standard adds a number of features to the DVB-T specification for digital
terrestrial television to provide broadcast services for handheld receivers. The avail-
able infrastructures for DVB-T can be used for DVB-H with few modifications.
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DVB-H allows low power consumption for handheld receiver and seamless service
handover by the time-sliced transmission scheme. Moreover, it improves the mobile
reception quality by MPE-FEC. Finally, the 4 K-mode OFDM in DVB-H offers a
new degree of flexibility for network planning. DVB-H standard is very flexible in
different features and parameters. Duo to this flexibility there are many rooms for
competition between a variety of players from broadcast and cellular operators to
chip and equipment manufacturers. In this chapter, a number of key parameters and
techniques related to the performance of DVB-H broadcast system were reviewed.
To improve the performance of DVB-H broadcast systems, more research based on
feedback from practical systems is required.
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Chapter 5
Overview of Mobile TV Standards
and their CMOS Tuners

Iason Vassiliou, Nikos Haralabidis, and Kostis Vavelidis

5.1 Introduction

The upcoming switch to digital TV in most of the world has renewed interest in ter-
restrial tuner implementations. More importantly, digital video reception is emerg-
ing as the latest feature towards multimedia-enriched handheld devices. Mobile,
battery operated devices require small size tuners that consume low power and are
amenable to single-chip integration with the baseband demodulator.

In broadcast TV, the main standards expected to coexist worldwide are DVB-T
(Digital Video Broadcast-Terrestrial) in Europe, ISDB-T (Integrated Services
Digital Broadcasting-Terrestrial) in Japan based on OFDM modulation (Orthog-
onal Frequency-Division Multiplexing) and ATSC-DTV (Advanced Television
Systems Committee-Digital TV) in the USA based on 8-VSB (Vestigial Sideband
Modulation).

In mobile TV, several standards (summarized in Table 5.1) that will enable
reception to cell-phones and other hand-held devices such as PDAs and portable
music players compete globally. The most popular appears to be DVB-H (DVB-
Handheld) [1], which is an extension of DVB-T. Its main features are:

(a) low-power reception, enabled by operation in bursts (“time-slicing”) with a typ-
ical 1:10 on/off ratio at the expense of lower resolution and

(b) additional error-coding (FEC) for more robust Doppler performance, needed for
mobile operation.

DVB-H is defined mainly for a portion of the UHF band, 470–750 MHz, since
upper range is excluded as it may interfere with cell-phone operation in the 900 MHz
GSM band in Europe. Deployment in the VHF III band (170–240 MHz) is also
discussed, even though it will be hindered by the larger antenna size required for
lower frequencies. A significant advantage of DVB-H deployment in VHF/UHF
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Table 5.1 Overview of mobile TV standards

Standard Modulation Features BW (MHz) Bands (MHz)

DVB-T/H (EU COFDM 6, 7, 8 470–862
– USA) 4–64 QAM 174–230

1/2 to 3/4 CR 5 1670–1675
FFT: 2k,4k,8k 6, 7, 8 1452–1492
Operation in bursts (time-slicing) for
low power
Additional FEC

T-DMB COFDM 1.54 1452–1492
(Korea/EU) DQPSK – 1/2 CR 174–240

ISDB-T mobile COFDM 0.43–1.29 90–222
(Japan) 1–3 “segments” used (out of 13) 470–770

4–16 QAM
DMB-T 4–64 COFDM (similar to DVB-H) 8 470–862
(China) VSB (similar to ATSC) 170–230

18 2605–2655
MediaFLO COFDM 6 (US) 698–746 (US)
(USA) 4–16 QAM 5, 6, 7, 8 470–862

Operation in bursts for low power 6 48–890 (TBD)

DVB-SH (EU) Satellite, terrestrial 1.7, 5, 6, 7, 8 2170–2200
OFDM, SC modes 2600
4–16 QAM
Turbo codes

frequencies is that it will allow DVB-T broadcast equipment to be used for DVB-H,
with potentially only a software or firmware upgrade. In addition, usage of the
1450–1490 MHz L-band is also discussed in Europe, while in the USA a 5 MHz
channel has been allocated for DVB-H operation in the L-band (1670–1675 MHz).

T-DMB (Terrestrial Digital Multimedia Broadcasting) [2] is also OFDM-based
and uses the DAB (Digital Audio Broadcasting) physical layer [3] for mobile TV
operation. It is defined in the VHF III and 1450–1490 MHz bands and has already
been deployed in Korea, while it will compete with DVB-H in Europe.

In Japan a lower bandwidth, mobile version of ISDB-T will be using 430 kHz
channels in UHF. Finally, several more mobile TV standards are emerging world-
wide, such as MediaFLO [4] and ATSC-mobile in the USA and DMB-T, CMMB
(China Mobile Multimedia Broadcasting) in China.

As shown in Table 5.1, the above standards have several common characteris-
tics, such as OFDM modulation and operation in the same or similar bands (VHF
III, UHF IV and V, 1450–1490 MHz L-band and 1670–1675 MHz L-band). Since
mobile TV subsystems will be battery operated and will need to fit in the crowded
cellular phone case, implementations that are small in size and consume low power
are required. In addition, multistandard capability is desirable since it will reduce
cost for integrators and will allow users to receive mobile TV in their devices as
they travel.
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The rest of this chapter attempts to address the tuner design for such mobile
devices in CMOS. First, an overview of typical tuner architectures used for broad-
cast TV is given. Subsequently, the specific challenges related to mobile TV stan-
dards are presented, with an emphasis to DVB-T/H radio specifications and their
implications. The first implementation discussed is a DVB-H dual band tuner on
0.18µm CMOS process [5], which occupies 9.7 mm2. The tuner achieves a 4 dB
noise figure (NF) at both UHF and L-band, eliminating the need for an external
LNA. By using a fractional-N synthesizer both 470–862 MHz and 1.4–1.8 GHz
bands are supported, while achieving an integrated phase noise of less than –41 dBc.
Sixth-order low-pass filters support channel bandwidths from 4 to 10 MHz. By using
this as an example, techniques enabling the design of low-power, high-integration
tuners are discussed in more detail. The second implementation example is a tri-
band, multistandard tuner implemented on a 65 nm digital CMOS process [6], which
is based on the same architecture. To achieve multistandard operation and coverage
of most popular mobile TV bands, it also supports the VHF III band (174–240 MHz)
and features additional programmability in the baseband filters to support channel
bandwidths from 0.2 to 8 MHz. Compared to the first implementation it achieves
better performance at half the power consumption, while it occupies less than
7 mm2. The description in the second design case is focused on the additional fea-
tures added to achieve multistandard operation and the specific challenges related
to the 65 nm CMOS process. For both tuners, detailed measurement results are pre-
sented, including system-level using a digital demodulator.

5.2 Mobile TV Challenges and Architecture Trade-Offs

5.2.1 Broadcast TV Tuners and Mobile TV

The main issue that traditional analog and digital TV tuners have to overcome is
the coverage of a wide bandwidth spanning several octaves, typically from 48 to
862 MHz. The implications of wideband coverage are the harmonic conversion and
the image conversion issues, shown in Fig. 5.1. When multiplying the TV signal
with a local oscillator signal (LO) to convert it to DC or an intermediate frequency
(IF) for further processing, interference at integer multiples of the LO can also be
converted to DC or the same IF by multiplication with harmonics of the LO, thus
corrupting the wanted signal. Similarly, when converting the wanted signal to a
typical IF lower than the wanted signal carrier, interference at the image of the signal
can also convert to the same IF. In narrowband wireless systems such interference
is usually out of band and can be eliminated by a simple preselection filter.

To alleviate such issues in TV tuners, several different techniques are used. In the
first solution, shown in Fig. 5.2, a “tracking” tunable filter that tracks the LO ensures
that both image and harmonics are filtered before down-conversion. These filters
are typically bulky and require high external control voltages to tune the variable
tracking filter across the 48–862 MHz band.
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Since such filters are hard to integrate on an IC, the up–down conversion tech-
nique shown in Fig. 5.3 is also employed. By converting to an IF which is higher
than any signal in the TV band, it ensures that all harmonics of the LO and images
fall out of band and can be eliminated by an off-chip SAW filter at a fixed high
IF [7, 8]. Following that, conversion to a lower IF is employed and direct sampling
is used to convert the signal to digital for further processing. The off-chip SAW filter
can be eliminated by using on-chip image rejection [9].
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In [10] a system-in-package (SiP) uses external varicaps to implement an LC
tracking filter integrated in a module. Additional image rejection is provided by an
on-chip image reject scheme.

To avoid harmonic conversion, the cable TV tuner at [11] implements on-chip
harmonic rejection mixers [12], which use several phases of the LO in order to
cancel down-conversion of unwanted interference at harmonics of VHF frequencies.

The aforementioned solutions are unsuitable for mobile TV, since they either use
bulky and expensive external components or consume high power (0.5–1 W).

To address the need for smaller form factor, lower cost and power consump-
tion, direct conversion TV tuners covering the UHF band [13] or both the UHF
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and L-band [5, 14] have been implemented. In the case of UHF-only coverage,
a 470–750 MHz preselection filter eliminates interference at harmonics of the LO.
To cover the different RF bands, separate RF front-ends can be used with different
preselection filters. Portable devices for UHF or L-band typically will use one of
the two bands and, if both bands are used, separate antennas or a common antenna
with an external, highly linear low-noise amplifier (LNA) followed by separate fil-
ters can be used. The solution of separate front-ends is also used in terrestrial TV
tuners [15].

5.2.2 Mobile TV Standard Requirements

In mobile TV standards, OFDM modulation and stringent interference specifications
pose significant challenges for the tuner design, which are aggravated when direct
conversion is used.

The DVB-T/H radio specifications require a noise figure (NF) below 4 dB. In
addition to the low NF, the high-order modulation used (up 64 QAM for DVB-T/H)
requires an SNR in excess of 25 dB in mobile reception conditions [16]. In OFDM
systems, when a high SNR is required other impairments such as I/Q mismatch,
phase noise may affect the overall bit error-rate (BER) [17]. Such impairments can
be viewed as additional “noise”:

SNRTOTAL =
1

1
SNRAWGN

+
[

1
SNRdisto

+ 1
SNRinterference

+ 1
SNRpnoise

+ · · ·
] (5.1)

To avoid degrading an SNR of 25 dB due to additive white Gaussian noise (AWGN),
additional noise-like impairments should be at least 10 dB below the AWGN noise
floor, which translates into an equivalent SNR of 35 dB. Using analytical calcula-
tions and simulations, this requirement can be translated to an rms in-band inte-
grated phase noise error of less than 1◦ (–37 dBc) and I/Q mismatch of less than 1◦

and 0.1 dB.
Since the tuner is continuously tuned to a channel, I/Q mismatch can be cor-

rected by “blind” adaptive calibration in the demodulator. However, designing a
synthesizer that achieves low phase noise and at the same time has the resolution to
tune at channel spacing required by DVB-T/H and T-DMB is a challenging task.

Both T-DMB and DVB-T/H standards define several reception conditions in the
presence of other interfering TV channels, some of which have significant impact
on the tuner specifications. Namely:

(i) S2 pattern in DVB-T/H (Fig. 5.4): digital TV interference 2 channels away,
up to 40 dB stronger than the 64-QAM wanted signal. In addition to sharp channel-
select filters, in direct conversion or low-IF architectures, this implies high second-
order linearity. Calculation of the in-band interference from a modulated signal
due to second-order distortion requires the computation of the convolution of the
OFDM blocker with itself in the frequency domain. Alternatively, the result could
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be approximated by using a two-tone signal as the interferer and doing a simple IM2
analysis:

IM2input(dBm) = 2 · (Pin,blocker −3dB)− IIP2input (5.2)

where Pin,blocker is the total power of the OFDM modulated blocker which is approx-
imated by two tones at half the total power each. Since the standard defines the
blocker at –28 dBm and the wanted 64-QAM signal at –68 dBm, assuming 20 dB
SNR, which is typically required to achieve the wanted BER of 2×104, and allow-
ing for additional 3 dB degradation due to other sources according to Eq. 5.1, using
Eq. 5.2 it can be easily found that the required IIP2 at the input is higher than
+29 dBm.

Taking into account other degradation sources, such as ADC quantization noise
and phase noise, analysis based on Eq. 5.1 shows that the NF should be less 10 dB.
It is important to set an NF specification at different input conditions, since the
automatic gain control (AGC) loops of the system may set the tuner at different
gain settings compared to sensitivity, where typically gain is maximum and NF is
minimum.

To achieve this IIP2 performance, careful gain planning in the receive chain and
accurately matched differential layout of mixers and filters is needed. In T-DMB,
the 40 dB far-away blocking specification for digital interference results into a lower
IIP2 requirement.

(ii) S1 pattern in DVB-T/H (Fig. 5.5): analog TV (PAL/SECAM) adjacent chan-
nel interference, up to 35 dB stronger than the wanted 64-QAM signal. As the car-
rier of the analog TV picture carrier (where the signal power is concentrated) is
only 5.25 MHz away from the center of the wanted channel, this specification poses
stringent analog filtering requirements. For an 8 MHz channel spacing, to avoid
saturation of the ADC, at least 25 dB attenuation is needed at 5.25 MHz. In addition,
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reciprocal mixing of the LO phase noise with the picture carrier (represented as a
convolution in the frequency domain with the approximation that all analog TV
power is at the picture carrier – Fig. 5.5) will also result in in-band interference. To
meet this specification with at least 3 dB margin, the integrated phase noise from
1.25 to 9.25 MHz offset from the LO should be less than –60 dBc.

(iii) L1 pattern in DVB-T/H (Fig. 5.6): interference from digital and analog TV,
two and four channels away from the wanted channel. Since the interferers are
defined to be 40 and 45 dB stronger than the wanted 16-QAM signal, taking into
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account other sources of SNR degradation, such as NF, and allowing for 3 dB mar-
gin as in the case of S2 specification, this translates into an IIP3 requirement of
–5 dBm and an NF of less than 8 dB.

Additional challenges include the presence of GSM interference from a cell-
phone up-link in DVB-H, which requires high LNA linearity and RF filtering. In
this worst-case scenario, the GSM up-link is transmitting a signal up to +33 dBm
at 880 MHz, while the TV signal is received at 746 MHz, which is the highest TV
channel at UHF for DVB-H receivers embedded in cellular phones. Assuming 15 dB
loss between the transmit GSM and the receive UHF antennae, minimum sensitivity
degradation is required while a +18 dBm blocker is present. This can only be met
using a combination of sharp external RF filters, on-chip filtering, and high LNA
linearity.

Given the requirements for low cost and low power, the above specifications call
for careful design and innovative techniques. In addition, real-world environment
conditions are often worse than what standards specify, thus it is prudent to aim for
a significant implementation margin.

5.3 DVB-H Dual-Band Tuner

5.3.1 Design Considerations

The first design example is a dual-band tuner for DVB-H. Direct conversion was
selected as the most efficient architecture to address the need for low cost and low
power. Since the final target is implementation on SoC, using CMOS was unavoid-
able. To meet the stringent requirements imposed by the standard and enable a
future, multistandard implementation that takes advantage of the processing power
of a companion baseband demodulator, several techniques were used, both at circuit
and architecture level.

First, was using an architecture that can be expanded to cover more bands and
standards. Direct conversion allows addition of different front-ends, since it is not
limited by the choice of a specific IF. In addition, a fractional-N synthesizer was
used, which can operate from a wide range of external reference frequencies and
produce almost arbitrarily accurate frequency synthesis to 50 Hz, within the range
of 1.2–1.8 GHz. With appropriate divisions most TV bands and FM radio can be
supported. Baseband filters are programmable to different channel bandwidths,
4–10 MHz. Since different protocols and modulation schemes may allow for dif-
ferent handling of DC offset, different modes of DC offset correction and a pro-
grammable DC offset notch were implemented.

Second, digital calibration was used whenever possible. Mostly digital oriented,
CMOS processes can exhibit large variations in critical analog parameters across
lots. However, they offer the possibility to integrate digital calibration mechanisms
to overcome several IC process and architecture related imperfections, such as
CMOS parameter variability, I/Q mismatch, and baseband filter tuning.
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Third, most analog circuits were designed with programmable bias. Along with
digital calibration, this may help overcome the occasionally poor process modeling
in CMOS and avoid re-spins of the chip. In addition to that, a “smart” baseband
demodulator can dynamically adjust power consumption based on detected signal
conditions.

Fourth, as the tuner is eventually intended to operate in a noisy SoC environment,
fully differential circuit topologies were used. Single-ended LNA topologies [14]
may be attractive since they eliminate the need for external balanced-to-unbalanced
transformers (baluns), but in fully integrated solutions digital noise, harmonics of
the clocks of the baseband demodulator as well as crystal harmonics may couple to
the LNA input degrade the overall SNR.

Fifth, on-chip voltage regulators were extensively used. This allows operation
from a wide range of external voltages and at the same time protects sensitive RF
circuits from noise coupled to the power supplies.

Finally, critical RF cells were separated as far from each other as possible and
different supply and ground pins were used for sensitive circuits such as the synthe-
sizer and the LNA.

5.3.2 Architecture

Figure 5.7 shows the block diagram of the dual-band tuner, in the context of a full
system implementation. The chip is implemented on a 0.18µm CMOS process and
supports the 470–862 MHz UHF IV, V bands as well as the 1400–1800 MHz band
using two separate front-ends.

The RF front-ends consist of variable gain LNAs and passive mixers. To achieve
high linearity, which is necessary in order to meet the challenging blocking and
intermodulation specifications for DVB-H/T in the UHF band, it was determined
that it is necessary to reduce the RF gain in the presence of strong interference. To
detect wideband interference within the UHF range, an on-chip logarithmic ampli-
fier connected at the output of the UHF LNA provides a receive signal strength
indicator (RSSI). The RSSI is digitized by the companion baseband demodulator,
which reduces the RF gain when the total signal power exceeds a certain threshold,
thus closing the RF AGC loop in the digital domain.

To achieve low in-band phase noise independent of the reference crystal and
channel spacing, a Σ∆ fractional-N synthesizer is used for LO generation. Fractional
synthesis (multiplication of a reference by a noninteger) also allows sharing virtually
any crystal that the mobile phone RF transceiver may use, while maintaining fine
tuning capability. Since the multiplication factor is noninteger, a large reference fre-
quency can be used to produce the required LO, which has two effects: the multipli-
cation ratio N is low and the loop bandwidth, which is usually limited for stability to
less than one tenth of the reference frequency, can be made high. A large loop band-
width helps reduce the integrated voltage-controlled oscillator (VCO) phase noise
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Fig. 5.7 Dual-band, direct conversion tuner block diagram

and a low N reduces the contribution of reference crystal, dividers and charge pump,
thus improving integrated phase noise error as required by OFDM modulation.

UHF frequency range spans almost one octave (470–862 MHz), which could
make a VCO implementation quite challenging. Large operating range requires very
high VCO gain and/or a large number of switching components, which trades off
with good phase noise performance. To reduce the required operating range, the
range for the synthesizer was chosen to be 1.2–1.8 GHz. Quadrature LO for the UHF
mixers is generated by dividing the VCO frequency by three [18] (470–600 MHz)
or two (600–862 MHz). For the L-band the VCO frequency is used undivided and
a first-order polyphase filter is used to generate quadrature LO. A polyphase fil-
ter uses passive RC components to produce a 90◦ phase shift at a specific fre-
quency between its two outputs. Compared to other approaches that use a lower
frequency and generate quadrature outputs after mixing the VCO with a divided
version of itself, polyphase filters avoid active circuitry that may increase power
consumption, degrade phase noise and generate spurious products. The main dis-
advantage of this solution, which is the phase and gain inaccuracy over a wide
frequency range, can be eliminated by using digital calibration in the baseband
modem.

Both RF front-ends converge into a common baseband path consisting of dig-
itally programmable gain amplifiers (PGA) before and after the channel selection
I/Q filters. To accommodate analog gain control, as required by typical baseband
demodulators, the PGAs can also be controlled by an on-chip analog-to-digital
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converter (ADC). Gain control step is accurate to 0.5 dB, to minimize the SNR
degradation from gain changes during data reception under fading conditions.

To reduce linearity requirements for the filters, a pole with programmable cutoff
is used at the output of the first PGA to attenuate interference. DC-servo loops are
implemented around gain stages, since in direct conversion a large amount of gain
is implemented in baseband, thus small static or dynamic DC offsets may reduce the
available dynamic range or even saturate the receiver output. Such DC offsets may
occur even at the mixer outputs as a result of LO self-mixing. Based on the S1 and
S2 adjacent channel specifications, a sixth-order low-pass, Chebyschev response
was selected for the filter implementation. The filters have programmable response
to meet different channel bandwidth requirements.

The tuner is controlled by an I2C interface. A receive enable pin is available
to switch the tuner on and off for the DVB-H time-slicing mode. For a complete
tuner implementation in either band, a minimum amount of external components
is required: a balun, RF filter, a crystal, and a few capacitors. The crystal can be
eliminated in embedded applications, since the tuner can operate from a wide range
of crystal frequencies.

5.3.3 RF Front-End

The topology for the variable-gain LNA block used in both bands is shown in
Fig. 5.8a. Instead of using techniques that achieve high bandwidth at the expense of
NF, as the common-base LNA in [13], a degenerated differential cascode topology
was chosen. Wideband input matching is achieved by using external series induc-
tors and an on-chip switched capacitor bank Cb, which is adjusted according to the
desired tuning frequency.

Continuous analog gain control is achieved by using the current steering tech-
nique, which reduces the LNA gain by steering current from the output load to a
replica branch (M3C, M3D in Fig. 5.8a). It can be easily shown that the gain reduc-
tion is proportional to the current in the replica branch, which in turn is controlled
by another replica scheme M3Rn, M3Rp, which regulates the current of devices
M3C, M3D. A feedback loop generates voltage Vctrl so that the current through
devices M3Rn, M3Rp is proportional to transconductance Gm, which is variable to
enable programmability of the gain slope with respect to the external control voltage
VAGC. Depending on programming, the LNA can achieve a gain control range of
20–30 dB. To achieve high linearity and low flicker noise, both RF paths use double-
balanced current mode passive mixers (Fig. 5.8b), which is a technique commonly
used in applications demanding high linearity.

To implement the wideband RSSI function, a logarithmic amplifier is used, tap-
ping the signal at the UHF LNA output. The pseudo-logarithmic, piecewise linear
function is implemented as a cascode of limiters with their outputs rectified and
summed together.
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5.3.4 Analog Baseband

Figure 5.9 shows a detailed block diagram of the analog baseband section. Follow-
ing the current-mode I/Q mixers, low-noise/high gain-bandwidth, current-to-voltage
amplifiers are used (PGA1). Gain programmability is achieved by using switched
feedback resistors. The second programmable gain block (PGA2) consists of three
stages of resistive feedback amplifiers.

All gain stages use DC-servo loops. The output is integrated on a sampling capac-
itor using an active RC filter with a programmable pole. By using a transconductor
that converts the integrated output voltage to a current, a correction is injected at the
input of the gain stage that compensates DC offset. To enable fast initial acquisition
of DC offset, a higher frequency pole can be programmed during a training phase,
while during normal reception the pole can be programmed to a lower frequency to
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avoid corrupting the data. In DVB-H, the initial time before the “on” period in time-
slicing can be used. A hold/servo switch enables the DC-servo loop to also operate
in an open loop mode after initial acquisition of the DC offset, if required by the
demodulator.

The sixth-order, Chebyschev filters are implemented using opamp-RC integra-
tors in a leapfrog configuration. An on-chip auto-calibration loop shown in Fig. 5.9
is activated upon power-up and sets the Fo to a value from 2 to 5 MHz, supporting
the different channel bandwidths of 5–8 MHz required by DVB-H. During auto-
calibration, a tone at the appropriate cutoff frequency generated on-chip is applied
at the Q-filter input and is compared with the filter output using an rms detector.
A digitally controlled loop adjusts the filter bandwidth by varying binary weighted
capacitors Ci, until the input attenuated by 3 dB equals the output. By accurately
tuning the baseband filters we can ensure that S1 blocking specification is met
under process variations. Filter matching, which can impact the tuner noise floor,
is ensured by careful layout.

5.3.5 Frequency Synthesizer

A block diagram of the fractional-N phase lock loop (PLL) used to achieve low
phase noise and fine frequency resolution is shown in Fig. 5.10. To minimize frac-
tional spurs, the fractional part of the division ratio is generated by a 19-bit, third-
order, MASH Σ∆ modulator. The fine granularity of the modulator output results
in spurs below –75 dBc and a frequency resolution of 50 Hz at the VCO output. A
fourth order filter is used in the loop to ensure proper attenuation of the quantization
noise produced by the modulator.

The synthesizer employs a multimodulus prescaler, implemented as an array of
cascoded 2/3 dividers. Several dividers are daisy-chained to achieve the required
division ratio and range.
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In fractional-N PLLs, the prescaler divides with a different ratio N in each com-
parison cycle where the mean N value equals the desired exact fractional division of
the VCO frequency. The N range is defined by the fractional part generation scheme
employed. The modulator used produces a 3-bit stream that results in an N range
of N −3 to N +4 around the integer value. Since the division range of any m-stage
prescaler is 2m to 2m+1−1, operating in an N range around, i.e., N = 64 requires that
for any N < 64 the prescaler consists of five stages while for any N ≥ 64 it consists
of six stages. For this reason, a technique is used to switch in and out the appropri-
ate divider stages. A timing scheme is employed to track the division number and
engage/disengage the appropriate divider stages, so that a truly continuous-range
prescaler is implemented, having no “dead” division range. This type of prescaler
can fit in virtually any wireless system with any crystal frequency and alleviates the
need to design an application-specific prescaler.

Two VCOs cover the range from 1.2 to 1.8 GHz using complementary cross-
coupled pairs and MOS varactors in accumulation mode for tuning. Covering a
large frequency range with a single varactor requires a high voltage-to-frequency
gain which may degrade phase noise performance since any noise coupled at the
sensitive VCO control input translates to phase noise at the VCO output. By using a
switched varactor bank, the operating frequency range is split into discrete regions,
each having a low VCO gain.

To automatically select the appropriate combination of varactors that bring the
VCO in the desired region, a coarse tuning mechanism (shown by dotted lines in
Fig. 5.10) is activated after a switch-channel command has been issued. Upon coarse
tuning activation, the loop filter node is connected to a digital-to-analog converter
(DAC), charging it to a desired DC level at mid-range and the charge pump output
is in high-impedance mode. By using binary search, the tuning algorithm selects
the varactor combination for which the frequency error between the PLL reference
signal and the VCO divided signal is minimized. Once the appropriate varactor com-
bination is selected, normal loop operation is resumed.
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5.3.6 Measurement Results

The chip shown in Fig. 5.11 occupies 9.7mm2 and is encapsulated in a 6× 6mm
MLF 40-pin package. An ultra-thin, chip-scale package of 3.5mm× 3mm is also
available for SiP. The analog/RF performance is summarized in Table 5.2.

The tuner consumes 100–110 mA from a 2.7 V supply in continuous mode, which
translates to less than 30 mW in a 1:10 time-slicing mode for DVB-H. NF is less than
4 dB at both L-band and the 470–750 MHz UHF range (Fig. 5.12a), used in GSM
convergence terminals. Minimum and maximum gain is 3–83 dB and 6–86 dB for
the L and UHF bands, respectively.
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Fig. 5.11 Die micrograph of dual-band DVB-H tuner at 0.18µm CMOS

Table 5.2 DVB-H tuner performance summarya

Parameter UHF L-Band

Frequency range (MHz) 470–862 1400–1800
Supported RF channel BW (MHz) 4–10
Gain max/min/step (dB) 86/6/0.5 83/3/0.5
NF @ max. gain (dB) (balun included) 4 4
IIP3 (N +2, N +4) @ 0/6/10 dB attn. (dBm) −9/−3/−0.5 −5.5/−2.5/−2
IIP2 (N +2) @ 0/10/15 dB attn. (dBm) +21/30/34 +20/29/35
RX path attn. at 5.25/8/12 MHz (3.9 MHz BW) (dB) 27/50/75
Integrated phase noise (100 Hz–4 MHz) 0.3◦ rms 0.5◦ rms
Phase noise @ 1 MHz offset (dBc/Hz) −133 −127
Power cont. mode–2.7 V supply (mW) 295 280

aMeasurements at the PCB connector including all balun and PCB losses.
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Fig. 5.12a NF and gain vs.
frequency at UHF
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Fig. 5.12b IIP3 plots for maximum and maximum – 10 dB RF gain

Linearity was measured by applying tones emulating the worst-case interference
defined by the standard. To measure IIP2 two tones were applied at 16 and 17 MHz
offset from the carrier, emulating the modulated interference at two channels away
(16 MHz). For IIP2, the tones applied were at 16 and 33 MHz away, emulating the
2 blocker scenario and two and four channels away from the carrier. An IIP2 of
+30dBm and IIP3 of –0.5 dBm are achieved at 10 dB below maximum gain, where
the respective NF is 7 dB. Figure 5.12b shows an IIP3 plot at UHF channel 45 at
maximum RF gain and at 10 dB backoff, which is the typical AGC loop target in
the blocking conditions specified by MBRAI [16]. Since as discussed earlier, block-
ing and intermodulation specification compliance strongly depend on both linearity
and NF, in Fig. 5.13. NF and gain are shown as a function of the RF AGC con-
trol voltage. Similarly, Fig. 5.14 shows the IIP2 and IIP3 at the same channel as
a function of the RF AGC voltage. As expected, with the reduction of gain input
referred IIP2 increases, since it only depends on the baseband IIP2 performance
(LNA second-order distortion results in out-of-band products). In the case of IIP3,
initially it decreases as the baseband third-order nonlinearity dominates but further
reduction of the LNA gain causes nonlinear behavior. This can be explained by the
current-steering variable gain LNA topology: reduction of the current in the main
branch gradually reduces linearity and at some point the LNA IIP3 dominates the
overall performance.
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Fig. 5.16 Tunable BB Filter Response. The cutoff frequencies from the bottom curve to the upper
curve are 2.0, 2.5, 3.0, 3.5, 4.0, 4.5 and 5.0 MHz, respectively

Figure 5.15 shows a measured phase noise plot at 1.8 GHz, (upper limit of oper-
ation of the PLL), where the VCO phase noise is highest. Integrated phase noise
error within the signal bandwidth (100Hz−4MHz), which is usually a significant
limitation in OFDM radios, is less than 0.5◦(−41dBc) before division by 2 or 3 for
UHF, thus having a negligible contribution to the overall system SNR. The phase
noise at 1 MHz offset from the carrier is −127dBc/Hz.

The tunable response of the baseband analog filters from 2 to 5 MHz cutoff is
shown in Fig. 5.16. The filters were initially tuned using the autocalibration mecha-
nism described earlier. The typical resolution of the programming step for the cutoff
response was 200 kHz.

I/Q gain and phase mismatch for both the L-band and UHF was measured less
than 0.1 dB and 3◦. An SNR of higher than 30 dB was measured for an input signal
of −70 to −25dBm, limited by the digital demodulator accuracy.

The tuner has been validated with several DVB-T/H demodulators, showing
compliance to the MBRAI blocking specifications [16]. Table 5.3 summarizes
typical system measurements using a demodulator that achieves the required 2×
10−4 BER DVB-T threshold for QPSK-1/2 mode with a minimum 4 dB SNR.
Sensitivity achieved using the above criterion was –97.5 and −82.5dBm for the
QPSK (code rate 1/2) and 64-QAM(code rate 3/4) modes, respectively (vs. −96.6
and −81.3dBm required by the standard), which is in-line with the measured NF
for UHF.1 Digital blocking specification S2 for 64-QAM-3/4 is exceeded by 3 dB,
while L1 specification for 16-QAM-2/3 is also exceeded by 3 dB.

1 The noise floor for a 7.61 MHz TV channel is −105.2dBm at 27◦C which corresponds to
−97.2dBm sensitivity, when SNR is 4 dB for QPSK1/2 and NF is 4 dB.
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Table 5.3 System performance summarya

Parameter Mode UHF L-Band

Sensitivity 2×10−4 BER (dBm) QPSK-1/2 −97.5 −96
16-QAM-1/2 −92 −91.5
64-QAM-2/3 −83.5 −82.5
64-QAM-3/4 −82.5 −81.5

Max. signal 2×10−4 BER (dBm) 64-QAM-3/4 −10 −15
QPSK-1/2 −2 −5

MBRAI L1 immunity meas./spec (dB) 16-QAM-2/3 48/45 N/A

MBRAI L3 immunity meas./spec (dB) 16-QAM-2/3 44/40 N/A

MBRAI S1, N + 1 immunity meas./spec (dB) 64-QAM-3/4 41/35 N/A

MBRAI S2, N + 2 immunity meas./spec (dB) 64-QAM-3/4 43/40 N/A

a Measurements at the PCB connector including all balun and PCB losses.

Fig. 5.17 Snapshot from live DVB-T demo

The tuner was also tested in real-world conditions: Figure 5.17 shows a snapshot
of high-quality live DVB-T video using a setup including the tuner and DVB-T
demodulator in FPGA.

5.4 Migration to 65 nm Multistandard Tuner

Due to the complexity of OFDM demodulators and the memory required in mobile
TV systems2 multistandard SoCs have high digital gate counts. Therefore, to reduce
chip area and cost, implementation in nanometer CMOS technologies is desirable.
In this design example, as a first step towards a single-chip system, a multistandard

2 Operation in bursts needs memory to store information received during a burst.
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TV tuner was implemented on a 65 nm digital CMOS process [6]. The tuner is
intended to support the most popular broadcast and mobile TV standards, such as
DVB-T, DVB-H, T-DMB and ISDB-T fixed and mobile.3

5.4.1 Architecture

The tuner block diagram is shown in Fig. 5.18. The architecture was based on the
direct-conversion DVB-H tuner discussed earlier [5], with the following main addi-
tional features and differences: (a) A VHF III band RF front-end was added to sup-
port T-DMB and potential deployment of DVB-T/H in this band. (b) The frequency
plan remained the same, using a Σ∆ fractional-N synthesizer to support a range of
1.2–1.8 GHz with a single VCO. VHF LO generation was achieved by additional
dividers: frequencies above 220 MHz use divide-by-6, while frequencies from 170

Fig. 5.18 Multistandard TV tuner block diagram

3 Other standards mentioned in the introduction may also be supported, if their requirements are a
subset of DVB-T/H, T-DMB, and ISDB-T.
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to 220 MHz use divide-by-8. (c) A novel LNA topology was used supporting both
single-ended and differential input operation depending on programming and exter-
nal components. (d) The LO signal was used to fine-tune the LNA loads during an
initial calibration cycle. (e) The baseband analog filters were designed with extended
range, from 0.2 to 5 MHz cutoff. This was achieved by using the same filter topol-
ogy with additional programmability in the passive components. In addition, the
filter tuning step was reduced to 40 kHz in DVB-H mode (10 and 2 kHz in T-DMB
and ISDB-T modes, respectively) (f) The Σ∆ fractional-N synthesizer was used to
produce the reference signal for filter calibration, which allowed tuning to any cut-
off frequency (limited by the filter programming step) within the supported range.
Furthermore, each filter can be calibrated independently, thus achieving a guaran-
teed 0.5% matching in cutoff frequency between I/Q filters. (g) By using an on-chip
DAC and an ADC, both analog and digital gain control are possible for RF and
baseband. (h) The RSSI range was extended to support all three bands.

For the case of T-DMB and ISDB-T 1 or 3-segment, the direct conversion tuner
can also support low-IF architectures, which are typical for these standards, by
implementing a Weaver image-reject scheme in the digital domain.

5.4.2 Circuit Design

Typically in a system-on-a-chip (SoC) environment, it is preferable to use fully
differential RF input stages to minimize digital noise coupling. However, some
performance degradation from single-ended operation could be acceptable in appli-
cations sensitive to cost/area, where eliminating external baluns is important. For
this reason, the UHF and L-band LNAs can support both differential and single-
ended inputs by adjusting the external matching and appropriately programming
internal switches. The new LNA topology is shown in Fig. 5.19 and is based on
common-source, cascode topology with degeneration, using an on-chip switched
capacitor bank at the input for wideband matching, as in [5].

In the single-ended mode, device M1B is switched off by S1 and RF switch S2 is
turned on to adjust the primary coil inductance of the output transformer. The VHF
LNA uses external output load inductors and can also operate as single-ended input.
Switched capacitor banks (CL) are also used at the outputs of the LNAs to main-
tain optimal gain across the desired frequency ranges. Gain control is achieved by
using the current-steering technique introduced in the previous generation DVB-H
tuner. To control RF gain, either an external voltage or a digital word controlling an
on-chip DAC can be used.

During a calibration cycle at the power-up of the device, the RSSI is used to
fine-tune the LNA output resonance at different carrier frequencies. By using an RF
switch, the LO signal is injected at the LNA output and an algorithm, which runs at
the companion digital demodulator, finds the optimal combination of the switched
capacitor bank that maximizes the RSSI indication. This is especially useful for the
VHF LNA where narrow tuning is used to filter out potential interference at the third
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harmonic of the LO that can be down-converted by the third harmonic of the mixer.
With this tuning the RF front-end is stabilized vs. process tolerances, power supply
variations, and temperature.

5.4.3 Process Considerations at 65 nm

Continuously shrinking CMOS geometries have a direct benefit in silicon area and
allow more complex systems to be integrated on a single die. However, this comes
at the cost of increased design cycle and a multitude of issues involving complex
device models, interconnect impedance estimation/extraction, and manufacturabil-
ity concerns.

Analog and RF functions may suffer as standard circuit topologies are not
directly transferable to nanometer scale digitally oriented processes. The combi-
nation of reduced power supply, high channel conductance, and low gate oxide
breakdown voltage, along with the relatively high device threshold, leads to small
output dynamic range in stacked-device topologies and difficulties in meeting lin-
earity requirements in high power/gain RF regime. To alleviate those concerns accu-
rate device modeling, detailed RF tuning and high-Q, inductors and capacitors were
used. In the analog baseband path, the 2.5 nominal I/O supply was used along with a
mix of both thin and thick oxide devices. A well-observed principle was to employ
self-calibration techniques that fine-tune the receiver blocks upon start-up, like, i.e.,
channel select filters, thus eliminating any process parameter spread.

Fig. 5.19 Dual-mode single-ended/differential LNA schematic
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To avoid performance degradation due to gate leakage, which is also significant
in nanometer processes, standard design practices were used: currents and not volt-
ages were used for bias, bias currents were kept above a certain threshold and used
low mirror ratios, MOS capacitor usage was avoided and fringe metal capacitors
were extensively used. Induced lattice stress and nonuniformity issues (e.g. relative
size of active area, LOD, Well Proximity Effect, WPE) that affect matched-device
performance requirements have been treated by proper device sizing, dummy inser-
tion, accurate layout geometry modeling, and optimization of local floorplan. More
intense aging phenomena (e.g. Hot Carrier Injection, HCI, Punchthrough, Negative
Bias Temperature Instability, NBTI) are detrimental to analog circuits and should
be taken into account during design and layout iterations. These phenomena were
handled by setting/optimizing the per-device operating conditions in order not to
stress it out of the combined safe operating limits.

Finally, efficient ESD protection, especially for RF devices, should handle both
the requirements for low capacitance load and protecting very sensitive thin-oxide
devices with small oxide breakdown voltage. To that end, all critical ESD paths were
treated to present minimum impedance, provide fast clamping action with adequate
current capacity, and ensure uniform turn-on of the protecting devices by proper
layout. Increased per square metal resistivity and intermetal layer capacitance due
to thinner dielectrics required accurate modeling of high bandwidth signal routing
and balance between signal integrity concerns and die area consumed.

Fig. 5.20 Die photo of 65 nm CMOS multistandard tuner
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Table 5.4 Multistandard TV tuner performance summarya

Parameter VHF UHF L MBRAI 2.0b

Noise figure (dB) 3 3c 2.8
Gain max (dB) 98 96 96
Gain min (dB) −2 −4 4
RF gain range (dB) 28 28 20
Baseband low-pass filter Fo range (MHz) 0.1–7
IIP2 Gain(Max RF-10 dB) (dBm) 36 40 35
IIP3 Gain(Max RF) (dBm) −4 −6 −12
IIP3 Gain(Max RF-5 dB) (dBm) −2 −3 −7
Power DVB-T mode (mW) 133 138 135
Power T-DMB mode (mW) 102 N/A 102
Power ISDB-T 1-segment mode (mW) N/A 93 N/A
Phase noise integrated 1 kHz–4 MHz (◦rms) 0.25◦ 0.5◦ 1.1◦

−102/ −96/ −90/
Phase noise 10/100/1000 kHz (dBc/Hz) −107/ −101/ −95/

−135 −129 −123
Sensitivity DVB-T 64-QAM 3/4 (dBm) −83 −83 −83 −81.3
Sensitivity DVB-T 16-QAM 2/3 (dBm) −90.5 −90.2 −90
Sensitivity DVB-T QPSK 1/2 (dBm) −98 −97.8 −98 −96.6
S2, N +1 DVB-T 64-QAM 3/4 (dB) 35 35 N/A 27
S2, N +2 DVB-T 64-QAM 3/4 (dB) 44 45 N/A 40
S1, N +1 PALG DVB-T 64-QAM 3/4 (dB) 40 40 N/A 35
S1, N −1 SECAM-L DVB-T 64-QAM 3/4 (dB) 35 34 N/A 30
S1, N +2 SECAM-L DVB-T 64-QAM 3/4 (dB) 47 48.5 N/A 43
L1 DVB-T 16-QAM 2/3 (dB) 44/49 44/49 N/A 40/45
L3 DVB-T 16-QAM 2/3 (dB) 45 46 N/A 40

a Measurements at the PCB connector including all balun and PCB losses.
b All system measurements using 8 MHz channel, GI = 1/8, 8 k FFT and 2× 10−4 Vitterbi BER
criterion for DVB-T.

5.4.4 Measurement Results

The chip implemented in a standard digital 65 nm CMOS occupies a total area of
less than 7mm2. A die microphotograph is shown in Fig. 5.20 and typical measure-
ment results are summarized in Table 5.4. Performance has been characterized in all
bands and modes, verifying multistandard, multiband capability.

As shown in Figs. 5.21–5.23, NF is less than 3 dB for all three bands. Both single-
ended and differential operation were verified, showing essentially the same perfor-
mance in NF, linearity and related system-level measurements. A slight increase
of NF of less than 0.5/0.2 dB at maximum gain was observed in ISDB-T/T-DMB
modes, respectively, where lower signal bandwidth increases the contribution of
flicker noise to the overall SNR and baseband opamp-RC filters use larger resistors.

Figure 5.24 shows the integrated phase error (after LO divider) and spot phase
noise at 100 kHz (before LO divider) for the 474–858 MHz UHF range. Low inte-
grated phase noise error and accurate filter matching help achieve an SNR in excess
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Fig. 5.21 UHF NF, gain vs.
frequency
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Fig. 5.22 VHF NF, gain vs.
frequency
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Fig. 5.23 L-band NF, gain vs.
frequency
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of 35 dB for a wide input signal range (Fig. 5.25), which allows robust mobile oper-
ation in conditions where high SNR is needed.

In continuous DVB-T mode, the tuner consumes less than 140 mW in all bands,
split between the 1.2 and 2.5 V nominal supplies, while lower channel bandwidth
and linearity requirements help reduce power consumption in 1-segment ISDB-T
and T-DMB modes.

As indicated by sensitivity measurements for DVB-T/H (Fig. 5.26), the tuner
performs better than state-of-the-art implementations at less than half the power
consumption [5, 13, 14]. System-level measurements in DVB-T/H modes using the
companion demodulator in FPGA indicate that good NF and linearity help exceed
MBRAI specifications by a significant margin.
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5.5 Conclusions

After reviewing typical broadcast TV architectures, mobile TV standards, and
related specifications, this chapter presented CMOS mobile TV tuner implemen-
tation examples. The first was a direct-conversion DVB-H dual-band tuner imple-
mented in 0.18µm CMOS and the second used the same architecture adding the
necessary features for multistandard, multiband support in an aggressive 65 nm dig-
ital CMOS. Both tuners take advantage of the digital processing power of CMOS
to add calibration capabilities compensating for process and architecture-related
imperfections.

Highlights include the implementation of a Σ∆ fractional-N synthesizer with con-
tinuous division ratio prescaler, programmable baseband filters with built-in cutoff
frequency auto-calibration and RF front-ends with the capability to operate both
as single-ended and differential. Compared to other implementations, these tuners
achieve state-of-the-art performance while using CMOS process, which allows for
cointegration on an SoC with a digital demodulator.
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Chapter 6
Multimedia Broadcasting and Communications
with WiMAX and Implementation
for Its Downlink Physical Layer

Daniel Iancu, Joon-Hwa Chun, Hua Ye, Murugappan Senthilvelan,
John Glossner, and Mayan Moudgill

6.1 Introduction

Currently, dramatic changes are affecting the way we communicate. New stan-
dards for both wired and wireless communications allow increasingly higher data
rates at significantly lower costs. As internet access became a commodity, feature-
rich communication and multimedia services such as Voice over Internet Protocol
(VoIP), multiplayer online gaming, Internet Protocol Television (IPTV), and multi-
mode teleconferencing are expanding the traditional voice and messaging services.
With technology miniaturization and rapid reductions in integrated circuit size, in
addition to wired and wireless communication convergence, we are also witnessing
the convergence of fixed and mobile wireless communications. Contrary to mul-
tiplatform systems for multiservices, IP based Multimedia Systems (IMS) offer a
single platform for a multitude of services resulting in increased revenues at lower
operator expense. Mobile communications are playing an increasing role in the IMS
services. A high level diagram of an IMS system is illustrated in Fig. 6.1.

The latest adoption of WiMAX (Worldwide Interoperability for Microwave
Access) as part of the 3G standards by the International Telecommunications Union
(ITU) assures compatibility and interoperability of 3GPP with broadband wireless
access networks [28]. As a result, WiMAX may be part of the cellular systems as a
next generation technology. Together they cover a significant portion of the broad-
band wireless access. WiMAX is a long-range, fixed, portable, and mobile wire-
less technology specified in the IEEE 802.16 standard. It provides high-throughput
broadband connections similar to IEEE 802.11 wireless LAN systems but with
a broader coverage range. Possible applications for WiMAX include: the “last mile”
broadband connections, hotspot and cellular backhaul, and high-speed enterprise
connectivity for business. The IEEE 802.16 standard defines a Media Access Con-
trol (MAC) layer that supports different physical layers and also defines the same
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Logical Layer Control (LLC) level l for different Local and Wide Area Networks
(LAN and WAN), it opens up the possibility of bridging different communication
networks together. The IEEE 802.16 standard has been revised to IEEE 802.16-2004
which forms the basis for fixed applications. Further enhancements in 2005 resulted
in the finalized IEEE 802.16e-2005 which adds mobility support features to IEEE
802.16-2004 aiming at mobile applications. Fixed WiMAX is based on the IEEE
802.16-2004 OFDM PHY while mobile WiMAX is based on the IEEE 802.16e-
2005 OFDMA PHY. In mobile WiMAX, various channel bandwidths ranging from
1.25 to 20 MHz are supported with constant OFDM subcarrier spacing. That means
the number of OFDM subcarriers varies according to channel bandwidth. This con-
cept is called Scalable OFDM and was introduced to 802.16e OFDMA mode. The
Scalable OFDMA (SOFDMA) can reduce system complexity for small channel
bandwidths and improves performance for wider channel bandwidths [2, 29]. On
the contrary, fixed WiMAX uses a constant number of subcarriers regardless of
various channel bandwidths raging from 1.5 to 28 MHz. Thus, for larger channel
bandwidths, a larger subcarrier spacing is expected and vice versa for the smaller
channel bandwidths. Since a software implementation of both fixed and mobile sys-
tems can coexist, throughout the chapter we will focus on two special cases: the 7
and 10 MHz bandwidth systems for fixed and mobile applications, respectively. The
system profiles are shown in Table 6.1.

This chapter is structured as follows: In Sect. 6.2 we describe the DownLink
(DL) physical layer features of both mobile and fixed WiMAX. The receiver algo-
rithms focusing on timing and frequency synchronization are presented in Sect. 6.3.
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Table 6.1 System Parameters in fixed and mobile WiMAX

Fixed WiMAX Mobile WiMAX

Channel bandwidth 7 MHz 10 MHz
Sampling frequency 8 MHz 11.2 MHz
Total number of subcarriers 256 1024
Number of used subcarriers 200 DL FUSC: 864
(DC subcarrier is not included) DL PUSC: 840
Subcarrier spacing 31.25 kHz 10.9 kHz
Duration of cyclic prefix 8 µs 11.4 µs
OFDM symbol time 32 µs 102.8 µs

Section 6.4 gives an overview of the Sandbridge DSP architecture and describes
the software implementation for both fixed and the mobile WiMAX systems on the
Sandblaster processor. A brief summary in Sect. 6.5 ends the chapter.

6.2 Downlink Physical Layer of WiMAX

6.2.1 Mobile WiMAX

The DL physical layer functional blocks of the Mobile WiMAX are illustrated in
Fig. 6.2. The system implementation begins with the randomizer that scrambles
the data from the MAC layer in order to avoid the occurrence of long zero or one
sequences. It is then followed by Forward Error Correction (FEC) coding, interleav-
ing, and QAM symbol mapping block. After channel coding, the subchannelization
block maps QAM modulated symbols onto appropriate subcarriers and constructs
the OFDMA symbols in the frequency domain. The frequency domain symbols are
transformed to the time domain by an Inverse Fast Fourier Transform (IFFT). The
resulting time domain sequences are then filtered, to contain the spectrum, and con-
verted into the analog domain by a Digital to Analog (D/A) converter. The following
sections give brief description of the mobile WiMAX physical layer components and
frame structure.

6.2.1.1 Randomization

Randomization is performed on each block of data prior to Forward Error Correc-
tion. The randomization consists of an XOR operation of the data to be randomized
with a pseudo random sequence, generated by a Pseudo Random Binary Sequence
(PRBS) generator. The PRBS generator is reinitialized for each FEC block, as
described in the standard.
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6.2.1.2 FEC

Mobile WiMAX supports four types of FEC encoders: Convolutional Coding (CC)
with tail biting or zero tailing, Convolutional Turbo Coding (CTC), Block Turbo
Coding (BTC), and Low Density Parity Check (LDPC) coding. Only CC with tail
biting and CTC are mandatory whereas other FEC coding schemes are optional
[26]. CC with zero tailing is a nonrecursive convolutional coding technique with a
constraint length of 7 and native code rate of 1/2, in which a single byte filled with
zero bits is appended to the input to the encoder. In this technique, zero tail bits
flush out the memory of the encoder so that at the next encoding, the process can
start with a state of all zeros. In tail biting CC, instead of padding zero bits, the last
6 bits of the data are used as flush bits meaning that the initial state of the encoder is
data dependent. Compared to the optional zero tailing CC, this scheme will reduce
the overhead by one byte thus improving the spectral efficiency at increased receiver
complexity.
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The CTC encoding supported in mobile WiMAX supports duo-binary turbo
codes [5–7,17,30,31] with a constituent Recursive Systematic Convolutional (RSC)
encoder of a constraint length 4. The native code rate of the duo-binary turbo
encoder is 1/3. As the term “duo-binary” implies, it encodes two consecutive bits
simultaneously. One important feature in the WiMAX duo-binary turbo coder is
that it uses circular constituent encoding, in which the ending state is the same as the
starting state. It is the same tail biting concept as the above CC coding case, however,
since the constituent encoder is recursive, the last few bits of the input sequence can-
not be used for the starting state as in the case of CC with tail biting. To determine
the circular state, data blocks must be encoded twice. In the first stage, the encoder
is initialized to a state of all zeros. After the data block is encoded, the final state
of encoder is used to calculate the circular state through an operator defined in [1].
The first constituent encoder encodes the data in the natural order while the second
encoder encodes the interleaved data. It has been claimed that, compared to binary
turbo coding used in 3GPP [4,20,25], the WiMAX duo-bit turbo coding has advan-
tages of better convergence, less performance drop with max-log-map implementa-
tion, larger minimum distances, and less sensitivity to puncturing patterns [5, 6].

6.2.1.3 Channel Interleaving, QAM Modulation, and Subcarrier
Randomization

The FEC encoded bits are then interleaved in two steps. The first step ensures that
the adjacent coded bits are mapped onto nonadjacent subcarriers, which provides
frequency diversity. The second step ensures that adjacent coded bits are mapped
alternately onto more or less significant bits of the constellation to prevent long
runs of low reliability bits [14]. The second step is necessary since in QAM mod-
ulated systems probability of error in the LSB is higher than that of MSB [2]. The
details of interleaving can be found in [14]. The interleaved data is then mapped
onto QAM symbols. According to the mobile WiMAX system profile [26], QPSK,
16-QAM, and 64-QAM modulations are supported. Each constellation needs to be
scaled properly in order to have equal average power. The QAM modulated symbols
are then further randomized by pseudo random sequence. This step is called subcar-
rier randomization. In addition to the encryption provided by FEC block randomiza-
tion, the subcarrier randomization gives another physical layer encryption [2]. The
initial seed of the subcarrier randomization sequence generator is determined by the
cell ID and the segment ID.

6.2.1.4 Subchannelization and Subcarrier Mapping

The QAM modulated symbols are mapped in both the time and frequency domains
in two steps. In the first step, the symbols are mapped onto logical subchannels,
where a subchannel is a logical collection of subcarriers. In the second step, the
subcarriers mapped in each logical subchannel are permuted and mapped onto
physical subcarriers. Permutation and mapping of logical subcarrier is based on
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either distributed or adjacent mode. In distributed mode, the data subcarriers are
distributed throughout the frequency band while in the adjacent mode, data sub-
carriers are mapped adjacent to each other. The distributed mode provides better
frequency diversity and intercell interference averaging while the adjacent mode
provides better frequency selective loading gain [2]. The distributed mode performs
well in mobile application while the adjacent mode may be more suitable for station-
ary or low mobility environments [29]. Mobile WiMAX supports five permutation
modes: Full Usage of SubChannels (FUSC), Partial Usage of SubChannels (PUSC),
Optional FUSC (O-FUSC), Optional PUSC (O-PUSC), and Adaptive Modulation
and Coding (AMC). Among these, AMC mode is based on adjacent permutation
mode, and all others are based on distributed mode. The FUSC and O-FUSC modes
are for the DL only. In FUSC, each subchannel is mapped onto physical subcarri-
ers distributed throughout the entire physical channel. O-FUSC differs from FUSC
in that pilots are allocated in different way and more data subcarriers are used. In
DL PUSC, all the data subcarriers are partitioned into clusters, each contains 48
subcarriers over 2 OFDMA symbols. Clusters are then rearranged through renum-
bering and partitioned into 6 major groups and within each group, 48 subcarriers
in each set are permuted and assigned to subchannels. Each of these groups can be
allocated to a sector (or segment) of the serving cell. DL PUSC mode is manda-
tory for the first OFDMA symbols in both DL and UL subframes. In UL PUSC,
grouping and permutation is based on a unit called tile structure. Each tile consists
of 12 subcarriers over 3 OFDMA symbols. These tiles are consecutively partitioned
into 6 groups. Six tiles from each group form a subchannel through UL PUSC per-
mutation. In O-PUSC, size of tile and the way of allocating pilot subcarriers are
different as compared to PUSC. As previously mentioned, the AMC mode is based
on an adjacent permutation, i.e., all subcarriers forming a subchannel through bins
are contiguous to each other.

6.2.1.5 Ranging

Ranging is the process which allows the Mobile Station (MS) to synchronize with
Base Station (BS) at network entry. In the uplink since each MS may have different
physical distance from a serving BS, this process is essential for synchronization.
Once an MS initiates the ranging, a BS can estimate the link quality such as channel
strength, carrier frequency offset, and timing offset between MS and BS. In steady-
state mode, through ranging the MS and BS can maintain the reliability of the radio
link. There are four types of ranging operations depending on the current connection
state of the MS: initial ranging, periodic ranging, bandwidth request, and handover
ranging. Through initial ranging, BS will recognize the presence of the MS and
adjust the timing. During periodic ranging the BS will update the timing and carrier
frequency offset. Bandwidth request ranging is used when the MS requests access
to the shared spectrum and handover ranging for performing hand-off. Depending
on the ranging mode, the ranging code is transmitted over two to four consecutive
OFDMA symbols without phase discontinuity.
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6.2.1.6 Hybrid Automatic Repeat Request (H-ARQ)

H-ARQ is a combination of FEC and ARQ. This technique may improve the overall
error performance of the receiver [16]. During the H-ARQ procedure, the receiver
combines the previously transmitted code block into the current block to reduce
the bit error rate. The procedure stops when bits are decoded without error or a
timeout is generated. In the IEEE 802.16e specification [14], two types of H-ARQ
are supported: chase-combining H-ARQ and Incremental Redundancy (IR)-HARQ.
In chase combining H-ARQ, a puncturing pattern of FEC coded bits remains the
same from one transmission to the next. In IR-HARQ the puncturing pattern of FEC
coded bits changes per each retransmission. It has been claimed that the IR H-ARQ
performs better than the chase combining H-ARQ in terms of Bit Error Rate (BER)
[2]. However, the IR H-ARQ usually requires larger buffer size. Currently, only
chase combining H-ARQ with CTC is mandatory in the mobile WiMAX system
profile [26].

6.2.1.7 Multiple Antenna Schemes in WiMAX

MIMO technologies may be used to increase data rates, cell coverage area, and link
reliability [8]. MIMO technologies that include space time coding and spatial multi-
plexing with two, three, or four antennas have been adopted in the WAVE 2 mobile
WiMAX profile [27]. Space time coding used in WiMAX provides the transmit
diversity scheme originally proposed by Alamouti [1]. In this technique, a block of
K symbols is space time encoded and mapped to the transmit antenna according to
a coding matrix. The encoded symbols are then transmitted in K consecutive trans-
mission periods from K transmission antennas. For example, for the case of the two
transmit antennas, the following coding matrix is used:

A =
[

S1 −S∗2
S2 S∗1

]
,

where the symbols S1 and S2 represent two consecutive OFDM symbols, and (·)∗
denotes complex conjugate. During a first symbol period, S1 is transmitted from
antenna 1 while S2 from antenna 2. Next, during the second symbol period, −S∗2 is
transmitted from antenna 1 while S∗1 from antenna 2. Note that the two transmitted
symbols from the two antennas are orthogonal, that is AAH = (|S1|2 + |S2|2)I2×2,
where (·)H denotes the Hermitian transpose and I2×2 is the 2× 2 identity matrix.
With the orthogonal property of the coding matrix, the diversity combining tech-
nique can be simplified at the receiver. Assume one receive antenna and two transmit
antennas. The channel response between the first transmit antenna and the receiver
antenna is denoted by h1 while the channel response between the second transmit
antenna and the receiver antenna is denoted by h2. Also, assume that those channel
responses do not vary within two symbol periods. Under these system assumptions,
order 2 diversity gain can be achieved. Let y1 and y2 denote the received symbols
corresponding to two consecutive symbol periods.
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Taking conjugate of y2 results in
[

y1
y∗2

]
=
[

h1 h2
h∗2 −h∗1

][
s1
s2

]
+
[

n1
n∗2

]
,

where n1 and n∗2 represent Gaussian noise. The Least Squares Estimator (LSE) of
the transmitted symbols is given by Kay [15]

ŝ1 = c−1(h∗1y1 +h2y∗2) = c−1(c · s1 + ñ1),

ŝ2 = c−1(h∗2y1 −h1y∗2) = c−1(c · s2 + ñ2),

where c = (|h1|2 + |h2|2), ñ1 = h∗1n1 +h2n∗2, and ñ2 = h∗2n1 −h1n∗2.
In this decoding technique, the received symbols are weighted by the channel

coefficients and they are linearly combined. Also, due to the orthogonal property of
coding matrix, spatial interference can be successfully removed. When two receive
antennas are used, this transmit diversity can be combined using Maximum Ratio
Combing (MRC), which results in achieving array gain as well as diversity gain. The
second MIMO technique adopted in WiMAX is the spatial multiplexing technique.
For 2×2 (2 transmit antennas and 2 receive antennas) case, the spatial multiplexing
technique is based on so called Matrix B:

B =
[

S1
S2

]
.

According to the coding matrix, at each symbol period, two independent symbols
are simultaneously transmitted from two transmit antennas and as a result this cod-
ing scheme does not provide diversity gain at the transmitter. However, order 2
diversity gain can still be achieved at the receiver depending on the decoding method
that is used. Let hi j denote the channel response between the transmit antenna j and
the receive antenna i. Then, the received symbols per each symbol period can be
expressed as [

y1
y2

]
=
[

h11 h12
h21 h22

][
s1
s2

]
+
[

n1
n2

]
.

The optimum decoding technique for the symbols is based on the Maximum Likeli-
hood (ML) estimation. However, since the complexity of ML estimator grows expo-
nentially with the size of constellation, other suboptimal decoders (e.g. minimum
mean square error decoder, sphere decoder, etc.) have been considered for practical
implementation [8].

6.2.1.8 Mobile WiMAX Frame Structure

Figure 6.3 shows the frame structure for OFDMA TDD mode. Each frame begins
with a DL preamble followed by a DL transmission period and then an UL trans-
mission period. In the frame, the Transmit Transition Gap (TTG) shall be inserted
between the downlink and uplink, and Receive Transition Gap (RTG) at the end of
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each frame. In TDD mode, the TTG and RTG provide ramping time for the power
amplifier and a guard period to account for the round trip delay. The BPSK modu-
lated Pseudo-Random (PN) sequence that carries the information of the cell ID and
segment ID is mapped onto subcarriers in the preamble. The preamble subcarriers
are grouped into three segment carrier sets and their indices are given by

PreambleCarrierSetk
n = n+3k, (6.1)

where n represents the segment index, n = 0,1,2,k the subcarrier index k =
{0,1,K − 1}, and K denotes the length of PN sequence. The next symbol after
the preamble is the Frame Control Header (FCH). It contains 48 bits with code
rate 1/2 and a repetition of 4. The FCH symbol is QPSK modulated and mapped
in PUSC format. The FCH contains DL Frame Prefix (DLFP) to specify the burst
profile. The FCH is followed by DL-MAP and UL-MAP, which respectively specify
the information of DL and UL bursts such as OFDMA symbol offset, subchannel
offset, number of OFDMA symbols, number of subchannels, Connection IDentifier
(CID), etc.

6.2.2 Fixed WiMAX

Figure 6.4 shows the DL transmitter baseband chain for the fixed WiMAX OFDM
PHY. Functionally this chain is similar to the one for mobile WiMAX except that
there is no DL subchannelization, and the mandatory FEC scheme is concatenated
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Reed Solomon Convolutional Code (RS-CC). RS-CC operates in such a way that
randomized data is first encoded using an RS code and then the output from RS
coder is again encoded using a rate 1/2 convolutional encoder. The Reed Solomon
code is derived from a systematic RS code (N = 255, K = 239, T = 8) where N
represents the number of encoded bytes, K the number of input bytes, and T the
number of data bytes which can be corrected [26]. CTC and BTC are optional FEC
schemes for the fixed WiMAX.

6.2.2.1 Preamble and Frame Structure

The preamble in fixed WiMAX is called a long preamble and it consists of two
consecutive OFDM symbols. The first symbol consists of four copies of 64 time
samples preceded by a cyclic prefix. The second symbol is composed of two copies
of 128 time samples following a cyclic prefix. The preamble is depicted in Fig. 6.5.

For the first symbol, QPSK modulated preambles are mapped onto every fourth
subcarrier, and for the second symbol, they are mapped onto every even numbered
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subcarrier. These preambles can be used for assisting receiver functions such as
timing and frequency synchronization and channel estimation. Preambles are trans-
mitted with 3 dB more power than other DL symbols in a frame. The preamble
is then followed by an OFDM symbol which carries the Frame Control Header
(FCH). The FCH contains control information for the entire radio frame such as the
frame length. The remaining bursts in the frame following FCH symbol are for the
pay load.

Our fixed WiMAX design focuses on Frequency Division Duplex (FDD).
Figure 6.6 shows the OFDM frame structure using FDD. A DL subframe con-
sists of multiple DL bursts that carry one DL PHY Packet Data Unit (PDU).

6.3 DL Baseband Receiver

The standard does not specify the receiver implementation. The receiver implemen-
tation is open for competition. Figures 6.7 and 6.9 show the mobile and the fixed
WiMAX receiver block diagrams, respectively. The Automatic Gain Control (AGC)
block calculates the new value required to establish the appropriate control bits used
to set the gain level for the two gain stages in the RF chip based on the signal energy
measurements as follows:
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E =
∑N−1

i=0 |ri|2
N

, (6.2)

where ri are the input samples and N is the number of samples for energy calculation
[15]. The AGC algorithm runs under coarse and fine setting modes. In the coarse
setting mode, the AGC monitors the input energy E and once the incoming signal
is detected, an initial AGC setting is calculated by comparing the measured energy
E with a preset target energy level. The AGC coarse setting allows the Voltage
controlled Gain Amplifier (VGA) to pull the input signal within the A/D’s dynamic
range in such a way that the Error Vector Magnitude (EVM) is minimized. Once the
coarse setting is complete, the AGC gain will be kept constant while the receiver
goes through a training process to achieve synchronization with the transmitter. The
fine setting mode measures the energy E using the preamble symbols and compares
the measured E to the preset target energy level. Based on the energy comparison
results, the fine setting mode adjusts up or adjusts down the VGA gain setting.
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6.3.1 Mobile WiMAX

The DL baseband receiver chain for mobile WiMAX is shown in Fig. 6.7. The
receiver operations can be divided into startup and steady-state stage. During the
startup stage, the MS receiver performs initial synchronization that includes tim-
ing and frequency synchronization and acquisition of network information in order
to camp on a network. Once the receiver is synchronized with the BS, it tran-
sits to steady-state stage and starts performing the regular data processing. During
the steady-state stage the receiver will also perform synchronization tracking and
correction.

6.3.1.1 Timing and Frequency Synchronization

Timing synchronization consists of two steps: symbol boundary and frame boundary
search. The symbol boundary can be estimated based on a correlation which utilizes
repeated cyclic prefix samples. This approach takes advantage of the fact that the
cyclic prefix is identical to the last part of the OFDM symbol. In this scheme, the
estimate is an index at which the maximum correlation is observed within a corre-
lation window.

î = argmax
i

∣∣∣∣∣
G−1

∑
v=0

yi+vy∗i+v+NFFT

∣∣∣∣∣ , (6.3)

where yi is the filtered and decimated samples, G is the size of cyclic prefix samples
and NFFT is the FFT size. This correlation based estimator is similar to Maximum
Likelihood (ML) estimation. Beek et al. [3] applied a joint ML estimator for timing
and carrier frequency offset estimation utilizing the characteristic of repetitive cyclic
prefix. Similar work has been reported by Morelli and Mengali [19], Schmidl and
Cox [22], and Moose [18] but instead of the cyclic prefix, a repetitive pilot structure
in WLAN is used for estimation. In general, a carrier frequency offset ∆ f can be
divided into integer multiples of subcarrier spacing, ∆ fI , and a fraction of subcarrier
spacing ∆ f f :

∆ f = ∆ fI +∆ f f , (6.4)

The fractional frequency offset will be estimated and compensated in the time
domain while the integer frequency offset will be corrected in the frequency domain.
ML estimation of the fractional frequency offset based on correlator outputs are well
known [3, 21, 32] and given by

∆ f̂ f =
1

2π ×NFFT ×Ts
arg

{
G−1

∑
v=0

yî+vy∗î+v+NFFT

}
(6.5)

where î is the estimate of symbol starting position expressed in Eq. 6.3 and Ts is the
sampling time interval.
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In mobile WiMAX systems since the first symbol in every radio frame is the
preamble, searching for the frame boundary could be the same as searching for
the preamble symbol. Once the frame staring position is estimated, the integer fre-
quency offset can be estimated by detecting the maximal energy calculated per spec-
tral shift of pilot tones that are distributed in OFDMA symbols next to the preamble.
The technique is based on the fact that the power of the pilot tones is 2.5 dB higher
than the average power level of data tones [14]. Compensation of the integer fre-
quency offset is done in the frequency domain by circularly shifting the subcarriers
according to the estimated integer shift. Next, the acquisition of the segment ID and
cell ID based on the post-FFT preamble symbol yFFT is performed. Considering the
preamble pattern described in Eq. 6.1, the segment ID could be estimated based on
the measured energy of subcarriers per each segment offset:

n̂ = arg max
n∈{0,1,2}

{
K−1

∑
k=0

∣∣∣yFFT (PreambleCarrierSetk
n)
∣∣∣
2
}

, (6.6)

where yFFT denotes the post-FFT preamble symbol and the index variables n and k
follow the description in Eq. 6.1. The cell ID search can be performed based on a
lag-zero cross correlation of yFFT and cell ID specific PN sequences. This procedure
used in the startup stage is summarized in Fig. 6.8.

6.3.1.2 Channel Estimation and Soft QAM Demapper

Once the OFDMA symbol is converted from the time domain to the frequency
domain, the amplitude and phase distortion caused by the wireless channel has to be
estimated and equalized. The channel frequency response could be estimated using
linear interpolation in time and frequency domains based on preamble and/or pilot
subcarriers. There are a number of different algorithms for channel estimation. One
can take advantage of the pilot subcarrier positions that are distributed differently
from even to odd symbols in a certain subchannelization mode. In the frequency
domain the equalized OFDMA symbols are QAM demapped into either hard or soft
bits and transferred to the channel decoder. The hard bits have binary form, 1 or 0,
while the soft bits are in a certain numeric range and carry bit reliability information
(how likely the demapped bit is a 0 or 1). Soft bits are preferred to hard bits since it
provides more information to the channel decoder thus improving the error correc-
tion capability. A soft demapper can be implemented based on the Log-Likelihood
Ratio (LLR) of the QAM modulated bits. In [23, 24] a simplified suboptimal soft
demapper is derived from an approximated log likelihood function. This simplified
function demaps the QAM symbols onto soft bits with sign according to the partition
the QAM symbol falls in. The magnitude is the measured distance of the received
QAM symbols from the nearest partition boundary [24]. In soft demapping the sign
of the bits is equivalent to hard bits and the magnitude provides the reliability infor-
mation of the decision. QAM demodulated bits are then deinterleaved and decoded
according to the reverse chain shown in Fig. 6.7.
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6.3.2 Fixed WiMAX

Unlike mobile WiMAX, the fixed WiMAX preamble carries time domain periodic-
ity that can be used to detect the symbol and frame boundary. The following equa-
tion is used to detect the preamble sequences:

î = argmax
i

∣∣∣∣∣
127

∑
v=0

yi+vy∗i+v+128

∣∣∣∣∣ . (6.7)

The coarse fractional carrier frequency offset is estimated as

∆ f̂ f =
1

2π ×128×Ts
arg

{
127

∑
v=0

yî+vy∗î+v+128

}
. (6.8)
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Fig. 6.9 Fixed WiMAX baseband receiver block diagram

Initial coarse symbol timing and frequency offset estimation are performed in
the time domain. Fine estimation follows in the frequency domain. The fractional
frequency offset is estimated in the time domain using the long preamble, while the
integer frequency offset is estimated in the frequency domain. There are eight pilot
signals inserted into each data-bearing OFDM symbol. These are used to perform
post-FFT carrier frequency offset tracking, symbol synchronization tracking, and
sampling rate offset tracking. The frequency and timing compensation is performed
through a combination of Radio Frequency (RF) chip setting controlled by the base
band processor and frequency derotation. For fixed WiMAX we assume that the
channel is quasi-stationary within one frame duration so that channel estimation is
performed only when receiving the long preamble symbol. The long preamble has
100 pilots spaced two subcarriers apart. A Least Squares Estimator (LSE) followed
by linear interpolation can be used for the channel estimation.



6 Multimedia Broadcasting and Communications with WiMAX 179

6.4 Implementation of Downlink Baseband Receiver
on SandBridge DSP

In this section we describe the implementation of both fixed and mobile WiMAX
on the Sandbridge Technologies SDR platform. Both of these systems are executed
in software and coexist on the same platform. After a brief overview of the Sand-
bridge processors [9, 10, 12] in Sect. 6.4.1, we will describe the detailed software
implementation of the fixed WiMAX in Sect. 6.4.2 followed by a brief description
of the mobile WiMAX implementation in Sect. 6.4.3.

6.4.1 Sandbridge SB3011 Platform

The Sandbridge SB3011 DSP processor is part of the Sandblaster 1.0 architecture
and is composed of four DSP cores which are connected through a unidirectional
ring network. Each core runs at a minimum of 600 MHz and has four execution
units and two levels of on-chip memory. The execution units include a branch unit,
an ALU (Arithmetic Logic Unit), an SIMD (Single Instruction Multiple Data) vector
unit, a load/store unit. The on-chip memories are a 32 KB Level 1 (L1) instruction
cache, a 64 KB L1 data cache, and a 256 KB Level 2 (L2) data memory. All data
memory is noncached ensuring that there is no cache coherency issue in SB3011 [9].
While the L2 memory can be accessed by all other cores through the ring network,
the L1 memory of a core is not shared by other cores to prevent pipeline stalls for
L1 memory accesses. There are eight hardware threads supported in each DSP core.
With multiple hardware threads, each core can execute eight independent instruc-
tion streams concurrently. These eight hardware threads share the core execution
resources equally so that each thread can be viewed as a processor running at the
speed of 75 MHz (= 600 MHz/8). This reduced clock cycle is termed a thread cycle
and is used as a measurement for computational complexity and memory laten-
cies. The SB3011 also supports data level parallelism with vector/SIMD operations.
Using vector operations, four MAC (Multiply and Accumulate) operations can be
performed within one thread cycle so that a peak performance of 2.4 billion MACs
per core is achieved at 600 MHz operation. In total, the SB3011 provides for cores
and 9.6 GMACs of DSP performance. In the Sandbridge platform (Fig. 6.10), there
are DSP specific peripherals which are used to move RF (Radio Frequency) or TDM
(Time Division Multiplexed) voice and data samples directly into the DSP’s L2
memory. These are shown in the upper left corner of Fig. 6.10 and labeled PSD
(Parallel Streaming Data) interfaces. An ARM9 core is also provided with its own
peripherals which support multiple I/O processing streams through both an AHB
(Advanced High Speed) and APB (Advanced Peripheral Bus). The platform also
supports external memory up to 2 GB. Typical external memories used are FLASH,
SRAM, DRAM, and SDRAM. Both the DSPs and the ARM can initiate external
memory requests that are routed through an MMC (Multiport Memory Controller)
unit either directly or through on-chip DMA (Direct Memory Access).
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6.4.2 Software Implementation of Receiver Baseband Processing

A software implementation of the receiver typically follows the flow depicted in
Figs. 6.7 and 6.9. Initially, in order to camp on a network, the MS should perform
the initial synchronization that includes time/frequency synchronization and acqui-
sition of network information. Once the communication link between BS and MS is
established, the process of the MS receiver can move to steady-state mode in which
filtering, tracking, cyclic prefix removal, FFT, channel estimation/equalization, and
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subcarrier extractions are performed in OFDM at the symbol level. All other back-
end processing is performed at the bit level. Partitioning the processing workload
onto multiple cores and multiple threads can be based on several factors. For some
front end processing blocks such as filtering, it is critical that the processor is able
to meet real-time requirements. Additionally, for bit level processing, meeting the
throughput requirements of the service can be an important factor when consider-
ing total memory requirements. Partitioning can therefore be viewed as a constraint
driven optimization. For example, let us consider the baseband filtering operation
in mobile WiMAX. As the A/D converter generates samples with a sampling fre-
quency of 22.4 MHz, i.e., two times oversampled data, I/Q DMA must move the
sampled data to L2 memory which is associated with a specific core. As mentioned
in the Sect. 6.4.1, since each thread effectively operates at 75 MHz, the samples
generated from the A/D converter are delivered at the rate of about 3.35 thread
cycles per sample. Assume the filer is implemented as a 16 tap FIR. Considering
four MACs per cycle vector operations in the SB3011, it is expected that about four
thread cycles are required for filtering I and Q samples. That is, two threads are
required for filtering each I and Q data to meet real-time performance requirements.
Partitioning threads to the processing of the rest of processing blocks can be done
in a similar way. The real-time constraint for initial synchronization is more relaxed
as compared to the steady-state mode. It is performed before network entry. How-
ever, schemes such as counting samples that passed during processing are needed
to maintain synchronization. Threads can communicate with each other by either
round-robin scheduling with a state machine or by using flags. In the following
sections, the detailed software implementation for both fixed and mobile WiMAX
receivers is discussed.

6.4.2.1 Fixed WiMAX FDD

One of the goals of WiMAX is to cover the “last mile.” This can be accomplished
only by employing the most robust communication profile – the 256 carrier full rate
BPSK, FDD mode. In the section we describe in detail the software implementation
of this mode on the SB3011 processor along with the computational performance
complexity and power consumption results. Briefly, the implementation parameters
are as follows:

• Symbol duration – 40 µs (3000 thread cycles @ 75 MHz)
• Samples per symbol – 640 samples (oversampled by 2)
• FIR in RX-16 tap, decimation by 2
• FIR in TX-20 tap, oversample by 2
• FFT size – 256 point
• Number of subcarriers – 256 (192 data subcarriers, 8 pilots, 56 unused sub-

carriers)
• Guard period – 64 samples (1/4 of 256)
• Viterbi decoding block length – 196 bits input and 88 bits output
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The receiver algorithms are implemented in a concurrent multithreaded pipeline.
The pipeline consists of all the processing steps such as filtering, FFT, etc. To imple-
ment a pipeline on the Sandbridge processor, we first aggregate the processing chain
steps into stages and second, we partition threads to the computations within a stage.
The pipeline implementation is shown in Fig. 6.11.

Our implementation illustrates two methods for partitioning work to threads:
either we partition a unit of work, i.e., OFDM symbol, across multiple threads, or
we process multiple units of work concurrently. In general, we might have multi-
ple units processing concurrently, with each unit being partitioned across a team of
threads. Therefore, for each stage we have to specify the number of concurrent teams
and the number of threads in each team. The partitioning of work within each team
is dependent on particular computations. The receiver has two major modes of oper-
ation: startup and steady state. During the startup process the receiver goes through
several states of a state machine until the steady state is reached. The states can be
defined as follows: state 1: initial energy detection and initial AGC setting, state 2:
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coarse carrier frequency offset estimation and correction, state 3: OFDM symbol
synchronization via preamble sequence, state 4: integer frequency offset detection
and correction, and state 5: steady-state processing. The first four states are not
real time constrained. During non-real-time processing the synchronization is main-
tained through a CPU cycle clock accurate time keeping block. In the steady-state
mode, the following functions are performed:

• IQDMA, data samples are transferred from A/D to L2 memory. One thread is
responsible for this function.

• I/Q signal filtering, two threads are executing the filtering in parallel.
• Energy monitoring and AGC fine tuning, one thread is responsible.
• I/Q signal derotation, one thread. It performs the derotation based on frequency

offset estimation.
• FFT stage 1. One thread performs the first FFT stage.
• FFT stage 2. One thread performs the second FFT stage.
• Channel estimation, one thread performs the channel estimation and also com-

putes the frequency and timing offset tracking.
• Channel Correction, demapping, deinterleaving and Viterbi decoding are exe-

cuted by seven threads.
• Finally, the descrambling is performed by one thread.

Overall, the receiver uses 16 threads, i.e., 2 cores. The receiver performance for
2.9 Mbps has been tested according to IEEE 802.16 specifications. The targeted
receiver SNR was 3.0 dB when using BPSK modulation with 1/2 rate convolutional
coding. The entire software development has been initially performed using the
Sandbridge simulator, sufficient for a complete ANSI C implementation of the entire
physical layer processing. The laboratory tests confirmed 1.59 dB SNR when using
4-bit soft decoding. For the transmit chain the threads were allocated as follows:

• Symbol generation including the convolutional encoder and symbol packaging,
one thread

• IFFT, two threads
• Guard generation stage, one thread
• FIR stage, four threads to filter and oversample the OFDM symbols

For the transmitter, the pipelining and multithreading were done automatically
by the Sandbridge development tools. The entire FDD WiMAX chain requires just
under three cores when both Rx and Tx are implemented. A sample of real-time
code is depicted in Fig. 6.12.

The computational performance of the receiver is described in Table 6.2.

6.4.2.2 Mobile WiMAX

In the case of mobile WiMAX the required computational complexity is higher.
Sandbridge Technologies has developed a new architecture that supports wireless
data rates necessary for 3.5G and 4G systems. Building upon the Sandblaster 1.0
architecture, the fully object code compatible Sandblaster SBX 2.0 architecture
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Void thread_ function_name(){

initialization code

load all local/global variable values owned by the thread

barrier() // wait for all other threads to reach this point

exchange global variable values with other threads

while(1){   // steady state processing loop

while( wait for signal from previous stage) {
        // do NOTHING (or) keep checking for RESET flag
} ;

do the data processing

signal the next stage

signal previous stage that operation complete

}

Fig. 6.12 Real-time sample code

Table 6.2 WiMAX fixed installation receiver performance

Fixed WiMAX Execution cycles MHz Number of threads
Receiver execution stages

I filter 1,961 49.03 1
Q filter 1,915 47.88 1
Derotation 2,429 60.73 1
AGC 447 11.18 1
FFT stage 1 1,979 49.48 1
FFT stage 2 2,382 59.55 1
Channel estimation 2,330 58.25 1
Channel correction
and convolutional decoding 17,839 445.98 7
Descrambler 1,884 47.10 1
Total processing time required
for one symbol if single threaded 33,166 829.15 15

extends support for high bit rate processing, MIMO-OFDM acceleration, wider
vector execution, and code compression [11]. Architectural performance improve-
ments range from 4x to more than 10x for a variety of signal processing applications
while providing 100% object code compatibility with the Sandblaster 1.0 architec-
ture. The multithreaded programming and pipeline technique used for implementing
the fixed WiMAX receiver was applied to the mobile WiMAX receiver. After the
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startup procedure the receiver process reaches the steady-state mode in which func-
tional blocks such as filtering/down sampling, FFT, channel estimation/equalization,
subcarrier extraction, and channel decoding can be performed in pipelined fashion
similar to the example shown in Fig. 6.11. Up to the subcarrier extraction stage,
the received data can be processed per OFDM symbol period (102.8 µs). In the DL
PUSC mode, since QAM modulated data are mapped onto subcarriers across two
OFDMA symbols, subcarriers can be extracted per two OFDMA symbol periods
(205.6 µs). In OFDMA mode, multiple bursts of data are mapped onto the same
OFDMA symbol period. One could arrange buffers in such a way that each buffer
holds data from each burst. It is not necessary to wait until the whole burst of data
is written into the buffer. As soon as one code block amount of data is filled into
a buffer, the data can be processed through the channel decoding stage and the
decoded data can be executed in another data unit which is to be sent to MAC
layer. The buffer can be reused for another code block of data. In H-ARQ mode,
extra buffers are required for holding burst data. In chase combining H-ARQ, the
maximum size of the buffer is about 23K soft bits per H-ARQ channel [26].

6.5 Summary

This chapter describes the downlink physical layers of both mobile and fixed
WiMAX including the software implementation of the receive chains on the Sand-
blaster processors. Due to the flexibility provided by software implementation, both
of these systems may coexist and execute as required. Throughout the chapter, two
special cases, 7 and 10 MHz bandwidth systems for the fixed and mobile WiMAX
applications, respectively, have been the focus. The entire software development has
been initially performed using the Sandbridge simulator, sufficient for a complete
ANSI C implementation of the entire physical layer processing. The 7 MHz band-
width and 256 carrier mode executes in the SB3011 processor has been success-
fully field tested and demonstrated. A new core has been developed to implement a
complete WAVE II profile mobile WiMAX. Overall, we have shown that software
implementation may be used for high throughput communication systems.
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Chapter 7
MediaFLO Technology: FLO Air Interface
Overview

Qiang Gao, Murali Chari, An Chen, Fuyun Ling, and Kent Walker

7.1 Introduction

MediaFLOTM is a mobile broadcast technology based on open and global standards.
A key component of MediaFLO is the FLOTM (Forward Link Only) air interface
technology which has multiple published Telecommunications Industry Associa-
tion (TIA) [13] specifications. FLO is also recognized by ITU-R as a recommended
technology for mobile broadcasting and is in the approval process at the European
Telecommunications Standards Institute (ETSI). Global standardization efforts are
driven and supported by the FLO Forum [3], an industry consortia consisting of 90+
member companies throughout the global mobile broadcast value chain. MediaFLO
technology has been launched commercially in the United States (USA) through the
nationwide mobile broadcast network built by MediaFLO USA, Inc [10]. Verizon
Wireless has deployed MediaFLO services in 50 U.S. markets, and AT&T expects
to launch commercial services in early 2008 leveraging the MediaFLO USA net-
work. In addition, MediaFLO technology is being trialed in major markets around
the world.

Unlike other mobile broadcast technologies that have evolved from legacy sys-
tems, MediaFLO was designed from the ground up for the mobile environment.
Consequently, it can deliver mobile broadcast services in a very efficient manner
and offers unique advantages such as low receiver power consumption, fast chan-
nel switching time, robust reception in mobile fading channels, high spectral effi-
ciency and efficient statistical multiplexing of service channels. MediaFLO technol-
ogy achieves all of these advantages simultaneously without compromising one for
another.

Figure 7.1 shows the MediaFLO protocol stack on the interface between the
MediaFLO network and the MediaFLO device. The FLO Air Interface specification
consists of Physical Layer, MAC (Medium Access Control) Layer, Control Layer
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and Stream Layer. The Transport Layer [5] forms a sequence of application service
packets for a service component such as video and audio into fixed-size blocks or an
octet stream every second for delivery over the Stream Layer. The Media Adaptation
Layer provides adaptations that are specific to the class of content being transported,
such as real-time streaming services, non-real-time services and IP (Internet Proto-
col) datacast packets.

This chapter gives an overview of the FLO Air Interface (standardized in TIA-
1099 [4]). The rest of this chapter is organized as follows: Section 7.2 presents the
overall layering architecture of the FLO Air Interface. Section 7.3 is devoted to
the Physical Layer of the FLO system including Orthogonal Frequency Division
Multiplexing (OFDM) modulation characteristics, interlace structure, superframe
structure, Physical Layer subchannels, and waveform generation for data and OIS
(Overhead Information Symbol) channels. The MAC Layer of the FLO system is
addressed in Sect. 7.4 with coverage on data encapsulation, Reed-Solomon code
and time-frequency resource allocation to services. Sections 7.5 and 7.6 deal with
the Control Layer and Stream Layer, respectively. In Sect. 7.7, the FLO Air Interface
handling scenarios at the FLO receiver including MLC (Multicast Logical Channel)
reception and MLC switching are given.

7.2 FLO Air Interface Layering Architecture

The description on the FLO Air Interface in this section is based on the TIA-1099
standard published in Aug 2006 [4]. Future revisions of the standard may add new
features and enhancements.

A MediaFLO service is an aggregation of one or more data components. Each
data component of a service is called a flow. For example, a MediaFLO TV service
may have a video flow, an audio flow, a subtitle flow and a signaling flow. Services
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are classified into two types based on their coverage: wide-area services and local-
area services (Fig. 7.2). A local-area service is typically multicast for reception
within a metropolitan area while a wide-area service is typically multicast in one
or more metropolitan areas.

MediaFLO services and control information may be carried over one or more
logical channels called MLCs. An MLC may be divided into a maximum of three
logical subchannels called streams. Each application flow is mapped to a single
stream in an MLC. The flows belonging to a single instance of a MediaFLO service
may be sent over multiple MLCs within a single RF allocation, e.g. one 6 MHz
channel. The MLCs are multiplexed to the FLO Physical Layer data channel. The
relationship of flows, streams, MLCs and Physical Layer data channels is illustrated
in Fig. 7.3. Note that although MLC is a MAC Layer concept, it is distinguishable at
the Physical Layer. This is an important feature for mobility since it enables access to
fraction of the Physical Layer bandwidth without demodulating the entire waveform.

Service Area A Service Area B

Wide-area 
Coverage

Local 
Coverage

Areas

Fig. 7.2 Local-area and wide-area services

Application Flows

Streams
(Stream Layer)

MLCs
(MAC Layer)

Physical Layer
 Data Channel

(Physical Layer)

N:1 muxing (N=3) 

M:1 muxing

Fig. 7.3 Flows, streams, MLCs and Physical Layer data channels
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Figure 7.4 depicts the FLO Air Interface layering architecture:

• Physical Layer: The Physical Layer provides the channel structure, frequency,
modulation and encoding specification for the Forward Link.

• MAC Layer: The MAC Layer defines the procedures used to receive and transmit
over the Physical Layer. It is responsible for resource allocation on the Physi-
cal Layer data channel The MAC Layer also multiplexes packets belonging to
different media streams associated with the same MLC.

• Stream Layer: The Stream Layer binds Upper Layer flows to streams and MLCs.
• Control Layer: This layer is used by the network to disseminate control informa-

tion to facilitate the device operation in the MediaFLO system. The device uses
the Control Layer to maintain synchronization of its control information with
that in the network.

• Upper Layers: The Upper Layer protocols provide multiple functions including
encoding of multimedia content, controlling access to the multimedia content
and formatting of control information.

7.3 Physical Layer

7.3.1 OFDM Modulation Characteristics

MediaFLO network deployment is typically based on the concept of SFN1 (Single
Frequency Network) [8]. In such a network, multiple transmitters transmit identical
waveforms from time synchronized transmitters. The signals from these transmitters
can be viewed by the receiver as multipath signals from the same source but with dif-
ferent propagation delays. The distance between transmitters in a mobile broadcast
network can possibly be large (20 ∼ 30km), which can cause large delay spreads

1 FLO also supports Multiple Frequency Network deployment.
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Table 7.1 FLO OFDM parameters

Parameters Value

RF channel bandwidth 6 MHz
Chip rate (FFT bandwidth) 5.55 MHz
Chip duration 0.18018µs
Number of subcarriers (FFT size) 4,096
Subcarrier spacing 1.355 KHz
FFT interval (useful OFDM symbol interval) 738.02µs (4,096 chips)
Cyclic prefix (flat guard interval) 92.25µs (512 chips)
Window interval 3.06µs (17 chips)
(Effective) OFDM symbol interval 833.33µs (4,625 chips)
Number of guard subcarriers 96
Number of active subcarriers 4,000
Number of pilot subcarriers 500

up to or more than 100µs (as opposed to 5–6µs in cellular networks). OFDM is a
form of multicarrier modulation that is especially suitable for the radio environment
with large multipath delay spreads. OFDM receivers are also simple to implement
as they do not require complicate equalizer or more specifically the equalization and
demodulation are executed jointly. For these reasons, MediaFLO uses OFDM as the
modulation technique.

The FLO Physical Layer supports transmission in radio frequency bands with RF
channel bandwidths of 5, 6, 7 and 8 MHz. The description in this chapter assumes a
6 MHz RF channel bandwidth with the parameters specified in Table 7.1, unless oth-
erwise stated. The system parameters for all the RF channel bandwidths supported
by FLO are listed in the Appendix.

For an RF channel of 6 MHz, the FLO OFDM subcarriers span a bandwidth of
5.55 MHz, which is called the chip rate.2 The chip rate is 92.5% of the allocated RF
bandwidth in order to meet regulatory requirements for the transmit spectral mask.
The frequency location of the 4,096 subcarriers at base band is given by

fSC(i) = (i−2048)× (∆ f )SC, i = 0,1, . . . ,4095

where i is the subcarrier index and (∆ f )SC is the subcarrier spacing given by

(∆ f )SC =
chip rate

number of subcarriers
=

5.55×106

4096
= 1.35498046875kHz

The 96 subcarriers with indices 0, . . . , 47, 2,048, 4,049, . . . , and 4,095 are not used
and referred to as guard subcarriers (Fig. 7.5). The subcarrier 2,048 corresponds
to DC. The 95 guard subcarriers on each side make it easier for the FLO receiver
to cope with the adjacent channel interference. The remaining 4,000 subcarriers are
referred to as active subcarriers that are modulated by data or pilot symbols.

2 The chip rates for 5, 7 and 8 MHz RF channel bandwidths are 4.625, 6.475 and 7.4MHz,
respectively.
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The OFDM symbol time-domain structure is shown in Fig. 7.6. At base band,
it consists of a number of time-domain samples called OFDM chips, which are
transmitted at the chip rate 5.55 MHz (chip duration 0.18018µs). The total OFDM
symbol interval T ′

s is comprised of four parts:

• TU : The useful part with duration 4,096 chips. This is also duration of the FFT
interval.

• TFGI : The flat guard interval (also known as cyclic prefix) with duration 512
chips (1/8th of TU). This duration of cyclic prefix allows for a multipath channel
with delay spread up to 512×0.18018 = 92.25µs which corresponds to 27.7 km
path length difference without either inter-symbol interference or inter-carrier
interference at the receiver [12].

• A raised cosine windowed interval of duration TWGI = 17 chips is implemented
on the beginning and end of each symbol.

The OFDM symbol is windowed by the following raised cosine function:

w(t) =

⎧⎨
⎩

0.5+0.5cos(π +πt/TWGI)
1

0.5+0.5cos(π +π(T ′
s − t)/TWGI)

0 ≤ t ≤ TWGI
TWGI < t < (TWGI +TFGI +TU)

(TWGI +TFGI +TU) ≤ t ≤ (2TWGI +TFGI +TU)

The purpose of the windowing function is to improve the spectral mask of the
based-band OFDM signal by attenuating the side-bands. As shown in Fig. 7.7, two
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consecutive OFDM symbols overlap by TWGI. Hence, the effective OFDM symbol
interval is Ts = TWGI +TFGI +TU = 4625 chips. The effective OFDM symbol interval
is also referred to as the OFDM symbol interval. During an OFDM symbol interval,
a modulation symbol is carried on each of the active subcarriers.

Each active subcarrier is modulated by QPSK, 16-QAM or Layered QPSK (16
states). If Layered QPSK is used, the data stream is divided into base layer and
enhancement layer. Two base layer bits b1b0 and two enhancement layer bits e1e0
are combined to b1e1b0e0 and mapped to a uniform or nonuniform 16-QAM signal
constellation (Fig. 7.8). The two base layer bits b1b0 determine the quadrant the
signal point resides in and the two enhancement layer bits e1e0 determine the exact
location of the signal point within the quadrant selected by the two base layer bits.
The enhancement bits can be successfully decoded only by users with higher SNR.
In Fig. 7.8, the energy ratio between the base layer and the enhancement layer is
α2/β 2. It is equal to either 4.0 or 6.25 in FLO standard.
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Layered modulation is suitable for applications that can produce base layer and
enhancement layer bit streams associated with the same service. For example, a
video application can use base layer bits to represent the basic details of the video
and the enhancement layer bits to represent the fine details.

7.3.2 Interlace Structure

The 4,000 active subcarriers are divided into eight disjoint and equally sized groups
called interlaces. The interlaces are indexed from 0 to 7. A subcarrier with index i
belongs to the interlace with index equal to i modulo 8. Therefore, the 500 subcar-
riers each interlace has are evenly spaced and span the total FLO signal bandwidth
(Fig. 7.9). An interlace is the minimum frequency allocation unit the system can
allocate to an MLC within an OFDM symbol. It enables the frequency-division mul-
tiplexing of MLCs and allows for fine granularity of bandwidth allocation to MLCs.
Since the subcarriers within an interlace span the total FLO signal bandwidth, there
is no loss of frequency diversity within an interlace.

Slot is a concept closely related to interlace. A slot corresponds to a group of 500
constellation symbols. It is the smallest unit of bandwidth allocated to an MLC over
an OFDM symbol. Each slot is mapped to one interlace (see Sect. 7.3.4). The eight
slots are also indexed from 0 to 7. Note that the term interlace refers to a group
of subcarriers, while the term slot refers to a group of constellation symbols and is
defined for bandwidth allocation purposes.

7.3.3 Superframe Structure and Physical Layer Subchannels

7.3.3.1 Superframe Structure

The FLO transmitted signal is organized into superframes. Each superframe has
duration 1 s, and consists of 1,200 OFDM symbols for a 6 MHz RF allocation. This
is 200 symbols per MHz which is a common feature of all bandwidths. The OFDM
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symbols in a superframe are numbered 0 through 1,199. Figure 7.10 shows the FLO
superframe structure. A superframe has four main portions:

• TDM pilots: The four OFDM symbols at the beginning of each super frame are
TDM pilot 1 (TDM1), Wide-area Identification Channel (WIC), Local-area Iden-
tification Channel (LIC), and TDM pilot 2 (TDM2). TDM1 marks the beginning
of a superframe. It can be used for superframe synchronization, initial frequency
synchronization and coarse timing determination. The WIC and LIC symbols
carry the WID (Wide-Area Differentiator) and LID (Local-Area Differentiator),
respectively. Wide areas broadcasting the same wide-area service are allocated
the same WID, and local areas broadcasting the same local-area services are
allocated the same LID and WID. The TDM2 symbol is used for fine timing
determination so the receiver can immediately start decoding the OIS symbols
(see below). It can also be used to generate an initial estimate of the channel.

• OIS: The OIS portion has two sections: the Wide-Area OIS and the Local-Area
OIS. Each section consists of five OFDM symbols. The Wide-Area OIS and
the Local-Area OIS carry overhead information regarding the wide-area and
local-area data channels (see below), respectively. The overhead information
is the time-frequency allocation for each MLC in the current superframe (see
Sect. 7.4.3).

• Data frames: The data portion has four data sections of equal duration, called
frames. The frames are used to transmit MLCs. When an MLC is transmitted in a
superframe the payload is divided into four equal bursts, with each burst transmit-
ted in a unique frame. To support wide-area and local-area services (explained in
Sect. 7.2), each data frame is further divided into two parts: the Wide-Area Data
Channel for carrying wide-area service data and the Local-Area Data Channel
for carrying the local-Area service data. The numbers of OFDM symbols for the
Wide-Area and Local-Area data channels are specified by the information carried
in the Wide-Area and Local-Area OIS channels, respectively.

• Positioning Pilot Channel (PPC)/Reserved Symbols: This portion is either the
PPC or Reserved Symbols. The number of the OFDM symbols allocated to this
portion is specified by the information carried in the OIS. The PPC symbols carry
unique information for each transmitter and can be used for transmitter identifi-
cation and/or the FLO receiver positioning based on the measured distances to
transmitters. They will be completely defined in the future revisions of the FLO
Air Interface standard.

There is an OFDM symbol, called the Transition Pilot Channel (TPC) symbols,
on each side of every Wide- and Local-Area OIS or Wide- and Local-Area Data
Channels. The TPC symbols are used to assist channel estimation at the boundary
between the Wide- and Local-Area channels for demodulation of the OIS or data
OFDM symbols adjacent to them. They also facilitate timing synchronization for
the first Wide-Area or Local-Area MLC in each data frame.
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7.3.3.2 Impact of Superframe Duration

The FLO superframe duration was chosen to be 1 s based on the good trade-off
among the following performance metrics:

• Channel switching time: A longer superframe duration leads to longer channel
switching time. This is explained in Sect. 7.7.2.

• Time diversity: FLO enables data recovery for an MLC from data loss over the
duration of up to one or two frames with the use of Reed-Solomon code as
explained in Sect. 7.4.2, especially at code rate 8/16 or 12/16. The frame duration
needs to be as large as the channel coherence time to allow de-correlation of the
transmission in frames and provide time diversity gain. The Doppler frequency
for an FLO receiver operating at 719 MHz with a velocity of 3 kmph is 2 Hz,
which translates to a 212 ms coherence time. The coherence time is calculated
by 0.423/Doppler frequency [6].

• Statistical multiplexing gain: the MediaFLO network dynamically allocates
bandwidth (time-frequency resource allocation) to the multiple active MLCs on
a per-superframe basis (see Sect. 7.4.3). The longer the superframe duration, the
lower the standard deviation of the aggregate capacity allocation, and the greater
the effective gain in capacity.

• Receiver decoding buffer size and video/audio delay: A longer superframe dura-
tion leads to a larger decoding buffer on the receiver and longer latency for the
video and audio data.

7.3.3.3 Physical Layer Subchannels

The FLO Physical Layer Subchannels are shown in Fig. 7.11. The allocated sub-
carriers or interlaces, subcarrier modulation, error control coding and carried data
on the subchannels are summarized in Table 7.2 (the scrambling PN sequences are
generated by the method described in Sect. 7.3.4).

The data transmitted in each subchannel except for the TDM Pilot 1 is scrambled
by a bit sequence that depends on the subchannel type, OFDM symbol index and
slot index (see the Scrambling subsection in Sect. 7.3.4). Basically, all waveforms

FLO 
Physical Layer Channels

TDM Pilot OIS FDM Pilot Data

TDM 
Pilot 1

TDM 
Pilot 2

WIC LIC

WTPC
Wide-area

OIS
Local-area

OIS
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FDM PilotLTPC

PPC/
Res Sym

Local-area
Data

Wide-area
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Fig. 7.11 FLO Physical Layer subchannels
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Table 7.2 Summary of Physical Layer subchannels’ transmission characteristics

Physical Layer
subchannels

Allocated subcarriers
or interlaces

Modulation and
coding

Carried data

TDM1 One hundred and
twenty-four evenly
spaced subcarriers

QPSK TDM Pilot 1 Information packet, a
248-bit fixed pattern from a PN-
sequence

WIC Interlace 0 QPSK One thousand bits all-zero sequence
scrambled by a PN sequence based on
the WID assigned to the transmitter

LIC Interlace 0 QPSK One thousand bits all-zero sequence
scrambled by a PN sequence based on
the Wide-area Differentiator and the
LID assigned to the transmitter

TDM2 Two thousand evenly
spaced subcarriers
(four interlaces)

QPSK One thousand bits all-zero sequence
scrambled by a PN sequence

WTPC/ LTPC All eight interlaces QPSK One thousand bits all-zero sequence
scrambled by a PN sequence on slot
0. A 1,000 bit fixed pattern (generated
by an 11-tap linear feedback shift reg-
ister) scrambled by a PN sequence on
slot 1 to 7

FDM Pilot One interlace (2 or 6) QPSK One thousand bits all-zero sequence
scrambled by a PN sequence

OIS Seven interlaces QPSK, 1/5 Turbo
code (Transmit
Mode 5)

OIS overhead information

Physical Layer
Data Channel

Seven interlaces Modulation and
coding on an
interlace depends
on the transmit
mode of the MLC
the interlace is
allocated to

Service application data or control
information

transmitted within a wide area are scrambled using the 4-bit WID corresponding to
that area, and all waveforms transmitted within a local area are scrambled using a 4-
bit LID, in conjunction with the WID, corresponding to that area. The WID and LID
are transmitted in the WIC and LIC, respectively. The control information transmit-
ted in the local control channel (see Sect. 7.5) also contains WID and LID for each
of the neighboring local area. The purposes of the scrambling are explained in [2].

7.3.4 Waveform Generation for Data and OIS Channels

FLO services and control information are carried in logical channels called MLCs.
An active MLC is allocated some slots in some OFDM symbols in a data frame and
all active MLCs are multiplexed into the same data frame as described in Sect. 7.4.3.
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Fig. 7.12 Procedure to Generate Data Channel waveform contributed by an MLC

Table 7.3 FLO transmit modes and spectral efficiency

Transmit
Mode

Modulation Turbo
code rate

Physical Layer
data rate (Mbps)

Spectral efficiency
(bps/Hz)

0 QPSK 1/3 2.8 0.47
1 QPSK 1/2 4.2 0.70
2 16-QAM 1/3 5.6 0.93
3 16-QAM 1/2 8.4 1.40
4 16-QAM 2/3 11.2 1.86
5a QPSK 1/5 1.68 0.28
6 Layered QPSK with

energy ratio 4
1/3 5.6 0.93

7 Layered QPSK with
energy ratio 4

1/2 8.4 1.40

8 Layered QPSK with
energy ratio 4

2/3 11.2 1.86

9 Layered QPSK with
energy ratio 6.25

1/3 5.6 0.93

10 Layered QPSK with
energy ratio 6.25

1/2 8.4 1.40

11 Layered QPSK with
energy ratio 6.25

2/3 11.2 1.86

aThis mode is used for the OIS channels only.

Figure 7.12 shows the procedure to generate the Physical Layer Data Channel wave-
form contributed by a particular MLC (OIS is a special case of data channels and
uses the same procedure). The Turbo code rate and subcarrier modulation type for
an MLC or OIS are specified by their transmit mode. The transmit modes defined in
the FLO standard are shown in Table 7.3, along with the Physical Layer data rates,3

and spectral efficiency for each transmit mode. Note that OIS always uses trans-
mit mode 5. The transmit mode for the MLC mapped to a wide-area or local-area
control channel (see Sect. 7.5) in a superframe is specified by the overhead informa-
tion carried in the corresponding wide-area or local-area OIS channel in the same

3 The Physical Layer data rates for all the RF channel bandwidths supported by FLO are listed in
the Appendix.
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Physical Layer Packet
(1000 Bits)

MAC Layer Packet
(976 bits)

FCS
(16 bits)

Reserved
(2 bits)

TAIL
(6 bits)

Fig. 7.13 FLO Physical Layer packet structure

superframe. The transmit modes for all other MLCs in the superframe are specified
by the control information carried in the corresponding control channels in the same
superframe.

7.3.4.1 Physical Layer Packet

The Physical Layer packet (PLP) is the unit of data transmission in the FLO Physical
Layer. As shown in Fig. 7.13, a PLP has 1,000 bits in total and its payload size of 976
bits is equal to the MAC Layer packet size. The FCS (Frame Check Sequence) bits
are 16 CRC bits calculated using the standard CRC-CCITT generator polynomial:

g(x) = x16 + x12 + x5 +1

The FCS bits are used by the receiver to determine if the PLP was correctly decoded
or not.

7.3.4.2 Turbo Encoding

The PLPs are encoded by Turbo code derived from the Turbo codes defined in the
CDMA2000 and 1x-EV-DO standards [1, 11]. In the FLO standard, the Turbo code
is also referred as the inner code as compared to the Reed-Solomon code based outer
code done on the MAC Layer. It is mainly used to exploit the frequency-diversity
inherent in the channel. The FLO standard defines Turbo code rates of 1/3, 1/2
and 2/3. An MLC’s Turbo code rate is specified by its transmit mode. The OIS uses
code rate specified in transmit mode 5. The encoded PLPs are called Turbo Encoded
Packets (TEP).

7.3.4.3 Bit Interleaving

The output bits of the Turbo encoder are bit-interleaved. The purpose of interleav-
ing is to ensure that consecutive bits in the receiver’s Turbo decoder input are trans-
mitted on subcarriers that are sufficiently separated in the frequency domain such
that they experience uncorrelated fading. This helps to disperse error bursts in the
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received PLP and increases the probability that the decoder will recover the encoded
PLP as whole. Please refer to [4] for more details on the interleaver.

7.3.4.4 Filling Slot Buffers

Slots are allocated to MLCs at the MAC Layer. The TEPs of MLCs are transmit-
ted in the slots allocated to the MLC. Slot allocations are done in such a way that
multiple MLCs do not share the same slots within an OFDM symbol.

7.3.4.5 Scrambling

The bits in each allocated slot buffer are XORed sequentially with a scrambling bit
sequence to randomize the bits prior to modulation.

As shown in Fig. 7.14, the scrambling bit sequence is generated according to the
following procedure:

• For each slot at the start of every OFDM symbol, the state of the 20-tap lin-
ear feedback shift register with the generator sequence h(D) = D20 + D17 + 1 is
initialized to [d3d2d1d0c3c2c1c0b0a10a9a8a7a6a5a4a3a2a1a0] that depends on the
channel type and the OFDM symbol index as summarized in Table 7.4.

• The scrambling bit sequence is generated by a modulo-2 inner product of the
state vector of the linear feedback shift register and a 20-bit mask associated
with the slot index. The mask is chosen based on the slot index according to
Table 7.5. The purpose of the mask is to divide the LFSR’s state space into eight
nonoverlapping segments so that each slot corresponds to a unique segment.

In general, the scrambling bit sequence depends on the channel type, OFDM symbol
index and the slot index.

7.3.4.6 Slot to Interlace Mapping

The FLO system allocates time-frequency resources to FDM pilots, OIS and MLCs
based on slots. The slots are mapped to interlaces on the Physical Layer. Figure 7.15
shows the mapping pattern that repeats after 14 consecutive OFDM symbols. The
numbers in boxes are interlace indices. Slot 0 is always used for FDM pilot and
mapped to interlace 6 and 2 alternatively on a per OFDM symbol basis.

The slot-to-interlace mapping for OIS and MLCs distributes their transmission
over all interlaces in multiple OFDM symbols despite the fact that they are allocated
a fixed set of slots within a superframe, which improves the performance on chan-
nels with periodic nulls. The mapping for the FDM pilots doubles the maximum
channel multipath delay spread that can be estimated as explained earlier.
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Fig. 7.14 Scrambling bit sequence generator

7.3.5 FDM Pilots

The FLO system uses one interlace as FDM pilots when the OIS or data frames are
transmitted (Fig. 7.10). The FDM pilot is frequency division multiplexed with OIS
or data channels (Fig. 7.16). The FDM pilot carries known modulation symbols
and is used for channel estimation [7]. The subcarriers of the pilot interlace are
modulated with QPSK symbols with the same energy as the MLC constellation
symbols on the other interlaces.
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Table 7.4 Initial state for the linear feedback shift register in the scrambling bit sequence generator

D3d2d1d0 C3c2c1c0 b0 a10a9a8a7a6a5a4a3a2a1a0

TDM Pilot 2 WID 0000 1 Equal to OFDM symbol
index number in a super-
frame, which ranges from 0
through 1,199

WIC WID 0000 1
WTPC WID 0000 1
Wide-area FDM Pilot WID 0000 1
Wide OIS WID 0000 1
Wide Data WID 0000 1
LIC WID LID 1
LTPC WID LID 1
Local-area FDM Pilot WID LID 1
Local OIS WID LID 1
Local Data WID LID 1
PPC/ Reserved WID LID 1
OFDM Symbols

Table 7.5 Masks associated with different slots

Slot Index m19 m18 m17 m16 m15 m14 m13 m12 m11 m10 m9 m8 m7 m6 m5 m4 m3 m2 m1 m0

0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
2 1 0 0 1 0 0 0 0 1 0 0 0 0 1 1 0 0 0 1 1
3 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
4 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
5 1 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0
6 0 1 1 0 0 0 1 0 0 0 0 1 0 0 0 0 1 1 0 0
7 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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The FLO system allocates Slot 0 to the FDM pilot. The remaining seven slots
are for OIS or data channels. As shown in Fig. 7.17, Slot 0 is mapped to interlace 2
on OFDM symbols with even indices and interlace 6 on OFDM symbols with odd
indices. This allows the FLO receiver to use the pilot observations from two con-
secutive OFDM symbols to estimate channel with multipath delay spread up to two
times the duration of the cyclic prefix (512 chips).4 This allows graceful degrada-
tion of its performance for channels with multipath delay spreads greater than the
cyclic prefix. Receivers in an OFDM system for which the channel multipath delay
spread is not longer than the applied cyclic prefix do not experience inter-symbol
interference or inter-carrier interference.

4 The maximum channel multipath delay spread in chips that can be estimated in an OFDM system
is limited by the number of FDM pilot subcarrier observations (FFT outputs corresponding to the
pilot).
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7.4 MAC Layer

The MAC Layer principally accomplishes the following:

• Defines the data encapsulation format and procedure for the data channels, con-
trol channels and OIS channels.

• Performs Reed-Solomon encoding and decoding.
• Allocates time-frequency resources to MLCs.

7.4.1 Data Encapsulation

7.4.1.1 Data Channel MAC

A data channel5 is used to carry MediaFLO service data. It is mapped to MLCs. The
content of a data channel for one superframe is encapsulated in an entity referred
to as Data Channel MAC protocol capsule. Figure 7.18 illustrates how the Data
Channel MAC protocol encapsulates Stream layer packets within a Data Channel
MAC protocol capsule for an MLC configured for nonlayered mode of operation.
Basically, the MAC Layer on the network side does the following:

• Concatenating Stream Layer packets in reverse order of stream ID.
• Adding a MAC Capsule Trailer to the Stream Layer Trailer in the stream 0

packet. The MAC Capsule Trailer has time-frequency allocation for the MLC
in the next superframe in which the MLC will be present, which is also referred
as “embedded OIS.” Note the MAC Capsule Trailer is part of the Stream Layer
Trailer.

• Add stuffing packets, if necessary, to make the MAC Protocol Capsule size to be
equal to the next integer multiple of Reed-Solomon information block size (as
described in Sect. 7.4.2).

• Perform Reed-Solomon encoding and generate parity packets according to
Sect. 7.4.2.

• Fragment the MAC Protocol Capsule into MAC Layer packets and send them to
the Physical Layer for transmission. A MAC Layer packet is 122 octets in size
and forms the payload of one Physical Layer packet (PLP).

Note that the sizes of the Stream Layer packets are always an integer multiple of the
MAC packet size (see Sect. 7.6).

The encapsulation for an MLC configured for layered mode is similar and shown
in Fig. 7.19. The Base Layer and Enhance lLayer Data Channel MAC protocol cap-
sules have the same size.

The information about the number of MAC Layer packets for each stream in a
Wide- or Local-Area MLC in a superframe is transmitted in the Wide- or Local-Area
OIS of the same superframe. The MAC Layer on the FLO receiver uses this informa-
tion to demultiplex MAC Layer packets that are received from an MLC into streams.

5 Note it should not be confused with the Physical Layer data channel.
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7.4.1.2 Control Channel MAC

Control channels are used to carry the overhead information (not carried by the OIS
channel) that is needed by FLO receivers to acquire the FLO data channels. Like
data channels, these are mapped to MLCs as well. The MLC mapped to a con-
trol channel is configured for nonlayered mode operation. The content of a control
channel for one superframe is encapsulated in an entity referred to as the Control
Channel MAC Protocol Capsule.

Figure 7.20 shows how the Control Channel MAC protocol encapsulates the Con-
trol Channel Capsule received from the Control Protocol within the Control Chan-
nel MAC Protocol Capsule. Basically, the MAC Layer on the network side does the
following:

• Receives the Control Protocol Capsule from the Control Protocol.
• Puts the MAC Capsule Header in the Fill Field of the Control Protocol Capsule.

Note that the Fill Field is reserved by the Control Protocol in the Control Protocol
Capsule to accommodate the MAC Capsule Header (see Sect. 7.5.1). The Control
Protocol Capsule size is always an integer multiple of the MAC Layer packet
size.

• Performs Reed-Solomon encoding and generates parity packets according to
Sect. 7.4.2.

• Fragments the Control Channel MAC Protocol capsule into MAC Layer packets
and send them to the Physical Layer for transmission.

7.4.1.3 OIS Channel MAC

The OIS channels carry overhead information regarding the wide and local data
channels such as the time-frequency allocation for each MLC in the current super-
frame. The overhead information is formatted as the System Parameters Message.

As shown in Fig. 7.21, the OIS Channel MAC Protocol on the network side con-
structs the System Parameters Message, then breaks in it into MAC Layer packets
and passes it to the Physical Layer for transmission.
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7.4.2 Reed-Solomon Code

The MAC Layer information packets in an MLC are protected by a (N, K, R)
Reed-Solomon code, also referred to as the outer code in the FLO standard. The
procedure is shown in Fig. 7.22: the MAC Layer Packet Interleaver receives the
information MAC Layer packets formed for each superframe by the methods in
Sect. 7.4.1 and generates interleaved Reed-Solomon information blocks that are
passed to the Reed-Solomon Encoder. The Reed-Solomon Encoder generates code
blocks from the received information blocks and the sequencer delivers the MAC
Layer packets in the code blocks in sequence to the Physical Layer for transmission.

Figure 7.23 shows how the Reed-Solomon encodes an interleaved information
block:

• Groups the bits in each of the K packets in the information block into 8-bit octets.
• Performs Reed-Solomon encoding on each column of K octets in the information

block to generate a codeword of N octets with R = N−K parity octets. The parity
octets from all the codewords form R = N −K parity MAC Layer packets. The
K information MAC packets and R parity MAC packets form a Reed-Solomon
code block.

Note that MLC transmissions in each superframe are always in integer multiples of
Reed-Solomon code blocks.

The FLO standard defines the following Reed-Solomon code rates for MLCs:
(16, 16, 0), (16, 14, 2), (16, 12, 4) and (16, 8, 8). The Reed-Solomon code rate for an
MLC mapped to a control channel is specified in the overhead information (System
Parameters Message) transmitted in the OIS while the code rates for all other MLCs
are specified in the control information transmitted in the control channels. This is
the same method as MLC transmit modes are specified.
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Fig. 7.23 Reed-Solomon code block in FLO

Figure 7.24 shows how the MAC Layer packets in a Reed-Solomon code block
is sequenced to the four data frames within a superframe for transmission: the code
block is split into four equal-size subblocks and each subblock is sent in a unique
frame within the superframe. This process is repeated for every Reed-Solomon code
block to be transmitted in a superframe. Since the sequencing process distributes the
MAC packets in a Reed-Solomon code block evenly over the four data frames in a
superframe, it increases the time-diversity gained across each code block.

The interleave and sequencer in Fig. 7.22 are designed in such a way that the
MAC packet transmission pattern generated by the procedure for an MLC in a super-
frame has the characteristics as illustrated in Fig. 7.25. Each box represents a MAC
layer packet. In this example, the MLC has two Reed-Solomon code blocks for the
superframe):

• The MAC packets are transmitted in the same order as they are formed by the
methods in Sect. 7.4.1. The number in each box indicates the corresponding
packet’s order.

• Due to the MAC Layer Packet interleaver, any two consecutive packets that
belong to a code block and are in the same data frame are separated by n− 1
packets belonging to other code blocks where n is the total number of the code
blocks the MLC has in the superframe. This helps to disperse error bursts in
each code block and increases the probability that the Reed-Solomon decoder
can recover it. Please refer to [4] for more details on the interleaver.
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Fig. 7.24 Sequence MAC Layer packers in an R-S code block to data frames
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Fig. 7.25 Reed-Solomon code blocks sequenced to data frames in a super-frame

7.4.3 Time-Frequency Resource Allocation to MLCs

In the FLO system, the data carried in an MLC in a superframe is divided into
four equal-size bursts and each burst is transmitted in a unique data frame in the
superframe. The MAC Layer on the network allocates time-frequency resources in
each data frame to the MLC. The allocation is in units of OFDM symbols on time
domain and in units of slots on frequency time. The time-frequency allocation for an
active MLC is identical in all the four data frames within a superframe and conveyed
to the receiver by the following attributes for the MLC in the System Parameters
Message transmitted in the OIS (see Fig. 7.26: an area with a unique color represents
the time-frequency allocations for the corresponding MLC; the numbers in the box
are stream index):

• StartOffset: the index of the first allocated OFDM symbol.
• StartSlot: the index of the lowest slot in the first allocated OFDM symbol.
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Fig. 7.26 Time-frequency allocation specification

• MaxSlot: the index of the highest slot in all the allocated OFDM symbols.
• MinSlot: the index of the lowest slot in the allocated OFDM symbols.
• StreamLength: it specifies the number of MAC Layer packets for each stream in

the MLC. The total number of slots allocated to the MLC in the superframe can
be determined from the total number of MAC Layer packets for the MLC in the
superframe.

The area corresponding to the time-frequency allocation for an MLC in the time-
frequency plot (Fig. 7.26) does not have to be a rectangular area. This flexibility
offers the following advantages:

• Enables the FLO network to allocate bandwidth to an MLC that is very closely
matched to what the MLC requires.

• Minimizes the number of slots that cannot be allocated due to constraint on the
shapes of the allocated areas.

The time-frequency allocation is typically adjusted on a per-superframe basis
according to the traffic variation. This mechanism allows the statistical multiplex-
ing in an FLO Physical Layer Data Channel to be very efficient.

7.5 Control Layer

The control channel carries the control information that is required by FLO receivers
to acquire and navigate the FLO data channels. The control information is carried
in the following three types of control protocol messages:

• Flow Description Message: conveys information that maps upper layer flow ID to
stream, MLC and RF Channel, and specifies the MLC parameters (e.g., transmit
mode, Reed-Solomon code rate) and the stream parameters.
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• RF Channel Description Message: conveys information about the RF Channels
in use such as frequency and bandwidth, e.g. 5, 6, 7 or 8 MHz.

• Neighbor List Description Message: conveys information about the neighboring
local-area e.g. RF Channels, WID, and LID. This information aids device transi-
tion to new local-areas.

The FLO system uses sequence numbers to indicate the versions of the control infor-
mation. The sequence numbers are carried in the OIS that helps the FLO receiver
determine if it has the latest control information. This allows the receiver to save
power as the receiver will only decode the control channel when newer control infor-
mation is present.

The control channel uses the Control Channel MAC Protocol to insert a spe-
cial format MLC into the Physical Layer Data Channel (it does not use Stream
Layer). The characteristics of the MLC mapped to the wide-area or local-area con-
trol channel in a superframe such as time-frequency allocation, transmit mode,
Reed-Solomon code rates are carried in the System Parameters Message transmitted
in the wide-area/local-area OIS channel in the same superframe.

7.5.1 Data Encapsulation

Each control protocol message is encapsulated in one or several Control Protocol
Packets (CPP) for transmission. The CPP has the same size as the MAC Packet
(122 octets) and there is one-to-one mapping from CPPs to Control Channel MAC
Packets. The CPP structure is shown in Fig. 7.27.

The Control Protocol uses the CPPs to construct the Control Protocol Capsule. A
Control Protocol Capsule is defined as a group of CPPs transmitted or received in a
single superframe and its structure is shown in Fig. 7.28. The control information is

Control Protocol Packet

Control Protocol 
Packet Header Control Protocol Message Padding

Control Protocol Packet Patyload

Fig. 7.27 Control Protocol Packet structure
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Fig. 7.28 Control Protocol Capsule Structure
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organized into two logical groups called bins for efficient update purpose. Each bin
has its own sequence number transmitted in the OIS to indicate its version, which
allows the system to update the control information in a particular bin independently.
Note the CPP header in the first CPP in a Control Protocol Capsule has a Fill Field
where the MAC Layer will put the MAC Capsule Header (see Sect. 4.1).

Since the CPP has the same size as the MAC Packet, the Control Protocol Cap-
sule size is always an integer multiple of the MAC Packet size. Each Control Proto-
col Capsule is carried in a Control Channel MAC Protocol Capsule (see Sect. 4.1).

7.6 Stream Layer

The Stream Layer maps the application flows to the streams and MLCs (the map-
ping is transmitted to the device in the Flow Description Message on the Control
Channel). It receives data from application flows, constructs Stream Layer packets
from the data and sends the packets to the Data Channel MAC protocol for transmis-
sion. The size of a Stream Layer packet is always an integer multiple of the MAC
Layer packet size (122 octets).

The Stream Layer interface exposed to the upper layer supports two interface
modes:

• Transparent or Block Flow Mode in which the Stream Protocol in the network
receives a stream of 122-octet blocks from the Upper Layer and the peer protocol
in the device delivers these fixed sized octet blocks to the Upper Layer. Each of
the 122-octet blocks will be carried by a unique PLP. This mode is supported for
streams 1 and 2.

• Octet Flow Mode in which the Stream Protocol in the network receives a stream
of octets from the Upper Layer and the peer protocol in the device delivers a
stream of octets to the Upper Layer. Stream Layer Packets constructed from the
octet stream may have padding as the size of a Stream Layer Packet is always
an integer multiple of the MAC Layer packet size. Stream 0 is operated in this
mode.

7.7 FLO Air Interface Handling Scenarios at the Receiver

7.7.1 MLC Reception

The transmission for an MLC in a superframe consists of four equal-sized bursts
with each burst transmitted in a unique frame. The time-frequency allocation for
each MLC is identical for the four frames within a superframe and specified by the
information transmitted in the OIS of the same superframe. The FLO receiver uses
this information to locate the MLC in the superframe as shown in Fig. 7.29.
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Fig. 7.29 Locating MLC Using OIS Information

Fig. 7.30 Locating MLC Using Information in embedded OIS

The MAC protocol on the network copies the time-frequency allocation for an
MLC in the next superframe to the embedded OIS (see Sect. 4.1). When the receiver
needs to receive data in a specific MLC for a sustained period of time, it is more
power efficient to utilize the embedded OIS. As shown in Fig. 7.30, the FLO receiver
may use the embedded OIS received as part of the MLC payload in the current
superframe to locate the MLC in the next superframe in which the MLC will be
present, and avoid reading the OIS channel in every superframe.

The MLC reception on the FLO receiver can be very power efficient for the
following reasons:

• The receiver only performs demodulation and decoding for the slots that are allo-
cated to the MLC in the OFDM symbols that are allocated to the MLC. The FFT
block in the receiver can be designed such that only the interlaces allocated to
the MLC are demodulated.

• The embedded OIS allows decoding the OIS to be optional in superframes other
than the first one in which the receiver starts the MLC reception.

7.7.2 Service Channel Switching

MLC switching on the FLO receiver is typically triggered by the user action like
switching service channel on the receiver. A timeline for an FLO receiver switching
from an old MLC to a new one is shown in Fig. 7.31:

1. The user selects a new service channel and the receiver is instructed to switch to
the MLCs corresponding to the new service channel in the superframe 1.

2. The receiver decodes the System Parameters Message from OIS in superframe 2
and finds out it has the current control information based on the control informa-
tion sequence number in the received System Parameters Message (see Sect. 7.5).



218 Q. Gao et al.

Fig. 7.31 Timeline for a device with current control channel data to acquire a real-time service

It then maps the flows in the new selected service channel to MLCs using the
control information (Flow Description Message) and finds the locations of the
MLCs in the superframe using information from the received System Parameters
Message.

3. The device demodulates and decodes PLPs for the MLCs mapped to the flows in
the new selected service from the four data frames in superframe 2, and Reed-
Solomon decodes the PLPs to recover the service data after receiving the PLPs
from the fourth data frame.

4. The service data is decrypted and the first video frame and the corresponding
audio are played at the beginning of superframe 3. It is convenient to assume the
first video frame is a frame like an Independent Decoder Refresh (IDR) frame
that can be decoded independently.

7.8 Conclusions

MediaFLO is an open global technology standard that is purpose-built for mobile
broadcast. This chapter gives an overview on the FLO Air Interface between a Medi-
aFLO network and a device. The focus is on the efficient techniques that FLO is able
to employ due to lack of constraint on backward compatibility with legacy technol-
ogy. These techniques allow FLO to offer the following unique advantages:

• Low receiver power consumption: FLO makes the MLCs carrying service data
distinguishable on the Physical Layer, which enables the FLO receiver to con-
sume power only on receiving and decoding the desired data. The embedded
OIS can allow the receiver reduced power consumption by eliminating the need
for decoding OIS most of the time.

• Fast service channel switching time: The FLO superframe structure and one sec-
ond superframe duration allows for fast service channel switching while main-
taining high time diversity gains.

• High spectral efficiency: Both simulations and field tests have shown FLO capa-
ble of high spectral efficiency [2, 9]. FLO achieves this by offering significant
time and frequency diversity gains and using Turbo code instead of convolutional
code.
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• Efficient statistical multiplexing: The variable bandwidth available for allocation
to each MLC in an FLO system can be closely matched to service requirements.
This bandwidth allocation can be adjusted dynamically on a per-superframe basis
according to the traffic variation. This capability allows effective and efficient
statistical multiplexing to be implemented across the FLO Physical Layer.

Appendix

Table 7.6 FLO System parameters for different RF channel bandwidths

Parameters 5 MHz 6 MHz 7 MHz 8 MHz

Chip rate (FFT
bandwidth)

4.625 MHz 5.55 MHz 6.475 MHz 7.4 MHz

Chip duration 0.21622 µs 0.18018 µs 0.15444 µs 0.13514 µs

Number of subcarriers
(FFT size)

4,096 4,096 4,096 4,096

Subcarrier spacing 1.129 kHz 1.355 kHz 1.581 kHz 1.807 kHz

FFT interval (useful
OFDM symbol interval)

885.64 µs
(4,096 chips)

738.02 µs
(4,096 chips)

632.59 µs
(4,096 chips)

553.53 µs
(4,096 chips)

Cyclic prefix (flat guard
interval)

110.70 µs
(512 chips)

92.25 µs (512
chips)

79.07 µs (512
chips)

69.19 µs (512
chips)

Window interval 3.68 µs
(17 chips)

3.06 µs
(17 chips)

2.63 µs
(17 chips)

2.30 µs
(17 chips)

(Effective) OFDM sym-
bol interval

1,000.00 µs
(4,625 chips)

833.33 µs
(4,625 chips)

714.29 µs
(4,625 chips)

625.02 µs
(4,625 chips)

Number of guard subcar-
riers

96 96 96 96

Number of active
subcarriers

4,000 4,000 4,000 4,000

Number of pilot
subcarriers

500 500 500 500

OFDM symbols per
superframe

1,000 1,200 1,400 1,600
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Table 7.7 FLO Physical Layer Data Rates for Different RF Channel Bandwidths

Transmit
mode

Modulation Turbo code
rate

5 MHz
Physical
Layer
data rate
(Mbps)

6 MHz
Physical
Layer
data rate
(Mbps)

7 MHz
Physical
Layer
data rate
(Mbps)

8 MHz
Physical
Layer
data rate
(Mbps)

0 QPSK 1/3 2.33 2.80 3.27 3.73
1 QPSK 1/2 3.50 4.20 4.90 5.60
2 16-QAM 1/3 4.67 5.60 6.53 7.47
3 16-QAM 1/2 7.0 8.40 9.80 11.20
4 16-QAM 2/3 9.33 11.2 13.07 14.93
5a QPSK 1/5 1.40 1.68 1.96 2.24
6 Layered QPSK with

energy ratio 4
1/3 4.67 5.60 6.53 7.47

7 Layered QPSK with
energy ratio 4

1/2 7.00 8.40 9.80 11.20

8 Layered QPSK with
energy ratio 4

2/3 9.33 11.20 13.07 14.93

9 Layered QPSK with
energy ratio 6.25

1/3 4.67 5.60 6.53 7.47

10 Layered QPSK with
energy ratio 6.25

1/2 7.00 8.40 9.80 11.2

11 Layered QPSK with
energy ratio 6.25

2/3 9.33 11.20 13.07 14.93

aThis mode is used for the OIS channels only.
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Chapter 8
DVB-H Link Layer

Onno Eerenberg, Arie Koppelaar, and Peter H.N. de With

8.1 Introduction

In the fall of 2004, the European Telecommunications Standards Institute (ETSI)
approved the Digital Video Broadcast Handheld (DVB-H) standard [19], which is
specifically tailored to battery-powered mobile reception and developed by the Inter-
national Digital Video Broadcasting (DVB) Project [8]. The DVB-H standard, for-
merly known as DVB-X [20], is an extension to the DVB-T standard [17] with extra
features added to the physical and link layer.

With respect to the DVB-T physical layer, the DVB-H physical layer is extended
with Transmission Parameter Signalling (TPS) to, e.g., fasten service discovery,
a 4K mode to trade off Doppler sensitivity versus echo sensitivity and an in-dept
symbol interleaver to increase the robustness to, e.g., impulsive noise. The DVB-H
link layer uses a Time-Division-Multiplex (TDM) broadcast technique, called time-
slicing, to transmit a service, enabling power-efficient service reception. On top
of this, the DVB-H link layer is foreseen with a second Forward Error Correction
(FEC) layer, called MPE-FEC, which protects the received service against various
reception impairments, e.g., Carrier-to-Noise Ratio (CNR) ratio, Doppler or impul-
sive noise influences. The DVB-H additional protection by the MPE-FEC provides
a CNR improvement of 4–6 dB advantage to DVB-H transmission with respect to
DVB-T and reduces the influence of the speed factor while receiving the signal [7].
According to the DVB-H standard, time-slicing is a mandatory feature, whereas the
second FEC layer (MPE-FEC) is an optional feature.
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Unlike the traditional DVB broadcast members DVB-C, DVB-S, or DVB-T,
DVB-H is a datagram-based broadcast transmission standard because of its
endurance to buffering, delays, and easy network integration. This allows trans-
mission of data that pertains, e.g., to multimedia services or file-downloading
services. The usage of the Internet Protocol (IP) allows the coding to be decoupled
from the transport, opening the door to a number of features benefiting handheld
mobile terminals including a variety of encoding techniques, which only require low
power from a decoder. Therefore, IP is the Open System Interconnection (OSI) [24]
Layer-3 protocol used in mobile handheld convergence terminals, creating an IP
datagram stream which consists of IPv4 or IPv6 datagrams, each sharing the same
IP source and destination address.

Whereas the traditional DVB broadcast members use the Packetized Elemen-
tary Stream (PES) container format [25] to encapsulate audiovisual access units,
DVB-H uses Multi-Protocol Encapsulation (MPE) sections [18] to carry OSI
Layer-3 datagrams or so-called Multi-Protocol Encapsulation Forward Error Cor-
rection (MPE-FEC) sections [18] to carry Reed-Solomon (RS) parities. Figure 8.1
visualizes the relation between the documents that describe the DVB-H stan-
dard [34]. DVB-H is based on the DVB-T standard. It is for this reason that, besides
the new DVB-H system specification standard [19], the system is described by
a number of existing documents, which have been amended with the appropriate
DVB-H features. The standards depicted in Fig. 8.1 lack the description of the
OSI Layers 3-7 protocols, because the definition of the layers above the IP layer
is outside the scope of the DVB-H specification. To overcome this shortage, the
DVB-H ad hoc group Convergence of Broadcast and Mobile Services (CBMS)
developed the Internet Protocol Data Broadcast (IPDC) specification [45]. The
purpose of the IPDC specification is to provide both the higher layer protocols for
DVB-H that enable the construction of an end-to-end system and the integration

Fig. 8.1 The DVB-H family of standards
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of a cellular communication system [12]. The IPDC over DVB-H standard com-
plements the DVB-H standard, by defining OSI Layers 3-7 and influences some
of the OSI Layer-2 (link layer) Program Specific Information (PSI) and Service
Information (SI).

This chapter describes the aspects of an efficient and robust link layer. This link
layer is an interface between the OSI Layer-1 (radio layer) operating in the physical
domain and the OSI Layer-3 (network layer). The key words for this interface are
efficiency and robustness. The efficiency aspects of the DVB-H link layer are mul-
tifold and are split into two categories. Category one is characterized in the sense
that reliable and unreliable received data is both employed to maximize data recov-
ery and reconstruction using erasure FEC decoding. Erasure information is scarcely
assigned, leading to a higher flexibility in the usage of error correction. Category
two is characterized with respect to the link layer implementation, optimizing on
memory footprint, logic area, and cycle consumption. The robustness aspects of
a DVB-H link layer are (1) that the link layer subsystem shall not collapse when
incorrect data is processed and moreover (2) correctly received data shall always be
transferred to the network layer, regardless of the outcome of the FEC decoding.

The sections of this chapter describe the various aspects that are related to the
DVB-H link layer. Section 8.2 addresses the positioning of the link layer, a descrip-
tion of the signals processed, starting from the radio signals up to the IP layer, and
the DVB-H link-layer features. In Sect. 8.3, the link-layer aspects related to the OSI
layers are discussed. Section 8.4 presents the building blocks of an efficient and
robust DVB-H link layer. Section 8.5 elaborates on the possible IP de-encapsulation
methods required for an efficient link layer. Section 8.6 addresses the verification
and validation of an efficient and robust DVB-H link layer. Finally, conclusions are
presented in Sect. 8.7.

8.2 Features of the DVB-H Link Layer

This section is divided in to two parts. First, we depict the position of the link layer
in a DVB-H terminal and briefly elaborate on the involved information signals and
their definitions. Second, we introduce the DVB-H link-layer features, time-slicing
aspects, and the MPE-FEC. Finally, the datagram and RS-parity data encapsulation
are discussed in detail.

8.2.1 DVB-H Link Layer and Its Information Signals

Figure 8.2 indicates the position of the link layer in a basic DVB-H terminal. At
the left-hand side of Fig. 8.2, the antenna signal enters the (silicon) tuner. The
channel decoder and demodulator operate at the tuner output signals I and Q. The
resulting MPEG-2 Transport Stream (TS) is processed by the link layer. The main
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Fig. 8.2 Basic DVB-H terminal setup

responsibilities of the link layer are filtering of IP datagrams from a selected Ele-
mentary Stream, filtering of sections from SI and PSI, maintaining the synchroniza-
tion with the time-sliced service, and front-end control of the receiver.1 Because the
IP datagram information, RS-parity data, and SI/PSI information are all transmitted
using sections, a DVB-H link layer only needs to be able to handle section-based
information, as this is the only MPEG-2 container format used.

An IP-based DVB-H service is associated to a so-called IP platform. In DVB-H,
the SI/PSI information lists the available IP platforms and information to trace them.
The SI/PSI information is processed by the middleware, resulting in a database that
links an IP address to a particular Elementary Stream and the Transport Stream(s)
that carry this Elementary Stream. A service IP address is obtained via the Electronic
Service Guide (ESG), which is broadcasted using IP. An IP platform may contain
more than one ESG. A special IP/port-number combination is used in every IP plat-
form to transport a service that announces all ESGs to be found in that IP platform.
This is the bootstrap ESG Service. The ESG consists of two essential types of infor-
mation: user attraction and acquisition information. The majority of the ESG infor-
mation is expressed as eXtended Markup Language (XML) fragments, but a part
of the acquisition information are Session Description Protocol (SDP) files that the
terminal needs to locate service streams and configure service consumption appli-
cations appropriately [13].

The link layer requires configuration, to extract an IP-based service from the
received TS. Basically, this means setting the Packet IDentifier (PID) filter, setting
up the MPE-FEC decoder (if used), indicating the maximum burst duration and
initializing the possible IP filters to source and/or destination addresses. The con-
figuration is done by the middleware.2 For this, the middleware is invoked by the
application requesting for a service with a particular IP address. This IP address
is obtained by the application from the ESG. The middleware can be embedded
in the DVB-H baseband but may also run on a host processor. Depending on the

1 Front-end control by the link layer avoids time-slicing knowledge on the host, thereby simplifying
the overall system design.
2 We use the name middleware but for DVB-H this function is also known as Transport Stream
Controller (TSC).
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middleware system partitioning, the output of the DVB-H link layer contains either
SI/PSI sections and IP datagrams as depicted in Fig. 8.2, or IP datagrams and the
output of the middleware, e.g., a list of services for a particular IP platform.

8.2.1.1 Relation Between PSI/SI and a DVB Network

Figure 8.3 indicates the relation between DVB networks, Transport Streams, DVB
services, and components after [14]. A DVB network is uniquely identified by a net-
work id. A DVB network consists of one or more Transport Streams, each carrying
a multiplex and being transmitted by one or more DVB Radio Frequency (RF) sig-
nals. Information about a DVB network is available within the Network Information
Table (NIT) sub table (identified by network id). The NIT lists all multiplexes and
DVB RF-signals available within the DVB network. The NIT is carried within each
DVB network. A single multiplex is a set of DVB services multiplexed together
and transported by a TS. A multiplex and the corresponding TS are identified by
transport stream id and original network id. The Transport stream id parameter is
unique within the original network id. The Original network id parameter is the
network id of the DVB network generating the multiplex. Information about a par-
ticular multiplex is available within the Program Association Table (PAT) carried
within the multiplex [25]. Each multiplex contains exactly one PAT, listing all DVB
services available within the multiplex. A DVB service is a sequence of programme

Fig. 8.3 Relation between DVB networks, Transport Streams, DVB services, and components
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events, each of which groups together a set of components. Components can either
have a seperate Elementary Stream, or share an Elementary Stream.3 An Elemen-
tary Stream is a collection of Transport Stream packets sharing a common PID [25].
A DVB service is globally and uniquely identified by the triplet of service id, trans-
port stream id, and original network id. The service id is unique at least within a
multiplex. All the components of a DVB service are carried within a single multi-
plex. Information about a DVB service is available within the Program Map Table
(PMT) sub table (identified by service id) [25], carried within the same multiplex.
A component is identified by the component tag, which is unique within a DVB
service. The component is carried within an Elementary Stream, identified by the
PID. The PID is unique within a TS. Mapping between a component tag and the
PID is signalled in the PMT. It is possible to have one Elementary Stream carrying
a component of more than one DVB service.

8.2.1.2 Relation Between IP Platform, IP flow, and IP Stream

An IP platform is a set of IP flows managed by a service provider. The IP platform
represents a harmonized IP-address space, that has no address collisions, and rep-
resents a set of IP/MAC streams and/or receiver devices. An IP platform may be
available on multiple TSs, within one or multiple DVB networks. In such a case,
each of the TSs may carry any subset of the IP flows of the IP platform. An IP
platform is identified by the platform id, which is carried by the IP/MAC Notifica-
tion Table (INT) [18]. This table provides a flexible mechanism for carrying infor-
mation about availability and location of IP/MAC streams within DVB networks.
Platform id values are divided into two ranges. One range consists of platform id
values that are globally unique. If such a platform id value is signalled in two dif-
ferent DVB networks, it refers to the same IP platform. The second range consists
of platform id values, which are unique only within the scope of a DVB network.
Data from an IP platform identified by such platform id is not available in any other
DVB network. Such an IP platform is globally and uniquely identified by the com-
bination of both platform id and network id only. Each IP platform contains one or
more IP flows, each mapped into one or more IP streams. An IP flow is identified
within an IP platform by its source and destination addresses, and the involved port
number. IP flows are IP platform specific, and two different IP flows on two differ-
ent IP platforms may use the same source/destination addresses. Each IP flow may
be mapped into one or more IP streams. An IP stream is a data stream delivering
exactly one instance of an MPE-encoded IP flow. Figure 8.4 depicts the mapping
of a single IP datagram on a single MPE section, which is mapped on one or more
Transport Stream packets. An IP stream is identified by transport stream id, origi-
nal network id, service id, component tag, and IP source/destination addresses (all
together), which are further described hereafter.

3 Note that in DVB-H, the definition of an Elementary Stream differs from the definition as used
in MPEG-2, where an Elementary Stream refers to the basic information stream prior to TS pack-
etization.
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• Transport stream id and original network id together identify a single Transport
Stream.

• Service id and component tag together identify a single Elementary Stream
within a Transport Stream. The Elementary Stream consists of TS packets with
the same PID.

• IP source/destination addresses identify a single IP stream within an Elemen-
tary Stream. This is required to differentiate between multiple IP streams carried
within the Elementary Stream.

Figures 8.4 and 8.5 indicate the hierarchical relation and structure of IP platforms,
IP flows and IP streams after [14]. Figure 8.4 depicts that a stream of MPE sections
sharing the same MAC address, also indicated as MPE-section stream, is delivered
within an Elementary Stream. At the top, it is shown that an IP flow consists of
a number of IP datagrams. A single IP datagram is encapsulated in a single MPE
section, resulting in an MPE-encoded IP flow, which is transported in an Elemen-
tary Stream. Figure 8.5 visualizes the hierarchical structure of an IP platform, IP
flows, and IP streams. An IP platform consists of one or more IP flows, which can

Fig. 8.4 Relation between IP stream, MPE-section stream, and Elementary Stream

Fig. 8.5 Relation between IP platform, IP flow, and IP stream
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be transmitted in one or more IP streams. As a result, the same data is available
on one or more Transport Streams in one or more multiplexes and thus on differ-
ent broadcast frequencies. Two different Elementary Streams, carrying IP streams
which contain the same IP flow, may be located in different multiplexes and thus dif-
ferent broadcast frequencies. In such a case, an IPDC DVB-H receiver may accom-
plish a handover [38, 46] between these multiplexes, while receiving the IP flow.
To optimize the bandwidth usage, the INT does not always announce the source
address of an IP flow. In this case, IP stream differentiation is based on the desti-
nation address only. An IP stream is a single data stream delivering an IP flow. An
IP stream is identified by associated parameters indicating its location, network id,
original network id, transport stream id, service id, and component tag. An IP
flow represents the data content of a stream, while an IP stream represents an instan-
tiation of such an IP flow. An IP flow belongs to exactly one IP platform. An IP
stream may be announced by multiple INT sub tables, eventually making it part of
multiple IP platforms. This enables the transmission of a single service over multiple
areas via multiple frequencies.

8.2.2 Time-Slicing

Although the DVB-T broadcast standard allows mobile reception, it is not optimized
to support reception with mobile battery-powered terminals. Therefore, the DVB-H
broadcast standard is equipped with a feature called time-slicing, in which services4

are broadcasted in periodic bursts, see Fig. 8.6 after [18]. This feature is added to
the DVB-H link layer to allow service distribution via an existing DVB-T network.
Time-slicing enables the receiver front-end to be active for only a fraction of the
time, receiving bursts of a requested service [35]. Major power consumers in, e.g.,
a Personal Digital Assistant (PDA) based terminal are the Liquid Crystal Display

Fig. 8.6 A DVB-H service burst

4 Note that the transmission of the Transport Stream is not interrupted.
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(LCD) backlight and the front-end. In the early phase of DVB-H standardization,
the continuous power consumption of such a front-end was estimated at 1 W [34].
As of today, the power consumption has been pushed back to around 150 mW for the
silicon tuner and 200 mW for the baseband for continuous reception.5 With current
technology, the consumed DVB-H receiver power in off-time can be brought down
to 3 mW. Depending on the values for the burst duration and burst period, power
savings up to 95% can be achieved [42]. Although services in DVB-H are broad-
casted in time-sliced mode, the SI/PSI information are non-time-sliced broadcasted.
A time-sliced service can be sequential or parallel of nature and broadcasted in com-
bination with a continuous broadcasted DVB service, see Fig. 8.7b. For example, in
Fig. 8.7a, DVB-H Service 2 and DVB-H Service 3 represent parallel service bursts,
whereas DVB-H Service 1 and DVB-H Service 2 form consecutive service bursts.
Besides parallel services at Elementary Stream level, as indicated in Fig. 8.7a, par-
allel services can also share an Elementary Stream and differ in multicast address.
Although the parallel services as indicated in Fig. 8.7a share the same burst start
and end-time, the standard does not impose any restrictions on this behavior. Paral-
lel services are beneficial for several reasons:

• Fast zapping time
• Simultaneous reception of the main services in combination with low-speed ser-

vices (ESG, Alarms, ...)
• Local insertion of services
• Better optimization of bandwidth, e.g.

– Maintain burst length (for impulsive noise / Doppler performance)
– One service does not utilize the full bandwidth. Inserting two services in par-

allel results in a better bandwidth utilization

Fig. 8.7 DVB-H service broadcast methods. (a) Multiplex snapshot containing only DVB-H ser-
vices, whereby service 2 and service 3 are broadcasted in parallel. (b) Multiplex snapshot contain-
ing a mixture of DVB-T and DVB-H services

5 Note that the LCD backlight was and still is a major power consumer, but with state-of-the-art
signal processing, the LCD backlight can be dynamically controlled, thereby reducing the backlight
power consumption roughly with a factor 30%.
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If parallel services are sharing an Elementary Stream, this may lead to the following
complications. For example, one service may require all bandwidth in the Internet
Protocol Encapsulator (IPE) leaving no bandwidth for the remaining services. Fur-
thermore, it is difficult to re-encapsulate services in an existing Elementary Stream
due to, e.g., sharing the MPE-FEC setting.

Similarly, if parallel services do not share the same Elementary Stream, some
beneficial properties occur. First, one service will not influence the available band-
width of other services. Second, IP data can be encapsulated locally due to the
separate MPE-FEC setting. Third, some service types such as, e.g., ESG and
alarm services can occur with higher periodicity, due to the disentanglement of
the main service to which they were attached. Combining a continuous broadcasted
DVB service and time-sliced services, see Fig. 8.7b, decreases the power saving due
to a lower available data rate for time-sliced services [36]. When a DVB-H multiplex
is combined with a regular statistical multiplexed information signal, the DVB-H
burst character is not jeopardized [7]. A time-sliced broadcast technique allows the
terminal to switch off the front-end for the off-time period, in which no service data
is transmitted. Besides power reduction, time-slicing has also the advantage that the
front-end can be reused during the off-times for peeking into neighboring cells to
perform service discovery and enabling seamless horizontal handover for a specific
service [37].6

Time-slicing information is carried by the real time parameters, which are avail-
able in each of MPE and MPE-FEC sections. The off-period starts after the end of a
service burst. When due to a transmission error, the frame boundary (see Sect. 8.2.5)
is missed, the max burst duration of the time slice fec identifier descriptor (see
Sect. 8.3.2) allows determination of the service burst end. This enables the activa-
tion of the power-down mode, provided that at least one MPE or MPE-FEC section
has been correctly received. If the time-slicing information for a service burst is
missed, the terminal’s front-end must be active to detect the Elementary Stream
containing the next service burst.

8.2.3 MPE-FEC Feature

To enhance the DVB-H receiver robustness under various reception conditions, an
error-protection scheme is added to the DVB-H link layer. This scheme is called
MPE-FEC, employing powerful channel coding on top of the DVB-T channel
coding, offering extensive time interleaving and allowing service distribution via
an existing DVB-T network. The FEC is based on the Reed-Solomon (RS) code
[255,191,65] RS. The parity data is stored together with the OSI Layer-3 IP data-
grams in a so-called MPE-FEC frame. DVB-H supports four different MPE-FEC
frame sizes. The MPE-FEC frames can be constructed using either 256, 512, 768 or
1,024 rows. Figure 8.8 indicates an MPE-FEC frame of k rows, which consists of

6 Note that there exists also vertical handover, which means service handover between two different
standards, e.g., DVB-H and UMTS and is outside the scope of this chapter.
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Fig. 8.8 MPE-FEC frame of k rows, one padding column, and 64 parity columns

an application data table and an RS-data table. Although the MPE-FEC frame has a
two-dimensional structure, it can be considered of being two one-dimensional arrays
that contain the corresponding data. Due to this one-dimensional structure, data of
a single IP datagram can be split over two or more application data table columns.7

Such a situation is depicted in Fig. 8.8, where the length of IP datagram 1 exceeds
the number of MPE-FEC frame rows. The number of rows that construct an MPE-
FEC frame is signalled in the time slice fec identifier descriptor, see Sect. 8.3.2.
For the situation that the transmitted number of IP datagram bytes is less than the
number of bytes corresponding to the product of application data table columns
and MPE-FEC rows, zero-valued padding bytes fill up the remaining positions of
the application data table. The number of fully padded columns is signalled in the
MPE-FEC section header, see Sect. 8.2.4 and may vary per MPE-FEC burst. The
[255,191,65] RS mother code allows to correct up to e erasures, if the erroneous
positions are known, or t unknown errors according to the inequality

2t + e < 65. (8.1)

Padding columns and subsequently not transmitting these padded columns can also
be used to transmit less IP data making the code stronger, a process also known as
shortening. Alternatively, transmission of less parity columns can also be applied
making the code weaker than the mother code, a process also known as punctur-
ing. Although MPE-FEC is part of the DVB-H standard, it is not obligatory. As
the transmission of the application data table always precedes the transmission of
the RS-data table, an MPE-FEC ignorant DVB-H receiver can skip the reception of
RS data, reducing the power consumption by maximal 25%. For MPE-FEC capable

7 Note that the row-wise calculated parity data is column-wise transmitted, using MPE-FEC
sections.
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DVB-H receivers, skipping the RS data of a service burst is beneficial when all IP
datagrams of a particular service burst are received correctly. In general, the usage of
MPE-FEC with code rate 3

4 provides a spectacular improvement of the DVB-H cov-
erage. A laboratory test showed a small variation of the CNR gain (i.e. about 3 dB)
when the MPE-FEC coding rate varies from 7

8 to a robust 1
2 value. But for MPE-

FEC code rate 7
8 , field trials were worse than in a laboratory environment, suggest-

ing that the CNR gain is proportional to the MPE-FEC overhead/coding rate [7]. In
the DVB-H standard, a quality measurement indicator MPE-FEC Frame Error Rate
(MFER) is introduced, which is defined as the ratio between the number of defect
received MPE-FEC frames divided by the total received MPE-FEC frames. Often,
this indicator is used to determine the reception conditions that result in an MFER
of 5%. Using an MFER of 5%, a Doppler performance of 120 Hz is achieved, corre-
sponding to a speed of 160 km/h (100 mph) in the upper part of band V (800 MHz)
or 640 km/h (400 mph) in the lower part of band III (200 MHz) [7].

8.2.4 DVB-H Data Encapsulation

DVB-H a is datagram-based broadcast standard. Unlike the traditional DVB broad-
cast members, which use the MPEG-2 system standard [25] for encapsulation of
audiovisual access units into PES units, which are depicted at TS packets, DVB-H
uses MPE for encapsulation of an OSI Layer-3 (Network) datagram (e.g., IP data-
gram) [18]. If MPE-FEC is used, RS data is encapsulated in MPE-FEC sections [18].
The mapping of the section into MPEG-2 Transport Stream packets is defined in the
MPEG-2 Systems standard [25].

8.2.4.1 MPE Section

DVB-H is a broadcast transmission system for datagrams, which may be based on IP
or other network layer datagrams [18,24]. DVB has specified four methods for data
broadcasting: data piping, data streaming, Multi-Protocol Encapsulation (MPE), and
data carousel, which can all be used for delivering IP data. Data piping and data
streaming are used so rarely that they are ignored in this context. Data carousels
support delivery of files and other data objects, but are not suited for streaming
services. Furthermore, implementing time-slicing on data carousels may be difficult.
MPE is well suited for the delivery of streaming services as well as files and other
data objects and it supports delivery of other protocols, while implementation of
time-slicing on MPE leads to a low-cost solution. MPE sections are compliant to
the DSMCC section format for private data [26]. MPE sections provide means to
handle either IP datagrams or LLC/SNAP datagrams [22, 23].

Table 8.1 presents the syntax of an MPE section. The table id of an MPE
section corresponds to the value “0x3E” [26] after [18]. The value for the sec-
tion syntax indicator field is the complement of the private indicator field. If the
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Table 8.1 MPE section syntax

section syntax indicator field is “1” (private indicator is “0”) the section uses a
Cyclic Redundancy Checksum (CRC) to detect a transmission error. If the sec-
tion syntax indicator field is “0” (private indicator “1”) the section uses a check-
sum to detect a transmission error. The section length field indicates the number of
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bytes following this field including the CRC.8 The maximum MPE section length
is 4,096 bytes. With an MPE section overhead of 16 bytes, consisting of 12 bytes
MPE-section header plus 4 bytes CRC, the maximum IP-datagram size becomes
4,080 bytes. Within the MPE-section header, a 6-byte field is allocated for the
Medium Access Control (MAC) address. The length of the used MAC address is
signalled in the data broadcast descriptor, see Sect. 8.3.2, which is inserted in the
Service Description Table (SDT) or Event Information Table (EIT) [16]. The min-
imum MAC address length is 1 byte, leaving up to 5 bytes for other use. Four of
these five MAC bytes, MAC address 1, . . . , MAC address 4, are used to deliver
the real time parameters, see Sect. 8.2.5, resulting in a 2-byte MAC field. In case
of multicast IP streams, the MAC address is actually redundant data, as the MAC
address is a function of the multicast group IP address. For all IP streams, the IP-
datagram header following immediately the MPE-section header includes source
and destination IP addresses, which uniquely identify the IP stream. A receiver
can either ignore the MAC address entirely, filtering IP addresses only, or use
the remaining MAC address bytes to differentiate IP streams within the Elemen-
tary Stream. Depending on the value of the MAC IP mapping flag field, which
is carried by the data broadcast descriptor, IP-to-MAC mapping is applied. As a
result, the low-order IP bytes are mapped to MAC address 5 and MAC address 6,
as described for IPv4 [3] and for IPv6 [2]. The reserved fields are set to “1.” The pay-
load scrambling control field defines the scrambling mode of the section payload.
This includes the payload starting after the MAC address 1 but excludes the check-
sum or CRC 32 field. The applied scrambling method for the payload is user pri-
vate. The address scrambling control field defines the scrambling mode of the MAC
address. This field enables a dynamic change of the MAC addresses, the applied
scrambling method for the MAC address is user private. If the LLC SNAP flag
field is set to “1,” the payload carries an LLC/SNAP-encapsulated datagram, fol-
lowing the MAC address 1 field. The LLC SNAP flag indicates the type of data-
gram conveyed. If this flag is set to “0,” the section shall contain an IP datagram
without LLC/SNAP information. If this flag is set to “1,” the section shall con-
tain an IP datagram preceded by LLC/SNAP fields. The current next indicator field
is set to “1.” The section number field is set to “0,” due to the fact that one sec-
tion carries only a single IP datagram. The last section number shall be set to
“0,” again because there is only one section carrying a single IP datagram. The
MAC address 1, ..., MAC address 4 fields have obtained a new purpose in DVB-H
and carry the real time parameters, see Sect. 8.2.5. The CRC 32 field contains the
calculated CRC according to [25].

8.2.4.2 MPE-FEC Section

The RS data of each MPE-FEC frame shall be delivered in MPE-FEC sections [18],
using the syntax as depicted in Table 8.2 after [18]. The MPE-FEC sections are

8 Note that the section length is always three bytes longer than indicated by the section length
field, due to the preceding generic part.
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Table 8.2 MPE-FEC section syntax

compliant to the DSMCC section type, which are user private [26]. Each MPE-
FEC section shall carry exactly one column of the corresponding RS-data table.
The number of MPE-FEC sections used to carry RS data of an MPE-FEC frame
shall not exceed the number of columns of the RS-data table. However, for the sit-
uation that puncturing is applied, the number of MPE-FEC sections indicated by
last section number delivered may be less, indicating that not all RS data is trans-
mitted. In the latter case, the RS decoder shall consider bytes within undelivered
columns as unreliable. The number of delivered MPE-FEC sections is notified via
the last section number field. The position of the delivered RS data in the RS-data
table is indicated by the section number field and the real time parameters field
address. Section 0 carries the first (leftmost) column of the RS-data table, MPE-FEC
section 1 carries the second column, and so on. The columns not delivered, e.g., due
to puncturing, shall be the rightmost columns of an RS-data table. The table id field
equals the value “0x78.” An MPE-FEC section only supports a CRC to be used for
error detection, resulting in the section syntax indicator to be set to “1,” forcing the
private indicator field to be “0” [26]. The two-bit reserved fields of the MPE-FEC
section are set to “11.” The section length field indicates the number of remaining
bytes in the section immediately following this field up to the end of the section,
including the CRC 32. The number of rs data bytes carried in the MPE-FEC sec-
tion shall be equal to the number of rows in the corresponding MPE-FEC frame,
as indicated by the frame size field of the time slice fec identifier descriptor, see
Sect. 8.3.2. The amount of fully padded-padding columns in the application data
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table is denoted by the padding columns field.9 The padding columns field value
shall have a maximum value of 190 and may vary between successive frames.10

When not used, the 8-bit reserved for future use field is set to “0xFF.” Similarly,
when not used, the 5-bit reserved for future use field is set to “0x1F.” The cur-
rent next indicator field is set to “1.” The section number field indicates the num-
ber of the section and corresponds to the RS-parity column in the RS-data table. The
section number field of the first section carrying RS data of an MPE-FEC frame is
therefore set to “0x00.” The section number field shall be incremented with unity
with each additional section carrying RS data of the concerned MPE-FEC frame.
The last section number field indicates the number of the last section that is used to
carry the RS data of the current MPE-FEC frame. The rs data byte field contains the
RS-data bytes delivered. The CRC 32 field contains the calculated CRC according
to [25].

8.2.5 DVB-H Real Time Parameters

Table 8.3 indicates the real time parameters syntax, which are present in each
MPE and MPE-FEC section after [18]. As mentioned in Sect. 8.2.4, the MPE-
section syntax fields MAC address 1, . . . , MAC address 4 are replaced by the
real time parameters. The interpretation of the real time parameters values
depends on the broadcast mode, whether time-slicing and/or MPE-FEC are active
or nonactive.

8.2.5.1 Real-Time Parameters: delta t

In time-sliced transmission mode and regardless of the presence of MPE-FEC, the
delta t field indicates the time to the next time-slice burst within the Elementary

Table 8.3 DVB-H real time parameters syntax

9 Note that potential padding bytes after the last IP datagram for filling up a column, are not
signalled.
10 An MPE section should not be empty. As a result, the application data table shall contain at least
one datagram per service burst, resulting in a maximum of 190 padding columns.
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Fig. 8.9 Delta t behavior in an MPE-encoded IP flow. The Section Header (SH) contains the
delta t value. The section payload is either an IP datagram (IP) or RS data (RS)

Stream. The time information is in all MPE sections and MPE-FEC sections11

within a burst and the value may differ section by section, as indicated in Fig. 8.9.
The resolution of the delta t value is 10 ms. Value “0x00” is reserved to indi-
cate that no further bursts will be transmitted within the Elementary Stream, i.e.
indicating the end of a service. In such a case, all MPE sections and MPE-FEC
sections within the burst shall have the same value in this field. The time indi-
cated by delta t shall exceed the end of the maximum burst duration, indicated by
the time slice fec identifier descriptor field max burst duration, of the actual burst.
This ensures that a decoder can always reliably distinguish two sequential bursts
within an Elementary Stream. The basic objective of the delta t method is to signal
the time from the start of the currently received MPE (or MPE-FEC) section to the
start of the next burst. To keep the delta t insensitive to any constant delays within
the transmission path, delta t timing information is relative. The purpose of deliver-
ing delta t in MPE and MPE-FEC section is to remove the need for synchronizing
clocks between transmitter and receiver, as is the case for the DVB-T/C/S broadcast
standards, which use the Program Clock Reference (PCR) [25]. The receiver has
to provide sufficient accuracy for the duration of only one period, as the clock is
restarted by each burst. As delta t indicates the relative time rather than absolute
one, the method is virtually unaffected by any constant delays within the trans-
mission path. However, jitter on such delays does affect the accuracy of delta t.

11 Note that MPE-FEC may not be present because it is a nonobligatory feature.
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This jitter is later referred to as delta t jitter. If delta t indicates the earliest possible
time when the next burst may start, any delta t jitter can be handled by decreas-
ing the delta t and thereby sacrificing the accuracy of the delta t, thereby influenc-
ing the achieved power saving. Remultiplexing experiments indicate that the delta t
jitter remains in the vicinity of the allowed 10 ms [7].

For the situation that time-slicing is not used and MPE-FEC is applied, the delta t
field behaves like a cyclic MPE-FEC frame index within the Elementary Stream.
The counter is incremented with unity for each subsequent MPE-FEC frame. If the
maximum value “0xFFF” is reached, the counter value wraps back to zero. When
large portions of data are lost, this parameter enables the identification to which
MPE-FEC frame the actual received section belongs.

8.2.5.2 Real-Time Parameters: table boundary

The table boundary field is set to “1,” when the current section is the last section
of a table within the current MPE-FEC frame. If the section is an MPE section, this
flag indicates the last section of application data table. For each MPE-FEC frame,
exactly one MPE section with this flag set shall be transmitted. For each MPE-FEC
frame for which any RS data is transmitted, exactly one MPE-FEC section with this
flag set shall be transmitted. When MPE-FEC is not used on the Elementary Stream,
this flag is reserved for future use, and set to “1.”

8.2.5.3 Real-Time Parameters: frame boundary

For the broadcast situation that time-slicing and MPE-FEC are active, the
frame boundary field when set to “1” denotes that the current section, which is
either an MPE or MPE-FEC section, is the last section within the current burst.
When the frame boundary field is set in an MPE section, the burst does not contain
MPE-FEC data.

8.2.5.4 Real-Time Parameters: address

For the situation that the time slice fec id in the time slice fec identifier descriptor
associated with the Elementary Stream is set to “0” and MPE-FEC is applied,
the address field specifies the byte position in the corresponding MPE-FEC frame
table that matches the first byte of the payload carried within the section. The first
MPE section of a service burst has an address value corresponding to the value
“0x00000.” Consecutive sections carry address values in ascending order and can
be calculated as follows. Let k be the MPE section index per burst, then the address
value of section k + 1 is calculated by adding the length of the IP datagram carried
by section k with the address value of section k. The first MPE-FEC section after the
MPE sections of a service burst starts again with the address field, reset to the value
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“0x00000.” Because an MPE-FEC section carries RS-parity data with a length that
corresponds to the number of rows of a particular MPE-FEC frame, the address cal-
culation for MPE-FEC section k +1 is reduced to adding the number of rows to the
address value of MPE-FEC section k. If MPE-FEC is not used on the Elementary
Stream, the address value is set to the fixed value “0x3FFFF.”

8.3 OSI Layer Aspects Influencing the DVB-H Link Layer

This section presents the DVB-H broadcast stack and some aspects of the network
and transport layer that influences a robust link-layer implementation. Furthermore,
to properly de-encapsulate a received Elementary Stream, the link layer needs to be
configured by the middleware, based on descriptors that are broadcasted via the SI.
The second part of this section elaborates on the descriptors containing the configu-
ration settings of the link layer.

8.3.1 DVB-H Broadcast Protocol Stack

DVB-H is an IP-datagram-based broadcast standard, which is visualized in
Fig. 8.10, depicting the first four OSI layers of the DVB-H broadcast protocol
stack [13]. From Fig. 8.10 it is clearly visible that the DVB-H link layer output has
an IP and an SI/PSI section interface. The IP datagrams are offered to the IP stack
on a host processor for further processing, whereas the DVB signalling information
in the form of SI/PSI sections are requested by the middleware stack. This stack can
be installed on either a host processor or embedded within the receiver baseband
subsystem. Let us now highlight two aspects of the DVB-H broadcast stack that are
relevant for a robust link-layer implementation. One of the aspects that characterize
a robust link layer is the requirement that all correct IP datagrams, either correctly
received or corrected by the link layer FEC, will be forwarded to the IP stack. A
critical aspect of this requirement is the readout of IP datagrams from the MPE-FEC
frame. The IP datagrams in DVB-H can have variable sizes up to 4,080 bytes, the
maximum size that fits in an MPE section. It was mentioned in Sect. 8.2.3 that

Fig. 8.10 DVB-H broadcast
protocol stack
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IP datagrams are stored in the application data table in a linear fashion. Due to a
possible variance in IP-datagram length, it is necessary to determine the length field
for each individual IP datagram in the MPE-FEC frame, which is located in the
IP-datagram header. For the MPE-FEC frames that are correctly received or could
be fully corrected by the link-layer FEC, IP datagram readout is possible due to the
availability of a reliable IP-datagram length field. For the MPE-FEC frames that,
even after applying the link layer FEC, still contain errors, the situation is more dif-
ficult and may result in the loss of all correct IP datagrams in that MPE-FEC frame.
Hence, it is essential to have knowledge on the correctness of the IP-datagram
length field. The protocol used by the network layer is based on either IPv4 or
IPv6 [4, 39].12 One of the points in which the IP network-layer protocols IPv4 and
IPv6 differ from each other is the absence of an IP-header checksum in IPv6. The
absence of an IP-header checksum results in an unreliable IP-datagram parsing in
defect MPE-FEC frames, due to the fact that the length field may be corrupted. As
a result, all correctly received IP datagrams may be lost, all depending on the loca-
tion of the defect IP datagrams in the application data table. Figure 8.11 indicates
the resulting loss of IP datagrams in the application data table, situated in column
interval l, caused by a too large number of defect IP datagrams in column interval
i, exceeding the FEC decoding capabilities. To overcome this protection shortage at
the network layer (OSI Layer 3), the checksum of the transport layer (OSI Layer 4)
can be used. The User Datagram Protocol (UDP) [40] uses a checksum that is
calculated using a pseudo-header, information from the IP header, containing the
IP-header source address, destination address, protocol field, and the UDP packet
length. Because the IP version used for a service is fixed, the IP-datagram length

Fig. 8.11 Incorrect MPE-FEC frame, resulting in loss of IP datagrams for column interval l, for
the situation that interval i contains more defect columns than the available parity columns j

12 Note that it is prohibited to mix IPv4 and IPv6 in a single service.
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can be calculated using the UDP length field.13 The calculation of a UDP checksum
requires the availability of all UDP data, which under certain conditions may be
difficult, e.g., for the situation of a fragmented IP datagram, for example, such a
situation occurs when a fragmented IP datagram is split over two time-sliced bursts.
In a robust link-layer implementation, the applicability of the OSI Layer 3-4 check-
sum has to be considered to avoid unnecessary loss of IP datagrams. This aspect
will be further discussed in Sect. 8.4.

8.3.2 DVB-H Service Information

Service discovery is performed by the receiver middleware, via interpreta-
tion of the received SI and PSI information. In order to receive a requested
DVB-H service, the link layer must be configured. This section describes the
time slice fec identifier descriptor and data broadcast descriptor, which contain
essential information for configuring the DVB-H link layer.

8.3.2.1 Time slice fec identifier descriptor

A time slice fec identifier descriptor identifies whether time-slicing and/or MPE-
FEC are used on an Elementary Stream, which is available for each time-sliced
Elementary Stream describing the DVB-H specific link-layer settings. This descrip-
tor can be transmitted by either the Network Information Table (NIT), the IP/MAC
Notification Table (INT), or Conditional Access Table (CAT) [18]. An Elemen-
tary Stream can share a time slice fec iden-tifier descriptor with other Elementary
Streams and a time slice fec identifier descriptor can override previous settings
all depending on which descriptor loop and which table the descriptor appears.
Table 8.4 depicts the time slice fec identifier descriptor syntax after [18]. The
descriptor tag field is set to “0x77.” The descriptor length field specifies the num-
ber of bytes of the descriptor immediately following this field. The time slicing
field when set to “1” signals whether the referenced Elementary Stream is time-
sliced. The value “0” indicates that time-slicing is not used. The mpe fec field is
a 2-bit field, which is further explained in Table 8.5. The frame size field is a 3-
bit field and provides information that a decoder may use to adapt its buffering
usage. The exact interpretation depends on whether time-slicing and/or MPE-FEC
are used. In case time-slicing is used (i.e. time-slicing is set to “1”), this 3-bit
field indicates the maximum number of bits in section payloads within a time-
slice burst for the Elementary Stream. For MPE sections, payload bits are counted
over ip datagram data bytes or LLC SNAP field (whichever is supported), exclud-
ing any possible stuffing bytes. For MPE-FEC sections, payload bits are counted
over rs data bytes. When MPE-FEC is used (i.e. mpe fec is set to “0x1”), this field

13 The IP version used can be determined from the IP header of a correctly received IP datagram.
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Table 8.4 Syntax time slice FEC identifier descriptor

Table 8.5 MPE-FEC algorithm

Value MPE-FEC Algorithm

00 MPE-FEC not used n/a
01 MPE-FEC used [255,191,65] RS
01 to 11 Reserved for future use Reserved for future use

Table 8.6 Size coding

Size Max burst size MPE-FEC frame rows

0x00 512 kbits 256
0x01 1024 kbits 512
0x02 1536 kbits 768
0x03 2048 kbits 1,024
0x04 to 0x07 Reserved for future use Reserved for future use

indicates the exact number of rows in each MPE-FEC frame for the Elementary
Stream. If both time-slicing and MPE-FEC are used for an Elementary Stream,
both constraints (i.e. the maximum burst size and the number of rows) apply. If
time slice fec id is set to “0,” the coding of the frame size is according to Table 8.6.
If time slice fec id is set to any other value, coding of the frame size is currently not
defined. The max burst duration field is used to indicate the maximum burst dura-
tion in the Elementary Stream. A burst shall not start before T 1 and shall end not
later than at T 2, where T 1 is the time indicated by delta t in the previous burst, and
T 2 is T 1+MBD, where MBD is the actually computed maximum burst duration in
time (Fig. 8.12). If the time slice fec id is set to “0,” the computed value for MBD
shall be between 20 ms and 5.12 s. The MBD parameter is computed according to



8 DVB-H Link Layer 245

Fig. 8.12 Relation between service burst, delta t and maximum burst duration

Table 8.7 Coding for max average rate

Bit rate Description

0000 16 kbps
0001 32 kbps
0010 64 kbps
0011 128 kbps
0100 256 kbps
0101 512 kbps
0110 1,024 kbps
0111 2,048 kbps
1000 to 1111 Reserved for future use

the following formula: MBD = (max burst duration+1)×20ms, with a resolution
of 20 ms. If the time slice fec id is set to any other value than “0,” the coding of
the max burst duration is currently not defined. When time slicing is set to “0” (i.e.
time-slicing not used), this field is reserved for future use and shall be set to “0xFF”
when not used. The max average rate field is used to define the maximum average
bit rate in the MPE-section payload measured within one time-slicing cycle or one
MPE-FEC cycle, and it is derived by finding the maximum of

Cb =
Bs

Tc
, (8.2)

where Cb denotes the actual calculated bit rate, Bs is the size of the current time-
slicing burst or MPE-FEC frame in MPE-section payload bits and Tc is the time
between the transport packet carrying the first byte of the first MPE section for
the current burst (frame) and the transport packet carrying the first byte of the first
MPE section for the next burst (frame) within the same Elementary Stream. Note
that when MPE-FEC is used, the RS data is not included in Bs. If time slice fec id
is set to “0,” the coding of the max average rate is according to Table 8.7. If
time slice fec id is set to any other value, coding of the max average rate is cur-
rently not defined. The time slice fec id field identifies the usage of the follow-
ing id selector byte(s). Currently those bytes are not used, and this field shall
be set to value “0x0,” and id selector byte(s) shall not be present. Note that this
field affects the coding of frame size, max burst duration, and max average rate



246 O. Eerenberg et al.

fields on the actual descriptor, and the address field of real-time parameters on
the referred Elementary Stream. The definition of the id selector byte(s) of the
time slice fec identifier descriptor will depend on the time slice fec id.

Which time slice fec identifier descriptor applies to an Elementary Steam
depends on the position within the SI information. When located in the first descrip-
tor loop of the NIT, the descriptor applies to all Elementary Streams within all
Transport Streams in the DVB network. If located in the second descriptor loop of
NIT, the descriptor applies to all Elementary Streams within the referred Transport
Stream, overriding any time-slicing or FEC information from the first descriptor
loop. If located in the platform descriptor loop of an INT, the descriptor applies
to all Elementary Streams referenced within the table, overriding any time-slicing
or FEC information from the NIT. If located in the target descriptor loop, the
descriptor applies to all Elementary Streams referenced within the current iteration
of the target descriptor loop following the appearance of the descriptor, overrid-
ing any time-slicing or FEC information from the platform descriptor loop and
in the NIT.14 The descriptor may appear more than once, in which case each new
occurrence overrides previous occurrence(s) [14].

8.3.2.2 Data broadcast descriptor

For each Elementary Stream carrying MPE-encapsulated IP stream(s), SDT actual
contains a data broadcast descriptor [18]. Table 8.8 indicates the data broadcast
descriptor syntax after [16]. The descriptor tag value is set to the value “0x64” [16].

Table 8.8 Syntax data broadcast descriptor

14 Note that the descriptor applies to Elementary Streams with stream type “0x90.”
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The descriptor length indicates the number of descriptor bytes following this field.
The data broadcast id field is set to the value “0x0005,” indicating that the mul-
tiprotocol encapsulation info structure is used. The component tag is employed to
label component streams with a unique tag value. The component tag is unique
within the DVB service and shall have the same value as a component tag field of
a stream identifier descriptor that may be present in the second descriptor loop of
the PMT sub table. The selector length field is set to the value “0x02.” There are
two selector byte fields, due to the value of the selector field. The meaning of the
selector byte values is defined by the multiprotocol encapsulation info syntax, as
depicted in Table 8.9 after [18]. The MAC address range field indicates the number
of MAC address bytes that the service uses to differentiate the receivers according to
Table 8.10. When the MAC IP mapping flag field is set to “1,” the service applies
to the IP-to-MAC mapping as described for IPv4 multicast addresses [3] and for
IPv6 multicast addresses [2]. If this flag is set to “0,” the mapping of IP addresses
to MAC addresses is done outside the standard [18]. The alignment indicator field
indicates the alignment that exists between the bytes of the datagram section and
the Transport Stream bytes according to Table 8.11. The alignment indicator is
set to “1” according to [14]. The reserved field is set to the value “0x07.” The

Table 8.9 Syntax for multiprotocol encapsulation info structure

Table 8.10 Coding of the MAC address range

MAC address range Valid MAC address bytes

0x00 reserved
0x01 6
0x02 6, 5
0x03 6, 5, 4
0x04 6, 5, 4, 3
0x05 6, 5, 4, 3, 2
0x06 6, 5, 4, 3, 2, 1
0x07 Reserved

Table 8.11 Coding of the alignment indicator field

Value Alignment in bits

0 (8)-default
1 32
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max sections per datagram is set to the value “0x01,” indicating that each IP data-
gram is carried within a single MPE section. The component tag field is set to the
value announced within the PMT sub table of the DVB service for the referred
component.

8.4 Efficient and Robust DVB-H Link Layer Implementation

This section will elaborate on the functional blocks together forming an efficient
and robust link layer, using the definitions regarding efficiency and robustness as
defined in Sect. 8.1.

8.4.1 DVB-H Link Layer Functional Blocks

Figure 8.13 depicts a block diagram of an efficient and robust DVB-H link layer,
which is briefly described hereafter. The remaining subsections further elaborate
on the individual functional blocks. The MPEG-2 demultiplexer is the first func-
tional block that operates on the received Transport Stream, applying PID filters
to select the requested Elementary Streams. After PID filtering, the Elementary
Stream is either forwarded to the SI/PSI section filters or IP de-encapsulation fil-
ters. The queue manager forwards the correctly received SI/PSI sections to the host
processor, using messages equipped with, e.g., locator information, indicating the
queue from which the section originates. The reliable or unreliable de-encapsulated
IP datagrams or IP-datagram fragments are temporally stored in the scratch buffer
prior to final transferring them to the proper position in the MPE-FEC frame. During

Fig. 8.13 Functional block diagram of an efficient and robust DVB-H link layer



8 DVB-H Link Layer 249

IP de-encapsulation of the reliable and unreliable IP datagrams, locator information
indicating the start position in the MPE-FEC frame of correctly received IP data-
grams is stored in the Internet Protocol Entry Table (IPET). Furthermore, for each
MPE-FEC symbol, corresponding erasure information is preserved in the erasure
table. After receiving all data of a particular service burst, the [255,191,65] RS
MPE-FEC decoding is applied for the case that not all IP datagrams were cor-
rectly received. For each row, the MPE-FEC decoding result is stored in the Cor-
rected Row Index Table (CRIT). For the situation that all IP datagrams are correctly
received, or are correctly available after applying MPE-FEC decoding, readout of
the individual IP datagram is possible, using the traditional parsing method as dis-
cussed in Sect. 8.3.1. For the situation that not all IP datagrams were correctly
received and the MPE-FEC decoder was not able to correct all MPE-FEC frame
rows, readout of the correct IP datagrams is possible using the IPET and CRIT in
combination with the erasure table. The IP datagram readout also applies filtering
of IP datagrams on the basis of source and/or destination address(es). All filtered
IP datagrams are forwarded to the host processor via a specific messaging tech-
nique, allowing the multiplexing of IP datagrams, SI/PSI section information, or
system status information. To enable TDM-based broadcast reception, the link layer
maintains service-reception synchronization and context control. Time-sliced ser-
vice broadcasting allows the definition of two or more reception contexts, each of
which can be regarded as a virtual receiver. In, e.g., the main reception context, the
main service(s) are received. After main service reception, the receiver waits for the
next service burst, based on the synchronization information (delta t). During the
off-time of the main context, an auxiliary context can be started. In the auxiliary
context, different tuning parameters and filter settings for the available resources
can be applied. The auxiliary context allows, e.g., to peek into neighboring chan-
nels. During such a peek operation, SI/PSI information can be collected as well as
monitoring for delta t values of the requested service. Based on the building blocks
of Fig. 8.13, a data-flow chart is derived and depicted in Fig. 8.14. This data-flow
chart is available for each context. The number of individual filters as indicated in
Fig. 8.14, is derived in the corresponding subsections.

8.4.1.1 MPEG-2 Demultiplexer

At the left-hand side of Fig. 8.13, the received MPEG-2 TS enters the MPEG-2
demultiplexer. Elementary Streams, either SI/PSI, or those containing a DVB-H
service, that are requested by the application, are filtered on the basis of their PID
value. After PID filtering and processing of the other Transport Stream main header
fields, the SI/PSI section information is routed through the SI/PSI section filters,
where one or more SI/PSI filters can receive section data from the same PID filter.
Although MPE encapsulation uses a section to encapsulate a single IP datagram, IP
de-encapsulation differs somewhat from the traditional section filtering, due to the
presence of the MPE-FEC. The IP de-encapsulation process is also responsible for
the generation of erasure flags and the IPET entries. To allow proper erasure-flag
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Fig. 8.14 DVB-H link layer data processing flow

generation, the TS main-header filtering (see Sect. 8.5) and the IP de-encapsulation
filtering are jointly processed.

The number of available PID filters is equal to the sum of the maximum number
of section filters and the maximum number of IP de-encapsulation filters.

The number of available section filters depends on the number of simultaneous
section filters required by the middleware. From experiments, it can be concluded
that the DVB-H middleware shows a satisfactory performance, when eight section
filters are available.

The number of available IP de-encapsulation filters depends on the type of appli-
cation. From an MPE-FEC frame size point-of-view, four IP de-encapsulation filters
allow the reception of four parallel services, each with an MPE-FEC frame size of
256 rows. The sum of these four MPE-FEC frame sizes results in 1,024 rows, the
maximum MPE-FEC frame size. The availability of four IP de-encapsulation filters
allows the reception of parallel services with different MPE-FEC frame sizes, pro-
vided that the sum of the individual MPE-FEC frame rows for the various services
is less than or equal to 1,024 rows.
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Fig. 8.15 Filter settings for a section-filter pair and IP de-encapsulation filter pair. (a) A section-
filter pair consisting of a PID filter in combination with a section filter. (b) An IP-filter pair con-
sisting of a PID filter in combination with an IP de-encapsulation filter

Figure 8.15a indicates the programming interface for a section-filter pair, con-
sisting of a PID filter and a section filter. Figure 8.15b indicates the programming
interface for an IP de-encapsulation filter and a PID filter, again forming a filter pair.
An IP de-encapsulation filter requires no programming interface. The reason for this
is twofold. First, the MPE header does not contain fields that require programmable
filter operations. Although the standard allows for filtering on MAC address 5 and
MAC address 6 fields, this filtering can be postponed until the actual IP data-
grams are filtered from the MPE-FEC frame, using the IP source and/or destination
address(es). On top of this, the distinction between MPE section and MPE-FEC
section is achieved via the table id of the corresponding section header, which is
a fixed but different value for both MPE and MPE-FEC section type. Second, the
payload of an MPE section is byte-aligned, see Sect. 8.3.2, resulting in the absence
of padding bytes, avoiding notification of the IP de-encapsulation filter.

8.4.1.2 Section Queues

The total memory footprint for the section queues is the sum of the individual
section-queue memory footprints. In the worst-case situation, all eight section fil-
ters operate on the same section data, which could be up to 4 kbyte in size, resulting
in a total maximum section-queues size of 32 kbyte. Assigning 4-kbyte section-
queue space rigid to each section filter will negatively influence the SI/PSI filtering
performance. For the situation that a section queue contains a correctly received sec-
tion, the queue manager needs to forward this data for further processing to a host
processor. This is an interrupt-driven process and takes time to be executed. When
the section queue contains a section, that is only a fragment of the 4 kbyte it can
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maximally store, the remaining space is not accessible by the section filter for fur-
ther usage. As a result, the section filter is blocked for the duration that a section is
forwarded to a host processor. On the average, the received sections will have a size
that is much smaller than the maximum size of 4 kbyte. It is therefore advantageous
to fragment the 32 kbyte section-queue memory into smaller fragments of, e.g., 256
bytes, allowing a better section-filter performance. The 256-byte fragments are used
to construct a section queue that fits best to the received section. This section-queue
buffer is allocated with aid of the section length field, which is available in each
section header. With some bookkeeping (e.g., section-queue number, memory start-
address, and section length), the individual sections are traced in the section-queue
memory space. This allows the queue manager to read the individual sections, create
the corresponding message, send this to the host processor, and release the allocated
memory-queue fragments. As long as there are free section-queue fragments, active
section filters are prevented from being blocked, as long as the received sections fit
within the available section-queue memory space, thereby increasing the section-
filtering performance.

8.4.1.3 Erasure-Table Memory

The erasure table stores 2-bit erasure flags, see Sect. 8.5, generated by the IP de-
encapsulation filter, for each MPE-FEC symbol that constructs the application data
table. If each symbol of the application data table would have its own erasure flag,
the memory footprint requires 2×255×1,024 bits. Fortunately, the symbols of the
application data table are transmitted via TS packets, which means that more than
one symbol will have the same 2-bit erasure value. Let us assume that an IP data-
gram can be 32 bytes in size and transmitted in a single TS packet. An MPE-FEC
frame of size 1,024 rows can hold 32 IP datagrams per column, resulting in 32
fragments of 32 bytes per MPE-FEC frame of size 1,024. We also assume that the
RS data can be transmitted in a similar way as the IP datagrams. As a result, the
erasure table will have 32× 255 = 8,160 entries. Although the erasure-flag infor-
mation requires a 2-bit storage, the erasure-transition coding requires 3-bit coding,
see Table 8.12. Another 5 bits are required to indicate the position where a tran-
sition occurs within the 32 byte fragment. The total memory involved per erasure

Table 8.12 Coding of erasure type transition

Code First stage Second stage

000 OK False
001 OK Unknown
010 False OK
011 False Unknown
100 Unknown OK
101 Unknown False
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Fig. 8.16 Storage example
of an erasure transition in the
erasure memory

Table 8.13 Mapping of transition-type bits and transition-position bits forming an erasure entry

Bits Name

7 : 5 Transition type
4 : 0 Transition position

entry is 1 byte, resulting in a total erasure table footprint of 8,160 bytes. Figure 8.16
indicates an example transition. The erasure-flag information in column k is OK for
the first 46 MPE-FEC frame rows. When the erasure-type transition bits form the
MSB bits of the erasure entry and the 5-bit transition position form the lower bits,
see Table 8.13, then the first erasure entry for column k is “0x1F.” The length value
“0x1F” indicates that the transition lies outside this fragment. The second erasure
entry will have an OK to False transition at position 15, resulting in an entry value
of “0x0F.”

8.4.1.4 Scratch Memory

This memory is used during the IP de-encapsulation and will be elaborated in
Sect. 8.5. The size is determined by the maximum size of an IP datagram for MPE
encapsulation, which is 4,080 bytes.

8.4.1.5 MPE-FEC Frame Memory

In principle, the MPE-FEC frame memory is equal to the product of the maximum
MPE-FEC frame size, which is 1,024 rows and the sum of the application data table
and RS-data table columns, which is 255 columns, resulting in total MPE-FEC
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Fig. 8.17 MPE-FEC frame extended with extra columns allowing continuous reception of consec-
utive services

frame size of 255 kbyte. With this memory pool, various reception situations are
supported as long as the sum of the individual MPE-FEC frame sizes are less than
or equal to 1,024 rows. The MPE-FEC calculation time and IP datagram transfer
time are neglected in the calculation, so is the data rate at which the service enters
the link layer. These aspects have their influence on the reception of consecutive ser-
vices. To allow the reception of two consecutive services with, e.g., an MPE-FEC
frame size of 1,024 rows and MPE-FEC, extra memory is required to buffer the new
incoming IP data, while the previous burst is still in process. Figure 8.17 indicates
an MPE-FEC frame with an extra memory extension. Let us assume a situation,
as depicted in Fig. 8.7, in which consecutive Services 4 and 5 both equipped with
MPE-FEC are requested by the application. Let us consider the case that the applica-
tion data table and RS data table are filled with data from Service 4. After finishing
the Service-4 IP de-encapsulation process, the MPE-FEC is applied, provided that
Service 4 was subject to errors. While the FEC is calculated, the Service-5 Elemen-
tary Stream simultaneously enters the MPEG-2 demultiplexer. To avoid Service-5
IP datagrams loss, extra MPE-FEC frame memory, columns 0...e, are added to the
MPE-FEC frame. This extra memory space provides buffering to cover the time that
the MPE-FEC calculation is performed. After finishing the MPE-FEC decoding of
Service 4, the RS-data-table memory space is available for storing IP datagram or
RS-parity data of Service 5. The columns that formed the application data table for
Service 4 will become available somewhere during the reception of Service 5, but
after transferring the Service-4 IP datagrams to the host. In this example, only two
consecutive services are received. When the amount of consecutive services that is
received is increased, MPE-FEC memory fragmentation occurs during the reception
of those services. This fragmentation stops after reception of the last consecutive
service burst.
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8.4.1.6 IP Filter

The received Elementary Stream may contain more IP flows than actually required
for the requested service. Such a situation occurs when services are multiplexed at
IP level, as indicated in Sect. 8.2.2. An IP filter operates on IP source and/or destina-
tion address(es), allowing various filter operations. For the case that an Elementary
Stream contains multiple IP flows, IP filtering lowers the amount of IP data that
needs to be transferred to the host processor, reducing the transmission time of the
IP data, lowering the power consumption. Because a service can be based on IPv4
or IPv6, two filter versions, one for each standard, would be required to perform the
required source and/or destination address(es) filtering. Such a situation is avoided
when the filtering is achieved by a filter which is IP-version agnostic. Such a filter
consists of a filter value, filter-mask value, and an offset value, indicating the start
position from where in the IP datagram, the filter value, and filter-mask value are
to be applied. The offset is relative to the start of an IP datagram, as indicated in
Fig. 8.18. In this way, only the application needs to be aware of the used IP version,
calculating the proper filter value, filter-mask values, and offset value. The lengths
of the filter value and filter-mask value are fixed to 40 bytes, allowing to operate on
IPv4 and IPv6 datagram headers. With aid of the filter-mask value, a filter can be
created that filters on only the source address, destination address, or both source
and destination address(es) for both either IPv4 or IPv6. The number of IP filters is
based on the number of available IP de-encapsulation filters and the number of IP
flows per service. An audiovisual service results in two IP flows, one that contains
the audio, while the other contains the video information. With a maximum of four
IP de-encapsulation filters, minimally eight IP flows need to be handled, resulting
in eight IP filters, which can be switched off for creating a bypass mode, resulting
in all IP data to be delivered at the host processor.

8.4.1.7 Queue Manager

The queue manager is responsible for avoiding a queue from overflowing, by cre-
ating messages that are send-toward the host processor. Since the messages are
sequentially transmitted over the external interface, a message header containing
vital information regarding, e.g., data type, original queue number, is required to

Fig. 8.18 An IP version agnostic IP filter method
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allow proper routing of the message data at the host, e.g., invocation of the correct
callback function for the middleware. A message can contain receiver-status infor-
mation, or either one or more IP datagrams, or SI/PSI sections. Combining two or
more IP datagrams, or SI/PSI sections into a single message, increases the transfer
performance, avoiding unnecessary polling or even interrupt generation.

8.4.1.8 SPI Interface

A popular interface for connecting devices in, e.g., a mobile phone is the four-wire
Serial Peripheral Interface (SPI). SPI requires a master to be present in the system
providing the SPI clock. The value for the SPI clock depends on various aspect
such as:

• Maximum link-layer input bit rate
• IP-datagram transfer time
• Receiver-software download time

The maximum link-layer input bit rate is determined by the transmission modula-
tion settings, which is for an 8-MHz channel bandwidth equal to 31.6 Mb/s. Such an
input bit rate results in an SPI clock of 32 MHz, if the amount of buffering is to be
minimized. The modulation setting resulting in a channel throughput of 31.6 Mb/s
will most probably not be used, due to poor mobile reception performance. Mod-
ulation settings that result in good or even excellent reception performance have a
bit rate around the 14 Mb/s. As a result, the SPI clock will be at least 14 MHz,
if the amount of buffering is to be minimized. The upper bound may be far above
the 32 MHz, especially when the SPI bus is shared with other slaves or simply to
reduce the receiver power consumption. A receiver can go to sleep mode,15 con-
suming only a few milliWatts, see Sect. 8.2.2, as soon as all requested data has
been fetched by the host processor. Finally, the SPI clock speed must be such that
it allows to satisfy the requirements regarding the receiver-software download time.
A guideline value for the software-image download time is in the range of 200 ms.

8.4.1.9 Link-Layer Control

The link-layer control has to deal with the following aspects:

• Front-end control
• Power-mode control
• Booting of the downloaded software image
• Command interpretation and control
• Context management
• Maintain service synchronization

15 Note that the receiver front-end can be switched off, right after receiving the last data of a burst,
or after the max burst duration if the service burst end is missed.
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• Collect and calculate receiver condition
• Provide handover control

To avoid knowledge on the host concerning time-slicing, the link layer controls
also the receiver front-end. Power consumption is reduced to a minimum, when
the receiver is switched off completely. As a result, the receiver control will enable
receiver booting, when the receiver module is activated. After booting, which may
take around 10 ms, the link-layer control will notify the host that the receiver sys-
tem is booted and ready for software download. Software download by the host
avoids permanent storage inside the receiver module. Once the receiver is booted,
the software image is downloaded and installed. An interrupt notifies the host that
the receiver is ready to receive commands. Possible commands initiated by the host
are, e.g., reset link layer, tune to, setup queue, start queue, etc. The commands are
equipped with a context parameter, indicating for which context, e.g., the filter set-
tings apply. A context can be compared to a task in an Operating System (OS), where
a task is executed based on its priority. A context in DVB-H has a priority but can be
blocked by a context with an even higher priority. The context with the highest pri-
ority is the “main” context, delivering the service with the highest priority requested
by the application. Other contexts are, e.g., peek context and handover context. The
peek context allows to peek into neighboring channels and collect relevant infor-
mation such as, e.g., SI/SPI, whereas the handover context prepares the receiver to
switch to a new receiver setting. The link-layer control maintains service-reception
synchronization for the service associated to the main context, using the transmitted
delta t value, and offers the receiver resources to the other contexts, e.g., the peek
context, during the main-context off-time. At various stages in the receiver chain,
signal-quality parameters, also known as Quality-of-Service (QoS) parameters, are
available or can be calculated. Figure 8.19 indicates the high-level receiver building
blocks and the associated signal-quality parameters. Such parameters are:

• Received Signal-Strength Indicator (RSSI), indicating the strength of the selected
DVB-H signal, necessary for the handover algorithm

• Bit Error Count before Viterbi decoding (VBER), indicating the number of erro-
neous bits during the estimation period before Viterbi decoding

• Bit Error Count after Viterbi decoding (BER), indicating the number of erroneous
bits during the estimation period after Viterbi decoding

Fig. 8.19 Monitored signal-quality parameters
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• Transport Stream Packet Error Count (TS-PER), indicating the number of erro-
neous TS-packets during the estimation period

• Frame Error Count before MPE-FEC decoding (FER)
• Frame Error Count after MPE-FEC decoding (MFER)

Horizontal handover is issued by the application, based on deterioration of the
received QoS for the main context. The application configures a handover context
and request for a handover. The actual handover is in the hand of the link-layer con-
trol, again avoiding the host processor from being aware of any form of time-slicing.
For the situation that more than one service is received, the handover is performed
for the service with the highest priority. This priority is set by the application and is,
e.g., part of the setup queue command.

8.4.2 IP Datagram Recovery in the DVB-H Link Layer

The DVB-H block diagram as depicted in Fig. 8.13 provides means to guarantee
that correctly received IP datagrams will be forwarded to the host under all circum-
stances, realizing the required robustness as defined in Sect. 8.1. Furthermore, there
are means to determine the location of corrected MPE-FEC frame rows, for MPE-
FEC frames that remain defect after FEC decoding, which enable the location of
corrected IP datagram bytes. The robustness is obtained via the usage of two tables.
The first table is the Internet Protocol Entry Table (IPET) [5], which stores the start
address of a correctly received IP datagram in the MPE-FEC frame. The second
table is the Corrected Row Index Table (CRIT), which stores for each MPE-FEC
frame row the result of the FEC decoder. Both tables are elaborated in the remain-
ing part of this subsection.

Figure 8.20 depicts the results of the IPET and CRIT concept. Due to the IP de-
encapsulation concepts as presented in Sect. 8.5, the receiver can correct up to a
TS-packet error rate of 10%. For higher TS-packet error rates, the MPE-FEC frame
becomes uncorrectable. With the aid of IPET and CRIT, considerable amount of IP
datagrams can be retrieved from the defect MPE-FEC frame. Although the audiovi-
sual information is corrupted, smart error-concealment techniques can camouflage
this loss up to a certain extent. The IP datagram recovery due to the CRIT highly
depends on the IP datagram size and on the MPE-FEC frame size. For IP datagram
sizes around 128 bytes and MPE-FEC frame size of 1,024 rows, 4% of the total
amount of IP datagrams contained by a defect MPE-FEC frame can be recovered.
For IP datagram sizes larger than 512 bytes and MPE-FEC frame size of 1,024 rows,
the recovery due the CRIT is below 1%.

8.4.2.1 Internet Protocol Entry Table

During reception of a service burst, the IP de-encapsulated IP datagrams are stored
at predetermined positions in the MPE-FEC frame. The IP datagram start-position
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Fig. 8.20 Normalized IP datagram recovery in defect MPE-FEC frames for various IP datagram
sizes and varying TS-packet error rate

in the MPE-FEC frame is for each IP datagram indicated by the broadcasted
real time parameters field address, which is part of the MPE section header. When
after IP de-encapsulation, the MPE section is signalled reliably by means of the
CRC code, the address field value points to a correctly received IP datagram. The
DVB-H standard does not provide means to store this address field value, result-
ing in the loss of this locator information after receiving the service burst. When
the address field value is stored as locator information in the IPET, each correctly
received IP datagram can be retrieved from the MPE-FEC frame. Discontinuities in
the IPET-stored locator information indicate the positions of erroneously received
IP datagram(s). The IPET locator information solves the intrinsic problem of locat-
ing the start positions of IP datagrams in the MPE-FEC frames, which is caused by
linked-list way the IP datagrams need to be retrieved from the MPE-FEC frame. The
received IP datagrams are stored in a linear fashion in the application data table, as
mentioned in Sect. 8.3.1. IP datagram retrieval requires inspection of each IP header
to determine its length, in order to retrieve the IP datagram and automatically locat-
ing the start position of the next IP datagram. This parsing method collapses as soon
as an IP header length field is corrupted, or an IP datagram is missing. The IPET
guarantees retrieval of correctly received IP datagrams, regardless of the outcome
of the link-layer FEC. Besides information on the correct IP datagrams, IPET also
provides information about unreliable or missing IP datagrams. Figure 8.21 visual-
izes two data application tables. The data application table of Fig. 8.21a contains
only correctly received IP datagrams, whereas Fig. 8.21b holds three correct and
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Fig. 8.21 Data application table of an MPE-FEC frame with size k = 1,024 rows, containing five
IP datagrams. (a) Data application table contains only reliable IP datagrams. (b) Data application
table contains reliable and unreliable IP datagrams

two defect received IP datagrams. Let the IPET locator information corresponding
to Fig. 8.21a be {0;1,024;2,048;3,072;4,096} and the IPET locator information
corresponding to Fig. 8.21b be equal to {0;2,048;4,096}. The IPET of an applica-
tion data table that is constructed of only correctly received IP datagrams shall not
contain discontinuities. A discontinuity in the IPET occurs when the stored locator
information incremented with the IP datagram length of the IP datagram indicated
by the locator information does not correspond to the next IPET entry. The IPET
corresponding to Fig. 8.21a does not contain discontinuities, because each IPET
entry incremented with the length of the IP datagram to which it refers, which is in
this example 1,024 bytes, corresponds to the next IPET entry. The IPET associated
to Fig. 8.21b contains two discontinuities, indicating that two or more IP datagrams
have been received incorrectly.16 The IPET memory footprint depends on the IP

16 In this particular example, the IP datagrams have a fixed length of 1,024 bytes. In practice, IP
datagrams will have a variable length, resulting in an unknown number of IP datagrams per IPET
discontinuity.
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datagram size and the locator size. The locator size is directly derived from the
address field size, which requires 18 bits. The IP datagram size depends on vari-
ous aspects. On the one hand, there is a dependency on the Maximum Transmission
Unit (MTU) size for Ethernet, resulting in IP datagrams with a maximum size of
1,500 bytes. On the other hand, it is influenced by the MTU for the MPE, which is
4,080 bytes. Finally, the third aspect is the MPE-FEC performance, which depends
strongly on the IP datagram size [44]. According to [44], optimal IP datagram sizes
have a range between 1,024 bytes and 2,048 bytes. The IPET memory footprint for
an MPE-FEC frame size of 1,024 rows results in roughly 1,024 bytes. This memory
footprint size is based on an IP datagram size of 1,024 bytes, using 3 bytes per IPET
locator, although 573 bytes would be sufficient. In practice, H.264 encoded video
will be transmitted using IP datagrams that are in the range of 1,024–1,500 bytes
and AAC+ audio will use IP datagrams that are in the range of 512–1,024 bytes.
Taking into account that video requires more bandwidth, the small-sized IP data-
grams occur less often. As a result, the remaining IPET address space is sufficient
for handling typical broadcast situation, with the mix of audio and video packets.
Depending on the result of the FEC decoding, all erroneous positions in the MPE-
FEC frame are repaired or some of the erroneous positions are still defective. The
possible erroneous positions correspond to the regions covered by the IPET discon-
tinuity positions. Data reliability can be determined using the OSI Layer 3-4 check-
sum, as discussed in Sect. 8.3, but this introduces some drawbacks. These drawbacks
are avoided when using the CRIT, which is elaborated in the next subsection.

8.4.2.2 Corrected Row Index Table

The CRIT is a table giving the FEC decoding result for each MPE-FEC frame row.
After FEC decoding there are two situations. In the first situation, all MPE-FEC
frame rows are corrected. As a result, the CRIT entries all indicate a successful FEC
decoding operation. In the second situation, not all MPE-FEC frame rows are cor-
rected, so that not all CRIT entries indicate a successful FEC decoding operation.
The CRIT is a table storing a 1-bit flag to signal the FEC decoding result, leading
to a memory footprint of 128 bytes for an MPE-FEC frame size of 1,024 rows. For
the case that an MPE-FEC frame still contains errors even after FEC decoding, the
combination CRIT, IPET, and erasure-flag information allows to determine whether
an erroneously received IP datagram is corrected. The advantage of this concept is
that there is no need to process the data using higher OSI layer protocols, resulting
in a uniform recovery approach, regardless of the used network and transmission
protocol. Figure 8.22 visualizes the CRIT and erasure-flag processing, for a frag-
ment of column k, indicated by the IPET as a discontinuity region. In Fig. 8.22,
the CRIT positions indicated as “0” correspond to MPE-FEC frame rows that are
correct, whereas the positions indicated by a “1” mean that the MPE-FEC frame
row could not be corrected. The positions in the erasure table indicate the reliability
of the symbol position in the MPE-FEC frame (for more details, see Sect. 8.5).
The 2-bit erasure flags allow to differentiate between four reliability situations.
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Fig. 8.22 IP datagram recovery using CRIT, IPET, and erasure table

The situation “00” indicates that the symbol position is reliable, whereas all other
situations indicate that the symbol position is unreliable. For the situation that the
FEC decoder could not correct an MPE-FEC row, the CRIT signals this by means
of a “1.” Although a particular MPE-FEC row could not be corrected, this does
not mean that all symbols of that row are incorrect. By combining the IPET, CRIT,
and erasure-flag information, an incorrectly received IP datagram may be recovered
from the MPE-FEC frame. The mechanism works as follows. A discontinuity in
IPET indicates a region that is unreliable, but this region can contain symbols with
a corresponding erasure flag set to “00,” signalling that the symbol is correct. The
discontinuity region consists of a number of rows, which are either correct or could
be corrected by the FEC decoder, or remain defective after FEC. When the CRIT
and the erasure-flag information are combined for each defect row of a discontinuity
region, each symbol of that region is correct when the CRIT is “1,” and the erasure
flag is “00,” allowing to retrieve a correct IP datagram from a defective MPE-FEC
frame. Moreover, the symbols that have an erasure flag value equal to “01” or “10”
could also be correct, see Sect. 8.5. For the situation that an incorrectly received IP
datagram has symbols constructing the IP header that are correct, but the payload
has erasure flags “01” or “10” and the corresponding CRIT has value “1,” this IP
datagram can be reliably retrieved from the MPE-FEC frame, but it may still be
defect. Retrieval of such an IP datagram is advantageous, because the erasure flags
may not be correct, leading to another recovered IP datagram. Moreover, if the dis-
continuity region is larger than the length of this IP datagram, this means that there
is at least another incorrectly received IP datagram. This hidden IP datagram would
otherwise not be visible and definitely be lost. Transmitting possible incorrect IP
datagrams will be detected by the IP-stack checksum calculation, preventing them
from ending in the application.
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8.5 IP De-encapsulation and MPE-FEC Decoding for DVB-H
Link Layer

The DVB-H link layer IP de-encapsulation processing has the objective to retrieve in
an efficient way one or more IP flows from an Elementary Stream. These efficiency
aspects are visible as follows. First, the link layer IP de-encapsulation techniques use
received data in such a way that under deteriorating channel conditions, the QoS can
be maximized. Second, another efficiency aspect is that link layer processing results
in a power and memory friendly way, hence the implementation is also efficient.

Let us briefly explain the IP de-encapsulation process once more. One or more
Elementary Streams form a service, see Sect. 8.2.1 for a more elaborate description
about the relation between IP streams, IP flows, and Transport Streams. Deriving
the requested IP flows from the received Elementary Stream(s) requires a filter-
chain as depicted in Fig. 8.14. The filter chain settings are derived from the received
SI/PSI information, which is processed by the receiver middleware. The middle-
ware configures the receiver such that the requested IP flows are extracted from
the received Elementary Stream(s). For the link layer, the configuration is such that
the requested Elementary Stream is PID filtered, resulting in MPE and MPE-FEC
sections. These sections are forwarded to the IP de-encapsulation filters, which are
elaborated extensively thereafter. Furthermore, MPE-FEC decoding is discussed,
emphasizing the erasure-flag generation and the usage of the erasure flags in the
MPE-FEC decoding. Within a Transport Stream (TS), an Elementary Stream can
be uniquely identified by the PID, which is a 13-bit field in the TS packet header,
for TS packet main header syntax details see Table 8.14. The PID filter, as shown
in Fig. 8.15b, is a programmable filter that blocks TS packets, which PID of which
the PID values do not match the filter criteria. Every output of the PID filter is a
sequence of TS packets that have an identical PID value, i.e., these packets form an
Elementary Stream, see Fig. 8.4. The payload of TS packets belonging to a DVB-H
compliant Elementary Stream contains two types of sections: MPE sections and
MPE-FEC sections. Each MPE section contains a single IP datagram and an MPE-
FEC section carries a single column, having parity data for the MPE-FEC decoding.
The section length field and address field, indicating the start position of the section
payload in the MPE-FEC frame, are present in the header of the MPE sections, see
Tables 8.1 and 8.3. The MPE-FEC frame address is required if FEC is applied on the
received IP data. For this situation, the IP datagrams have to be stored column-wise
in the MPE-FEC frame. For checking the integrity of the received data (IP data-
gram or Reed-Solomon (RS) parity data), sections are provided with a 32-bit Cyclic
Reduncancy Check (CRC). The DVB-H Implementation Guidelines [10] suggest
to use CRC failures for discarding received data. Accordingly, the corresponding
positions in the MPE-FEC frame should be declared as erasures in order to facilitate
simpler RS decoding. As indicated earlier, the MPE-FEC sections contain the RS
parity data for the extra layer of FEC, which is the FEC Reed-Solomon decoder.
Each MPE-FEC section contains one MPE-FEC frame column with parity data. In
the MPE-FEC section header, the section number can be used for determining in



264 O. Eerenberg et al.

Table 8.14 Syntax MPEG-2 Transport Stream main header

which column of the MPE-FEC frame the parity data should be placed. For storing
the parity data in the MPE-FEC frame, one could also use the address field of the
real time parameters, because both fields indicate the start position in the MPE-
FEC frame. After receiving the IP datagrams and the RS-parity data, RS decoding
is applied when erroneous IP datagrams were received.

8.5.1 Reconstructing the MPE-FEC Frame Under Erroneous
Conditions

The IP de-encapsulation method as described in the Implementation Guidelines [10]
operates at section level. This means that after calculation of the section CRC, the
section payload is either accepted or discarded and erased. In the sequel, the term
Section level IP de-encapsulation refers to the de-encapsulation method as described
in the DVB-H Implementation Guidelines. The discarding of whole sections leads
to large erased fragments in the MPE-FEC frame and complicates the reconstruction
of the MPE-FEC frame. Therefore, it is advantageous to operate at TS packet level
instead of the section level. In literature, several publications [21,30,31,33] support
the concept of TS level de-encapsulation. The following facts explain why TS-level
IP de-encapsulation has to be preferred over section-level IP de-encapsulation.
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A first fact is that not all fragments of a corrupt section have to be erroneous. Dis-
crimination between correct and incorrect fragments is achieved by observing the
TS packet field transport error indicator (TEI), for syntax details see Table 8.14.
The TEI flag is a 1-bit flag in the TS packet header that signals whether the RS
decoder in the physical layer ([204,188,17] RS) was able to correct the TS packet.

A second fact is that a corrupt TS packet (TEI=1) contains at least 9 byte errors
per 204-byte code word. Hence, in the best case, only 9 byte errors occur, and quite
some data of the 184-byte payload is useful and actually employed for restoring
the original MPE-FEC frame. Both simulations and measurements with an exper-
imental receiver [43] show that under typical channel conditions, often less than
50-Byte errors occur in a corrupted TS packet. In Fig. 8.23 relative distributions
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of byte errors per corrupt TS packet are shown. Fig. 8.23a indicates distributions
obtained with computer simulations and Fig. 8.23b depicts distributions obtained
with measurements on an engineering sample of a DVB-H receiver. Although the
distributions show a high similarity, the measured distributions are somewhat more
concentrated to a lower number of errors per corrupt TS packet, an effect that is due
to differences in the channel demodulator algorithms, but also from the different
channel conditions.

A third fact is that a consistency check on the TS-packet-header PID value and
continuity counter value, see Table 8.14, is applied to detect whether the payload of
a corrupt TS packet is useful. The consistency check involves a comparison of the
received continuity counter value of the current TS packet and the expected conti-
nuity counter value. The expected continuity counter value is equal to the previous
continuity counter value incremented with unity, provided that the PID value of the
current TS packet is identical to the PID value of the previous TS packet. Since
not all payload is corrupted, the stored fragment is equipped with an erasure flag
of type “unknown,” see Table‘8.12 for possible erasure types. Because not all data
is corrupted, the previously mentioned erasure flag is handled as a medium-priority
erasure flag.

A fourth fact is that the MPE-FEC decoder can correct up to 64 erasures per row.
Differentiating in erasure priority can prevent the decoder from being overloaded
with erasures. For example, high-priority erasures should always be used by the RS
decoder, and medium- and low-priority erasures only when there is sufficient cor-
rection capacity available within the boundary of the 2t +e < 65 correction capacity
of the FEC decoder. With 2-bit erasure flags, we can distinguish between missed or
discarded fragments (high priority), fragments with some errors (low and medium
priority) and fragments that have probably no errors (no priority). The use of multi-
level erasure information is also reported in literature [21, 31].

Summarizing, TS packet-level IP de-encapsulation comprises:

• If (TEI=0), place the payload of the TS packet at the appropriate position in the
MPE-FEC frame and assign “no priority” erasure information to the correspond-
ing positions.

• If (TEI=1) and the TS packet header is consistent, put the TS-packet payload at
the appropriate position in the MPE-FEC frame and assign “medium priority”
erasure information to the corresponding positions.

• If (TEI=1) and the TS packet header is not consistent, discard payload and assign
“high priority” erasure information to the corresponding positions in the MPE-
FEC frame.

• Perform error and erasure decoding of the MPE-FEC frame with ordered granting
of erasure information.

The first three techniques are related to extracting IP datagrams, fragments from a
TS packet and placement of these fragments at the proper location in the MPE-FEC
frame, combined with the erasure assignment, i.e., so-called IP de-encapsulation. In
the next paragraph, TS-packet-level IP de-encapsulation is described.



8 DVB-H Link Layer 267

8.5.1.1 TS-Packet-Level IP De-encapsulation

TS-packet-level IP de-encapsulation is based upon a concept in which fragments
of IP datagrams are first collected in a kind of scratch memory, prior to a possible
fragment placement of the partially reconstructed IP datagram in the MPE-FEC
frame. In Fig. 8.24, the concept for TS-packet-level IP de-encapsulation is depicted.
The purpose of the following concept is to linearly fill a temporary buffer (scratch
memory) with both reliable and unreliable payload of the received TS packets. This
filling process can fail, leading to data gaps in the linear address space which hinders
proper placement of scratch data in the MPE-FEC frame. As a result, the MPE-FEC
frame filling procedure starts at the beginning or at the end of the scratch memory,
to maximize the capturing of useful data. The maximum IP datagram size in DVB-
H context is 4,080 bytes. A TS packet can contain at most 184 bytes of payload.
A fragment is defined as the part of an IP datagram that is contained in one TS
packet. The scratch memory containing the fragments of an IP datagram is called
fragment memory (scratch memory). Assuming that the fragments are efficiently
encapsulated in a TS packet, a maximum-sized IP datagram is distributed over N =
�4,080/184
 = 23 fragments. From a received TS packet, the IP fragment is placed
in the fragment memory. Using the continuity counter in the TS packet header, one
can determine (to a certain degree) the position of the fragment (i.e., the fragment
pointer) in the fragment memory. The continuity counter is also used for detecting
missed fragments. Note that the continuity counter is a 4-bit counter, so its range
is actually too small for a unique identification of fragments of a maximum-sized
IP datagram. However, according to [44], the optimal IP datagram size is between

Fig. 8.24 TS level IP de-encapsulation using a fragment memory
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the 1,024 bytes and 2,048 bytes. The number of TS packets required to transmit
IP datagrams lying in this range fits within the continuity counter range, whose
maximum value is 15.

Fragments can vary in length, due to a multiplexing technique called stuffing.
Stuffing is a technique for properly aligning data entities like sections, in several TS
packets by introducing stuffing bytes (bytes with value “0xFF”) in the payload of a
TS packet. In case of private sections, two mechanisms can be used for stuffing:

• The first mechanism is based upon adaptation fields. In case of adaptation field
stuffing, the stuffing is preceding the actual payload. If adaptation field is used
for stuffing, this is signalled in the TS header by the adaptation field control
parameter.

• Another mechanism for stuffing occurs at section level, and thus also applies
to MPE- and MPE-FEC sections. In this case, stuffing takes place between the
last byte of a section and a new section starting in the next TS packet with
a pointer field having value zero. At the decoder, this kind of stuffing can be
detected by comparing the section length with the number of extracted bytes.
Hence, if the number of already extracted bytes is equal to the section length
and the payload unit start indicator does not signal the start of a new section,
then the remaining bytes of the TS packet payload should be stuffing bytes, thus
“0xFF.”

As shown in Fig. 8.24, several types of fragments can be distinguished. All these
fragment types have to be properly placed in the MPE-FEC frame. For this purpose,
the MPE-FEC table address for every individual fragment is determined. The frag-
ments that are received right after the section header can be placed in the MPE-FEC
frame, starting from the table address that is signalled in the section header. The
addresses of succeeding fragments can be determined, either from extrapolating the
address in the section header together with the section length, or from backward
extrapolation, based on the address signalled in the next section header. Floating
fragments are fragments that are preceded and succeeded by one or more missed
fragments. If all fragments (except for the first and maybe the last) have an equal
length, one can use address interpolation for the floating fragments.

Since the fragments of IP datagrams originate from different TS packets, they can
have different erasure priority information. Fragments that originate from TS pack-
ets with TEI = 0 are error-free and will obtain erasure information with the lowest
priority level. Usable fragments from TS packets with TEI = 1 will obtain erasure
information with medium-priority level. Missed fragments are definitely erroneous,
resulting in high-priority level erasure information. Finally, it may happen that all
fragments seem to be error-free (TEI = 0 for all TS packets), but that due to mis-
correction in the channel decoder, one or more TS packets are mis-corrected. This is
detected with the section CRC. The corresponding IP datagram should be assigned
with low-priority level erasure information. In Table 8.15, the 4-level erasure assign-
ment is summarized.
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Table 8.15 Assignment of 4-level priority erasure’s

level TEI Other conditions Symbol state scope

00 0 CRC=0 Error free Section
01 0 CRC=1 Mis-corrected TS packet(s) Section
10 1 ‘Readable’ TS packet >8 Errors in TS packet TS packet
11 1 Missed fragment False TS packet

8.5.1.2 MPE-FEC Decoding

After the best-effort filling of the MPE-FEC frame, as described in the previous
section, MPE-FEC decoding can be started. As stated earlier, error and erasure
decoding is applied. The MPE-FEC code is a [255,191,65] Reed-Solomon code,
with which one can correct up to t errors and e erasures, provided that 2t + e < d,
where d = 65. The assignment of 4-level erasure information is incompatible with
a conventional error and erasure RS decoder, in which only two levels of erasure
information (reliable versus unreliable) can be handled. Moreover, by assigning era-
sure information to large data fragments, the risk exists that the number of erasures
exceeds the erasure-correction capacity of the RS decoder. For this purpose, the era-
sure information is rearranged to 2-level erasure information in descending order
of priority, a process called “granting of erasure information.” Figure 8.25 show
the flow-chart for granting erasure information (transforming 4-level into 2-level
erasure information). The variables Ni stand for the number of erasures of level i,
where a high level corresponds to a high-priority erasure and a low level to a low-
priority erasure. The granting procedure shown in Fig. 8.25 implements a method
in which erasures of lower priority class are granted only if the number of total
erasures does not exceed the erasure correction capacity d−1 or a preselected max-
imum pmax. For the situation that the correcting capacity is not exceeded, MPE-FEC
decoding can be applied. The MPE-FEC decoding result is notified to the CRIT in
the case that an MPE-FEC frame row could not be corrected, see Sect. 8.4.2. In [31],
a similar algorithm for transforming 3-level erasure information to 2-level erasure
information is described.

8.5.1.3 Performance of TS-Level IP De-encapsulation

In a simulation, the performance of TS-level IP de-encapsulation and decoding tech-
niques is validated on a Mobile Channel (TU6) [29]. The modulation parameters
are: 8K FFT, Guard Interval 1

4 , 16-QAM nonhierarchical and Convolutional Code
with R=2/3. The simulated receiver does not use advanced Doppler compensation
techniques in the channel demodulator.

In Fig. 8.26, the required average CNR for achieving an MFER of 5% is shown as
function of the Doppler frequency on the TU6 channel. The gain in CNR of the TS-
level IP de-encapsulation method compared to the section-level IP de-encapsulation
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Fig. 8.25 Transformation of multilevel erasure information to bi-level erasure information
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Table 8.16 Performance figures at TU6 channel for (M)FER 5%

CNRmin [dB] fd,3dB [Hz] fd,max [Hz]

Uncoded 20.8 35 –
Section level 17.1 97 125
TS level 16.4 114 141

method ranges from less than 1 dB at 10 Hz to more than 1 dB at 70 Hz. For higher
Doppler frequencies, the CNR gain is even higher. The TS-level method also results
in a larger Doppler robustness. At an average CNR of 20 dB, we find a differ-
ence of approximately 15 Hz between the two curves. The simulation results for
fd ≤ 40 Hz show that with increasing Doppler frequency, the required average CNR
decreases. This phenomenon can be explained by the fact that due to increasing
Doppler frequency, more time-interleaving is realized. Time-interleaving is bene-
ficial in the case of rapid changes in channel conditions (e.g., due to motion), so
that the duration of bad and good reception conditions is mixed. The advantage of
the time-interleaving can be traded off with the limitations of channel-estimation
algorithms. The performance criteria CNRmin and fd,3dB are often used as key per-
formance figures. CNRmin is the required average CNR for achieving the desired
Frame Error Rate (FER) (e.g., 5%) at TU6 with 10 Hz Doppler. The parameter
fd,3dB is the maximum Doppler that is allowed for achieving the desired (M)FER
with a CNR that is equal to CNRmin + 3 dB. In Table 8.16, these key performance
figures are listed. Another performance criterion is fd,max, which is the maximum
Doppler that is allowed for achieving the desired FER with a large CNR approach-
ing infinity.

8.5.2 Techniques in the Link Layer for Extra Power Saving

In the DVB-H Implementation Guidelines [10] it is mentioned that in case the appli-
cation data table is received without errors, MPE-FEC decoding is not applied.
Hence, the reception of the RS data table is not necessary anymore. As a conse-
quence, the receiver can be put into sleep mode and wait for the reception of the
next burst. At good reception conditions (e.g., error-free reception), a power-saving
ratio of up to 64/255 ≈ 25% can be realized, in case an [255,191,65] RS code is used.
The number 64 in the previous fraction corresponds to the number of columns in the
RS data table and 255 in the fraction is the total number of columns in an MPE-FEC
frame. However, the requirement of error-free reception of the application table is
a requirement that is difficult to satisfy. In practice significant power-savings are
realized only if the channel conditions are rather good.

A more promising power-saving method (see also [1, 32]) is based upon the
observation that by using an [n,k,d] RS code and applying erasure decoding, one
can correct d−1 erasures. This means that if k correct symbols are received, decod-
ing of the corresponding word and reconstructing the code word are possible. This



272 O. Eerenberg et al.

observation may be applied to a DVB-H receiver, where MPE-FEC decoding is then
applied after reception of k correct columns, while simultaneously switching off the
receiver front-end (tuner and channel demodulator). When k columns are received
correctly, the RS decoder can reconstruct the whole MPE-FEC frame by erasing
the columns that still had to be received (this is a kind of virtual puncturing). For
example, when in the application data table one column is corrupt, only a single
correct RS data column is required for reconstruction of an MPE-FEC frame. The
state of received columns can be determined by monitoring the section CRC and TS
packet headers (transport error indicator and continuity counter). The decision to
switch off the receiver front-end can be further refined. The requirement of receiv-
ing at least k correct columns can be transformed into a more relaxed requirement
of having (at least) k correct symbols per row. This demands somewhat more book-
keeping, but gives possibly an earlier switch-off time. In order to anticipate on some
undetected errors, it is required to have k +m correct columns or at least k +m cor-
rect symbols per row. For example, with m = 2, a single undetected error can be
corrected, in addition to the k erasures per row. Summarizing, two criteria for early
switch-off of the receiver front-end can be distinguished [32]:

• Column criterion. Switch off front-end when k+m correct columns (m ≥ 0) are
received.

• Row criterion. Switch off front-end when all rows have k + m or more correct
symbols.

The performance of the extra power-saving methods has been simulated. The chan-
nel is modelled by having a TS packet error probability PTS. It is assumed that in a
corrupt TS packet all bytes are erroneous such that the payload cannot be used. Fur-
thermore, TS packet errors occur independently from each other. In Sect. 8.5.1.3, it
is shown that TS-level IP de-encapsulation has a positive effect on the MFER after
MPE-FEC decoding, see Fig. 8.26, as it operates with the lowest CNR. Therefore,
it can be expected that the power-saving performance also will improve.

In the simulation, 1,000 MPE-FEC frames are generated and TS packets are cor-
rupted randomly (i.i.d.) using an error probability PTS. From these 1,000 MPE-FEC
frames, two histograms are made registering the number of required columns ful-
filling each of the two criteria. The histogram is used for calculating the expected
average power-saving, which is depicted in Fig. 8.27. The proposed extra power-
saving method outperforms the “error-free” method significantly. In case of a
TS-packet error probability of PTS = 0.01, no power-saving is realized with the
“error-free” method, while the proposed methods achieve a power-saving 15%
or more. As expected, the method based upon the row criterion outperforms the
method based upon the column criterion. Moreover, applying the TS-level IP
de-encapsulation method implicitly improves the power-saving performance. Fur-
thermore, this power-saving improvement from TS-level IP de-encapsulation is
larger for the row-based method than for the column-based method. The TS-level IP
de-encapsulation method combined with the row-based power-saving method real-
izes a power-saving ratio of more than 10% over a wide range of TS-packet error
probabilities.
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Fig. 8.27 Simulated power-saving

8.6 Verification/Validation of a Robust DVB-H Link Layer

One of the key functions in a DVB-H receiver is the link layer. In order to dif-
ferentiate on performance, manufacturers can choose between basic implementa-
tion, e.g., according to the Implementation Guidelines [10], or advanced link-layer
implementation concepts as discussed in Sect. 8.5, resulting in modest or excel-
lent performance. This section presents the DVB-H generator and analyzer concept
required for validation and verification of a robust DVB-H link layer, as depicted
in Fig. 8.13, capable of generating and analyzing extreme signal conditions [6].
The generator and analyzer system aspects are based on the link-layer architecture
to be validated. Five functional blocks, MPEG-2 demultiplexer, MPE-FEC decod-
ing, IP-filters, queue management, and link-layer control, are distinguished in the
robust DVB-H link-layer architecture, see Fig. 8.13. Four of the five blocks are
directly influenced by the incoming TS, whereas the MPE-FEC decoder can only be
indirectly influenced. The link-layer functional blocks impose the following system
requirements on the DVB-H TS generator:

• MPEG-2 demultiplexer: The generator must be able to generate error-free and
error-prone TSs, thereby exploring the syntax variations according to [19, 25].

• MPE-FEC decoding: This block operates on the MPE-FEC frame, using erasure
information derived by the MPEG-2 demultiplexer block.

• IP filter: The generator must be able to create error-free or error-prone IPv4 or
IPv6 traffic, with uniform or nonuniform destination addresses.

• Queue management: The generator must be able to generate error-free or error-
prone SI/PSI traffic for average signal conditions up to worst-case timing condi-
tions, maximum section sizes and parallel or consecutive IP-based services based
on different MPE-FEC dimensions.
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• Link-layer control: The generator must be able to generate time-sliced and dis-
persed elementary streams, either with or without FEC.

• Reference data: The generator must deliver the reference data for the analyzer
to perform SI/PSI and IP-data comparisons.

The functional blocks of the link layer, see Fig. 8.13, impose the following system
requirements on the DVB-H analyzer:

• Erasure information: The analyzer must have the knowledge about erasure-
location information and its usage by the FEC decoder to determine the FEC
decoder result.

• MPE-FEC frame: The analyzer must have knowledge about the transmitted
MPE-FEC frame.

• IP-filter settings: The analyzer must have knowledge of the IP-filter settings to
determine which IP datagrams are expected.

• SI/PSI sections: The analyzer must have knowledge on all SI/PSI sections, their
position in time, the SI/PSI-filter settings, and the DVB-H receiver reception
mode.

The DVB-H TS-generator system aspects result in a DVB-H TS-generator con-
cept, in which the error-prone TS generation aspects dominate the DVB-H generator
architecture. Verification of the robust link layer as depicted in Fig. 8.13 is to a large
extent determined by the MPEG-2 demultiplexer, because of its ability to handle
both reliable and unreliable TS packets. The MPEG-2 demultiplexer requires syntax
variation to verify robustness, reliable and unreliable data to fill the erasure table,
MPE-FEC frame, and IPET. Besides the MPE-FEC decoder, the remaining func-
tional link-layer blocks operate on reliable data, which simplifies the verification.

Let us now discuss the DVB-H generator system aspects. The first system aspect
is the syntax variation. For DVB-H, syntax variation is limited to the presence or
absence of the adaptation field and the occurrence of a section header split. Basi-
cally, a TS header can be succeeded by an adaptation field, see Table 8.14, where
the usage of an adaptation field is selected at the IP encapsulator. In DVB-H, the
presence of the adaptation field allows stuffing at TS level, instead of section level.
A section-header split can occur when the first bytes of a section, which by default
are part of the section header, are placed in the payload of Transport Stream packet
N and the remaining section header bytes are placed in the payload of Transport
Stream packet N + 1. Due to bandwidth optimization, all TS payload bytes are
used for the transmission of section data, resulting in a possibility of a section
header split.

To avoid the development of a link-layer reference model that produces the data
reference set, the DVB-H generator is defined such that it provides data from which
the reference set can be derived in a low-cost way. This allows the generation of
error-free and error-prone streams. As a result, the DVB-H generator will apply
a concept called error back-annotation, enabling the injection of errors anywhere
in the stream-generation process. Error back-annotation indicates which MPE-FEC
frame data is reliable and which data is unreliable. The error back-annotation takes
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Fig. 8.28 DVB-H generator concept with error back-annotation

into account the IP de-encapsulation scheme of the link layer under test. Error back-
annotation is invoked when errors are injected at MPE-section or TS-packet level,
or when error expansion occurs. When error back-annotation is applied on SI/PSI
data, erroneous sections will not be part of the SI/PSI reference set. Figure 8.28
indicates the stream generation process, where the dashed arrows indicate the error
back-annotation.

8.6.1 DVB-H Stream Generator

Let us now discuss an error-prone stream generator allowing an analyzer to ver-
ify the link-layer result in an elegant way. At the upper-left side of Fig. 8.28, an
MPE-FEC frame is generated. This MPE-FEC frame can be equipped with or with-
out errors. The byte values at erroneous positions in the MPE-FEC frame are not
modified, but equipped with a label that is used during the MPE encapsulation and
TS packatization process to modify the byte value and finally cause the TS packet-
header TEI flag to be set to “1.” Error back-annotation will occur for the following
situations:

• Injection of errors in the MPE-FEC frame
• Injection of an error at MPE-section level
• Injection of an error at TS-packet level

For the situation that a single error is injected in the MPE-FEC frame, error expan-
sion can occur. Error expansion is caused by the fact that when the erroneous MPE-
FEC frame byte is MPE encapsulated and TS packetized, that particular byte will
most probably be part of a TS packet containing more than one byte payload. The TS
packet that carries the erroneous payload byte(s) shall have the TEI flag set to “1,”
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indicating that the TS packet is unreliable.17 For the situation that the unreliable TS
packet contains more than one byte payload, all other payload bytes are signalled
as unreliable via the error back-annotation concept. As a result, a single injected
error in the MPE-FEC frame causes error expansion in column direction, possibly
affecting preceding or succeeding column data. Note that although the other pay-
load bytes are signalled unreliable, they may still be correct, all depending on what
the type of error causing the error back-annotation.

For the case that an error is injected at MPE-section level or TS-packet level,
error back-annotation is applied taking into account the IP de-encapsulation process
of the link layer that is to be tested. For example, if a link layer is implemented
using the de-encapsulation method as described in the DVB-H Implementation
Guidelines [10], a whole section is discarded when erroneous. Using the error back-
annotation concept, all data of the IP datagram encapsulated in that particular MPE
section is hard erased. The advantage of using the error back-annotation is that with
little effort, various IP de-encapsulation schemes can be validated, without the need
to modify the IP de-encapsulation analyzer. Furthermore, the DVB-H generator and
associated analyzer allow simulation of various IP de-encapsulation concepts, with-
out the need for an actual implementation.

The back-annotated MPE-FEC frame is the result of error-prone IP encapsula-
tion. The SI/SPI-generation process can be implemented in a simpler way, due to
the lack of an additional FEC layer. At the right-hand side of Fig. 8.28, the SI/PSI-
generation process is depicted. So when the TS packet containing SI/PSI-section
data is corrupted, this is notified to the SI/SPI generator. As a result, the SI/PSI sec-
tion that is corrupted is not available in the reference set. Each section that is trans-
mitted correctly is equipped with an absolute time-stamp and stored in the reference
set. The inserted sections meet the requirements as indicated in [14], involving the
time distance between succeeding sections and their corresponding bit rates.

The SI/PSI sections also allow to characterize the receiver wake-up time and
power-down time, because of the attached absolute time-stamp. Such a measure-
ment requires a test stream in which sections with a size smaller or equal to the
TS-packet payload are inserted in each TS packet. For the situation that the receiver
has started too early, sections outside the service burst are received and thereby
appear at the output. Similar for the power-down mode, if sections are available in
the link-layer output that are transmitted after the end of a service burst, the receiver
is active for an unnecessary long period, thereby negatively influencing the power
consumption. For this test method, the constraints implied in [14] are not applicable.

8.6.2 DVB-H Stream Analyzer

The analyzer verifies the link-layer-forwarded IP datagrams and SI/PSI sections.
This requires the following parameters and data:

17 Note that in a normal receiver situation, the TEI flag is set by the channel decoder if more than
8 byte errors occur.
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• Error back-annotated MPE-FEC frame
• IP filter settings
• Rules for erasure granting
• SI/PSI reference set
• Reception mode, continuous or time-sliced
• Time-slice duty-cycle, and service start-time

The error back-annotated MPE-FEC frame contains all transmitted IP datagrams in
reliable format and the corresponding labels of the fragments that will be unreliably
received. For the situation that no IP filters are set, all transmitted IP datagrams will
be expected, provided that the number of erasures per MPE-FEC row is less than 65.
Simply counting the number of erasures (medium and high priority) per row in the
error back-annotated MPE-FEC frame indicates which rows can be corrected and
thus which IP datagrams can be expected.

When IP postfiltering is applied, the analyzer needs to have the filter values and
filter-mask values to reduce the number of expected IP datagrams from the error
back-annotated MPE-FEC frame.

For the situation that the number involved erasures exceeds the erasure correction
capacity of the RS decoder, erasure granting can be applied. If applied, the DVB-H
analyzer needs to be aware of this, and have knowledge of the applied rules.

The section reference set contains the time-stamped correctly transmitted sec-
tions. The analyzer uses this reference set to determine which section is to be deliv-
ered by the link layer under test. It therefore uses the link-layer reception mode and
if operated in time-sliced mode, also the time-slice duty-cycle and the service start-
time. Furthermore, it employs an off-set to determine the location of the first service
burst in the TS, to extract the sections from the reference set using the absolute
time-stamp value.

8.7 Conclusions

When designed for robustness and performance, the DVH-H link layer becomes
a quite complex subsystem. The features time-slicing and MPE-FEC added to the
DVB-H link layer result in a performance gain when compared to DVB-T. On the
one hand, time-slicing reduces the power consumption, while on the other hand,
it allows the creation of a virtual receiver, which positively influences the overall
system cost. Such a virtual receiver allows, e.g., peeking into neighboring channels
during the off-time of the received service, monitoring for possible candidate ser-
vices, thereby avoiding the need for a second front-end. However, a virtual front-end
is essential, due to the cell-based character of a DVB-H network, where for nomadic
usage of a DVB-H receiver, horizontal handover is frequently applied without dis-
continuities in the reception.

The significant reception improvement gained by MPE-FEC can only be
achieved when the correct and incorrect received service data is handled prop-
erly and the corresponding erasure flags are carefully assigned. At the expense
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of 12% extra memory on top of the 255 kbytes required for the MPE-FEC frame
of maximum size, a robust and efficient DVB-H link layer is achieved. Such a
link layer allows the reception of consecutive service reception for services with
maximum MPE-FEC frame size and provides graceful degradation of the received
audiovisual information under varying channel conditions. Furthermore, applying
intelligent erasure monitoring either on a column or a row basis allows an extra
10% power reduction due to early front-end switch-off.

Fields of future research may be based using the higher OSI layers to enable
improved IP de-encapsulation. This is based on the recognition that the OSI lay-
ers contain a considerable amount of redundancy. Another field that will provide
valuable understanding is the transport-packet burst length. This burst length will
strongly depend on the modulation settings and the channel characteristics and
will directly influence the IP de-encapsulation performance, perhaps making cer-
tain techniques obsolete.
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Chapter 9
Transport and Time-Slicing Mechanisms
in Multistandards for Mobile Broadcasting

Georgios Gardikis

9.1 Introduction

In a multimedia broadcasting system, the transport mechanism performs all the
necessary adaptation and multiplexing functions in order to adapt the IP or the
raw, non-IP multimedia streams to the final baseband format that will be sent to
the modulator. In this sense, it can be actually considered as a separate layer in
the broadcasting system layer stack (Fig. 9.1). However, we avoid calling it as the
“transport layer” in order not to confuse it with the transport layer of the OSI (Open
Systems Interconnection) model, which has a slightly different hierarchical position.

Some fundamental functions that the transport mechanism includes are:

• Packetization of contiguous non-IP multimedia streams
• Encapsulation and framing of IP data
• Separation of the entire TDM (Time Division Multiplex) into “logical channels”

so as to convey discrete services
• Time-slicing organization and signalling, for energy conservation at the receiver
• Transport-Level FEC (Forward Error Correction), for extra per-service FEC pro-

tection in addition to the coding inserted at the modulator

The following sections provide an overview of the transport mechanisms which
are used by the main contemporary multimedia broadcasting systems. The rest of
this chapter is organized into as follows. Section 9.2 is devoted to the MPEG-2
Transport Stream (TS) employed in most broadcasting standards including DVB-H
(Digital Video Broadcasting for Handheld mainly developed in Europe), T-DMB
(Korean’s Terrestrial Digital Multimedia Broadcasting), A-VSB (Advanced Vesti-
gial Sideband, developed in the USA), DMB-T/H (Digital Terrestrial Multimedia
Broadcast, being implemented in China), ISDB-T (Japanese Integrated Services
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Fig. 9.1 Layered hierarchy of a multimedia broadcasting system

Digital Broadcasting) and CDMB (China’s Digital Multimedia Broadcasting). In
Sects.9.3 and 9.4, the transport mechanisms in DAB-IP (Digital Audio Broadcast-
ing – IP System) and Media FLO (Media Forward-Link-Only system developed
by Qualcomm, Inc) are presented. Some conclusions and further discussion are
included in the last section.

9.2 The MPEG-2 Transport Stream (DVB-H, T-DMB, A-VSB,
DMB-T/H, ISDB-T, CDMB)

Most multimedia broadcasting systems today utilize the MPEG-2 TS (TS), as
defined in [1] as the transport mechanism. The MPEG-2 TS provides a fixed-packet-
size statistical TDM multiplexing service for heterogenous multimedia and data
streams, along with service and timing information. Originally adopted by the DVB
(Digital Video Broadcasting) and ATSC (Advanced Television Systems Committee)
family of standards as the baseband signal format, it was inherited by most contem-
porary broadcasting systems [2].

9.2.1 Structure and Framing

The MPEG-2 TS Statistical Multiplex is a TDM sequence of fixed-sized Transport
Packets (TPs) of 188 bytes which can convey multiple constant-rate or variable-rate
streams such as:

• Non-IP MPEG-2 and MPEG-4 audiovisual streams
• IP data streams
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• Service information
• Conditional access signalling
• Timing information

The MPEG-2 Systems specification defines the format of the baseband TS to be
sent to the broadcast modulator (Fig. 9.2). From that point on, the FEC encoding
and modulation procedures are defined by the corresponding physical-layer specifi-
cations of the broadcasting standard (e.g. DVB-H, ISDB-T, etc.)

As aforementioned, each Transport Packet has a constant size of 188 bytes, out
of which the first four constitute the Header (Fig. 9.3).

The upper-layer useful data (multimedia streams, IP data) is framed and frag-
mented under the procedures which will be described in the following sections, and
are loaded into the Payload field of the Transport Packet. If the upper-layer data
block is not an integer multiple of the TP payload (184 bytes), then the last TP has
to contain some null bytes. In this case, the Adaptation Field is used.

All TPs containing data belonging to a specific service or subservice (e.g. the
audio component of a multimedia service or the subtitles) are assigned a certain

Fig. 9.2 Functionality of the MPEG-2 transport mechanism

Fig. 9.3 Structure of a transport packet
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Fig. 9.4 Division of the MPEG-2 transport stream in logical channels

Packet Identifier (PID), which is a 13-bit value. For example, regarding a specific
video broadcast, the following values could be assigned:

• Program information – PID 100
• Video component – PID 101
• Audio component – PID 102
• Subtitles – PID 103
• Associated data (teletext) – PID 104

The PID value assists the demultiplexer to easily isolate packets within the MPEG-2
TDM stream, which carry information for a specific service. In this sense, the TS
is divided into statistically multiplexed “logical channels”, each corresponding to a
specific PID value (Fig. 9.4).

The use of relatively small and constant-sized packets makes the processing and
error-protection of the multiplexed stream by the Modulator easier. For example,
most DVB and DVB-based broadcasting systems protect each Transport Packet with
a block Reed-Solomon code by adding 16 bytes of coding overhead. The TS for-
mat has been designed especially for transmission in erroneous conditions, such as
mobile propagation.

The following sections describe in brief the procedure under which IP and non-
IP service streams are framed and fragmented in order to be distributed into the
payload of Transport Packets.

9.2.2 The A-VSB Enhancement

The A-VSB (Advanced Vestigial Sideband) system uses the MPEG-2 TS, as
described above. However, in order to provide improved dynamic and mobile
reception, it inserts some extra bytes inside some TS packets, right after the TS
header, in the place of the Adaptation Field, when this is present:
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Fig. 9.5 Insertion of STS and SRS bytes by the A-VSB system

• The Supplementary Reference Sequence (SRS) is a training sequence which
assists the receiver to adapt itself in the current channel conditions by properly
training its equalizer.

• The Scalable Turbo Stream (STS) feature employs extra FEC redundancy to fur-
ther protect the stream at a customized code rate (1/2 or 1/4). This feature is quite
similar to the MPE-FEC technique to be described in Sect. 9.2.5, but this time
Turbo coding is used instead of Reed-Solomon.

The insertion of the SRS and STS overhead in the place of the MPEG-2 Adaptation
Field achieves full backward compatibility to older systems which do not recognize
this overhead. The use of the Adaptation Field header leads legacy VSB receivers to
just bypass these extra bytes and process the rest of the payload normally (Fig. 9.5).

9.2.3 Mapping of Non-IP Multimedia Streams on the MPEG-2 TS

The processing of an audiovisual stream by a source encoder (MPEG-2, MPEG-4
etc.) normally produces two bitstreams, containing the compressed digital video and
audio data, respectively. These continuous bitstreams, named Elementary Streams
(ESs), have to be fragmented and framed before being loaded into the payload of the
TPs. This is a two-stage procedure described in [1]. First, the ESs are fragmented
into packets of non-constant-size (usually of a few KBs), in order to form a Packe-
tized Elementary Stream (PES). A PES preamble is added, as shown in Fig. 9.6.

It is usual (but not always mandatory) that the start and end of the payload (data
bytes) of a PES packet are aligned to logical points within the ES. For example, one
PES packet may carry one video frame.

Then, each PES packet is distributed into the payload of a sequence of Transport
Packets, having the same PID. The last TP of this sequence may have some bytes
left unused. In this case, the Adaptation Field is used, as aforementioned.

The receiver/decoder performs the inverse operation, by following these steps:

• Location of Transport Packets having a certain PID
• Extraction of their payload
• Re-construction of the PES packets
• De-encapsulation and re-construction of the audio and video ESs
• Decoding and presentation
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Fig. 9.6 Fragmentation of a non-IP audiovisual stream into a sequence of transport packets

9.2.4 MPE Encapsulation of IP Streams into the MPEG-2 TS

Initially intended to convey MPEG-2 encoded audio and video ESs, the MPEG-2 TS
was eventually used also for the transport of IP traffic, with the adaptation method
introduced in [3] and named as Multiprotocol Encapsulation (MPE). The adoption
of MPE accented the role of broadcasting platforms as access networks for IP-based
broadband data and multimedia services. Broadcasters have the potential to use a
part of the capacity of the broadcast channel to include unicast or multicast IP traffic
along with the audiovisual streams. In certain cases, e.g. in DVB-H, all multimedia
and data traffic are conveyed over IP, so that no non-IP streams are included.

In order that IP datagrams can be conveyed over a MPEG-2 TS, a fragmentation
(and reassembly) procedure is required. The first stage of the encapsulation process
is the framing of the datagram with the encapsulation protocol header and the CRC
(Cyclic Redundancy Check) or checksum.

ETSI dealt with the IP-to-MPEG-2 encapsulation issue by standardizing four
methods in [3], namely Data Piping, Asynchronous Data Streaming, Synchronous
Data Streaming and MPE. The latter was proposed as the most suitable method for
conveying IP datagrams and was soon adopted by all IP-to-MPEG-2 Gateways.

In MPE, IP datagrams are encapsulated within blocks called Datagram Sections.
The framing process includes the addition of the Datagram Section header at the
beginning (before the IP datagram), and a 4-byte CRC or checksum at the end cal-
culated over the entire section. Among others, the headers contain fields declaring
the length of the section, the scrambling status, and the MAC-layer (Medium Access
Control) address of the receiver. Several MPEG-defined fields are also present, as
shown in Fig. 9.7.

Once formed, the Datagram Section is split into several fragments and transferred
to the payload of the MPEG-2 Transport Packets.If its length is not an integer mul-
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Fig. 9.7 MPE encapsulation of an IP datagram within a datagram section

tiple of the TP payload (184 bytes),there are two options: either padding the rest of
the last TP with stuffing bytes (“padding”) or beginning a new Datagram Section in
the remaining area (“packing”).

9.2.5 ULE Encapsulation of IP Streams into the MPEG-2 TS

Unidirectional Lightweight Encapsulation (ULE) [4] was designed with the aim
of making the encapsulation process as lightweight as possible [5]. It follows the
approach of “data piping,” i.e. directly mapping the datagram into the TP payload,
adding only a small header, thus forming a ULE Sub-Network Data Unit (ULE
SNDU), in proportion to the MPE Datagram Section. ULE header contains just a
Length field which declares the length of the SNDU, and a Type field which has
the same functionality as that of Ethernet, i.e. it declares the type of the payload.
Thanks to the Type field, ULE provides native support for newer network protocols,
such as IPv6 and MPLS.

The ULE header can also include a 6-byte destination address corresponding to
the receiver’s Network Point of Attachment (NPA), which is used to uniquely iden-
tify a receiver and may correspond to the receiver’s MAC. Finally, a CRC-32 tail is
appended (as in MPE) to ensure proper reception and synchronization. Figure 9.8
shows the structure of the ULE SNDU. The framing has become as lightweight
as possible, retaining only the necessary fields for proper de-encapsulation and
forwarding of the IP datagram.

After framing, the ULE SNDU is mapped to the payload of MPEG-2 Transport
Packets. In the case that the SNDU length is not an integer multiple of the TP
payload, one of the aforementioned techniques of Padding and Packing can be
employed.
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Fig. 9.8 ULE encapsulation of an IP datagram within a ULE SNDU

9.2.6 DVB-H Extensions to MPE: MPE-FEC and Time Slicing

As aforementioned, DVB-H relies on IP/MPE for the transport of both data and
audiovisual streams [6]. Furthermore, it adopts two additional features in order to
better support mobile reception, namely Time Slicing and MPE-FEC. Both tech-
niques have been standardized in [3].

Time slicing. A basic issue in handheld operation is the limited battery time.
This issue is of particular importance in terrestrial mobile reception, where the
receiver/demodulator/demultiplexing/decapsulation chain consumes typically 1 W.
The time-slicing feature of DVB-H aims at reducing the average power consumption
by allowing the terminal to know when to expect data and to switch off the receiving
chain when not needed (i.e. when the transmitted data is of no interest to the specific
receiver). At the broadcaster, prior to encapsulation, IP data belonging to a certain
stream is organized in TDM bursts. During encapsulation, each IP section is tagged
with a “delta-t” value, which informs the receiver about the time interval until the
next burst. This information allows the receiver to switch off until the next burst of
data arrives (Fig. 9.9). Practically, the duration of one burst is in the range of several
hundred milliseconds whereas the powersave time may amount to several seconds.
A typical power saving up to 90% is expected, whereas this figure depends on the
number and the bit rate of the IP services that the terminal is “listening” to [7].

MPE-FEC. As a transmission system, DVB-H includes two layers of error-
protection coding, namely a transport-level Reed-Solomon and an inner convolu-
tional coder. These methods protect the TS as a whole and have been proven to be
very effective. DVB-H introduces an additional FEC layer, prior to encapsulation,
which can be applied on a per-stream basis. The MPE-FEC method organizes the
IP datagrams in a table, column-by-column, and then protects each row of the table
with a Reed-Solomon overhead, as shown in Fig. 9.10. IP datagrams are then sepa-
rately encapsulated and transmitted from the FEC data. The latter can be discarded
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Fig. 9.9 The principle of MPE time slicing used in DVB-H

by FEC-ignorant receivers, thus making the method backwards compatible. MPE-
FEC allows the broadcaster to apply a different level or protection on each broadcast
IP service, depending either on the importance on the service and/or on the reception
conditions of the terminal(s) to which the service is targeted.

9.3 The DAB-IP Transport Mechanism

Unlike most broadcasting systems which utilize the MPEG-2 TS format, DAB uses
a completely different transport mechanism [8], more suitable for lower data rates.
A DAB multiplex comprises of three main virtual channels multiplexed:

• The Main Service Channel (MSC) carries the content itself (audio and data)
• The Fast Information Channel (FIC) is mostly used for signalling information

that needs to be quickly delivered
• The Synchronization channel is internally used (transparent to the user) within

the transmission system for basic demodulator functions (synchronization, fre-
quency control, channel estimation, etc.)

Here, we will examine particularly the MSC, which carries the useful informa-
tion.

The MSC comprises of data blocks named Common Interleaved Frames (CIFs),
sized 55,296 bits (6,912 bytes).

The data carried over the MSC is divided into “subchannels,” similar to the
MPEG-2 logical channels. Each service or service component, e.g., an audio stream
or a data session, is carried over a dedicated subchannel.
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Fig. 9.10 IP data protection via MPE-FEC

DAB-IP employs a specific encapsulation procedure for carrying IP multimedia
streams over a DAB MSC. First, IP packets are framed to form a MSC data group,
as shown in Fig. 9.11. The payload of a Data Group is 8,191 bytes at maximum.

Then, the Data Group is fragmented into several Packets, as shown in Fig. 9.12.
Packets are of specific size: they can be 24, 48, 72 or 96 bytes long, having a 3-
byte header, a 2-byte CRC tail, and a payload of 19, 43, 67, and 91 bytes long,
respectively.

Afterwards, Reed-Solomon FEC may be applied to a sequence of packets to add
customizable transport-layer error protection in a way very similar to the MPE-
FEC technique described in Sect. 9.2.6. in the case of MPE encapsulation. As with
MPE-FEC, several packets are organized in an FEC frame consisting of a 188-by-
12-byte Application Data Table and a 16-by-12-byte RS Data Table (Fig. 9.13).
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Fig. 9.11 DAB-IP Encapsulation of an IP multimedia stream in MSC data groups

Fig. 9.12 Fragmentation of the data group into packets

The Application Data Table contains the packets to be protected, organized in a
column-by-column basis. Depending on its length, each packet exactly fits in 2, 4,
6 or 8 columns. RS codewords are calculated over each row. Then, the packets are
transmitted unaltered, followed by special FEC packets containing the RS overhead,
as calculated via the aforementioned procedure.

In this way, the DAB-IP broadcaster can select the FEC rate, i.e. the signal robust-
ness of each service against impairments inserted by poor propagation conditions.
The receiver performs the inverse procedure, i.e. receives data and FEC packets, re-
organizes the Application and FEC Data Table, and via R-S decoding, corrects any
bit errors inserted during transmission.
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Fig. 9.13 Addition of FEC using the application data table structure

9.4 The MediaFLO Transport Mechanism

In contrast to DVB-related technologies, Qualcomm’s MediaFLO designed a mul-
tiplexing format “from scratch” [9], instead of adopting the MPEG-2 TS. In FLO,
useful information can come either as IP flows or non-IP, raw multimedia streams.
Packetization is performed in constant-sized MAC layer packets, each carrying 976
bits (122 bytes) of information.

In the way that in an MPEG-2 stream, discrete streams are carried over sep-
arate logical channels, services within a MediaFLO multiplex are conveyed over
Multicast Logical Channels (MLCs), each consisting of a flow of MAC layer pack-
ets. Each MLC carries a separate service or service component. It is possible, for
instance, that the audio and video information of a multimedia service are carried
over two separate MLCs, in the way that in an MPEG-2 multiplex, video and audio
were transported having two discrete PIDs.

Data flows in an MLC can be either constant- or variable-rate. In the latter case,
the Statistical Multiplexing process makes optimal use of the bandwidth, enhancing
the system with the corresponding multiplexing gain. Also, each MLC can have its
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own coding rate and modulation constellation at physical layer. This feature gives
the broadcaster the ability to control the propagation robustness of each service, and
control in this way the extent of the radio coverage.

Furthermore, in order to minimize power consumption at the receiver, MediaFLO
employs a Time-Slicing mechanism, like DVB-H, although a bit more sophisticated.
An MLC containing a service occupies not only a certain time slot, but also a fre-
quency slot, i.e. a portion of the OFDM (Orthogonal Frequency Division Multiplex-
ing) symbol named an “interlace.” As it is described in the corresponding chapter,
each MLC is spread over frequency and time at a pattern known to the receiver.
After receiving a block of data, the receiver is aware of the frequency- and time-slot
to come, which will contain the next packet. In the mean time, it can switch off the
corresponding parts of the receive chain, thus conserving energy [10].

9.5 Conclusions

The sections of this chapter presented the transport and time-slicing mechanisms
which are used in contemporary mobile multimedia broadcasting systems. The
MPEG-2 Transport Stream and the mechanisms which have been developed around
it are still dominant and have been adopted in most cases. However, some recently
standardized systems (i.e. DAB-IP and MediaFLO) have developed their own trans-
port mechanism, more oriented to mobile use and to the handling of IP traffic.
MPEG-2 TS is a widely adopted format and it is backed by numerous industrial
players; therefore it is quite easy and cheap to implement its support in broadcasting
platforms and receivers. However, in certain cases, it lacks efficiency and flexibil-
ity, and this has led to the design of new transport and time-slicing formats “from
scratch.” It can be foreseen that future broadcasting systems will also attempt to
redesign their own transport layer, which will be more tailored to mobile use and
will better exploit the benefits of the underlying physical layer.
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Chapter 10
Basic Modulation Schemes in Digital Mobile
Multimedia Broadcasting Systems

Qinghua Han and Chan Ho Ham

10.1 Introduction

Modulation is the mapping–superimposing process where the baseband bit stream
message information is mapped to the radio carrier. Modulation and demodulation
are paired with modulation being carried out at the transmitter, and the demodulation
being carried out at the receiver.

Most of the latest digital mobile multimedia broadcasting (DMMB) standards
such as Digital Video Broadcasting, Handheld (DVB-H) and Terrestrial Digital Mul-
timedia Broadcasting (T-DMB) [1–10] are using the orthogonal frequency-division
multiplexing (OFDM) based techniques with various inner modulation schemes
while the Advanced Television Systems Committee (ATSC) [11] is adopting the
vestigial sideband (VSB) modulation approach. The selection of digital modula-
tion schemes used in the digital mobile multimedia broadcasting system (DMMBS)
has almost the same requirements as other digital communication systems. The
consideration may include, but is not limited to the following: Nyquist theoreti-
cal minimum bandwidth, Shannon limit (Shannon–Hartley capacity), low bit error
rate (BER), high power and bandwidth efficiency, high power efficiency, low out of
band radiation, low sensitivity to multipath fading, constant envelope, low cost, ease
of implementation, flexible and compatible to existing system and easy for future
upgrade, and the regulation. Some of the above requirements conflict each others.
The final decision always reflects a trade-off, a balance of these factors. For certain
application, some factors may be paid more attention than others.

In analog broadcasting and communication systems, the basic parameter is aver-
age signal power to average noise power ratio SNR or S/N, which is also called
as the signal to noise ratio. For digital systems, the signal to noise ratio can be
expressed in the form
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SNR =
Eb

N0
=

STb

N/W
=

S/Rb

N/W
=

S
N
∗ Rb

W
=

S
N
∗ηs (10.1)

where Eb is bit energy, W is bandwidth, S is signal power, Tb is bit time, Rb is
bit rate, N0 is noise power spectral density, N is noise power, and ηs is spectrum
efficiency.

The noise source can arise from a number of contributory factors in addition
to the receiver thermal noise. This includes, but is not limited to: intermodula-
tion performance, local oscillator phase noise, channel filter response, and quadra-
ture imbalance, and their effects will sum in an RMS (root mean square) manner.
Spectrum efficiency ηs (also called as bandwidth efficiency ηB) is one of the key
attributes of the DMMB communication systems, which almost always operate in
a crowded and valuable licensed radio frequency spectrum. Spectrum efficiency is
used to measure in units of bits per second (bps) per bandwidth.

ηs =
Rb

W
=

1
WTb

Log2 (M) bps/Hz (10.2)

The capacity of a band-limited additive white Gaussian noise (AWGN) channel is
governed by Shannon–Hartley theorem

C = W Log2

(
1+

average signal power
average noise power

)

=
average signal power

average noise power∗ ln2
(W → ∞)

(10.3)

It is possible to transmit information over a channel at a rate R with an arbitrarily
small error probability, if R <= C. The rate limit is set by signal power (S), band-
width (W) and noise power (N).

Nyquist theoretical stated that the theoretical minimum bandwidth needed for
the based band transmission of Rs symbols per second without ISI is Rs/2Hz. For
M-ary system, relationship between bit rate Rb and symbol rate Rs is

Rs = Rb/ log2 M (10.4)

The portable and mobile DMMBS needs to minimize the battery requirement;
normally a nonlinear power amplifier is used. Nonlinear amplifier may degrade the
bit error rate performance of some modulation schemes. Spectrum shaping and pre-
distortion can be performed prior to up conversion and nonlinear application. Power
efficiency, ηp, is a measure of how much received power is needed to achieve a
specified BER.

In digital modulation, the modulation is implemented in digital form and named
as “Shifting & Keying.” The basic digital modulation schemes are Amplitude Shift
Keying (ASK), Frequency Shift Keying (FSK), and Phase Shift Keying (PSK).
These systems represent the transmitted data signal by varying the amplitude,
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frequency or phase of a certain frequency carrier, respectively. There is another
important type of modulation, hybrid modulation, which modulates more than
one parameter. If the parameters are amplitude and phase then the modulation
is the Quadrature Amplitude Modulation (QAM). The QAM is also called as
QASK (Quadrature Amplitude Shift Keying) or APSK (Amplitude and Phase Shift
Keying).

The inner modulation schemes used in OFDM based DMMBS are very similar
to the modulation schemes in other single carrier systems, which has been discussed
thoroughly in many books [12–14]. Various digital modulation techniques have been
used as modulation schemes in different DMMB standards [1–11]. The rest of the
chapter will give introduction to various basic modulation schemes: BPSK (Binary
Phase Shift Keying), QPSK (Quadrature Phase Shift Keying), π/4 DQPSK, 8PSK,
16QAM, 64QAM, 256QAM, 8VSB, and 16VSB.

10.2 Phase Modulation (PM)

For a sinusoidal carrier with frequency ( fc), the modulated signal can be
expressed as

s(t) = A(t)cos(2π fct +θ(t)) (10.5)

where A(t) is amplitude and θ(t) is the phase. For phase modulation, the amplitude,
A(t), and carrier frequency are keeping constant. The information bit stream modu-
lates the phase of the carrier. PSK modulation is a commonly used technique. It has
constant envelop, high frequency efficiency, insensitive to channel fluctuations. It
was the most popular modulation scheme during past decade. An interesting result
is that the bit error probability of QPSK is same as BPSK, given by Eq. 10.6, and
has twice the spectral efficiency with identical energy efficiency.

Pb,BPSK = Pb,QPSK = Q
(√

2Eb

N0

)
(10.6)

The theoretical symbol error probability of coherently detected MPSK in an AWGN
channel is given by

Ps (M) = er f c
(√

Es

N0
sin
( π

M

))
≈ 2Q

(√
2Es

N0
sin
( π

M

))
(10.7)

where erfc is the complementary error function, Q(x) is the Q-function, Es/No is the
ratio of energy in a symbol to noise power spectral density, and M is the number of
symbols or the size of the symbol set. The bit error probability, Pb, can be expressed
in terms of upper and lower limits of a symbol error probability, Ps, function as

Ps (M)
log2 M

≤ Pb ≤
M/2 Ps (M)

M−1
(10.8)
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If Pb 
1, then

Pb ≈
Ps (M)
log2 M

(10.9)

10.2.1 BPSK

The simplest digital phase modulation is BPSK. The phase item, θ(t) in Eq. 10.10,
has only two values, one representing bit 0, with θ(t) = π, and the other one repre-
senting bit 1, with θ(t) = 0.

S(t) =
√

2Eb

Tb
cos(2π fct +θ(t)) (10.10)

where Eb is the energy per bit, and Tb is the bit period. It is well known that a
phase change of π radians is equivalent to multiplying a “−1.” One possible BPSK
modulator can be a simple level translator, changing logic levels to +/− 1, with
a multiplier, as given in Fig. 10.1. An example of the pulse and waveform and the
constellation of BPSK are shown in Fig. 10.2 and Fig. 10.3, respectively.

The spectrum of a rectangular pulse spans infinite frequency. In DMMS the trans-
mitted signal must be restricted to a certain bandwidth. When rectangular pulses
are passed through a low-pass filter, the pulses will spread into succeeding pulses
and cause inter-symbol interference (ISI). The pulse-shaping filter is used to reduce
ISI and spectral spreading. Nyquist invented a class of filters which have zero inter-
symbol interference at the sampling times. The raised cosine filter is one of the most
commonly used pulse-shaping filters in the digital communication system. With
raised cosine filtering, when the receiver makes its decision at the middle of each
pulse interval, the ripples from adjacent pulses are crossing through zero. Therefore,
they do not introduce errors within the decision making process. The raised cosine
filter transfer function is given by the following equation:.

Pulse
Shaping

Input

Carrier

Output

Fig. 10.1 BPSK modulator block diagram
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Fig. 10.2 Pulses and waveform of BPSK
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Fig. 10.3 BPSK signal constellation diagram
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where τ is the pulse period, ω is the radian frequency, and α is the roll off factor,
which is the parameter used to adjust the frequency response of the pulse shaping
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filter (0 ≤ α ≤ 1). The time domain impulse response of the raised cosine filter is
given by

h(t) =

{
sin
(πt

τ
)

πt
τ

}{
cos

(παt
τ
)

1−
( 2αt

τ
)2

}
(10.12)

with h(0) = 1 and h
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The pulse shaping may be implemented as the product of two identical responses,
one at the transmitter and the other at the receiver. In such cases, the response
becomes a square-root raised cosine response. The square-root raised cosine
response is given by Eq. 10.13. And the time domain impulse response of the
square root raised cosine filter is given by the following equation:

h(t) =
4α

π
√

τ

⎧⎨
⎩

cos
(

π(1+α)t
τ

)
+ τ

4αt sin
(

π(1−α)t
τ

)

1−
( 4αt

τ
)2

⎫⎬
⎭ (10.14)

BPSK uses coherent demodulation. The block diagram of the coherent demodu-
lator, which consists of a frequency recovery, phase recovery, timing recovery, and
decision components, is shown in Fig. 10.4.

The commonly used close loop carrier recovery methods are squaring method
and Costas loop. In the squaring method, the input signal is squared; the double
frequency component is used to control a PLL to produce a signal at the carrier
frequency which is used to demodulate the input BPSK signal.

The Costas loop, shown in Fig. 10.5, consists of the Arm Filters, the Loop Fil-
ter, Phase Detectors, and a Voltage-Controlled Oscillator (VCO). The Costas loop is
able to obtain the phase and frequency information of the modulated carrier and
achieve phase tracking, acquisition and synchronization to this extracted carrier
while demodulating and extracting the data contained in the received signal. It pro-
vides not only suppressed-carrier tracking but also demodulates the received signal.
Costas loop can be used for BPSK, QPSK, 8-PSK, and OQPSK.

With the high-performance digital signal processors, the open-loop phase and
frequency compensation was used in some system recently.

Symbol Timing Synchronization is another key step for successfully recovering
the received information. While there are a number of common approaches, three of

Freq.
Recovery

Phase
Recovery

Timing
Recovery Detect

OutputInput

Fig. 10.4 The block diagram of the coherent demodulator
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Fig. 10.5 Basic diagram of Costas demodulator

XOR

Delay
T

Input

s(i)
Output

d(i)

d(i -1)

Fig. 10.6 Basic diagram of differential encoder

them are introduced here. The Early–Late Gate, which approximates the Maximum
Likelihood detector locating the zero point of the approximate derivative of the eye.
The data-transition tracking loop (DTTL), which finds the zero crossing point. The
Gardner method is another means of timing recovery and bit estimating method.
The result of an integration of the sampled bits becomes the input to an interpolator.
The filtered output of this interpolator becomes the bit estimate. The interpolator
may be a “Farrow” cubic interpolator.

The carrier and timing recovery can be implemented jointly. The joint estimation
may perform remarkably better than individual estimation of the parameters in some
case.

Both the squaring and Costas loop methods have the problem of 180◦ ambigu-
ity. There are two commonly used methods to overcome this problem. One way is
adding the known sequence, and the other way is using differential encode method.
Demodulation can be classified into techniques that use coherent and noncoher-
ent methods. Coherent demodulators generate a local carrier, which is phase syn-
chronized with the transmitter. The differential detection does not require coherent
detection. In DSPK system, the input data stream s(i) is differentially encoded to
d(i) prior to modulation. A circuit for this is given in Fig. 10.6.

The DPSK scheme has the advantage of simplifying the receiver complexity.
However, in an AWGN channel, they require up to 3 dB more transmit power to
achieve the same bit error rate performance. DPSK has a difference with 1–2 dB
comparing with PBSK. DQPSK is with around 2–3 dB. For larger constellation the
difference is around 3 dB.
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10.2.2 QPSK

The simple BPSK can be expanded to an M-ary scheme. We can obtain M-ary PSK
by grouping bits together and choosing the phase modulation accordingly. With M =
4, the bits can be grouped into pairs, called “dibits” or “symbol,” and the resulting
signal is known as QPSK. There are two symbols for every sample of QPSK. One
symbol mapping of dibits to phase angle is shown in Table 10.1 and the constellation
is given by Fig. 10.7. The high-order modulation schemes in DMMB have used the
Gray code labeling. Gray code labeling minimizes the effect of noise on the bit error
rate by having labels between any two nearest neighbors differ by exactly one bit,
which is an optimum manner for assigning bits to constellation points.

QPSK signal can be expressed in the equation

S(t) =
√

2Es

Ts
cos

(
2π fct +

π
2

(i−1)
)

, 0 ≤ t ≤ Ts, i = 1, 2, 3, 4 (10.15)

The QPSK may be viewed as the combination of two orthogonal BPSK signals.
The bandwidth of each BPSK signal is same as the symbol rate, which is half the
bit rate. As stated before, the bandwidth efficiency of QPSK is twice that of BPSK.

Table 10.1 QPSK mapping

Dibit AkBk θ (t)

00 π/2
01 −π/2
10 π
11 0

Fig. 10.7 QPSK constellation
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The block diagrams of typical QPSK modulator and demodulator are shown in
Figs. 10.8 and 10.9, respectively.

QPSK has constant envelope amplitude and widely separated phase state, in turn,
has a high degree of robust against channel noise and interference. It is very mature
and well studied, widely used modulation scheme.

10.2.3 π/4 D-QPSK

π/4 D-QPSK (π/4 Differential-Quadrature Phase Shift Keying) may be viewed
as π/4 QPSK combined with coherent and differential detection. It is similar to
DQPSK with kπ/4 representing the message mapping phases. The “D” in DPSK
means the coding is a differential coding. It encodes the difference between the cur-
rent input with the delayed output. The symbol mapping of π/4 DQPSK is given in
Table 10.2. The recovery of phases can be done without the need knowing the exact
phase of the carrier. Therefore, noncoherence detection can be carried out.

The phase increment, ∆θ(t), is used to derive the phase angle θ(t)

θk(t) = θk−1(t)+∆θk(t) (10.16)
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Table 10.2 π/4 DQPSK phase angle mapping

Dibit AkBk ∆θ (t)

00 −3π/4
01 3π/4
10 −π/4
11 π/4

Fig. 10.10 π/4-DQPSK constellation

θk(t) is used to shift the phase of the carrier according to

S(t) =
√

2Es

Ts
cos(2π fct +θk(t)) (10.17)

If the initial phase shift at time t = 0 is zero, the possible phase angles of
π/4-DQPSK are {0, π/4, π/2, 3π/4, π , 5π/4, 3π/2, 7π/4}. The π/4-DQPSK
has an eight-point constellation. The π/4-DQPSK constellation consists of two
four-point subsets that are offset by π/4 radians from each other. The π/4-DQPSK
constellation of Fig. 10.10 shows one of these subsets in circle and the other
in square. The modulator symbol mapping may be implemented with combining
Tables 10.2 and 10.3

The π/4D-QPSK has an advantage over offset QPSK in which it can be dif-
ferentially detected. A stream of identical 1’s or 0’s will always produce a phase
change. Among the many different demodulation approaches, the baseband dif-
ferential receiver is the easiest to implement in a sampled signal environment
for π/4-DQPSK. π/4-DQPSK performs about 2–3 dB worse than QPSK on an
AWGN channel. However, on fading channels, π/4D-QPSK may perform better
than QPSK.
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Table 10.3 π/4 DQPSK mapping

θ (t) Real Image

0 1 0
π/4 0.707 0.707
π/2 0 1
3π/4 −0.707 0.707
π −1 0
5π/4 −0.707 −0.707
3π/2 0 −1
7π/4 0.707 −0.707

Fig. 10.11 The 8PSK constellation

10.2.4 8PSK

8PSK has virtually constant envelope modulations and can be used in nonlinear
amplifier even driven near saturation. 8PSK signal can be expressed in the equation

S(t) =
√

2Es

Ts
cos

(
2π fct+

π
2

(i−1)
)

, 0 ≤ t ≤ Ts, i = 1, . . . , 8 (10.18)

The 8PSK constellation is given in Fig. 10.11.
Even if the constellation location is the same as that of 8-PSK, π/4-DQPSK and

8-PSK are different forms of PSK. The greater the number of data locations in the
modulated signal, the smaller the minimum distant. The minimum distant (dmin)
is the smallest distance between any two pints in the constellation. The smaller
the minimum distant (dmin), the smaller the allowable error caused by noise and
intermodulation before a data location incurs a neighboring location. 8PSK system
is less tolerant to such errors than a BPSK and QPSK based system. This effect is
compounded when considering even higher modulation such as 16QAM.
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10.3 QAM

The QAM is also called as QASK and APSK, which can be viewed as a combined
amplitude and phase modulation, or as a two-dimensional modulation.

The general form of QAM signal is given by

s(t) = Ii cos(2π f0t)−Qi sin(2π f0t) = Ai cos(2π f0t +φi) (10.19)

where Ii and Qi are the real and imaginary (in phase and quardrature) modulation
components, the pair of (Ii, Qi) forms the mapping signal point, the constellation. Ai
is amplitude, and φi is the phase. The basic design goal for a QAM is to balance the
high minimum distance, dmin, between the constellation points and the low average
power. There are various QAM constellations. The most commonly used are type I –
the inner ring and outer ring have same number of constellation points, type II –
having more constellation points on the outer ring than on the inner ring, and type
III the square constellation system. The QAM does not have a constant amplitude
constellation.

Basically, type II has a 3 dB performance improvement than type I, and type
III has a little better performance comparing with type II. If differential encoding is
used, the type I and type II constellations may not need carrier recovery. The OFDM
signal can never have constant amplitude.

10.3.1 Square QAM

16-QAM is the most commonly used QAM scheme. Its constellation is shown in
Fig. 10.12.

If the minimum squared Euclidean distance for this 16 QAM signal constellation
is d2, the average energy is

E = 1
16

(
4∗ 2

4 d2 +8∗ 10
4 d2 +4∗ 18

4 d2
)

= 2.5d2 (10.20)

Since there are 4 bits per signal point, the band efficiency is 4 bps/Hz
The typical QAM modulator block diagrams are shown in Fig. 10.13, and an

example of I and Q pulses for 16 QAM is shown in Fig. 10.14.
The typical QAM demodulator block diagrams are shown in Fig. 10.15.
The carrier recovery is not required for noncoherent detection system. The clock

recovery is required for all the modulation schemes. The common carrier recovery
schemes are time N carrier recovery and decision directed carrier recovery. The
block diagram of time N carrier recovery is shown in Fig. 10.16. The Nth power
loops is similar to the times 2 or the squared carrier recovery used for binary
schemes. The timing recovery and carrier recovery used in QAM schemes are very
similar to the timing and carrier recovery scheme for BPSK and QPSK at previous
sections.

The Square QAM constellations may be arranged uniformly or nonuniformly.
Two examples of 16 QAM nonuniform constellations are given in Fig. 10.17.
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Fig. 10.12 16 QAM constellation
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Fig. 10.14 I, Q Pulses waveform of 16QAM
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Fig. 10.15 The typical QAM demodulator block diagrams
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Fig. 10.16 The time N carrier recovery block diagram

Fig. 10.17 16QAM nonuniform constellations
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The above uniform and nonuniform mappings can be extended into higher order
constellations such as 32-QAM, 64-QAM, 128-QAM, or 256-QAM. The constella-
tions of the high-order QAM are not given here due to the paper length.

10.3.2 Start QAM

One of the commonly used QAM schemes is type II QAM, which has more constel-
lation points on the outer ring than on the inner ring. Figures 10.19 and 10.18 show
the examples of start 16 QAM and 32 QAM, respectively.

Fig. 10.18 Start 32 QAM constellation

Fig. 10.19 Start 16 QAM constellation
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Basically, type II has the similar performance as type III has, and type II con-
stellations may not need carrier recovery. But, they need the adoption of advanced
predistortion methods to minimize the effect of power amplifier nonlinearity. The
16APSK and 32APSK constellations have been optimized to operate over a nonlin-
ear power amplifier by placing the points on circles. And, their performances on a
linear channel are comparable with those of type III 16 QAM and type III 32 QAM,
respectively.

The important parameter of start QAM is the ratio between the outer circle radius
and the inner circle radius (γ = r2/r1), which is called constellation radius ratio. The
modulation schemes in DMMS use the optimum constellation radius ratio.

10.3.3 Hierarchical Modulation

Hierarchical modulation provides a way for the new system to be backwardly com-
patible with existing receivers and the ability of making trade-off in the bit rate
versus receiving robustness.

In hierarchical modulation, two separate data streams, the “High Priority” (HP)
and “Low Priority” (LP) stream, are modulated into a single stream. Receivers with
“good” reception conditions or “new” receiver can receive both streams, while those
with poorer reception conditions or “old” receiver may only receive the “High Pri-
ority” stream. Typically, the LP stream is of higher bit rate, but lower robustness
than the HP one.

Using a 16 QAM/QPSK hierarchical system as an example, the constellation has
a QPSK stream buried within the 16 QAM stream. The two most significant bits
(MSB) would be used as HP stream for the robust service, while the remaining two
bits would contain the LP stream. A good quality reception/receiver allows receiver
to resolve the entire 16 QAM constellation. In the case the receiver may only be able
to resolve the HP portions of the constellation, a QPSK constellation is deduced.

The “hierarchical modulation” can be used with both type II and type III QAM
schemes.

10.3.4 VSB

The VSB used in ATSC system is a digital version of conventional analog VSB
modulation. The VSB signal’s spectrum consists of one sideband and a vestige of
the second sideband. The VSB modulation is easy to be understudied in frequency
domain with block diagram. Figure 10.20 shows the generation of VSB signal.

If a real-valued baseband message signal Am(t) is multiplied with a carrier, the
resulting signal S(t) is a double sideband (DSB) as given by the following equation:

S(t) = Am(t)∗ cos(2π fct) (10.21)
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The representations of Am(t) and S(t) in frequency domain are shown in
Figs. 10.21 and 10.22, respectively.

Because Am(t) is a real-valued signal, Am( f ), the spectrum of Am(t), has sym-
metry character with Am( f ) = A∗

m( f ). The spectrum of S(t) can be shown to be

S( f ) = 1
2 [Am( f + fc)+Am( f − fc)] (10.22)

The modulated signal can be divided into two parts, above and below the carrier
frequency fc. The part between fc and fc − fm is called the lower sideband. The
part between fc and fc + fm is called upper sideband, where fm is bandwidth of
the message signal Am(t). The VSB signal can be generated with the VSB filter,
which allows one sideband to be passed completely together with a part of another
sideband. The VSB filter transfer function should have odd symmetry about fc and
the relative level of 1/2 at this frequency.

The ATSC VSB system has two modes. The terrestrial broadcast mode,
8-VSB, transmits data at a rate of 19.4 Mbps in a 6 MHz channel with eight
signal levels of (−7,−5,−3,−1,1,3,5,7).The high data rate mode, 16-VSB, pro-
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vides the data rate of 38.8 Mbps in a 6 MHz channel with 16 signal levels of
(−15,−13,−11,−9, . . .,13,15). The VSB system used in ATSC system has almost
same performance as the DVB QAM rival.

10.4 Conclusions

This chapter introduced the basic modulation schemes widely used in DMMB
standards [1–11]. These schemes are the fundamental building blocks of various
DMMBS. These topics have been covered comprehensively by many books [12–14]
and various standards from different point of view. The content in this chapter is
to provide readers a synopsis of the modulation schemes used in DMMBS that
would be a brief introduction and reference for further study on various DMMB
standards.
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Chapter 11
Error Control for Broadcasting
and Multicasting: An Overview

Ivan V. Bajić

11.1 Introduction

The term error control refers to the set of actions that may be taken by the transmit-
ter, receiver, an intermediate node, or any combination of these devices, to reduce
the effect of errors introduced by the communication channel. In this chapter we
will survey some of the common error control schemes for video multicast, where
a video clip is being transmitted to a group of users through either a wireless or a
wired packet-based network. Multicast presents special challenges for error control;
different users generally see different channels and experience different errors. The
goal of error control in this case is to minimize video quality degradation due to
errors for all users.

A simple illustration of video multicast is shown in Fig. 11.1: a video server sends
a video stream to multiple users. Each arrow in the figure indicates a communica-
tion link, or a group of links; a sequence of links creates the communication channel
between the server and the corresponding user. Different links can employ different
communication infrastructure. Hence, when considering the channel between the
server and a particular user, a part of that channel may be an Ethernet link, another
part may be an optical link in a Wide Area Network, yet another part may be a wire-
less link in a cellular network. Physical-layer issues are different for each of these
links, and physical-layer error control is tailored to each link. In most cases, a block
of data (called a frame, or a packet, as we will call it here to avoid confusion with
video frames) that is received and processed at the physical layer will be verified
at the data link layer through a Cyclic Redundancy Check (CRC) [29]. The packet
will only be fed to the upper layers if passes the CRC test. Hence, regardless of the
error processes at the physical layer, higher layers usually see only packet losses. In
addition to the packet losses caused by CRC failures, in packet-switched networks,
loss may occur due to other reasons, such as congestion. For real-time data such
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Fig. 11.1 Illustration of video multicast

as video, long delays may also cause effective packet loss, since in most cases late
packets are no better than the lost ones. Our focus in this chapter will be on error
control techniques that apply to communication layers above the data link layer,
where packet loss is the name of the game.

Traditional error control schemes for video transmission over packet-lossy chan-
nels include packet retransmission, Forward Error Correction (FEC) and error
concealment. These methods can also be combined to cover a wider range of com-
munication scenarios and to improve system performance. In general, application
requirements and infrastructure dictate the type of error control scheme to be used.
For example, interactive applications such as videoconferencing require low end-
to-end delay and may therefore favor FEC and error concealment over retransmis-
sion, although several packet retransmissions may be possible within the typical
conversational delay allowance of 150–400 ms [36]. On the other hand, streaming
applications have a much higher delay allowance of several seconds or even tens
of seconds, which gives the system designer greater flexibility in choosing the error
control scheme. In the case of streaming, retransmission-based strategies perform
very well. In the next few sections we will review several traditional error control
schemes and describe the benefits and challenges that arise in their application to
video multicast.

11.2 Forward Error Correction

FEC was the earliest error control technique used in digital communications. Since
Hamming’s seminal paper [7] which described the design of Hamming codes, many
other codes were developed. Of particular importance to the problem of packet loss
are the codes that handle erasures, the so-called erasure-correcting codes. Among
these, Reed-Solomon (RS) codes have been the most popular, owing to their good
performance with short codeword lengths.

For the purposes of this section, a symbol is a block of q bits representing a basic
unit of error control. An (n, k) RS code takes k data symbols and produces n code
symbols, where n = 2q–1 ≥ k. In a systematic RS code, the first k symbols of an



11 Error Control for Broadcasting and Multicasting: An Overview 315

n-symbol codeword are the same as the original k data symbols. Systematic codes
are preferred in many applications since the data symbols appear directly as a part
of the codeword, which can greatly simplify subsequent processing. One may think
of a systematic encoder as adding n–k parity symbols to a group of k data symbols
to produce the n-symbol codeword, as shown in Fig. 11.2.

11.2.1 Equal Loss Protection

An (n, k) RS code can correct up to n–k erasures; in other words, the RS decoder
will be able to fill in the missing symbols as long as it knows the locations in the
codeword from which they have been erased, and there are no more than n–k miss-
ing symbols in a codeword. To use RS coding for packet loss recovery, one can
employ a scheme illustrated in Fig. 11.3 [23], sometimes called interlaced RS cod-
ing. In Fig. 11.3, each packet is split into a sequence of q-bit symbols. RS encoding
is then applied column-wise across the symbols from k different packets to create
n–k parity symbols, which are then combined to create parity packets. If no more
than n –k packets out of this group of n packets get lost, RS decoder at the receiver
will be able to fill in the missing symbols from each RS codeword, thereby recre-

Fig. 11.2 Illustration of systematic RS encoding

Fig. 11.3 RS coding for packet loss protection
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ating the missing packets. Note that in the figure, the length of each data packet is
the same. In practice, if data packets have different lengths, shorter packets can be
padded by zeros up to the length of the longest data packet in the group. This may
lead to substantial overhead if the lengths of data packets vary significantly.

If the packet loss probability is p, and if the losses are independent, the residual
loss probability PL of data packets after RS decoding is given by

PL =
n

∑
l=n−k+1

l
n

(
n
l

)
pl(1− p)n−l . (11.1)

For example, if p = 0.1 and we use the (7, 4) RS code, then PL ≈ 0.0016. In this case,
only four out of every seven packets carry the data in this scheme, while the other
three carry redundant parity symbols. So FEC can significantly reduce the residual
packet loss probability at the expense of reducing the effective rate of informa-
tion transfer. Note that in Fig. 11.3, all information in the data packets is protected
equally; each symbol from each of the data packets can be recovered if no more
than n–k packets are lost. Such a scheme is sometimes called equal loss protec-
tion (ELP). However, not all video data is equally important for the reconstructed
video quality. For example, the loss of a piece of data from an I-frame in a MPEG-4
stream will affect many subsequent frames, whereas the loss of a piece of data from
a B-frame will only affect that same frame. Later in this section we will discuss
some error control schemes that take this unequal importance of data into account
to provide unequal loss protection (ULP).

If one knows the packet loss probability p and the desired residual packet loss
probability PL, then n and k can be chosen to satisfy Eq. 11.1. Note that for proper
FEC design it is important to have reasonably accurate channel state information
(CSI), in this case packet loss probability p. In reality, channels are time-varying,
so CSI needs to be updated on the fly. If there is a mismatch between the perceived
CSI at the channel encoder and the actual channel realization, the encoder may end
up generating too many or too few parity packets.

Another important aspect of using FEC is the delay introduced in the system.
If a data packet is lost, the decoder usually needs to wait for the last packet in
the block of n packets before recovering the missing data packet. In addition to
this buffering delay, there is also a processing delay associated with computing the
missing symbols from the available ones. Nonetheless, in terms of delay, FEC com-
pares favorably to other error control schemes described later in this chapter, which
makes it attractive for conversational services such as videoconferencing. Efficient
implementations of FEC can be found in [15, 27].

11.2.1.1 Extensions to Multicast

A simple extension of FEC to video multicast can be done in the following way. The
server estimates the loss rate pi for each user i = 1,2, . . .,N, then takes p = max{pi}
and chooses n and k for the desired maximum residual loss rate PL based on Eq. 11.1.
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If the estimates of individual users’ loss rates are accurate (and if the channel
behaves as predicted), the user with the maximum loss rate p will end up having
the residual loss rate PL, while other users will have lower residual loss rates. Note
that each user receives the same set of parity packets, but it uses them to correct its
own losses, which may vary from user to user.

There are at least two problems that the above video multicast scheme would
face in practice. First, in a large enough group of users, it is likely that users’ access
bandwidths will differ and/or that their viewing preference in terms of video reso-
lution, frame rate, or quality will differ. In such a scenario, sending the same data
and parity packets to each user would seem inappropriate. We will revisit this issue
in the next section. Second, in order to estimate the loss rate pi of each user, the
server needs to receive feedback from each user. As the number of users increases,
this may lead to the so-called feedback implosion problem.

11.2.1.2 Feedback Implosion

A number of solutions have been proposed to deal with feedback implosion in mul-
ticast. We will mention two representative ones. In Reliable Multicast Transport
Protocol (RMTP) [24], users are organized into local regions, with each region hav-
ing one designated receiver (DR). Users do not send feedback to the server, but to
the DR in their region. The DR then sends feedback to the server. This approach
effectively aggregates the feedback in each region and reduces the number of feed-
back messages the server has to deal with. Figure 11.4 depicts this approach in a
video multicast.

User 4User 3

User 2

User 1

Video 
server

DR1

DR2

User 6

User 5

DR3

Fig. 11.4 Illustration of RMTP-like feedback aggregation
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The DRs collect statistics about the users in their region, and inform the server
about the highest loss rate in their region. From this information the server can
determine the highest loss rate p among all users, which can be used in Eq. 11.1 to
determine n and k. The drawback of this method is the need for DRs. If some users
act as DRs, they suffer increased workload compared to other users in their region,
without necessarily obtaining any benefit for this extra effort. If DRs are provided as
dedicated devices independent of the users, then there is an additional infrastructure
cost associated with this type of multicast. In either case, defining local regions and
DRs requires some careful planning in order to be effective.

Another method to deal with feedback implosion problem is scalable feedback
control [3]. Here, the server does not receive feedback from all users, but probes a
randomly chosen group of users to try to infer channel conditions along the multicast
tree. Probing is done in epochs. In each epoch, the server and all users generate a
random 16-bit key. The server then multicasts a polling packet with its 16-bit key
and a number specifying how many bits in the key are significant. If a user’s key
matches the server’s key in the significant bits, that user will send feedback to the
server. If the server does not receive any response within a specified timeout period,
meaning that no user’s key matched its own, it will reduce the number of significant
bits in the key and resend the polling packet. Note that the probability that the keys
randomly generated by the server and the users match depends on the number of
users. Since the number of significant bits in the key will decrease in subsequent
epochs if there is no response, the probability of a match will increase. In fact, it is
shown in [3] that the relationship between the number of users N and the expected
epoch E[First] in which the first response arrives is

N ≈ exp(16.25−E[First]/1.4) . (11.2)

Hence, the server can get an estimate of the number of users in the multicast tree
although it does not receive feedback from all of them. Depending on the type of
information included in the feedback, the server can also obtain an estimate of the
maximum probability of error, longest Round Trip Time (RTT), etc.

11.2.2 Unequal Loss Protection

As mentioned previously, not all video data is equally important in terms of the
effect of its loss on the decoded video quality. For example, standard video coders
such as MPEG-2/4 or H.261/3/4 code different frames in different ways. I-frames
are coded as still images (intra-mode), P-frames are coded via prediction from pre-
vious I- or P-frames, while B-frames are coded via prediction from previous and
future I- or P-frames. The loss of a piece of data from an I-frame will affect all
future P- and B-frames until the next I-frame. On the other hand, the loss of a part of
a B-frame will only affect that same frame. This suggests that I-frame data should
be protected more than B-frame data. This idea has been developed in a scheme
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called priority encoding transmission (PET) [1]. PET relies on a user-defined “pri-
ority function” to specify the priorities of different pieces of data, and to choose
protection for each piece of data in accordance with its priority. When applied to
MPEG video, PET protects I-frames more than P-frames, which are in turn pro-
tected more than B-frames.

Instead of requiring a user to provide the “priority function,” one can use the
increase in video distortion caused by the loss of a piece of video data to deter-
mine how that piece of data should be protected. The most popular video distortion
measure is the mean squared error (MSE), computed for each M ×N frame as the
average squared difference between its original version fo and decoded version fd,

MSE =
1

MN

M

∑
x=1

N

∑
y=1

( fo(x,y)− fd(x,y))
2. (11.3)

A related measure is the Peak Signal-to-Noise Ratio (PSNR) computed in decibels
(dB) as

PSNR = 10log10
2552

MSE
. (11.4)

Both measures can be averaged over a group of frames.
The influence of the loss of a piece of video data on MSE or PSNR depends

on whether other pieces of data have been lost as well. For example, the loss of a
piece of data from a P-frame may affect MSE differently depending on whether the
previous I- or P-frame has been affected by loss. This suggests that the measure of
importance of a piece of data needs to be determined by averaging over many loss
realizations, which may be computationally intensive. Several methods have been
proposed for accomplishing this task, including Recursive Optimal per-Pixel Esti-
mate of decoder distortion (ROPE) [37] and Multi-Decoder Distortion Estimation
(MDDE) [30].

A very flexible framework for video transmission can be created by applying
ULP to layered or scalable video bit streams, where some parts of the bit stream pro-
vide refinement to video resolution, frame rate, or quality, obtained from other parts
of the bit stream. Scalable video bit streams can provide a variety of resolutions,
frame rates, and qualities to satisfy a diverse set of users, which makes them ideal
for video multicast. Scalable video coding has been popular in the research commu-
nity for some time now [8, 16, 33]. In the context of video coding standards, a sim-
ple form of frame-rate scalability existed in MPEG-1 [10] through B-frames which
could be removed from the bit stream without affecting decoding of other parts
of the stream. All three forms of scalability were incorporated into MPEG-2 [11],
although high-performance quality scalability was only introduced in the form of
Fine-Granularity Scalability (FGS) [34] as an extension of MPEG-4 [12]. At the
time of the writing of this chapter, a full-featured high-performance scalable video
coding standard [9] is being finalized as an extension to H.264/AVC [14].
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Fig. 11.5 Illustration of MD-FEC

As a representative of the methods for applying ULP to scalable video bit streams
we mention multiple description coding through FEC (MD-FEC) [26]. The scheme
is illustrated in Fig. 11.5 for a quality-scalable video bit stream. At the top, the
scalable bit stream corresponding to one Group of Pictures (GOP) is split into four
sections, with section k being further split into k subsections. Then the data from
section k is protected by an (n, k) RS code. Note that n = 4 in Fig. 11.5. The (4,k)
RS code can be obtained from the (7,k) RS code by removing three parity symbols,
a process called puncturing. Data and parity symbols are then combined into four
packets as shown at the bottom of the figure. The scheme has the following property:
if k out of n packets are received, then the first k sections can be reconstructed by
RS decoding, so the video decoder will be able to decode at least Rk bits.

An important issue with the scheme like this is how to split the bit stream into
sections. In other words, for the case of N packets (i.e., N sections), how to choose
R1,R2, . . .,RN . The approach taken in [26], as well as most other works on this topic,
is to choose the R’s in Fig. 11.5 that give the minimum expected distortion at the
receiver under some channel model. Let R = (R1,R2, . . ., RN) be the vector of R’s,
and let D be the distortion at the decoder (for example, MSE in Eq. 11.4). Distortion
depends on R as well as the packet loss realization. If the decoder decodes k sections
when k packets are received, the expected distortion is

E[D(R)] =
N

∑
k=0

P(n,k)D(Rk), (11.5)

where P(n,k) is the probability that exactly k out of n packets are received under
some channel model, and R0 = 0. The goal is to find R that minimizes (11.5) under
certain constraints, for example, keeping the total bit rate below a given value.
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11.2.2.1 Extensions to Multicast

Extending ULP to video multicast faces some of the same challenges described
previously in the section on ELP. Since different users see different channels, it is
important for the server to be aware of the channel conditions of different users.
Methods for dealing with feedback implosion need to be considered in this context
too. In addition, the flexibility provided by a combination of scalable video and ULP
gives rise to numerous possibilities for designing an error control scheme.

One class of methods for video multicast with ULP keeps the server in charge
of error control. In [20], MD-FEC is extended to the case of multiple users. The
extension is not straightforward; however, since different users observe different
values of P(n,k) in Eq. 11.5, they will experience different expected distortions. It
might not be possible to minimize expected distortions for all users simultaneously,
so some kind of aggregate measure of distortion for all users is needed. Designing
for the worst-case scenario is one option, but the approach taken in [20] is based
on the maximal regret criterion. In this context, the optimal R is the one that min-
imizes the maximal difference that any user would observe between the expected
distortion given by the chosen R and the expected distortion that user would see in
a unicast scenario. It is also possible to choose other criteria for optimizing ULP for
multiple users, for example, optimizing for the average user (which involves aver-
aging expected distortion over all users) or sequential optimization starting with
low-bandwidth users [4].

The second class of proposed methods places a large part of the responsibil-
ity for error control on the users themselves. In receiver-driven layered multicast
(RLM) [21], the server sends different layers of scalable video to different mul-
ticast groups. Users join and leave groups depending on the channel conditions
they see at a particular time. The more layers a user receives, the higher the qual-
ity/resolution/frame rate of the video it can decode. If the channel condition of a par-
ticular user worsens, that user can leave some of the groups it subscribes to. In turn,
this will cause the IP routers upstream to stop forwarding the corresponding video
layers to that user, which will hopefully clear the congestion and improve channel
conditions. Server load in this scheme is relatively low, since there is no feedback
sent to the server. However, the overhead traffic associated with users joining and
leaving groups may well outweigh the savings made by eliminating feedback to the
server. This is because join/leave traffic is generated under all channel conditions
(join when the channel is good, leave when it is poor), while feedback traffic with
negative acknowledgements (to be discussed in more detail in the next section) is
generated only when the channel conditions are poor.

The RLM idea was further developed in [32] by layering the parity packets that
protect different layers of scalable video. The server sends different layers of video
and parity packets to different multicast groups. It is up to the users to subscribe to
the appropriate amount of parity for their channel condition. In this scheme, parity
packets are not sent in the same time interval as the video data they protect, which
reduces the chance that the parity and the data it protects are both lost. Hence, time-
diversity effect is achieved, but at the expense of some additional delay.
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11.3 Retransmission-Based Error Control

Retransmission-based error control in the form of Automatic Repeat reQuest (ARQ)
is probably the most widely used error control mechanism in the Internet, since it is
an integral part of the Transport Control Protocol (TCP). In ARQ, when the receiver
becomes aware that a packet has been lost, it requests the retransmission of that
packet from the server. This can be done by either sending a negative acknowledge-
ment (NACK) message for the lost packet back to the server, or by not sending a
positive acknowledgement (ACK) message for the lost packet.

ARQ can be much more efficient than FEC [28], because it avoids explicit chan-
nel modeling and prediction about how the channel is going to behave in the future.
Instead, the channel is simply observed. Error control action takes place only after
the loss actually happens. But this efficient reactive strategy of ARQ comes at a
price of additional delay. When the receiver becomes aware of the loss, some time
is needed for its feedback message to reach the server, and additional time is needed
for the retransmitted packet to reach the receiver. In total, one RTT will elapse before
the loss is rectified. Additional time will be needed if the retransmitted packet is lost
as well. This additional delay may limit the use of retransmission-based error con-
trol for some video applications. Each piece of video data has its playout deadline.
It makes no sense to resend a lost piece of data if it cannot be received in time to be
decoded and displayed. However, in noninteractive applications like video stream-
ing, buffering time of several seconds at the receiver is common. During this time
period several retransmissions can easily take place, which makes retransmissions
a viable error control strategy for video streaming. In fact, retransmissions form an
integral part of error control employed in industry standards for video streaming,
such as Windows Media and RealVideo.

11.3.1 Retransmissions for Unicast

Retransmission-based error control in the form of ARQ was originally developed
for unicast data transmission. As a result, not all ARQ schemes are suitable for
video transmission. The three basic types of ARQ are the stop-and-wait ARQ, the
go-back-N ARQ, and the selective-repeat ARQ [17].

Stop-and-wait ARQ is the simplest of the three ARQ schemes. The server sends
a packet and waits for the response from the receiver. If the response is positive
(ACK), the server sends the next packet. If the response is negative (NACK), the
previous packet is retransmitted. The timing diagram of this scheme is shown in
Fig. 11.6 for the case when packet 2 is lost. Retransmitted packet on the sender
side is indicated in bold type. Observe that the time between two successive trans-
missions (which is one RTT) is idle, while the server waits for feedback from
the receiver. This significantly reduces the throughput efficiency of stop-and-wait
ARQ [17] and severely limits its applicability to video streaming.
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Fig. 11.6 Stop-and-wait ARQ

Fig. 11.7 Go-back-N ARQ for N = 3

Go-back-N ARQ eliminates idle time by allowing the server to send the data
continuously, without waiting for feedback from the receiver. It takes one RTT for
feedback to arrive. During this time, the server has transmitted N–1 packets. If the
feedback message is an ACK, the server will simply send the next packet in the
sequence. However, if the feedback message is a NACK, the server will “rewind” to
the packet that was lost, and start resending all packets in sequence from that packet
onwards. The timing diagram of go-back-N ARQ for N = 3 is shown in Fig. 11.7.
Note that the loss of packet 4 has triggered retransmission of packets 4, 5, and 6.
Go-back-N ARQ has higher throughput efficiency than stop-and-wait ARQ, but it is
still inefficient – even packets that were not lost are retransmitted. This inefficiency
is corrected in selective-repeat ARQ, described next.

Selective-repeat ARQ operates exactly as we would intuitively want a retrans-
mission scheme to operate. The server continuously sends packets to the receiver.
If a NACK is received for a particular packet, only that packet is retransmitted, and
transmission of other packets resumes. The timing diagram is shown in Fig. 11.8.
This is the most efficient of the three ARQ schemes, but the price for its efficiency is
implementation complexity. The server needs to keep the last N packets in a buffer
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(as in go-back-N ARQ), where N depends on the RTT. But in selective-repeat ARQ,
the receiver may also need to keep an N-packet buffer and manage packet reorder-
ing if the data in the packets needs to be processed sequentially. Despite this added
complexity, selective-repeat ARQ seems the best match to video streaming of all
three ARQ schemes.

As mentioned previously, in real-time video streaming, a video packet is useful
to the receiver if it is received in time to be decoded and displayed. There is no
point in requesting a retransmission of a packet that would not be received on time.
Delay-constrained retransmission is a version of selective-repeat ARQ, where the
receiver sends a NACK only when the retransmitted version of the lost packet has a
chance of being received on time, based on its RTT estimate. In addition, ACK mes-
sages are typically suppressed in delay-constrained retransmission to minimize the
amount of feedback traffic. A timing diagram for delay-constrained retransmission
is shown in Fig. 11.9. In this example, packet 4 is lost on the first transmission. The
receiver estimates that the retransmitted copy of packet 4 will be received before
the deadline, so it sends a NACK back to the server. However, the retransmitted
copy gets lost as well. This time the receiver estimates that the retransmitted copy
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will not make it on time, so it does not send a NACK. In [19], such a scheme was
used in real Internet video streaming experiments, with receiver buffers of 2.7 s. The
authors report that 94% of recoverable packets (those packets whose loss was dis-
covered at least one RTT before the deadline, so that their retransmission could be
requested) were recovered by this simple retransmission scheme, which illustrates
the effectiveness of delay-constrained retransmission for video streaming.

11.3.2 Retransmissions for Multicast

In a multicast scenario, different receivers may lose different packets. As the number
of receivers grows, it becomes increasingly more probable that each packet is lost by
at least one receiver. For example, if there are N receivers, and if each loses packets
independently with probability p, then the probability P that a packet is lost by at
least one receiver is

P = 1− (1− p)N . (11.6)

This packet loss probability is shown against the number of users in Fig. 11.10 for
p = 0.01,0.02,0.05, and 0.10. As shown in the figure, this probability may become
high even for a relatively small number of receivers if they lose packets indepen-
dently. Therefore, multicast retransmission schemes must be carefully engineered.
Feedback implosion could be a problem in the case of multicast retransmission, and
previously described methods for handling feedback implosion can be used here as
well.

In RMTP [24], receivers are organized into regions as shown in Fig. 11.4, each
region having its DR. If a packet is lost between the server and a DR, the DR
requests retransmission from the server. But if the packet is lost in the local region,
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the receiver requests retransmission from the DR. This kind of “local recovery” sig-
nificantly reduces the effective packet loss probability, since both the number of
DRs and the number of receivers in any given region are much smaller than the total
number of receivers. Additional benefits include reduced RTT for retransmission
and localization of feedback traffic.

In [25], a comprehensive study of retransmission-based error control for real-
time multicast was performed. The authors consider a number of receivers with
independent losses but different loss probabilities. They study several delay-
constrained error control schemes based on retransmissions:

• Immediate Unicast Retransmission (IUR), where the server retransmits the lost
packet only to the receiver who requested it immediately upon receiving a
NACK;

• Immediate Multicast Retransmission (IMR), where the server multicasts to all
users the packet requested by any user immediately upon receiving a NACK;

• Wait-for-All Multicast (WAM), where the server waits for all receivers (based on
its estimate of largest RTT) to possibly send a NACK, and then multicasts the
packet if at least one NACK is received.

These three schemes were compared in terms of four parameters: residual loss prob-
ability, the average time needed to deliver a packet correctly, the average number of
retransmissions, and the average cost of retransmitting a packet (which is higher for
multicast than for unicast because of packet duplication across different branches
of the multicast tree). Although the simulations performed in [25] involved a rela-
tively small number of users (up to 10), the results were very interesting and per-
haps somewhat surprising. First, the choice of the error control scheme has most
effect on receivers that are close to the server and have poor channel conditions,
whereas those that are further away or have good channel conditions are less affected
by it. Second, when the number of receivers is small, it makes little difference
whether retransmitted packets are unicast or multicast. As the number of receivers
increases, multicasting retransmitted packets leads to lower residual loss probability
and reduces the time needed for packet delivery, but increases the cost to the net-
work. Finally, under very general conditions, the best of the three schemes in terms
of the four parameters mentioned above is IMR. These results indicate that retrans-
missions can be a viable option for a simple and effective error control scheme for
video multicast.

11.4 Combining FEC and Retransmissions

FEC and retransmissions can be combined into a powerful error control framework
known as hybrid ARQ/FEC. These schemes tend to have higher reliability than FEC
alone, and higher throughput than ARQ alone [17]. Any of the three ARQ schemes
described previously can be combined with FEC. There are two basic types of hybrid
FEC/ARQ schemes: type-I and type-II.



11 Error Control for Broadcasting and Multicasting: An Overview 327

11.4.1 Type-I Hybrid ARQ/FEC

In a type-I hybrid ARQ/FEC, the FEC subscheme works within the ARQ scheme.
The goal of FEC here is to correct frequent error patterns [17], and let ARQ handle
the infrequent ones. In the context of packet loss, if the loss probability is not very
high, “frequent loss pattern” simply means a relatively small number of lost pack-
ets within a larger block of packets. A type-I scheme for packet loss recovery may
consist, for example, of a selective-retransmission ARQ scheme coupled with an
RS (n,k) code with relatively small n–k. For every k information packets, the server
generates n–k parity packets and sends the entire block of n packets to the user. If
no more than n–k packets are lost, RS decoder can recover any missing information
packets, so no retransmission is needed. If more than n–k packets are lost, not all
information packets can be recovered. The user then sends NACKs for the missing
information packets, and the server retransmits those packets. An alternative is to
send one NACK for the whole block of n packets, in which case the server retrans-
mits all n packets, both information and parity.

To design such a scheme, one can first choose the probability PR with which the
retransmission is to be triggered. Retransmissions occur whenever the RS decoder
cannot recover the missing information packets using the available parity packets.
For an (n,k) RS code, this happens when there are more than n–k losses in a block of
n packets. The probability of this event is given by Eq. 11.7 for independent losses
with probability p. Equation 11.7 can be used to choose n and k for the RS code for
the desired probability of retransmission PR.

PR =
n

∑
l=n−k+1

(
n
l

)
pl(1− p)n−l . (11.7)

11.4.2 Type-II Hybrid ARQ/FEC

The main difference between type-I and type-II hybrid ARQ/FEC algorithms for
packet loss recovery is that upon NACK reception, type-I method retransmits data
packets, while type-II method transmits parity packets. A type-II method for packet
loss recovery based on selective-repeat ARQ and RS coding might work as fol-
lows. For every k information packets, the server generates n–k parity packets. The
k information packets are sent to the user, followed by m parity packets, where
m < n–k. Note that k information packets and m parity packets form an (m+k,k) RS
code, punctured from the RS (n,k) code. If all information packets can be recovered,
meaning that no more than m packets out of m + k packets are lost, no retransmis-
sion is needed. Otherwise, the user sends a NACK message indicating how many
additional parity packets would be needed to recover all k information packets. The
server then sends this number of additional parity packets from the remaining n–k–m
parity packets. If some of these parity packets get lost, another NACK message is
generated, additional parity packets are sent, and so on. For this reason, type-II
methods are sometimes called incremental redundancy.
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The intuition behind sending m parity packets along with the k information pack-
ets is that if the loss is small, m parity packets will be sufficient to correct it, and
no additional parity packets will be needed. This reduces the time needed to deliver
information packets to the user and reduces feedback traffic. However, if no loss
happens in a particular block, the corresponding parity packets are useless and sim-
ply reduce the throughput. If the loss process is bursty (the usual case in practice),
then packet losses are clustered. Each block of packets either ends up with no loss,
in which case m parity packets serve no purpose, or a relatively large burst loss, in
which case m parity packets are likely not sufficient to correct the loss, and addi-
tional parity packets are needed. Hence, for bursty losses, one may simply set m = 0,
i.e. send no parity packets on initial transmission.

11.4.3 Extensions to Multicast

A single parity packet can recover the loss of different packets at different receivers.
This makes type-II methods very suitable for multicast [22]. In a type-II multicast
scheme, assuming m = 0, the server multicasts k information packets to all receivers.
Each receiver (or a selected group of receivers) reports the number of lost packets.
The maximum number (among all receivers) of lost packets determines how many
parity packets the server should multicast to correct the losses. This number of parity
packets (if correctly received) is sufficient for each user to correct its own losses.
The following simple example [2] illustrates why type-II hybrid ARQ/FEC is more
efficient than pure ARQ for multicast. Assume there are three users and the server
multicasts k = 6 packets to them. Let the packet loss realization be as indicated in the
table below, where “1” stands for correctly received packet and “0” for lost packet.
In this case, type-II scheme would send two parity packets to correct all losses at
each receiver, while the pure ARQ scheme would need to retransmit four packets
(2, 3, 4, and 6).

Packet 1 2 3 4 5 6

User 1 1 1 0 1 1 1
User 2 1 1 1 0 1 1
User 3 1 0 1 1 1 0

In [18], several state-of-the-art centralized and distributed error control schemes
are evaluated. In the centralized schemes, the server is in charge of error control,
while feedback implosion is handled via a method similar to scalable feedback con-
trol [3] described previously. Distributed schemes are similar to RMTP where a DR
provides error control for each local region. The results in [18] show that the dis-
tributed scheme employing type-II hybrid ARQ/FEC in local regions is the best in
terms of bandwidth utilization and the average time needed to deliver the packets
to the receivers. However, as the size k of the block of information packets upon
which error control is exercised increases, the centralized scheme based on a type-II
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method catches up with the distributed scheme based on a type-II method. How
large the k can be depends on several factors. For video multicast, the crucial factor
is the receiver buffer size; k should be chosen small enough to allow at least one,
and possibly several rounds of additional parity packets to arrive while the infor-
mation packets from the same block are waiting in the buffer prior to decoding and
display.

11.5 Application-Layer Error Control

In the context of this chapter, application-layer error control schemes rely on video
encoder and decoder to handle the loss of video data. Both FEC and retransmission-
based error control (as well as their combinations) can also be employed at the
application layer, but they can also run at the transport layer, perhaps in conjunc-
tion with the application in a cross-layer framework. Application-layer techniques
are attractive because they do not require much support from the underlying com-
munication infrastructure. They are also necessary because error control methods at
lower layers typically cannot completely eliminate packet loss. In this section we
will describe some of the methods employed at the encoder and decoder to handle
the loss of compressed video data. The discussion follows an excellent review of
this topic in [36], where further details can be found. We will pay special attention
to the application of these methods to video multicast.

11.5.1 Encoder Side: Error-Resilient Coding

Compressed bit streams are very sensitive to bit errors and losses, mainly due to
the use of Variable Length Coding (VLC). When a bit is flipped or erased from a
compressed bit stream, VLC decoder loses synchronization with the VLC encoder.
Without special provisions, the decoder may take a long time to resynchronize with
the encoder. Popular methods for dealing with the issue of VLC synchronization
are the insertion of resynchronization markers, and the use of Reversible Variable
Length Codes [31]. The combination of these two schemes allows the VLC decoder
to decode the bit stream up to the piece that was lost both in the forward direction
and in the backward direction from the next available resynchronization marker.
Both methods have been adopted in H.263 [13] and MPEG-4 [12].

Bit-level synchronization problems arise when any kind of compressed bit stream
is subject to errors or losses. But for compressed video, additional problems exist at
frame-level due to predictive coding. When a part of a video frame gets lost, error
concealment (discussed below) is typically applied at the decoder, but the recon-
structed frame is not an exact match to the frame produced by the encoder. This
not only affects the visual quality of the damaged frame, but may also affect future
frames that use the damaged frame as a reference for predictive coding. An effec-
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tive way to stop such error propagation is to insert an occasional I-frame into the
stream. Unfortunately, this causes significant local increase in the coded video bit
rate, since I-frames consume a lot more bits than P- or B-frames. To spread this rate
increase over many frames, one may code some blocks of each frame in the intra-
mode, instead of using occasional I-frames. For example, the previously mentioned
ROPE method [37] selects the coding mode (inter/intra) for each block by consid-
ering both its cost in terms of coded bits, and the distortion its loss may cause at the
decoder under a given channel model.

In the multicast scenario with many users, each with its own channel, the coding
mode that is best for one user may not be the best for another user. Users with good
channels will prefer inter-mode coding due to its higher compression efficiency,
while the users with bad channels will prefer intra-mode coding due to its error
resilience. Similar to the case of ULP for multicast, one has to aggregate the effect
of different users’ channels when deciding the coding mode for a particular block.
While it might be possible to extend ROPE to the case of multiple users, a more
natural approach for mode decision in multicast seems to be provided by MDDE
[30], since this method explicitly considers multiple decoders.

11.5.2 Decoder Side: Error Concealment

Error concealment refers to the process of estimating missing pieces of video data
from the available ones, in order to improve the visual quality of the video that
has been damaged by packet loss. A number of error control algorithms have been
proposed. All these methods are based on the same principle – exploiting the resid-
ual correlation (or, more precisely, statistical dependence) in the coded video signal
to fill in the missing pieces. Despite the same underlying principle, the details of
different methods differ. One reason for this is that for good performance, error
concealment needs to be tailored to the particular codec used in the system. Meth-
ods suitable for standard codecs employing motion-compensated prediction and
block-based DCT coding will not, in general, be appropriate for subband/wavelet
video codecs. A good overview of various error concealment algorithms for stan-
dard video codecs can be found in [36]. For the purpose of this chapter, we will
illustrate error concealment on a simple example that captures several key ideas in
error concealment for motion-compensated predictive codecs.

Figure 11.11 shows a frame from which a macroblock (MB) has been lost, indi-
cated in gray. For simplicity, we assume all pixels surrounding this MB are available.
Spatial error concealment methods try to interpolate the pixels of the missing MB
from the surrounding available pixels. On the other hand, temporal methods try to
fill in the missing pixels from the previous frame, for example, by using the motion
vector of a neighboring MB. Spatio-temporal error concealment methods fill in the
missing MB by looking for a block in one of the previous or future frames that best
fits into the neighborhood of the missing MB. One way to do this is to extract the
boundary of the missing MB, shown as a dashed hollow rectangle in the figure, and
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Fig. 11.11 Illustration of error concealment

use it as a search template in previous or future frames. Where the best match is
found, the corresponding block enclosed by the boundary is copied into the location
of the missing MB.

Of all error control techniques described in this chapter, error concealment is
easiest to scale to a very large number of users in multicast, because it is fully dis-
tributed and requires no feedback. Each user tries to recover from its own losses
by using whatever data it has available. Further, error concealment can be scaled to
the user’s processing power. For example, set-top box receivers and desktop work-
stations may employ sophisticated and computationally intensive error concealment
algorithms, while battery-powered mobile users might settle for simpler methods.

11.5.3 Reference Picture Selection

Reference Picture Selection (RPS) [5] is an error control scheme that relies on the
interaction between the video encoder and decoder. When a frame gets damaged by
packet loss, error concealment is typically applied at the decoder. However, the con-
cealed frame is not the exact replica of the transmitted frame. The error caused by
this mismatch propagates to subsequent frames due to predictive coding employed
at the encoder, creating the mismatch between subsequent decoded frames and the
corresponding encoded frames. In order to stop this error propagation, the decoder
can inform the encoder about the loss. The encoder then alters its prediction struc-
ture to stop error propagation.

One form of RPS is illustrated in Fig. 11.12, which shows the transmission of
frames 1 through 9. Prediction used at the encoder is indicated by the curved arrows
in the figure. Normally, the most recent frame is used as the reference frame for
motion-compensated prediction. When frame 4 gets damaged by packet loss, the
decoder sends a NACK message to the encoder. This informs the encoder that frame
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Fig. 11.12 Illustration of reference picture selection

4 has been damaged, and that subsequent frames are subject to error propagation.
The encoder then chooses the most recent frame known to be received correctly
(frame 3 in the figure) as a reference for encoding the next frame, which is frame 6.
RTT determines the amount of time needed for prediction structure to be altered,
and consequently determines the number of frames that will be affected by error
propagation.

It is commonly thought that RPS is not suitable for multicast. One reason is the
feedback implosion problem mentioned earlier. However, as we have seen, several
methods have been developed to deal with feedback implosion. Another, perhaps
more serious problem, is that in a large multicast group, it may be hard to find a
frame that is correctly received by all receivers, which could be used as a refer-
ence frame for prediction. This argument is certainly valid if the loss process is
memoryless and independent from user to user. However, if the losses are bursty
and correlated among different users, there may be long stretches of time where
no loss occurs, which could provide a number of potential reference frames for all
users. RPS has been shown to have excellent performance in unicast [6]; perhaps it
deserves to be studied more carefully in the multicast scenario as well.

11.6 Conclusions

Video multicast error control presents a set of challenging problems for the
communication system designer. Heterogeneity of application requirements and
communications infrastructure makes it virtually impossible to create a “one-fits-
all” solution. Interactive applications, such as multipoint videoconferencing, favor
low-delay error control, while streaming applications allow for a greater variety
of error control schemes to be employed. Error control can be simplified if the
receivers’ capabilities are uniform and known to the system designer, as is the case
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in IPTV, where the service provider supplies set-top box receivers to the subscribers.
On the other hand, Internet video applications are likely to serve a highly diverse set
of users, ranging from mobile battery-powered devices to powerful workstations.
This makes it difficult to design an error control scheme that is able to provide
suitable video quality for all users.

In this chapter, we have presented an overview of error control methods that
were traditionally developed for unicast (one-to-one) applications, and discussed
their extensions to the multicast (one-to-many) scenario. Adapting an error control
scheme from unicast to multicast can be straightforward in some cases (e.g., error
concealment) and fairly involved in other cases (e.g., retransmission-based control).
In addition to the user heterogeneity mentioned above, a major problem that arises
in multicast communications is the amount of feedback information that the server
needs to process. We have described several methods for dealing with such feedback
implosion. We have also looked at some application-layer error control schemes that
were developed specifically for video communications. Such schemes are attrac-
tive, since they generally require less support from the underlying communication
infrastructure, and some of them, like error concealment, show excellent scalability
to a very large number of users.

With an increasing number of services and a rapidly growing customer base,
video multicast applications are receiving attention in both industrial and academic
research communities. Some of the most promising directions for further develop-
ment of video multicast error control are in the area of cross-layer design [35]. Com-
bining error control mechanisms at different layers in a framework that optimizes
both resource usage and video quality can provide efficient solutions and improved
performance compared to the more traditional error control schemes [2]. Beyond the
traditional engineering work, adoption and deployment of communication services
depend heavily on the associated business issues as well. Market size, customers’
habits and expectations, content rights management, and other regulatory constraints
will all have an effect on whether or not a particular service and its associated error
control scheme get deployed. Development of business models to go along with the
quality of service provided by a given error control scheme is another interesting
research area that has received relatively little attention thus far. There seem to be
plenty of opportunities in multicast error control, for researchers and entrepreneurs
alike.
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Chapter 12
Convolutional, Turbo, and Turbo-Like Codes
for Digital Multimedia Broadcasting:
Theory and Applications

Fred Daneshgaran, Massimiliano Laddomada, and Marina Mondin

12.1 Chapter Summary

The theory of channel coding is a well-established technical subject dating back to
the seminal work by Shannon, who paved the way to what is nowadays recognized
as Information Theory. It embraces both theory and a variety of practical applica-
tions in Digital Multimedia Broadcasting.

In this chapter we provide a review of the basic theory and results in this subject,
with the emphasis on those channel coding architectures that deal with convolu-
tional codes as well as low-density parity-check codes. The rest of the chapter is
organized as follows. In Sect. 12.1.1 we briefly present the Shannon’s view of a typ-
ical digital communication system, while in Sect. 12.1.2 we discuss the basic chan-
nel models employed as benchmarks for system performance evaluation. The theory
of convolutional codes is presented in Sect. 12.2. In Sect. 12.2.1 we focus on a vari-
ety of alternative techniques for representing convolutional encoders. In Sect. 12.2.2
the focus is on the transfer function of convolutional codes needed for successive
code performance evaluation. The decoding of convolutional codes is addressed in
Sect. 12.2.3; both Maximum-Likelihood (ML) and Maximum A-Posteriori (MAP)
decoding algorithms are presented and investigated in connection to a sample convo-
lutional code. While maximum-likelihood decoding accomplished with the Viterbi
algorithm, represents the de facto standard of many second-generation digital com-
munications standards, MAP decoding is nowadays employed for the decoding
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of turbo codes. The structural properties of convolutional codes are presented in
Sect. 12.2.4.

Section 12.2.5 focuses on the performance evaluation of convolutional codes,
while Sect. 12.2.6 presents a technique for obtaining high-rate codes starting from
low-rate convolutional codes.

Section 12.3 deals with capacity-achieving channel codes, namely turbo and
turbo-like codes. The design of turbo codes is addressed in Sect. 12.3.1 along with
the key applications in digital multimedia broadcasting. The class of low-density
parity-check codes is presented in Sect. 12.3.2.

This is the main focus of this chapter and for further investigations the reader is
referred to some classical references in the subject. Finally, Sect. 12.4 outlines the
conclusions.

12.1.1 Introduction

Channel coding dates back to the seminal work by Claude Shannon [1] who paved
the way to the Information Theory Age.
To quote Shannon [1]:

The fundamental problem of communication is that of reproducing at one point
either exactly or approximately a message selected at another point. Frequently the
messages have meaning;. . . The significant aspect is that the actual message is one
selected from a set of possible messages. The system must be designed to operate
for each possible selection, not just the one which will actually be chosen since this
is unknown at the time of design. . .

In Shannon’s view, a typical communication system can be simply summarized as
depicted in Fig. 12.1.

The main aim of a communication system is that of conveying a message u pro-
duced by a source to an intended user. The source can emit information in analog or
digital form. Examples of source messages are a sequence of letters belonging to a
file, the human voice or any other kind of desired information. By analog-to-digital
conversion, analog signals can be converted to a digital form; so, there is no loss of
generality in considering the message produced by the source as a sequence of bits
u1, . . . ,ui, . . . ,uk, with ui ∈ {0,1}, ∀i = 1, . . . ,k, which constitute the information
sequence u.

The transmitter is constituted by an encoder whose main purpose is to convert the
information sequence u in a form suitable for transmission over the channel. With-
out loss of generality, the encoder can be interpreted as a mapper which associates a

source
u

encoder
c

channel
r

decoder
û

user

noise source

Rc

Fig. 12.1 Shannon’s model of a general communication system
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unique block c of n bits to every k information bits u at its input. The mapping oper-
ation is characterized by a positive number, Rc, defined as the ratio k/n. If Rc < 1,
then redundancy bits are added to the information sequence u in order to overcome
the effects of the noise introduced by the channel. If Rc = 1 (i.e., k = n), no encoding
is performed at the transmitter and the information sequence is transmitted as it is
towards the destination.

The transmitted sequence c = c1, . . . ,ci, . . . ,cn is altered by the transmission
channel, generating the received sequence r = r1, . . . ,ri, . . . ,rn, which is then passed
on to the decoder block, which essentially operates the inverse mapping operation
performed by the encoder at the transmitter. The output of the decoder is an estimate
û of the information sequence u. Whenever u �= û, at least one error has occurred
in the information sequence during transmission over the channel. In this respect,
the goal of the pair encoder/decoder is to introduce controlled redundancy in such
a way that we ideally have u = û. Depending on the application, some errors could
be tolerated on the transmitted sequence; this allows one to substantially reduce the
redundancy introduced by the encoder at the transmitter side.

In connection with Shannon’s model of a digital communication system, the role
of the encoder is essentially to counteract the effects of the transmission channel on
the information sequence u. As stated by Shannon [1], the objective is to reproduce
the information sequence u at the receiver with a vanishingly small probability of
error. Provided that the encoder rate Rc is below the channel capacity C, the price to
be paid for guaranteeing a low probability of error is the decoder complexity.

12.1.2 Basic Channel Models

Different models are typically used for the communication channel shown in
Fig. 12.1. In case of absence of memory and finite cardinality of the input and
output samples, the discrete memoryless channel model is used. In connection with
the block diagram shown in Fig. 12.2, a discrete memoryless channel [2] is a proba-
bilistic system in which the output symbols yi belonging to the set Y = {y1, . . . ,yO}
(O is the cardinality of the set Y ), depend probabilistically on its input symbols x j
belonging to the set X = {x1, . . . ,xI} (I is the cardinality of the set X) as specified

Memoryless Channel

X Y

x1

x2

x3

xI

y1

y2

y3

yO
P(yO|xI)

Fig. 12.2 Model of a memoryless probabilistic channel
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by the probability transition matrix M, which specifies the conditional distributions
related to the output symbols given each input symbol.

The matrix M is specified as follows:

M =

⎛
⎜⎜⎜⎝

P(y1|x1) P(y2|x1) . . . P(yO|x1)
P(y1|x2) P(y2|x2) . . . P(yO|x2)

...
...

...
...

P(y1|xI) P(y2|xI) . . . P(yO|xI)

⎞
⎟⎟⎟⎠ . (12.1)

Given a distribution p(X) of the channel input symbols, the capacity C of the dis-
crete memoryless channel is defined as [2]

C = max
p(X)

I(Y ;X), (12.2)

whereby I(Y ;X) is the mutual information between the two random variables X and
Y , defined as:

I(Y ;X) = ∑
xi∈X

∑
y j∈Y

p(xi,y j) log2

(
p(xi,y j)

p(xi)p(y j)

)
.

12.1.2.1 Binary Symmetric Channel

The Binary Symmetric Channel (BSC) is a simple model of a communication chan-
nel conveying information in the form of bits. It easily stems from the general mem-
oryless channel model with the matrix M defined in (12.1) upon setting I = O = 2,
x1 = y1 = 0, x2 = y2 = 1. The reference model, depicted in Fig. 12.3, accepts at
the input a bit ci per unit of time, and transmits such a bit correctly with a prob-
ability 1− p, or erroneously with probability p independently from the previously
transferred bits.

The probability p is defined as the probability to receive the bit 0 (i.e., ri = 0),
given that the input bit is ci = 1, or, by symmetry, the probability to transmit ci = 0
and receive ri = 1. We have therefore:

p = P(ri = 0|ci = 1) = P(ri = 1|ci = 0),
1− p = P(ri = 0|ci = 0) = P(ri = 1|ci = 1). (12.3)

0 0

1 1

ci ri
p

p

p1

p1

Binary Symmetric Channel

ci ri

zi

Fig. 12.3 The Binary Symmetric Channel model characterized by the transition probability p
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Upon employing the rule of the addition over GF(2) (essentially Exclusive-Or of the
logic variables),

0+0 = 0, 1+1 = 0, 0+1 = 1+0 = 1,

the output bits ri can be represented as follows:

ri = ci ⊕ zi, ∀i,

whereby zi ∈ {0,1} depending upon the occurrence of a bit error during transmis-
sion, and

P(zi) =
{

P(zi = 1) = p
P(zi = 0) = 1− p .

With this setup, the binary random variable zi is distributed as an independent and
identically distributed (i.i.d.) Bernoulli random variable with probability p [3].

The transmission of a data vector c = (c1, . . . ,ci, . . . ,cn), with ci ∈ {0,1}, ∀i =
1, . . . ,n (n is the encoder block length), over a BSC is governed by the conditional
probability

P(r|c) = P(r1, . . . ,rn|c1, . . . ,cn) =
n

∏
i=1

P(ri|ci), (12.4)

which easily stems from the i.i.d. assumption. Each conditional probability P(ri|ci)
is defined as in (12.3).

The channel capacity of the BSC is derived as [2]:

CBSC = 1+ p log2 p+(1− p) log2(1− p) bits per channel use.

12.1.2.2 Memoryless AWGN channel

The memoryless Additive White Gaussian Noise (AWGN) channel is used when
the transmission is impaired by the effect of the noise process generated in the elec-
tronic components constituting communications system receivers and possibly from
a combined effect of independent noise processes with underlying Gaussian nature.
The reference model of a transceiver system conveying information over an AWGN
channel is depicted in Fig. 12.4.
As discussed earlier with reference to the BSC model, the information sequence u
is mapped by a channel encoder with rate Rc in the encoded sequence c. Each bit
belonging to c = c1, . . . ,cn is BPSK modulated in order to form the real sequence

u
encoder

c

AWGN channel

BPSK-modulator

'0' '1'

-L +L

z

s w BPSK
demodulator

r
decoder

û

Fig. 12.4 Model of a coded transceiver system for the memoryless AWGN channel
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s = s1, . . . ,sn with si ∈{±L}. The signal amplitude L is defined as
√

Rc ·Eb, whereby
Eb is the energy per information bit [4]. Each real symbol si is independently sent
over the AWGN channel, producing the output symbol,

wi = si + zi,

whereby zi is a zero-mean Gaussian random variable with variance σ2
z = No/2.

Given a transmitted symbol si, the conditional probability density function f (wi|si)
is defined as

f (wi|si) =
1√

2πσz
e
− (wi−si)

2

2σ2
z ,

since wi = si + zi and si is given. The transmission of a data vector c =
(c1, . . . ,ci, . . . ,cn), with ci ∈ {0,1}, ∀i = 1, . . . ,n, over the AWGN channel is
governed by the conditional probability:

f (w|s) = f (w1, . . . ,wn|s1, . . . ,sn) =
n

∏
i=1

f (wi|si)

=
n

∏
i=1

1√
2πσz

e
− 1

2σ2n
(wi−si)

2

=
(√

2πσz

)−n
e
− 1

2σ2
z
‖w−s‖2

, (12.5)

which easily stems from the memoryless property of the AWGN channel, and upon
using the Euclidean distance defined as,

‖w− s‖2 =
n

∑
i=1

(wi − si)
2 .

The channel capacity of the discrete-time memoryless AWGN channel accepting
input symbols s with variance σ2

s , is defined as [2]:

CAWGN =
1
2

log2

(
1+

σ2
s

σ2
z

)
bits per channel use.

The capacity CAWGN takes on a different expression for bandlimited analog signals.
Let us assume that the signals at the input of the AWGN channel are strictly ban-
dlimited to the frequency interval [−Bs,+Bs] Hz. Upon resorting to the sampling
theorem [4], transmitted signals can be equivalently represented by employing at
least 2Bs samples per second, whereby each sample is characterized by a variance
σ2

s which also corresponds to the signal power Ps. On the other hand, noise power σ2
z

can be evaluated upon noting that the noise power spectral density is equal to No/2
over the signal bandwidth [−Bs,+Bs]. Therefore, we have σ2

z = No
2 2Bs = No ·Bs.

With this setup, the capacity CAWGN can be rewritten as:

CAWGN =
1
2

log2

(
1+

Ps

No ·Bs

)
bits per channel use.
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Upon sampling analog signals with a sampling frequency as low as 2Bs, signal sam-
ples are sent over the channel with a rate equal to 2Bs samples per second. Therefore,
the capacity of the AWGN channel expressed in bits per second corresponds to

CAWGN = Bs log2

(
1+

Ps

No ·Bs

)
bps.

It is possible to demonstrate [4] that the BSC channel model depicted in Fig. 12.3 is
equivalent to the system in Fig. 12.4 by setting,

p =
1
2

erfc

√(
Rc

Eb

No

)
, (12.6)

whereby Eb/No is the bit energy to one-side noise spectral density ratio.

12.2 Convolutional Codes

The block diagram of a general k × K-stage convolutional encoder is shown in
Fig. 12.5. A convolutional encoder is characterized by the following parameters:

• k denotes the number of bits belonging to the input sequence u which enters the
k×K-stage shift registers.

• n denotes the size in bits of the output sequence c; the ratio Rc = k/n is called
encoder rate.

• K is the encoder constraint length, and it identifies the number of k-bits shift
registers constituting the convolutional encoder.

As opposed to block codes, a convolutional code is operated by an encoder with
memory. In other words, each sequence c depends on the input sequence u along
with the (K − 1)× k previous input sequences stored in the shift registers depicted

u=u1 u2

1 2 1 2 1 2k k k
information
sequence

k K-stage shift register

uk

c1 c2 cnc3 c4 c5 c=c1 c2 cn

K, constraint length
Rc = k/n, code rate

encoded sequence

Fig. 12.5 Block diagram of a convolutional encoder of rate Rc = k/n and constraint length K
encoding k input bits, u1, . . . ,uk, at a time. The encoded sequence c is composed of n bits c1, . . . ,cn
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in Fig. 12.5. In this respect, the constraint length K identifies the number of k-bits
shifts over which an input bit u j influences the output sequence c, while (K−1)×k
is the number of memory bits.

The input binary sequence u = u1, . . . ,uk is encoded in blocks of k bits at the
time, which enter each shift register cell one at the time, while the output sequence
c is generated once the k input bits have entered the first k shift register cells. Each
output bit ci, ∀i = 1, . . . ,n, is obtained by applying the modulo-2 summation of the
bits contained in the shift register cells whose content is added in the ith modulo-2
adder (represented as ⊕ in Fig. 12.5).

To be specific, consider the convolutional encoder in Fig. 12.6 described by the
following parameters k = 1,n = 2, K = 3, and memory (K − 1) = 2. With respect
to the general architecture of a convolutional encoder shown in Fig. 12.5, the block
diagram depicted in Fig. 12.6 employs K − 1 memory registers, each one of size
k = 1. It is in fact only necessary to store in a memory cell the bits remaining
from the previous step u2, . . . ,uk, while the current bit u1 is available at the encoder
input.

The operations of the convolutional encoder in Fig. 12.6 is as follows. At each
bit time, a new bit u1 appears at the encoder input, while the output bits c1 and c2
are evaluated according to the new bit u1 along with the previous two input bits
stored in the shift register cells s1 and s2. Before a new bit u1 appears at the encoder
input, the cell contents are right-shifted by one position, while the bit u1 enters the
memory cell s1 upon a right shift of s1 in s2. These operations are then repeated for
each new input bit u1.

Convolutional encoding generally starts and ends in the zero state, since the
memory content s1,s2 of the convolutional encoder is usually cleared at the begin-
ning of the encoding operations, while an appropriate number of zero bits are
appended to the encoded sequence. For the convolutional encoder depicted in
Fig. 12.6, two zero bits are appended to the useful information sequence in order
to force the memory content s1,s2 to zero, so that s1 = 0,s2 = 0. Of course, this
technique slightly reduces the encoder rate below k/n. Since the block size of a
convolutional code is not fixed like in the case of block codes, the rate penalty
can be contained upon choosing a sufficiently long input sequence. As an example,

u=u1

2-stage shift register

c1 c2 c=c1c2

encoded
sequence

s1 s2

u1 s1 s2 c1 c2

0 0 00 0
0 1 11 0
0 1 00 1
0 0 11 1
1 1 10 0
1 0 01 0
1 0 10 1
1 1 01 1

Fig. 12.6 Block diagram of a convolutional encoder of rate Rc = k/n = 1/2 and constraint length
K = 3, encoding k = 1 input bits at a time. The encoded sequence c is composed of n = 2 bits
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if the input sequence contains 100 bits, the actual rate of the encoder in Fig. 12.6
becomes:

Rc =
k ∗100

n∗ (100+2)
=

100
2∗ (100+2)

=
100
204

≈ k
n

=
1
2
.

12.2.1 Representation of Convolutional Encoders

The encoding function accomplished by convolutional encoders can be described in
a variety of methods. In connection with the encoder in Fig. 12.6, a compact notation
consists of specifying the generators gi associated to each bit ci belonging to the
output sequence c. The ith generator gi contains K bits (the code constraint length),
where a 1 in the jth position identifies the presence of a connection between the ith
code bit and the jth position in the shift register, whereby positions are numbered
from left to right starting from the input bit.

The encoder depicted in Fig. 12.6 has the following generators g1 and g2:

g1 = [1 1 1] ⇒ c1,
g2 = [1 0 1] ⇒ c2.

A somewhat simpler method of describing the behavior of an encoder to one input
bit at the time is described in the table shown in Fig. 12.6 for the considered code.
The first column represents the possible values of the input bit, while the second
and third columns represent the memory content of the shift register encoding the
specified convolutional code. Depending on the memory content as specified by
s1,s2, and on the input bit u1, the output sequence c = c1,c2 takes on the values
highlighted in the two rightmost columns. Both c1 and c2 can be readily evaluated
upon using the modulo-2 additions of the bits u1,s1,s2 involved in the respective
parity-check equations specified by the two generators g1 and g2.

An alternative notation for describing the function accomplished by convolu-
tional encoders relies on polynomials with coefficients specified in an appropriate
field. Since throughout this chapter the focus is on binary sequences, each coeffi-
cient of the polynomial can take values in the field GF(2). With this setup, any bit
sequence u0,u1, . . . ,ui, . . . is associated with the polynomial in the indeterminate D

u(D) = u0 +u1D+u2D2 + . . .

=
+∞

∑
i=0

ui ·Di, ui ∈ GF(2), ∀i = 0,1, . . . . (12.7)

Upon representing the generators gi in polynomial notations, each output sequence
ci can be evaluated by a polynomial multiplication over the same field GF(2) as
follows:

ci(D) = u(D)gi(D).
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Consider the convolutional encoder in Fig. 12.6, and assume the following input
sequence:

u = 1 0 0 1 1.

The polynomial associated with u is u(D) = 1+D3 +D4, while the generator poly-
nomials are g1(D) = 1+D+D2 and g2(D) = 1+D2. With this setup, the two poly-
nomials associated with the two sequences of bits c1 and c2 can be easily evaluated
as follows:

c1(D) = u(D)g1(D) = (1+D3 +D4)(1+D+D2)
= 1+D+D2 +D3 +D6

c2(D) = u(D)g2(D) = (1+D3 +D4)(1+D2)
= 1+D2 +D3 +D4 +D5 +D6.

In the most general case of an encoder with rate k/n, generalization of the previous
results follow from defining a polynomial row vector for the input sequences

U = [u1(D) u2(D) . . . uk(D)],

and a k×n polynomial generator matrix G(D)

G(D) =

⎡
⎢⎢⎢⎣

g1,1(D) g1,2(D) . . . g1,n(D)
g2,1(D) g2,1(D) . . . g2,n(D)

...
...

...
...

gk,1(D) gk,1(D) . . . gk,n(D)

⎤
⎥⎥⎥⎦ , (12.8)

whereby the polynomial entry gi, j(D) represents the generator polynomial specify-
ing the connections between the jth output bit c j and the ith input polynomial ui(D),
∀i ∈ {1, . . . ,k}, j ∈ {1, . . . ,n}. The polynomials associated with the output sequence
c can be obtained through a vector–matrix multiplication:

C(D) = [c1(D) c2(D) . . . cn(D)] = U×G(D).

In connection with the encoder in Fig. 12.6, G(D) is the following 1×2 polynomial
matrix

G(D) =
[
1+D+D2 1+D2] ,

while the output sequence associated with the input polynomial u(D) = 1+D3 +D4

can be evaluated as follows:

C(D) = u(D)×G(D) = u(D)
[
1+D+D2 1+D2]

=
[
u(D)(1+D+D2) u(D)(1+D2)

]
= [c1(D) c2(D)]. (12.9)

The previous examples show that the convolutional encoder maps each input
sequence u into a unique output sequence c, also called codeword, through a
semi-infinite mapping:

c = G(u).
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The polynomial representation of both sequences and polynomial matrix is very
useful for dealing with both recursive and systematic convolutional encoders.

An encoder is said to be recursive (as opposed to not recursive) when it con-
tains at least one feedback connection (like in Fig. 12.7a and c). In this case, the
polynomial generator matrix G(D) contains rational functions.

An encoder, whether recursive or not, is said to be systematic if an identity
submatrix can be identified in its polynomial generator matrix G(D) by appropriate
permutations of the rows and/or columns of G(D).
As an example, consider the three convolutional encoders depicted in Fig. 12.7. The
polynomial generator matrices associated with these three encoders are as follows:

G(a)(D) =
[

1,
1+D+D2 +D3

1+D2 +D3 ,
1+D+D3

1+D2 +D3

]
,

G(b)(D) =
[
1, 1+D+D2] ,

G(c)(D) =
[

1,
1+D+D2

1+D2

]
. (12.10)

Owing to the previous definitions, the three encoders are systematic; the first and the
third encoders are also recursive. For clarity, the encoder in Fig. 12.7a also shows
the polynomial terms associated to the coefficients of the generators. Note that the
encoder represented in Fig. 12.6 is neither systematic nor recursive.

u=u1

c1

c2

encoded
sequence
c=c1 c2

u=u1

c1

c2

c=c1 c2

encoded sequence

(c)

s1 s2

u=u1

c1 c2 c3 c

(a)

s1 s2 s3

(b)

s1 s2

1 D2 D3

D2 D31 D

Fig. 12.7 Block diagrams of three different convolutional encoders: a Systematic and recur-
sive convolutional encoder of rate Rc = k/n = 1/3; b systematic and nonrecursive convolu-
tional encoder of rate Rc = k/n = 1/2; c systematic and recursive convolutional encoder of rate
Rc = k/n = 1/2
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Consider again the convolutional encoder in Fig. 12.6. As already noted in con-
nection with the table employed for evaluating the output sequence, a convolutional
encoder is nothing but a finite state machine, whereby the output sequence depends
on both the current state of the encoder, as exemplified by the content of the cells
s1,s2, and the input bit u1. The evolution of this state machine can be described by
the so-called state diagram, a meaningful representation widely employed in con-
nection with convolution decoding. For a general rate Rc = k/n, constraint length K
convolutional encoder, a state diagram has 2k(K−1) states representing the contents
of the k × (K − 1) rightmost shift register cells (the memory cells). In each state,
there are 2k departing arrows identifying the k input bits yielding the underlined
transition between states, and 2k incoming arrows indicating the state from which
transition originates from. Each arrow is associated with the k input bits producing
the state transition and the n bits constituting the output sequence c separated by a
vertical line.

As a reference example, the state diagram associated with the convolutional
encoder depicted in Fig. 12.6 is shown in the left plot of Fig. 12.8. For the sake
of simplifying the notation, for k = 1 convolutional codes, transitions originating
from an input bit of one are represented as dashed arrows, while the ones associated
with the input bit of zero are identified by a continuous arrow.

An alternative representation of the relationship between states relies on the one-
stage trellis description shown in Fig. 12.8. In this scheme the transitions between
states due to the current k-bits input sequence are shown. The 2k(K−1) states are listed
in each column with the appropriate transition arrows departing from each state.
As for the state diagram, each arrow is associated with the k input bits producing
the state transition and the n bits constituting the output sequence c separated by
a vertical line. The trellis diagram represents the unfolding of the state transition
diagram in time and it is very useful for visualizing the transitions occurring between
states corresponding to a sequence of N consecutive input bits. As an example, the

u1 c1c2

s1s2
00

s1 s2
11

s1 s2
0 01 1

s1 s2

000

101

111110

100

001

011010

00

01

10

11

s1 s2
00

01

10

11

s1 s2000

111

011

101

010

001

100

110

State diagram One-srage trellis

Fig. 12.8 State diagram (left plot) and one-stage trellis (right plot) associated with the convolu-
tional encoder in Fig. 12.6 described by the generator matrix G(D) =

[
1+D+D2 1+D2

]
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trellis diagram related to the convolutional encoder in Fig. 12.6 is shown in Fig. 12.9
for a sequence of seven consecutive input bits, whereby any trellis stage is associated
with a single input bit. Under the hypothesis that the encoder starts from the zero
state at time t1, there are two possible transitions occurring in response to an input
bit. If u1 = 0 the encoder remains in the zero state, while it transits to the state
s1,s2 = 1,0 if u1 = 1.
The output sequence c along with the sequence of states traversed in accordance
to the input sequence u = 1 1 0 1 0 0 is, as highlighted in Fig. 12.10, c =
11 01 01 00 10 11.

An output sequence which departs at some time instant from the zero state and
merges back into it after some state transitions throughout the trellis is called a
codeword. As an example, the output sequence c = 11 01 01 00 10 11 identified
in Fig. 12.10 is a codeword with Hamming weight 7 since it departs from the zero
state at the time instant t1 and merges back into it at time t7. Such a codeword is
generated by an input sequence with Hamming weight 3.

00

11

00

01

10

11

s1 s2 00

11

01

10

00

11

01

10

01

00

10

11

00

11

01

10

01

00

10

11

00

11

01

10

01

00

10

11

00

11

01

10

01

00

10

11

t1 t2 t3 t4 t5 t6 t7

Fig. 12.9 Trellis diagram of the convolutional encoder of rate Rc = k/n = 1/2 and constraint length
K = 3 described in Fig. 12.6, related to a sequence of six consecutive input bits
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Fig. 12.10 Trellis path due to the input sequence of bits u = 1 1 0 1 0 0. The output sequence is
c = 11 01 01 00 10 11
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A convolutional code is a linear code. For linear codes, the set of distances
between any pair of codewords belonging to the code corresponds to the set of
distances of any codeword from the zero sequence, which also corresponds to the
Hamming weight of the considered codeword. Error correction capabilities of con-
volutional codes are strictly related to the code distance spectrum, that is the enu-
meration of the Hamming weights of the codewords of the code along with the
Hamming weights of the input sequences which generated such codewords.

With reference to the code trellis depicted in Fig. 12.9, the distance spectrum can
be obtained with the following steps:

• List the sequences which depart at the time instant t1 from the zero state and
which merge back into it at a certain future time instant, along with the input
sequences producing such codewords.

• Evaluate the Hamming weights of such codewords.
• Create a 3-column table whereby any row contains increasing values of the Ham-

ming weights of the codewords. Then, for each Hamming weight, list the number
of codewords with the same Hamming weight, say dc, along with the cumulative
Hamming weights of all input sequences generating the codewords with the com-
mon weight dc.

The minimum value of dc other than zero is called the free distance df of the convo-
lutional code. Note that df corresponds to the minimum distance of block codes.

Owing to the linearity of the code, the Hamming distances of the codewords
from any other reference codeword is the same as the one obtained by evaluating
the distances of all the codewords from the zero codewords. For this reason, the
zero codeword is usually taken as a reference codeword in evaluating the code per-
formance.

12.2.2 Transfer Function of Convolutional Codes

Distance properties of convolutional codes can also be obtained by resort-
ing to the state diagram of the code. As a reference example for the deriva-
tions which follow, consider the state diagram, shown in Fig. 12.8, associated
with the convolutional encoder in Fig. 12.6 described by the generator matrix
G(D) =

[
1+D+D2 1+D2

]
. Since the self-loop on the zero state does not con-

tribute to the distance spectrum, it can be eliminated. Furthermore, since codewords
are paths along the trellis which depart from and merge back into the zero state,
the zero state in Fig. 12.8 is split into two new zero states which represent, respec-
tively, the starting and the final edge of a codeword. Upon enumerating each state
s1,s2 with the labels Si, the state diagram depicted in Fig. 12.8 can be equivalently
represented as in Fig. 12.11, whereby each state transition is associated with a poly-
nomial on the three dummy variables I, N, and W , which enumerate, respectively,
the Hamming weight of the input sequence, the number of transitions, and the
Hamming weight of the output sequence. In fact, for a given path in the trellis,
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I N W2
I N

N W

N W2

I N W

N WI N W

S0 S4S1S2

S3

Fig. 12.11 State diagram associated with the convolutional encoder in Fig. 12.6 described by the
generator matrix G(D) =

[
1+D+D2 1+D2

]

the exponent of the variable I identifies the Hamming weight of the corresponding
input sequence, the exponent of N is related to the number of transitions between
states for the underlined path and the exponent of W indicates the Hamming weight
of the corresponding output sequence.

The state diagram shown in Fig. 12.11 is the starting point for deducing the so-
called transfer function of the underlying convolutional encoder, defined as:

T (I,N,W ) =
S4

S0
. (12.11)

The evaluation of T (I,N,W ) relies on the following four state equations:

S1 = N ·W ·S3 +N ·W ·S2,

S2 = I ·N ·W 2 ·S0 + I ·N ·S1,

S3 = I ·N ·W ·S3 + I ·N ·W ·S2,

S4 = N ·W 2 ·S1, (12.12)

associated with the state diagram in Fig. 12.11. Next line of pursuit consists in find-
ing a relation of the form S4 = f (S1).

From the third equation in (12.12)

S3 =
INW

1− INW
S2.

Upon substituting the previous equation in the first equation in (12.12), the relation
S1 = f (S2) noted below easily follows:

S1 =
[

IN2W 2

1− INW
+WN

]
S2. (12.13)

The second relation in (12.12) yields:

S0 =
S2 − INS1

INW 2 . (12.14)
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Upon substituting (12.14) and (12.13) in (12.11), the transfer function simplifies to:

T (I,N,W ) =
N ·W 2 ·S1

S0
=

IN2W 4
[
WN + IN2W 2

1−INW

]

1− IN
[
WN + IN2W 2

1−INW

]

=

[
IN3W 5 + I2N4W 6 [1+ INW + · · · ]

]
[
1− IN

[
WN + IN2W 2

1−INW

]] .

(12.15)

Finally, the relation:

1
1− x

=
+∞

∑
i=0

xi = 1+ x+ x2 + · · · ,

allows us to rewrite (12.15) as an infinite sum of polynomial terms:

T (I,N,W ) = IN3W 5 + I2N4W 6 + · · · . (12.16)

The code transfer function in the form stated in (12.16) yields useful information
about the distance properties of the code. In particular, the term IN3W 5 in T (I,N,W )
indicates that there is only one output sequence with Hamming weight 5 (which
corresponds to the code free distance, df) due to an input sequence with Hamming
weight 1, obtained by traversing three consecutive states of the encoder (other than
the starting zero state S0), as shown by the term N3. With a similar reasoning, the
term I2N4W 6 indicates the presence of a codeword with weight 6 obtained by tra-
versing 4 states with an input sequence with weight 2. The factor N is important
when one is interested in a sequence constituted by a finite number of bits, say M.
In this case, the transfer function can be truncated over the polynomial term con-
taining terms in N of order at most M.

On the other hand, when one is only interested in the Hamming weights of the
codewords, the dummy variables I and N can be set to 1, yielding a transfer function
depending on the variable W :

T (W ) =
+∞

∑
i=df

miW i,

whereby mi is the number of codewords with weight i.
In the most general case, the transfer function of a convolutional encoder can be

written as
T (I,N,W ) = ∑

r,p,t
Tr,p,t IrN pWt , (12.17)

whereby Tr,p,t denotes the number of codewords with Hamming weight t corre-
sponding to information sequences with weight r, and whose length is equal to p.
Such a transfer function is also called codeword Input–Output Weight Enumerating
Function (IOWEF) [5].
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When the lengths of the codewords are not of concern, the IOWEF can be rewrit-
ten as

T (I,W ) = T (I,N,W ) |N=1 = ∑
r,t

Tr,t IrWt , (12.18)

where the term
Tr,t = ∑

p
Tr,p,t

corresponds to the number of codewords with Hamming weight t due to information
sequences with weight r.

12.2.3 Decoding of Convolutional Codes

Consider the transceiver depicted in Fig. 12.1 with a memoryless transmission chan-
nel that affects each transmitted bit independently from the others.
The decoding of convolutional codes consists in deciding in favor of a particular
transmitted sequence u based on the knowledge of the received, possibly corrupted,
sequence r. To date, a variety of decoding algorithms for convolutional codes have
been proposed.

When all the bit sequences at the input of the memoryless channel are equally
likely, the decoding algorithm which minimize the probability of error consists in
choosing the codeword c maximizing the conditional probability P(r|c) over all the
possible codewords ci belonging to the code [6, 7]:

c = argmax
∀ci

P(r|ci). (12.19)

This decoding strategy is also called maximum-likelihood decoding.

12.2.3.1 Maximum-Likelihood Decoding: the Viterbi Algorithm
over Memoryless Channels

Consider the transceiver depicted in Fig. 12.1 and assume that during transmission
the sequence is corrupted due to the BSC shown in Fig. 12.3 with probability p.
Moreover, assume that the received sequence r differs from the transmitted one c j
in dH(r,c j) bits of known positions.

Let us assume that the receiver employs the maximum-likelihood strategy in
(12.19) by comparing the received sequence to all the codewords belonging to the
convolutional code space. Due to the memoryless property of the channel, the prob-
ability that any codeword c j is corrupted in dH(r,c j) known positions can be evalu-
ated using (12.4) as follows

P(r|c j) = pdH(r,c j)(1− p)n−dH(r,c j) = (1− p)n ·
(

1− p
p

)dH(r,c j)

,



354 F. Daneshgaran et al.

whereby n is the codeword length. Since p < 1
2 , we have (1− p)/p < 1. Therefore,

over all the set of codewords c j, probability P(r|c j) gets maximized when dH(r,c j)
is minimum. In other words, the maximum-likelihood algorithm in (12.19) identifies
the codeword c closest to the received sequence r in terms of Hamming distance.
Then, because of the unique mapping between each information sequence u and the
codewords ci belonging to the code, it is a simple task to evaluate the information
sequence u.

The Viterbi algorithm [6] finds the codewords closest to the received sequence
r in terms of Hamming distance (or other distance metrics). Is is essentially a
maximum-likelihood decoder which reduces the computational burden due to the
need of finding the correct sequence in a set containing many candidate sequences,
by exploiting the particular structure of the code trellis. The effectiveness of the
Viterbi algorithm relies on the fact that at each stage of the trellis, only the dis-
tances between the received coded symbols associated with that stage and the paths
entering each state in the trellis need to be evaluated.

As a reference example, consider the transceiver depicted in Fig. 12.1 and assume
that during transmission the sequence is corrupted due to the BSC shown in Fig. 12.3
with p = 1/6 (this means that on average 2 bits every 12 transmitted bits are cor-
rupted during transmission). Suppose that initially the encoder is in the zero state
and that the source produces the sequence u = 1 1 0 1, which is then encoded by the
rate 1/2 convolutional encoder shown in Fig. 12.6. The codeword associated with u
is the sequence c = 11 01 01 00. Suppose that the received sequence r contains one
erroneous bit, underlined in the sequence r = 11 01 11 00. Note that since the free
distance of this convolutional code is 5, a number of t =

⌊
df−1

2

⌋
= 2 bit errors can

be corrected.
Considering the trellis diagram in Fig. 12.9 extended over a number of stages

equal to the number of transmitted bits, i.e. four stages, and assuming that the trellis
starts from the zero state, the Viterbi algorithm searches for the sequence closest (in
terms of Hamming distance) to r in the set of all sequences departing from the zero
state at time t1 and extending over six stages.

The simplified trellis highlighting the metrics evaluated in each trellis stage is
depicted in Fig. 12.12, where tl indicates the time instant at which the transition
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Fig. 12.12 Trellis diagram of the convolutional encoder in Fig. 12.6 described by the generator
matrix G(D) =
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occurs. At the time instant t1, the code symbols 11 are received, while the
encoder is in the zero state. Each state is associated with a metric Mi(t1) with
i ∈ {0, . . . ,2k(K−1) = 22 − 1} in the initial decoding step. Since the encoder starts
in the zero state, M0(t1) = 0 while the other metrics can be set to ∞, meaning that
these states are never reached at time t1.

Given the underlying code symbols, from the zero state only two transitions are
allowed, namely S0 → S0 and S0 → S2. The code symbols associated with the S0 →
S0 transition are 00, while the ones related to the state transition S0 → S2 are 11. For
each allowed transition S j → Si, the path metric µ j,i(t2) is evaluated as the Hamming
distance between the received code symbols and the ones associated to the transition
S j → Si.
The state metrics Mi(t2), ∀i = 0, . . . ,3 at the time instant t2 are each evaluated as
the state metrics Mi(t1) in the previous time instant plus the minimum path metrics
µ j,i(t2) associated with all the transitions converging to the underlying state i

Mi(t2) = min
j

{
Mj(t1)+ µ j,i(t2)

}
, ∀i = 0, . . . ,3,

whereby the index j takes on the state indexes which converge in to state i in t2. As
an example, the metric M0(t2) associated with the zero state at the time instant t2 in
Fig. 12.12 can be evaluated as follows:

M0(t2) = min{M0(t1)+ µ0,0(t2),M1(t1)+ µ1,0(t2)} = min{0+2,∞+0} = 2.

Let us assume to be in the time instant t3 whereby the code symbols 11 are received,
while the accumulated path metrics associated with each state are, as noted in
Fig. 12.12, M0(t3) = 3,M1(t3) = 2,M2(t3) = 3,M3(t3) = 0. Upon evaluating the
Hamming distances between the received code symbols 11 and all the transitions
between states, the following accumulated state metrics at the time instant t4 will
result:

M0(t4) = min{M0(t3)+ µ0,0(t4),M1(t3)+ µ1,0(t4)} = min{5,2} = 2,
M1(t4) = min{M2(t3)+ µ2,1(t4),M3(t3)+ µ3,1(t4)} = min{4,1} = 1,
M2(t4) = min{M0(t3)+ µ0,2(t4),M1(t3)+ µ1,2(t4)} = min{3,4} = 3,
M3(t4) = min{M2(t3)+ µ2,3(t4),M3(t3)+ µ3,3(t4)} = min{4,1} = 1.

Upon proceeding in this way for each trellis stage while retaining only the paths
yielding the minimum accumulated Hamming distance between the received
sequence and the paths allowed within the trellis, at the time instant t5 the state
accumulating the minimum metric is S2. Traveling the trellis from the zero state
at the time instant t1 and retaining the path accumulating the minimum Hamming
distance at each trellis stage, the decoded sequence 11 01 01 00 (see Fig. 12.13)
is obtained by reading the code symbols associated with the chosen transitions.
Finally, the estimated information sequence û = 1 1 0 1 is obtained upon read-
ing the input bits producing the state transitions yielding the decoded sequence
11 01 01 00.
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Fig. 12.14 Model of a coded transceiver system for the memoryless AWGN channel

Viterbi decoding for AWGN channels is accomplished in a similar fashion as
discussed in connection to BSC channels, with the only difference that the distances
between symbols are Euclidean distances, as discussed in Sect. 12.1.2.

12.2.3.2 Maximum A - Posteriori Probability Decoding: The BCJR Algorithm

The Viterbi algorithm, described in Sect. 12.2.3.1, is a maximum-likelihood decod-
ing algorithm which minimizes the word error probability of the given convolutional
codes.

An optimal algorithm which minimizes the bit error probability is the Bahl–
Cocke–Jelinek–Raviv (BCJR) algorithm proposed in [8], whose main application
is in connection with the iterative decoding of concatenated convolutional codes.
As a reference scheme for the derivations which follow, consider the architecture
shown in Fig. 12.14, and assume a rate Rc = 1/2 systematic convolutional encoder
with constraint length K and memory ν = 2.

The information sequence u (with length KI) is encoded by producing a coded
sequence c of length N. Each source bit uk is encoded in the coded symbols ck1,ck2,
whereby ck1 = uk,∀k. After BPSK modulation, the sequence s is transmitted over
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a memoryless AWGN channel which corrupts each modulated symbol si ∈ s,∀i =
1, . . . ,N with a zero-mean Gaussian random variable with variance σ2

z = No/2. The
received sequence w is passed to the channel decoder.

With this setup, the BCJR algorithm [8] evaluates the A-Posteriori Probabilities
(APPs) of the decoded bits û by employing the joint probability Λ b

k (m) defined as
follows [9]

Λ b
k (m) = P{uk = b,Sk = m|w} , (12.20)

whereby uk is the kth decoded bit, b ∈ {0,1}, Sk is the state in the trellis at the time
k and w is the received sequence. Given Λ b

k (m), the APP related to the kth decoded
bit can be written as follows:

P{uk = b|w} = ∑
m

Λ b
k (m), ∀b ∈ {0,1}. (12.21)

Employing (12.21), the following Log-Likelihood Ratio (LLR) associated with the
kth decoded bit can be obtained:

L(ûk) = log
(

P{uk = 1|w}
P{uk = 0|w}

)
= log

(
∑m Λ 1

k (m)
∑m Λ 0

k (m)

)
. (12.22)

The decoder takes a decision on ûk based on the sign of L(ûk):

ûk =
{

1, if L(ûk) ≥ 0
0, if L(ûk) < 0,

(12.23)

which is a compact way to implement the decision MAP rule

P{uk = 1|w}
P{uk = 0|w} ≷ 1.

Let us analyze the expression of the probabilities Λ 0
k (m) and Λ 1

k (m) in (12.22). Let
I be the length in bits of the binary information sequence u, and assume that the
trellis starts and ends in the zero state. Bit uk corresponds to the transition between
the (k− 1)th and the kth stage in the trellis. Let i and j be the indexes identifying
the states in the trellis stages (k − 1) and k, respectively. With this setup, (12.22)
simplifies to [10]

L(ûk) = log

(
∑(i, j),uk=+1 P{i, j,w}
∑(i, j),uk=−1 P{i, j,w}

)
. (12.24)

The summations in (12.24) are over the transitions in the trellis between stages
(k− 1) and k associated with bits uk = +1 and uk = −1, respectively. For a mem-
oryless channel like the considered AWGN channel, such joint probabilities can be
evaluated as follows [8]

P{i, j,w} = P{i,wt<k} ·P{ j|i}P{wk|i, j} ·P{wt>k| j},
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whereby wt<k identifies the received sequence from the first stage up to the trellis
stage (k−1), wt>k denotes the received sequence from the (k +1)th stage up to the
end of the trellis, and wk denotes the received symbols at the kth stage of the trellis.
Upon setting

P{i,wt<k} = αk−1(i),
P{ j|i}P{wk|i, j} = γk(i, j),
P{wt>k| j} = βk( j),

the forward recursion corresponds to the evaluation of αk( j):

αk( j) = ∑i γk(i, j)αk−1(i),
α0(0) = 1,

α0( j) = 0, j ∈ {1, . . . ,2k(K−1)−1},
(12.25)

while the backward recursion leads to the evaluation of βk−1(i):

βk−1(i) = ∑ j γk(i, j)βk( j),
βN(0) = 1,

βN(i) = 0, i ∈ {1, . . . ,2k(K−1)−1},
(12.26)

whereby
γk(i, j) = P{wk|uk}P{uk} (12.27)

if there exists a transition in the trellis between the states indexed by i and j.
Note that the initial conditions α0(0) = 1 and βN(0) = 1 refer to the fact that at

the beginning and at the end of the codeword, the trellis is in the zero state. The
latter condition is guaranteed by appending an appropriate bit sequence, denoted as
terminating pattern, at the end of the information sequence.

The probability P{uk}, called a-priori probability of the bit uk, can be evaluated
upon resorting to log-likelihood formulation of the problem

P{uk = ±1} =
e±L(uk)

1+ e±L(uk)
,

which can also be rewritten as [10]:

P{uk = ±1} = Ake
L(uk)uk

2 .

As far as the evaluation of P{wk|uk} is concerned, for systematic convolutional
codes the following relation holds:

P{wk|uk} = Bk · e
1
2 Lcwk1uk+ 1

2 ∑n
p=2 Lcwkpckp .

For a rate 1/2 systematic encoder, the previous equation simplifies to:

P{wk|uk} = Bk · e
1
2 Lcwk1uk+ 1

2 Lcwk2ck2 .
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The evaluation of (12.27) can be accomplished by using:

γk(i, j) = P{wk|uk}P{uk} = Bk · e
1
2 Lcwk1uk+ 1

2 Lcwk2ck2 Ake
L(uk)uk

2

= AkBke
1
2 uk(L(uk)+Lcwk1)γe

k (i, j),

whereby
γe

k (i, j) = e
1
2 Lcwk2ck2 .

Upon noting that terms Ak and Bk are equal for each transition in the trellis between
the stages (k − 1) and k, it is straightforward to note that such terms will cancel
out in the ratio in (12.24). Furthermore, the exponential function e

1
2 uk(L(uk)+Lcwk1)

is common to the terms involved in the summations noted in (12.24); therefore,
(12.24) can be simplified as follows:

L(ûk) = L(uk)+Lcwk1 + log

(
∑(i, j),uk=+1 γe

k (i, j)αk−1( j)βk(i)

∑(i, j),uk=−1 γe
k (i, j)αk−1( j)βk(i)

)
. (12.28)

In summary, the MAP algorithm can be implemented by the following steps:

• Initialize α0( j) and βN(i) with the initial conditions noted in (12.25) and (12.26),
respectively

• Compute the forward recursion αk( j) in (12.25) for any k = 1,2, . . . ,KI
• Compute the backward recursion βk(i) in (12.26) for any k = KI ,KI −1, . . . ,2
• For any k = 1,2, . . . ,KI , compute L(ûk) in (12.28)
• For any k = 1,2, . . . ,KI , make a hard decision on L(ûk) following the MAP rule

discussed in (12.23)

12.2.4 Structural Properties of Convolutional Codes

In this section, we will present several properties of convolutional encoders.

12.2.4.1 The Concept of Equivalence Among Encoders

Two convolutional encoders are said to be equivalent when they generate the same
code, i.e., the same set of output codewords. Equivalence between encoders turns
out to be quite useful for generating minimal encoders, i.e., encoders featuring the
minimum number of memory cells among the set of their equivalent encoders. The
mathematical theory of equivalent encoders has been described by Forney in [11].

As a reference example, the encoders shown in Fig. 12.6 and 12.7c are equiv-
alent in the following sense; upon erasing the input bit along with the state labels
in the state diagram shown in Fig. 12.8 for the convolutional encoder in Fig. 12.6,
we would obtain the same state diagram as the one related to the recursive and
systematic convolutional encoder depicted in Fig. 12.7c. In this respect, the two
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convolutional encoders are equivalent. The only difference between them is the
mapping between input sequences and output codewords, as established by the spe-
cific convolutional encoder adopted. Dividing the generator matrix [1 + D + D2,
1+D2] associated with the encoder in Fig. 12.6 by 1 +D2, the following generator
matrix [

1+D+D2

1+D2 ,1
]

is easily obtained, which also corresponds to the generator matrix of the recursive
and systematic encoder in Fig. 12.7c.

Note that, while equivalent encoders yield quite similar performance with
maximum-likelihood Viterbi decoding, they do behave differently when embed-
ded as constituent encoders in both parallel and serially concatenated convolutional
codes. In other words, the mapping between input and output sequences due to a
convolutional encoder does matter in concatenated convolutional codes, as it will
be shown in a successive section.

12.2.4.2 Catastrophic Encoder

Given an encoder characterized by the generator matrix G(D), such an encoder
is catastrophic if there exist an input sequence u(D), with wH(u) = ∞, for which
the output codeword c(D) = u(D) × G(D) has finite Hamming weight, that is
wH(c) < ∞.

A sufficient condition for a convolutional encoder to be catastrophic can be
deduced by the encoder state diagram. In particular, the presence of self-loops in
any of the encoder states, generated by nonzero input sequences, producing a zero
output sequence is a sufficient condition for the encoder to be catastrophic. As an
example, consider the encoder with generator matrix given by [5]

G(D) =
[
1+D , 1+D2] .

The codeword associated with the information sequence

U(D) =
1

1+D
=

∞

∑
i=0

Di

is
C(D) = U(D)×G(D) = [1 , 1+D],

which is a sequence with Hamming weight equal to 3, even though the input
sequence has an infinite weight. If three errors during the transmission over
a BSC flip these three bits, a maximum-likelihood decoder would decode the
received sequence as an all-zero sequence, implying an infinite number of decoding
errors. For this reason, catastrophic encoders should be avoided since they cause
catastrophic error propagation.
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In [5] several properties needed for avoiding catastrophic encoders are presented.
Catastrophic encoders are not minimal, therefore they require a number of memory
cells greater than the one required by an equivalent minimal encoder. Furthermore,
systematic encoders are never catastrophic since the input sequence always belongs
to the output codeword.

12.2.5 Performance of Convolutional Codes
with Maximum-Likelihood Decoding

As already discussed earlier, a maximum-likelihood decoder finds the codeword c
closest in an appropriate sense (Hamming or Euclidean distance) to the received
sequence w.

Performance of Convolutional Codes (CCs) depends on the distance properties
of the code other than on the employed decoding algorithm. Owing to the code lin-
earity along with the uniform error property of convolutional codes, distance prop-
erties can be evaluated by considering the all-zero sequence as reference transmitted
sequence [5]. By doing so, upper bounds on the bit error probability can be evaluated
upon resorting to the transfer function T (I,W ) = T (I,N,W ) |N=1 of convolutional
codes presented in Sect. 12.2.2.

Assuming that all zero sequence is transmitted, the word error probability of a
convolutional code can be upper bounded by adding the probabilities associated
with all paths diverging from the zero state and merging back into it at some later
stage in the trellis [5]. As far as hard decoding is concerned, the transmission chan-
nel is a BSC characterized by the transition probability p (i.e., the receiver makes
a hard one-zero decision about what was transmitted before passing this data to the
decoder). The word error probability can be evaluated as follows

Pw(e) ≤ T (W )
∣∣∣W=2

√
p−p2 ,

where T (W ) = T (I,N,W ) |I=N=1 . For small values of p, the dominant term in
T (W )

∣∣∣W=2
√

p−p2 is the one corresponding to the code free distance, and the word
error probability can be approximated as follows

Pw(e) ≈ mdf ·
(

2
√

p− p2
)df

, (12.29)

whereby mdf is the number of codewords with Hamming weight equal to the free
distance df.

As far as the bit error probability Pb(e) is concerned, the following upper bound
holds [5]:

Pb(e) ≤
1
k

[
∂T (I,W )

∂ I

]∣∣∣I=1,W=2
√

p−p2 . (12.30)
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The upper bounds on both word and bit error probabilities presented above can be
easily extended to the AWGN channel with BPSK modulation. Upon substituting
the relation (12.6) in (12.29) and (12.30), the word and bit error probabilities for
BPSK modulation and AWGN channels easily follow.

As far as soft-decision Viterbi decoding is concerned (i.e., the receiver quan-
tizes the received statistic and passes this to the decoder rather than making a hard
one-zero decision, which may be viewed as an one-bit quantization of the received
statistic), the bit error probability (also denoted Bit Error Rate or BER) of a convo-
lutional code of rate Rc = k/n with BPSK or QPSK modulation in Additive White
Gaussian Noise, can be well upper bounded by the following expression [4]:

Pb ≤
1
k

∞

∑
d=df

wdQ
(√

2
Eb

No
Rcd

)
, (12.31)

in which df is the minimum nonzero Hamming distance of the CC, wd is the cumula-
tive Hamming weight associated with all the paths that diverge from the correct path
in the trellis of the code, and re-emerge with it later and are at Hamming distance d
from the correct path, and finally Q(.) is the Gaussian integral function, defined as

Q(to) = 1√
2π ·

∫ ∞
to e−

t2
2 dt.

12.2.5.1 Best Convolutional Codes

There is now a large body of literature addressing the design of good convolutional
codes for maximum-likelihood decoding. Owing to the definition of the bound in
(12.31), a classic approach to the design of good convolutional encoders of given
rate Rc and constraint length K consists of finding the generator matrix that yields a
code whose distance spectrum has the property of having the maximum minimum
distance df. A better approach is to obtain the distance spectra of the codes and
to select the one which minimizes the BER upper bound in (12.31) based on the
first few terms of the distance spectra. The optimum code which leads to the best
distance spectrum, may be selected as the best convolutional code, provided that it
is not catastrophic.

The best known codes are listed in a number of books and papers. Among the
best references in this topic, we cite [5]. The generator matrices of the best known
rate 1/2 convolutional encoders are presented in Table 12.1. The notation is the
same adopted in (12.8). Parameters noted in Table 12.1 are as follows: K is the
constraint length, df the free distance, while the generator matrix is identified by
G(D) = [g1(D),g2(D)].

Simulated bit error probabilities (Pb(e)) obtained with unquantized Viterbi
decoding applied to the convolutional encoders summarized in Table 12.1, are
depicted in Fig. 12.15. Probability Pb is derived against the signal-to-noise ratio
Eb/No per information bit, and it refers to the transmission of BPSK modulated
data over the continuous-output AWGN channel discussed in Sect. 12.1.2.
For reference, the figure also shows the bit error rate performance for an uncoded
transmission along with the coding gain γ guaranteed by each encoder with respect
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Table 12.1 Best rate 1/2 convolutional codes with generator matrix G(D)

K df g1(D) g2(D)

3 5 1+D2 1+D+D2

4 6 1+D+D3 1+D+D2 +D3

5 7 1+D+D2 +D4 1+D3 +D4

6 8 1+D+D3 +D5 1+D+D2 +D3 +D4 +D5

7 10 1+D+D2 +D3 +D6 1+D2 +D3 +D5 +D6

3 4 5 6 7 8 9 10
10−6

10−5

10−4

10−3

10−2

10−1

Eb/No−[dB]

P
b(

e)

Uncoded
K=3, γ=3.9dB 
K=4, γ=4.7dB 
K=5, γ=5.4dB 
K=6, γ=6.0dB 
K=7, γ=6.9dB 

Fig. 12.15 Simulation results (bit error probability Pb(e)) with the Viterbi algorithm for the optimal
rate 1/2 convolutional encoder shown in Table 12.1

to an encoded transmission at high signal-to-noise ratio. Such a coding gain is
defined as follows [5]:

γ = 10× log10 (Rc ×df) .

12.2.6 Punctured Convolutional Codes

For applications requiring high spectral efficiency, there is often a need for high
rate codes that satisfy the system requirements in terms of the required Bit Error
Rate (BER) or Frame Error Rate (FER) at a target Signal-to-Noise Ratio (SNR).
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Furthermore, variable rate coding that can offer the possibility of providing different
degrees of protection to the data is often required in system design. To this end,
high rate punctured Convolutional Codes (CCs) are among the most commonly used
codes for Forward Error Correction (FEC). Puncturing is the most commonly used
technique to obtain high-rate CC since the trellis complexity of the overall code is the
same as the lower rate mother code whose output is punctured [4]. Using puncturing,
changing the code rate is equivalent to only changing the transmitted symbols and
has no impact on the trellis structure of the code used at the receiver for decoding.
Since the main complexity of a channel codec resides at the decoder, this solution
offers a very flexible and cost effective method of supporting variable rate coding.

In 1979, Cain et al. in [12] suggested the use of a punctured code obtained from
a mother code of lower rate, say 1/n, for obtaining higher rate codes with simplified
Viterbi decoding. Another approach to the design of punctured convolutional codes
led to the development of the so called Rate-Compatible Punctured Convolutional
(RCPC) codes introduced by Hagenauer in 1988 [13]. RCPC codes were essentially
introduced because in some applications such as the transmission of compressed
digital speech signals, information bits may require different degrees of error pro-
tection. In this scenario, the most important bits are transmitted with more redun-
dancy by using the same convolutional code with variable redundancy, i.e., a code
whose puncturing patterns as a function of increasing rate are subsets of each other.

A classic approach to the design of good punctured codes is analogous to the
technique used for finding the best convolutional mother encoders. In other words,
the technique consists of finding the puncturing pattern that yields a code whose
distance spectrum has the property of having the maximum minimum distance df.
A better approach is to obtain the distance spectra of the punctured codes and to
select the one which minimizes the BER upper bound based on the first few terms of
the distance spectra. The optimum code, which leads to the best distance spectrum,
may be selected as the best punctured code provided that it is not catastrophic. We
recall that the code is catastrophic if a finite number of channel errors can cause an
infinite number of decoding errors. In terms of the state transition graph of a CC,
this condition requires that this graph should not possess zero-weight cycles other
than the self-loop associated with the zero state.

Another issue to consider is whether a recursive code remains recursive after
puncturing. Indeed, when an Infinite Impulse Response (IIR) convolutional code is
punctured, the resultant encoder is not necessarily recursive [14]. If the punctured
CC has to be used in a parallel concatenated scheme, or as an inner code in a serially
concatenated code, it must be recursive in order for the interleaver to yield a coding
gain [15, 16]. This problem is addressed in [14], whereby a mathematical theory is
developed for obtaining the closed-form representation of a punctured convolutional
encoder generator.

Let us review some mathematical notation for punctured CC. Puncturing is
obtained by regularly deleting some output bits of a mother code with rate 1/n.
As a result of puncturing, the trellis of the punctured code becomes periodi-
cally time varying. Consider a rate 1/2 systematic mother code, identified by a
1 × 2 generator matrix G(D) =

[
1, g1(D)

g0(D)

]
composed of two polynomials g1(D)
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Fig. 12.16 Example of a four-state rate 1/2 mother CC and the puncturing mechanism

and g0(D) specifying the connections of the finite state encoder. In this formula,
gi(D) = gi

o +gi
1D+ · · ·+gi

ν Dν , where i = 0,1, gi
l ∈{0,1}, and l = 0, . . . ,ν . The vari-

able ν specifies the memory of the convolutional code (the code constraint length
is K = 1 + ν). The form of the generator matrix G(D) expresses the fact that the
considered encoders are recursive (i.e., we have ratio of polynomials). As an exam-
ple, Fig. 12.16 shows a 4-state, rate 1/2, recursive systematic encoder with gener-
ator polynomials g1(D) = 1 + D2 and g0(D) = 1 + D + D2 with ν = 2. The code
symbols which are punctured are indicated through zeros in a suitable PP matrix,
usually indicated as a 2× k matrix (for a rate-1/2 mother encoder) or as a sequence
of length 2k, < x1,y1,x2,y2, . . . ,xk,yk >, whereby xi is the systematic bit and yi
the corresponding parity bit output from the encoder. To get a code rate k/(k + s),
input bits are grouped in blocks of k elements, and from the output of the encoder
2k−(k+s) bits are deleted. As an example, if the desired rate is k/k+s = 3/5, then
k = 3 and s = 2.
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Figure 12.16 shows the case in which a 4-state, rate-1/2 mother code is punctured
in order to obtain a rate 2/3 code. The trellis shown in the figure is the time-invariant
trellis of the rate-1/2 mother code. The punctured code is obtained by deleting the
first bit of every two input bits leading to the puncturing pattern < x1,y1,x2,y2 >=
11012.

The design of good puncturing patterns to be used in connection to maximum-
likelihood (ML) decoding has been addressed in a number of papers. Tables of good
puncturing patterns for various constituent code rates and constraint lengths can be
found in [17–27].

12.3 Capacity-Achieving Codes

The theory of channel coding is a well-established technical area that had its origins
in the seminal work of Shannon [1]. Theory as well as practical channel coding solu-
tions are widely documented in a number of papers published in the past 50 years.
However, most channel codes known so far have performance still far from the ulti-
mate theoretical limits presented by Shannon (specially for short block lengths). In
1993, Berrou et al. [28] proposed a rate 1/2 concatenated architecture employing
two equal recursive and systematic convolutional codes, capable of approaching the
capacity limit of the AWGN channel within 0.7 dB at a target BER equal to 10−5.
Soon after this key discovery in coding theory, another class of block codes, namely,
the Low-Density Parity-Check (LDPC) codes, actually discovered by Gallager in
1962 in connection with his PhD thesis [29], was proven to be capacity achieving
by MacKay [30].

This section presents both turbo codes and LDPC codes by highlighting the key
design techniques at the very basis of these capacity-achieving codes.

12.3.1 Parallel Concatenated Convolutional Codes (Turbo Codes)

Parallel Concatenated Convolutional Codes (PCCCs) or turbo codes are a power-
ful class of forward error correcting codes with a suboptimal iterative decoder that
have a remarkable performance near the capacity limit [28, 31, 32]. There is now a
large body of literature that addresses virtually every facet of the design, iterative
decoding, application, and implementation of turbo codes.

An example two component PCCC composed of two identical Recursive System-
atic Convolutional (RSC) codes coupled by an interleaver is depicted in Fig. 12.17.
The puncturing matrix, which is optional, allows one to vary the PCCC rate by punc-
turing an appropriate set of coded bits. Since the constituent codes of the PCCCs at
the beginning of the data block are usually in the all-zero state, they should also
be properly terminated at the end of the data block so that the starting and terminal
states of the encoder are known. The resulting terminated code resembles a large
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encoded
sequence

Recursive Systematic
Convolutional Encoder

Interleaver

Recursive Systematic
Convolutional Encoder

Puncturing
Matrix

u

Fig. 12.17 Example of a rate 1/3 parallel concatenated convolutional code employing two identical
RSC codes

block code. For trellis termination of the RSC constituent codes, various techniques
have been proposed in literature so far. Perhaps, the most used is [32].

The BER and FER of a PCCC employing iterative soft decoding as a function of
the Signal-to-Noise Ratio (SNR) is characterized by two regions. At low values of
SNR the interleaving gain of the code dominates and the impact of the interleaver
is a reduction of the codeword multiplicities that results in a rapid reduction of the
BER and FER with increasing SNR. Soon however, an error floor region is reached
marked by a change in the rate of decay of BER and FER with increasing SNR. In
the error floor region, the asymptotic performance of the code is dominated by its
distance spectrum and the code performance resembles that of a large block code.
Hence, union bounding techniques can be used to provide a reasonably accurate esti-
mate of the code’s performance. In reality, performance of an iterative soft decoder
can approach that of a ML decoder but can never reach it. Experimental evidence
suggests [15, 33] that the performance of iterative soft decoders approaches that of
Maximum-Likelihood (ML) decoding, essentially characterized by the asymptotic
BER of the code obtained using bounding techniques, to within ∼0.5 dB. Obviously
it is impossible to know precisely what the performance of the ML decoder would
be since it is not possible to practically perform ML decoding of most turbo codes.

12.3.1.1 Design of Turbo Codes

The design of turbo codes have essentially been conducted as a two phase process.
In the first phase, the constituent RSC codes in the configuration are optimized based
on the use of a uniform interleaver [31], while in the second phase the interleaver
itself can be optimized (or selected based on some criterion) for a given pair of
constituent codes. The interleaver in the parallel concatenation has been proved to
be essential for guaranteeing low error floors especially at high SNR values.

12.3.1.2 Design of Constituent Encoders in PCCCs

The constituent convolutional encoders in PCCCs must be recursive and systematic
in order for the interleaver to yield a gain [16]. Furthermore, in PCCCs the dominant
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error events yielding the lowest terms of the distance spectra are due to input patterns
with weight-2, especially for large interleaver sizes. In fact, it is known that the
performance of the PCCC with large interleavers [34] for moderate-to-high SNR
can be expressed as:

Pb ≈
1
N

Q
(√

2
Eb

No
RcdTC

2

)
, (12.32)

where Rc is the code rate of the PCCC, N is the interleaver length, dTC
2 is the effective

free distance of the PCCC, i.e., the minimum weight of the PCCC codewords due
to weight-2 error events, and Q(.) is the Gaussian integral function, defined as

Q(to) =
1√
2π

·
∫ ∞

to
e−

t2
2 dt.

For this reason, a good criteria for obtaining both good mother encoders as well as
Puncturing Patterns (PPs) in a PCCC consists of maximizing the effective distance
dTC

2 . Given a pair of RSC codes in the parallel concatenation, dTC
2 can be defined as

follows [34]:

dTC
2 = 2+

2

∑
j=1

dp
j,2,

whereby dp
j,2 is the minimum parity-weight of the codewords at the output of the

jth RSC code in the PCCC, while the constant 2 is due to the fact that the RSC
encoders are systematic. The notation above is shown in the PCCC sample depicted
in Fig. 12.18.

We note that the maximum effective distance d2 achievable with a recursive sys-
tematic rate 1/2 encoder with generator matrix G(D) =

[
1, g1(D)

go(D)

]
can be obtained

from [34]:
d2 ≤ 4+2ν−1, (12.33)

+ +

+

+

+ +

+

+

πN

i j

π(i)π(j)

input frame

2

Hamming weight of the
codewords produced by

weight-2 input error events

dp
1,2

dp
2,2

Fig. 12.18 Example of a rate 1/3 parallel concatenated convolutional code employing two identical
RSC codes with polynomial generators G(D) =

[
1, 1+D+D3

1+D2+D3

]
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where ν is the code memory (the constraint length of the RSC code is ν + 1). In
particular, equality is achieved when the denominator polynomial go(D) is primi-
tive and under two additional conditions which require that go(d) �= g1(D) and that
deg [gi(D)] ≤ ν for i = 0,1. The search for good mother encoders having highest d2
can be conducted by considering the above conditions on the polynomials associated
with G(D).

In connection with the use of punctured encoders in a PCCC, the possible punc-
turing strategies can be different. Due to the complexity of finding good puncturing
patterns for the overall PCCC codewords [35], a viable solution is to use punctured
constituent encoders. For example, in reference to the general scheme of a PCCC,
rate k/k + 1 recursive systematic encoder can be used as the upper encoder of the
PCCC, whereas the lower encoder can be punctured so that the systematic bits and
some of its parity bits are completely eliminated in order to achieve the desired rate
for the overall PCCC.

In summary, for the design of both systematic mother encoders and PPs a suitable
objective function consists in the maximization of the effective distance d2. Tables of
good convolutional codes as well as puncturing patterns to be used for construction
of PCCCs have been presented in [36–39].

12.3.1.3 Interleaver Design Techniques for PCCCs

The interleaver in the parallel concatenation has the effect of permuting the block
of N bits at the input in such a way as to counteract the presence of error events
yielding the lowest weight PCCC codewords.

So far, a wide variety of interleaver design techniques have been proposed in the
literature (see for instance [40–58]). Among the many proposed techniques, there
are a few that on the average have resulted in good turbo codes.

• Distance Spectrum Optimized (DSO) interleavers obtained via the application of
the Interleaver Growth Algorithm (IGA) [45] and their delay constrained variants
[40]. The resulting interleavers induce a quasirandom mapping but are obviously
deterministically obtained and often lead to excellent results.

• S-Random (SR) or spread interleavers [43] and their variants [44] (the New
S-Random (NSR), and Dithered-Diagonal (DD) interleavers) are a class of per-
mutations which on the average result in much better performance than purely
random interleavers [33]. We have emphasized the term “class” since the method
of their construction does not lead to a unique permutation. Hence, a selection
criterion must afterward be applied to select a member of the class with desirable
properties.

• Interleavers designed based on a criterion of minimization of correlation coeffi-
cients of the extrinsic information and noise in iterative soft decoding [41]. We
denote this class of interleavers as the Extrinsic Information Correlation Opti-
mized (EICO) interleavers.
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As a reference scheme for the techniques presented in the following, consider the
PCCC shown in Fig. 12.18, whereby the block labeled ΠN identifies an interleaver
of size N, while the input frame represents a sequence of information bits of length
N at the input of both the upper RSC encoder and the employed permutation.

Let us discuss the main techniques for the design of the interleavers summarized
above.

12.3.1.4 Design of S-Random Interleavers

The S-random interleaver [43] is a random permutation constructed as follows: each
randomly selected integer is compared to the s previously selected integers. If the
current selection equals any of the previous s selections within a distance of ±s, the
current selection is rejected. The process is repeated until a permutation of desired
length is constructed. Note that there is no guarantee that the resulting construction
will be successful. The spread of such an interleaver is defined as follows. Consider
a window of size W ≤ s. Let this window slide over the permutation vector and find
the absolute minimum difference between the elements falling within the window,
for all allowed window sizes and all window positions. The resulting number is
defined as the spread of the permutation. Briefly, the goal of the spread interleaver
is to separate out as much as possible the input bits that are close to each other, at
the output of the interleaver. In particular, the spread So is defined as

S
′
(s, i, j) = |π(i)−π( j)|, ∀ |i− j| ≤ s,

So = min
i, j

S
′
(s, i, j). (12.34)

It can be shown that for an interleaver of length N, the maximum achievable spread
is �

√
N�.

12.3.1.5 Design of New S-Random Interleavers

The new S-random interleaver [44] uses the same concept as the SR permutation but
with the recognition that for large separation between the input bits to the interleaver,
the interleaver output bits need not have high separation (i.e., obviously there is a
tradeoff between separation at the input and the output of the interleaver). The goal
is to maximize the sum of the separation at the input and the output. The resulting
spread, which is the minimum of the sum of the separation between input and output
bits within a sliding window, is used as the new definition of spread. In particular,
the new spread Snew is defined as

S
′
n(i, j) = |π(i)−π( j)|+ |i− j|

Snew = min
i, j

S
′
n(i, j). (12.35)

Upon using this technique, it can be shown that for an interleaver of length N, the
maximum achievable spread is �

√
2N�.
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12.3.1.6 Design of Dithered-Diagonal Interleavers

The dithered-diagonal interleaver [44] has the same goal of maximizing the spread
based on the new definition, but uses a completely different approach for construc-
tion. The design is based on the following steps. In the first step, a rectangular grid
of points with a spacing of

√
N is generated. The extent of this grid needs to be a

little larger than the enclosure used for defining the plot of the permutation points.
In the second step, an entire row or column of points, but not both, is dithered by
adding a random offset in the range [−0.5

√
N,0.5

√
N). This is repeated for every

row or column by adding offsets independently. In the third step, the grid is rotated
by 45◦. The fourth step is to enclose N of these points inside a square with sides
of length N. The coordinates of these N points represent the real read and write
addresses of the interleaver. These real coordinate points are sorted and the sort
order is used to define the interleaver.

12.3.1.7 Design of EICO Interleavers

The design of EICO interleavers is based on the correlation properties of the extrin-
sic information exchanged by the two SISO decoders employed in the decoding of
PCCCs. In [41] the correlation coefficient of the extrinsic information and noise
is modeled as an exponentially decaying function of the separation between the
symbols.

12.3.1.8 Design of Interleavers Based on the Iterative Growth Algorithm

This section summarizes the main results of [45] on the IGA. For the sake of brevity,
we shall keep the description of the IGA to the minimum, and invite the interested
reader to review [45] for many theoretical details that are omitted here. The basic
understanding of the IGA presented below requires representation of the permuta-
tions using their transposition vectors introduced in [45]. It is the transposition vec-
tor of a permutation and not directly the permutation itself that is iteratively grown
to the desired size.

Transposition Vector of a Permutation

Consider an indexed set of elements x1,x2,x3, . . . ,xN . A given interleaver performs a
particular permutation of this set of elements. The permutation π acts on the indices
of the elements. Henceforth, the notation π(i) = j is used to mean that the jth input
symbol is carried to the ith position at the output. It is a basic result in group theory
[59] that any permutation π on a set of elements S can be written as a product
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of disjoint cycles, and S may be divided into disjoint subsets such that each cycle
operates on a different subset. A cycle of length two is called a transposition. It is
easy to verify that any finite cycle can be written as a product of transpositions.
Hence, we conclude that transpositions represent the elementary constituents of any
permutation.

The Finite State Permuter (FSP) introduced in [45], is a realization of an inter-
leaver in the form of a sliding window transposition box of fixed length equal to the
delay of the permutation it effectuates on its input sequence, and with the property
that the transposition performed at a given time slot is responsible for the generation
of the output at the same time slot. The operation of the FSP can be understood by
thinking of the sliding window as a queue. To generate any possible sequence of
outputs, it is sufficient to exchange the head of the queue with the element that is to
be ejected at that time slot.

Any permutation on a finite set of elements can be represented using a unique
transposition vector associated with its FSP realization. As an example consider the
permutation

π1 =
(

1 2 3 4 5
4 3 1 2 5

)
.

Consider the queue model of the FSP and assume that data enters from left to
right. Let us label the transpositions to be performed sequentially with the head
of the queue to generate the desired outputs, using positive integers. Let the inte-
ger 1 denote the case whereby no transposition is performed with the head of the
queue and the element at the head of the queue is simply ejected. Then the trans-
position vector (to be read from left to right) that fully defines permutation π1
is Tπ = (4,2,2,1,1). Take the binary sequence 10110 labeled from left to right.
Permutation π1 maps this sequence to 00111. Consider a new transposition vector
Tπ2 = (3,Tπ) = (3,4,2,2,1,1) associated with the permutation

π2 =
(

1 2 3 4 5 6
3 5 4 2 1 6

)
.

Note that π2 looks quite different from π1, yet its output corresponding to the shifted
sequence 010110 is 001110 which is a shifted version of the output generated by π1.
In essence, the descriptions of π1 and π2 using the transposition vectors preserves
information about the prefix symbol substitution property of these two permutations
on error patterns whereby the first transposition exchanges a zero with a zero, or a
one with a one.

Any permutation on N elements uniquely defines a transposition vector of size N.
Conversely, any transposition vector of size N, defines a unique permutation on N
elements. Note that when synthesizing a permutation using the transposition vector
T , the kth element of vector T , when scanned from right to left, can only assume
values in the set {1,2, . . . ,k}. In the interleaver design algorithm presented in [45],
the interleaver is grown based on the minimization of a cost function related to the
asymptotic BER (or FER) performance of the overall code. Hence, we shall first
introduce this cost function, and then present the interleaver growth algorithm.
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Cost Function and the Interleaver Growth Algorithm

Let E be a terminating error pattern of length LE and Hamming weight WH(E)
associated with the RSC code in a PCCC configuration. By a terminating error
pattern we mean a binary sequence at the input of the RSC encoder that corre-
sponds to a path in the trellis of the code diverging and reemerging with the all-
zero path. As an example, E = 1001 is one such sequence for the turbo code
presented in Fig. 12.17. Let the interleaver length be (M + 1), and let En,(M+1)
denote the nth phase of error pattern E for 1 ≤ n ≤ (M −LE + 2) that can appear
within the interleaver span of length (M + 1). For instance, for (M + 1) = 10,
E1,10 = 0000001001,E2,10 = 0000010010, . . . ,E7,10 = 1001000000. Then all the
phases of E represent terminating error events prior to permutation and all have
equal probability of occurring within the interleaver span.

Let TM+1 denote a transposition vector of length (M + 1). Let the elementary
cost function for the interleaver design based on just one phase of one error event be
denoted by f (TM+1,En,(M+1)), where the notation used implies that f (., .) is a func-
tion of the transposition vector TM+1 and error pattern phase En,(M+1), both of which
are vectors whose size grows with M. We use the notation Ên,(M+1) = TM+1En,(M+1)
to mean that the transposition vector TM+1 permutes the components of En,(M+1)

generating an error pattern Ên,(M+1) with the same weight. Let Y (Ên,(M+1)) denote
the RSC encoder output sequence corresponding to the input Ên,(M+1), and set
d(Ên,(M+1)) = WH(Y (Ên,(M+1))), where WH(·) is the Hamming weight of the argu-
ment. Here, d(·) corresponds to the Hamming distance from the all-zero path of the
path in the trellis of the RSC code corresponding to the input Ên,(M+1). We similarly
define d(En,(M+1)) = WH(Y (En,(M+1))) as the Hamming weight of the output of the
RSC encoder receiving the unpermuted input. A suitable elementary cost function
directly related to the upperbound on pairwise error event probability of the code is:

f
(
TM+1,En,(M+1)

)
=

WH(E)
2(M +1)

× erfc
(√

RcEb

No
H(dt)

)
(12.36)

where RcEb/No is a constant related to the code rate Rc and the Signal-to-Noise
Ratio (SNR) Eb/No, and H(dt) is defined as:

H(dt) =
(
d(Ên,(M+1))+d(En,(M+1))+WH(E)

)
.

This elementary cost function can be used for optimization of the asymptotic BER
of the code. If the goal is optimization of the asymptotic FER, we can simply drop
the factor WH(E)/(M +1) from the above expression.

We assume that the overall cost function is additive in the phases of our error
patterns. For a PCCC containing two identical RSC encoders and one interleaver
[32], we define the total cost function as the sum of the cost function associated
with the forward permutation denoted Cf(TM+1), and the cost function associated
with the inverse permutation denoted Cr(TM+1). Hence, the global cost function
using P error patterns is
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Ĉ(TM+1) =
P

∑
j=1

M−LE j +2

∑
n=1

[
f
(

TM+1,E
j
n,(M+1)

)
+ f

(
T−1

M+1,E
j
n,(M+1)

)]
. (12.37)

The expression in (12.36) clearly resembles the upperbound to the asymptotic BER
of the code. The operational steps of the IGA, which aims at iteratively minimizing
this cost function using a greedy search paradigm, are:

1. Set the iteration index which corresponds to the initial size of the interleaver to
N1. Initialize the recursion by exhaustively solving for

T o
N1

= argmin
TN1

Ĉ(TN1), (12.38)

for a manageable value of N1. Set T ∗
N1

= T o
N1

2. Let TN1+1 = (k,T ∗
N1

) and find kN1 from

kN1 = argmin
k

Ĉ(k,T ∗
N1

), (12.39)

and form T ∗
N1+1 = (kN1 ,T

∗
N1

)
3. Set N1 = N1 +1 and iterate step-2 to grow the transposition vector to the desired

size Nmax

We note the following: (1) using IGA one can neither establish the local nor global
strict optimality of the solution at a given recursion step. To establish local optimal-
ity, one needs to define a notion of perturbation about a point in an appropriate-sized
space. If one takes the definition of a local perturbation of a permutation of length
N to be allowing the first element of the transposition vector to assume any of the
possible values, while the rest of the transposition is fixed, then IGA is by definition
locally optimal. This notion of local perturbation may indeed be justified in light of
the prefix symbol substitution property referred to above. Under this notion of local
perturbation, IGA is essentially a steepest decent type algorithm; (2) In many opti-
mization algorithms using the greedy approach, the input vector is often of a fixed
dimension. In IGA, the dimensionality of the input vectors (i.e., the transposition
vectors) actually increases from one recursion to the next. Hence, the search is over
an ever growing input space of higher and higher dimensions; (3) The core theoret-
ical justification for the use of IGA are Theorems 3.1 and 3.2 of [45]. These theo-
rems demonstrate that the sequence of cost functions with respect to randomization
of the first transposition with the rest of the transposition intact is asymptotically a
martingale [60], meaning that for a sufficiently large interleaver length, even ran-
domly growing the transposition vector one element at a time is a fair process. IGA
does much better in that it does not randomly pick the transposition value at a given
recursion step, indeed the transposition that gives the best value of the cost function
at that step is selected. This leads to a deterministic process where on the average the
value of the cost function should decrease. One cannot say the resulting process is a
supermartingale since there is no randomness involved anymore, but the minimum
of the cost function at each step beats the average unless the variance is zero and
hence it is anticipated that IGA should perform better than a pure martingale. This
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is as good as having a supermartingale. Indeed, simulation results exhibit an almost
monotonic and rapid decrease in the value of the cost function as a function of the
recursion step.

To conclude the section, we note the following comparison of the performance
of the noted interleaver design techniques based on their general features and simu-
lation studies:

1. The DSO interleavers obtained using IGA in general result in PCCCs with better
distance spectra compared to the other design techniques reported in the literature
[46]. Furthermore, once the algorithm is initialized, the IGA results in a unique
solution, unlike the other design techniques referred to above which generally
lead to a class of interleavers to choose from. The IGA by virtue of its recursive
nature (i.e., an optimized interleaver of length (N +1) is constructed from one of
length N) leads to implicitly prunable optimized interleavers.

2. The interleavers designed using IGA are tailored to the specific RSC codes used
in the construction of the PCCC. This is in sharp contrast to most other inter-
leaver design techniques that are not per se tailored to the RSC codes of the
construction, if not through a trial-and-test process.

3. IGA can just as easily be applied for optimization of the FER performance of the
code rather than the BER performance (it suffices to change the cost function).
This difference is important since the cost functions are fundamentally different
resulting in different optimized solutions. An interleaver optimized under the
BER criterion at a target SNR is generally not optimal under the FER criterion
and vice versa.

4. The DSO interleavers lead to turbo codes with better asymptotic performance.
In this sense, they are not constrained by the number of iterations performed in
iterative decoding. However, at sufficiently high SNR, the DSO interleavers out-
perform the other interleavers noted above for the same number of iterations due
to their superior distance properties (i.e., the relative performance of different
techniques for a fixed number of iterations is obviously dependent on the operat-
ing point).

5. The best interleavers of the class of S-random interleavers have an overall per-
formance that is reasonably good both in terms of their asymptotic performance
(but not as good as the DSO interleavers) and in terms of their performance for a
fixed number of decoding iterations.

A recent performance comparison of the DSO (with and without delay constraint)
and EICO interleavers was conducted in [42] where it is noted that the two inter-
leavers have very similar performance in the pre-error floor region for a fixed
number of iterations. However, the DSO interleavers ultimately have a superior per-
formance by virtue of their lower error floor.

The design of prunable interleavers for turbo codes employing variants of the
interleaver growth algorithm has been addressed in [61–63], while [64] proposed a
method combining a search for good component codes with interleaver design for
optimal distance spectrum designed turbo codes.

The decoding algorithm for PCCCs relies on the BCJR algorithm presented in
Sect. 12.2.3. The description of the decoder for PCCCs is beyond the scope of this
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chapter. Nevertheless, many papers in literature addressed the functionalities of such
algorithm. The interested reader is referred to [65] for the necessary details.

A comprehensive reference covering any facet of the design of turbo codes is the
special issue recently appeared in the Proceedings of the IEEE [66].

To conclude this section, we present a set of simulation results of the rate-1/3
PCCCs employing the four and eight state constituent codes described by the fol-
lowing generator matrices:

G2(D) =
[

1,
1+D2

1+D+D2

]
, (12.40)

G3(D) =
[

1,
1+D+D3

1+D2 +D3

]
. (12.41)

The number of iterations of the BCJR algorithm is equal to 12. Frame Error Rate
(FER) and Bit Error Rate (BER) of these codes are reported in Fig. 12.19 for inter-
leaver lengths equal to 40, 80, 160, and 320 in order to highlight the performance
improvement available with PCCCs as a function of the interleaver size N.
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Fig. 12.19 Simulated FER and BER for the four-state and eight-state turbo codes employing the
implicitly prunable optimized interleavers obtained using the modified IGA proposed in [61]. The
interleaver length is denoted by N
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12.3.1.9 Applications in Digital Broadcasting

The explosive growth of multimedia applications over the Internet and the ever-
increasing users demands over commercial terrestrial digital multimedia broadcast-
ing all over the world, calls for efficient physical and cross-layer techniques able
to mitigate the potential problems limiting broadband services over wireless net-
works. In this scenario, mobile multimedia is expected to be one of the key services
of future wireless mobile networks. Meanwhile, recent advances in digital commu-
nications have paved the way to a variety of standards aimed at providing multi-
media services over terrestrial broadband networks. In this section, the focus is on
the channel coding architectures foreseen in some key digital telecommunications
standards.

Convolutional codes have been in use for decades as the standard for forward
error correction in digital communication since the discovery of the Viterbi algo-
rithm [6]. In a variety of applications, such codes are embedded in a concatenation
with Reed-Solomon codes. However, the performance of this codes are still quite
far from the ultimate limit presented by Shannon [1]. Soon after the discovery of
turbo codes as well as LDPC codes, many standards have been renewed in order to
embed such powerful codes.

The FEC architecture employed in the Digital Terrestrial Television Broadcasting
(DTTB) standard in China [67], ratified in 2006, considers a concatenation between
an outer BCH (762,752) code with an inner LDPC code presenting three different
rates, as depicted in Fig. 12.20. The LDPC code blocks are noted in the figure
with the notation (n,k), whereby n is the codeword size and k is the information
block size.

The DTTB standard supports single-carrier as well as multi-carrier transmission,
and it will guarantee high-definition broadcasting services.

The Terrestrial Digital Multimedia Broadcasting (T-DMB) system in Korea [68]
guarantees CD quality audio broadcasting as well as data services devoted to fixed
and mobile applications. Though mainly based on the European Digital Audio
Broadcasting (DAB) system Eureka-147 DAB [69], the channel encoder employed
in the Korean T-DMB system, is composed of a Reed–Solomon (n = 204 bytes,
k = 188 bytes) code separated from a punctured convolutional encoder by a convo-
lutional interleaver with depth I = 12. This scheme is needed for assuring high level
of protection to the mobile reception of compressed video signals.

Randomizer BCH
Convolutional

Symbol
Interleaver

LDPC
Interleaving

&
Modulation

(n,k)=(7493, 3048)
(n,k)=(7493, 4572)
(n,k)=(7493, 6096)

Depth Options
240 & 720

Fig. 12.20 FEC architecture employed in the DTTB standard in China
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The serial concatenation between a Reed–Solomon code and a turbo code has
been employed at the physical layer of the Forward Link Only (FLO) Air Interface
[70]. The FLO Air Interface belongs to the MediaFLO system by QUALCOMM,
and it has been proposed as an alternative mobile multicast technology to mobile
devices employing TV.

The Reed–Solomon code has the following block sizes (n = 16,k = 8,12,14,16)
bytes, whereby k = 16 is used to signify the fact that the block code is not used. The
turbo code employed as inner code in the serial concatenation is constituted by the
RSC codes with the following matrix generator:

G(D) =
[

1,
1+D+D3

1+D2 +D3

]
. (12.42)

Turbo codes have been adopted as the reference FEC scheme in a number of
third generation standards. For instance, the turbo code embedding RSC encoders
with generator matrix represented in (12.42) has been employed in W-CDMA,
cdma2000, and TD-SCDMA [71]. Code performance in terms of both BER and
FER has been presented in [71].

12.3.2 Low-Density Parity-Check Codes

Low-Density Parity-Check (LDPC) codes were discovered by Gallager [29] in 1962
but did not receive much attention at the time essentially for complexity reasons.
In [72], Tanner resurrected LDPCs generalizing them through the introduction of
the so-called Tanner graph. Only recently in 1999, Mackay [30] demonstrated that
LDPCs when optimally decoded are capable of achieving information rates up to
the Shannon limit.

As any linear block code, a generic binary LDPC is described in terms of its
m × n parity-check matrix H whereby the rows of H span the null space of the
codeword space. In case H is full-rank, it represents a linear code with rate R = k/n
and m = n− k, where m corresponds to the number of parity checks performed by
the code.

An LDPC code is characterized by a parity-check matrix with a low density of 1s.
When both the number nc of 1s in any column of H and the number nr of 1s in any
row of H, is constant, then the LDPC is said to be regular. In this case, it follows
that nr = nc · n/(n− k). Otherwise, the LDPC is said to be irregular. Not that, by
virtue of the low density of 1s, it is nc 
 m and nr 
 n. A rate R LDPC presents
a number of 1s in each column equal to nc = (1−R)nr. For R = 1/2, in [73] it
is shown that good irregular LDPC codes have an average number of 1s in each
column equal to nc ≈ 3.3; this value assures a very low encoding complexity as well
as decoding complexity, while guaranteeing very low BER for block sizes on the
order of n = 1000 bits.
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A popular irregular LDPC parity-check matrix, which has a very efficient encod-
ing algorithm, is called staircase LDPC [74]. Each codeword c is composed of a
systematic part u, and a parity part pu which together form c = [u,pu]. With this
setup and given the parity check matrix Hn−k,n of the LDPC code, it is possible to
decompose Hn−k,n as follows:

Hn−k,n = (Hu,H pu), (12.43)

whereby Hu is a (n−k)×(k) matrix specifying the source bits participating in check
equations and H pu is a (n− k)× (n− k) matrix of the form:

H pu =

⎛
⎜⎜⎜⎜⎝

1 0 . . . 0 0
1 1 0 . . . 0
0 1 1 0 . . .
. . . . . . . . . . . . . . .
0 . . . 0 1 1

⎞
⎟⎟⎟⎟⎠

. (12.44)

The choice of this structure for H has been mainly motivated by the fact that aside
from being systematic, LDPC encoding has a complexity which is linear in the
codeword length n [75]. In particular, with this structure, the encoding operation is
as follows:

pui =

⎧⎨
⎩

[
∑k

j=1 u j ·Hu
i, j

]
(mod 2), i = 1[

pui−1 +∑k
j=1 u j ·Hu

i, j

]
(mod 2), i = 2, . . . ,n− k,

(12.45)

where Hu
i, j represents the element (i, j) of the matrix Hu, and u j is the jth bit of the

source sequence u.
By virtue of the efficient encoding complexity, this class of LDPCs presents a

small implementation area, while the codes have error-rate performance very close
to the Shannon limit for a wide range of code rates (Rc = 1/4–9/10), and for various
modulation schemes such as BPSK, QPSK, 8-PSK, 16-amplitude PSK (16-APSK),
and 32-APSK [76]. For this reason, such LDPC codes have been standardized for
next-generation digital video broadcasting DVB-RS2. Moreover, LDPC codes have
been recently included in a number of standards, such as IEEE802.16, IEEE802.20,
and IEEE 802.2.

An LDPC can also be described in terms of a bipartite graph [72], useful for
visualizing the exchange of extrinsic information between nodes with the belief
propagation decoder, i.e., a graph T (H) with two distinct vertex classes V1 and V2,
the set of bit and check nodes respectively, that satisfy T (H) = V1 ∪V2, V1 ∩V2 = /0
and each edge joins a vertex of V1 to a vertex of V2 (see Fig. 12.21). With this setup,
the element hi, j at the ith row and the jth column in the parity-check matrix H,
represents an edge in T (H) connecting the jth element in V1 to the ith element in
V2. Many papers in the literature have attempted to determine the properties of the
Tanner graphs associated with “good” LDPC codes. From these studies, the basic
properties whose consideration in a design of LDPC codes can generally guaran-
tee good error-performance with the suboptimal belief propagation decoder can be
summarized as follows:
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u1 u2 u3 uk uk+1 un

bit nodes

check nodes

Fig. 12.21 Tanner graph of a low-density parity-check code

1. Girth g. The girth is the length of the shortest cycle in the Tanner graph T (H) of
the code. For good LDPCs, the girth of the Tanner graph of the code should be
maximized. The reason for this is that the neighbors of a generic node in T (H)
are independent. That is, they locally form a tree-like structure only up to the
(g/2)th iteration of the belief propagation algorithm for decoding.

2. Minimum distance. It corresponds to the smallest number of columns of H that
add up to the zero vector. In the context of iterative decoding, the minimum
distance of the code does not generally play as crucial a role as it does in classical
coding theory. This is specially true for structured LDPCs for which it has been
demonstrated that the weakness of such codes are largely due to near-codewords
than to low weight codewords.

3. Stopping set [77]. A stopping set is a subset S of the set of the bit node V1 in T (H)
such that all the neighbors1 of S are connected to S at least twice. The reason for
which stopping sets are problematic under iterative decoding on Binary Erasure
Channel (BEC) has been demonstrated in [77], where the authors have shown
that the residual erasure bits after belief propagation iterative decoding equals to
the maximal size stopping set in T (H). Clearly, this problem is strictly related to
BECs. However, similar problems can arise in transmission over Additive White
Gaussian Noise (AWGN) channel when the reliability of some bit nodes are so
small that they can effectively be treated as erased bits. Furthermore, in [78], the
authors have clarified the relationship between cycles, stopping sets and depen-
dent columns of the parity-check matrix H of a generic LDPC, explicitly demon-
strating that if a code has a minimum distance dm, it must have a stopping set with
dm bit nodes. Thus, code design strategies avoiding all stopping sets in T (H) with
a number of bit nodes less than or equal to t also ensures that dm > t.

4. Near-codewords. A (w,v) near-codeword of an LDPC defined through its
parity-check matrix H is a vector x with Hamming weight w whose syndrome
z(x) = H · x has a Hamming weight equal to v. As pointed out in [79], the rela-
tively low weights of these words makes them quite probable, while the fact that
the syndrome z has a small weight indicates that a small number of checks in the
Tanner graph of the code is affected by these error events. In fact, as opposed
to what happens in the case of stopping sets, in a typical (w,v) near-codeword,

1 The neighbors of bit nodes are the check nodes, i.e., the nodes belonging to set V2.



12 Convolutional, Turbo, and Turbo-Like Codes 381

there are v check nodes that are connected to the bits in the near-codeword only
once. Typically, during the suboptimal iterative decoding, the decoder terminates
in a noncodeword whose weight differs only by a small amount from the true
codeword. Furthermore, in a typical decoding situation it often turns out that
some near-codewords combine to yield a true codeword. In connection with the
behavior of iterative decoding, we refer to [80], whereby the authors have shown
that iterative decoding decodes to the pseudosignal defined as the signal that
has the highest correlation with the channel output. The set of pseudosignals
corresponds to pseudocodewords, only a vanishingly small number of which
corresponds to codewords. At the same time, some pseudocodewords cause
decoding errors.

5. Trapping sets: In [81] Richardson generalized the definition of both stopping sets
and near-codewords associated with a specific iterative decoding algorithm when
operating with a defined decoder input space. In particular, the notion of trapping
sets were introduced in [81]. A (a,b) trapping set Tr is a set of a bit nodes and
b odd degree check bit neighbors in the subgraph induced by Tr, to which an
iterative decoding algorithm erroneously converges when the decoding fails after
a predefined number of iterations.

To date, there are three main classes of LDPC constructions, that can be summarized
as follows:

• Density evolution optimized LDPCs. Based on some analytic properties of the
probability density functions of the Log-Likelihood Ratios (LLRs) associated
with both the bit and check nodes in the Tanner graph during iterative decod-
ing, in [82–84] the authors are able to find the threshold value for a randomly
constructed irregular LDPC code that identifies the boundary of the error-free
region as the block length approach infinity. Subsequently, both bit and check
node degrees of the codes are optimized through a linear programming approach
in such a way as to guarantee an early converging LDPC. Performance results
in terms of Bit Error Rate (BER) have shown that these codes approach the
Shannon limit within 0.045 dB at BER= 10−6. We note in passing that early
converging codes usually have high error-floors [73] (i.e., frame error rates as
large as 10−5 − 10−6) due to the fact that optimization of the code in the very-
low-to-moderate signal-to-noise ratios usually does not take into account mini-
mum distance codewords. This issue should come as no surprise. Indeed, this is
a behavior already observed for parallel concatenated convolutional codes [85]
designed with the density evolution technique.

• Combinatorial and algebraically designed LDPCs ([85–101]). The approach
is aimed at designing well-structured LDPC codes based on cyclic difference
families, affine configurations, Margulis–Ramanujan algebraic designs, and
pseudorandom constructions. One advantage of this class of LDPC codes over
randomly constructed LDPCs resides in the fact that usually it is possible
to obtain LDPCs with predefined girth and/or minimum distance properties,
depending on the particular construction chosen. For instance some of the codes
designed using the Margulis–Ramanujan construction (e.g., the Ramanujan
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(17,5) code with block-length n = 4,896) achieve an almost optimal girth among
all possible codes in a specific class. However, studies conducted on the sub-
optimal iterative belief propagation decoder showed weakness in structured
codes due to the near-codewords [79], generalized later by Richardson in [81] to
trapping-sets as stated above. This problem affects the error-floor performance
of the designed LDPC codes in the sense that the error-floor region of the code
is constrained by near-codewords instead of low weight codewords.

• Graph-theoretically designed LDPCs ([102–104]). This class of codes make
use of graph–theoretical properties to design good LDPCs. In [102], the authors
proposed a code design technique based on finding a set of paths in a connected
graph which satisfies the constraint that any two paths in the set are either disjoint
or cross each other at one and only one vertex. In [103], the authors proposed a
general method for constructing Tanner graphs with large girth by progressively
inserting edges between bit and check nodes in the Tanner graph of the code (the
so-called Progressive Edge Growth algorithm or PEG). In [104], the authors in
addition to noting that irregular LDPCs perform better than regular ones, pro-
vide efficient methods of finding good irregular structures for use with iterative
decoding algorithms.

Other literature in connection with design of LDPC codes includes [105–107]. In
[108], the authors proposed an algorithm for the estimation of the minimum distance
of LDPC codes. The use of LDPC codes has also been examined in connection
with bandwidth-efficient modulation schemes (see [109], [110], and rate compatible
punctured LDPC codes [111]).

12.3.2.1 A Decoding Algorithm for LDPCs

To date many algorithms have been proposed for the decoding of LDPC codes.
Perhaps, the most important algorithm for soft-decision decoding is the belief prop-
agation algorithm, known as sum–product algorithm [5]. In the following, a belief
propagation decoder is discussed in connection with the use of LDPC codes over a
binary-inputs AWGN channel, whereby binary data are BPSK modulated.

Consider a (n,k)-LDPC identified by the matrix H(n−k,n) as expressed in (12.43).
Note that we only make reference to maximum rank matrix H since the particular
structure assumed for H ensures this. In particular, the double diagonal on the parity
side of the H matrix always guarantees that the rank of H is equal to the number of
its rows, n− k.

It is well known that the parity check matrix H can be described by a bipartite
graph with two types of nodes as depicted in Fig. 12.21; n bit-nodes corresponding
to the LDPC code bits, and n− k check-nodes corresponding to the parity checks
as expressed by the rows of the matrix H. Let B(m) denote the set of bit-nodes
connected to the mth check-node, and C(n) denote the set of check-nodes adjacent to
the nth bit-node. With this setup, B(m) corresponds to the set of positions of the 1s in
the mth row of H, while C(n) is the set of positions of the 1s in the nth column of H.
In addition, let us use the notation C(n)\m and B(m)\n to mean the sets C(n) and
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B(m) in which the mth check-node and the nth bit-node, respectively, are excluded.
Furthermore, let us identify with λn,m(un) the log-likelihood of the message that the
nth bit-node sends to the mth check-node, that is, the LLR of the probability that nth
bit-node is 1 or 0 based on all checks involving the nth bit except the mth check, and
with Λm,n(un) the log-likelihood of the message that the mth check-node sends to the
nth bit-node, that is, the LLR of the probability that the nth bit-node is 1 or 0 based
on all the bit-nodes checked by the mth check except the information coming from
the nth bit-node. With this setup, we have the following steps of the sum–product
algorithm over AWGN channels for BPSK modulation:

Initialization step: Each bit-node is assigned an a-posteriori LLR composed of the
sum of the a-posteriori probabilities Lc(r) evaluated from the sufficient statistic from
the matched filter as follows,

Lc(r1, j) = log
(

P(u1, j = 1|r1, j)
P(u1, j = 0|r1, j)

)
=

2
σ2

z
r1, j, ∀ j = 1, . . . ,n, (12.46)

plus an extrinsic LLR added only to the systematic bit nodes, i.e., to the bit nodes
u1, j, ∀ j = 1, . . . ,k. In (12.46), σ2

z is the noise variance at the matched filter out-
put due to the AWGN channel. In summary, for any position (m,n) such that
Hm,n = 1, set:

λn,m(un) = Lc(r1, j), ∀ j = 1, . . . ,n, (12.47)

and
Λm,n(un) = 0. (12.48)

(1) Check-node update. For each m = 1, . . . ,n−k, and for each n ∈ B(m), compute:

Λm,n(u1,n) = 2tanh−1

(
∏

p∈B(m)\n
tanh

(
λp,m(u1,p)

2

))
. (12.49)

(2) Bit-node update. For each t = 1, . . . ,n, and for each m ∈C(t), compute:

λt,m(u1,t) = Lc(r1,t)+ ∑
p∈C(t)\m

Λp,n(u1,t). (12.50)

(3) Decision: For each bit node u1,t with t = 1, . . . ,n, compute:

λt(u1,t) =

⎧⎨
⎩

Lc(r1,t)+
∑p∈C(t) Λp,n(u1,t) t = 1, . . . ,k
Lc(r1,t)+∑p∈C(t) Λp,n(u1,t) t = k +1, . . . ,n

(12.51)

and quantize the results such that u1,t = 0 if λt(u1,t) < 0 and u1,t = 1 otherwise.
If H ·u1

T = 0, then halt the algorithm and output u1,t , t = 1, . . . ,k as the estimate
of the transmitted source bits, u1, corresponding to the first source. Otherwise, if the
number of iterations is less than a predefined maximum number, iterate the process
starting from step (1).
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Fig. 12.22 Simulated FER and BER employing 80 iterations of the belief propagation decoder for
irregular, rate 1/2 LDPC codes

To conclude this section, we present a set of simulation results of some rate-1/2,
irregular LDPCs with different block sizes (n,k). The parity check matrix, designed
with the technique proposed in [103], is compliant with the structure in (12.43) with
an average bit node degree equal to 3.3, while the number of iterations of the LDPC
decoding algorithm discussed above was 80. BER as well as FER performance of
such codes is noted in Fig. 12.22.

12.4 Discussion and Conclusions

In this chapter we have provided an overview of different channel coding solutions
for the next-generation digital multimedia broadcasting systems. The first part of the
chapter started from the concepts at the very basis of Information Theory, and, then,
it focused on the different facets of the design of convolutional codes. This class
of codes represents the starting point for obtaining more efficient coding architec-
tures, such as turbo codes. Each section provided basic technical information, cur-
rent research activities on the subject, and applications as well as challenges of the
aforementioned coding architectures.
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The second part of the chapter focused on capacity-achieving channel codes,
namely parallel concatenated convolutional codes and low-density parity-check
codes. A common characteristic of these two recent coding architectures consists
in the fact that they can be iteratively decoded using alternating exchanges of soft-
decision information. Some degree of similarity between the decoders for these
two capacity-achieving error-control techniques do exist. Nevertheless, low-density
parity-check codes have superior BER performance for code lengths greater than,
say, 1000 bits. BER performance as close as 0.045 dB from the AWGN channel
capacity has been presented in the technical literature for very long block lengths
(on the order of 106 bits). On the other hand, turbo codes are constructed with known
constituent convolutional encoders with a relatively low complexity, and they show
a very good BER performance, with respect to LDPC codes, for block lengths lower
than 1000 bits. In connection to the decoding algorithms of these codes, many papers
in the literature have been aimed at the problem of reducing the computational com-
plexity of the iterative decoders. As a consequence of their superior performance,
both turbo codes and LDPC codes have been standardized in a number of future
digital multimedia broadcasting systems, such as DVB-RCS, DVB-RS2, MediaFlo,
UMTS to cite but a few.

To probe further, the book [5] represents a classical reference on the subject of
channel coding. Moreover, some special issues have appeared in the past few years
in the technical literature focusing on recent advances on channel coding solutions.
As a comprehensive reference on iteratively decodable channel codes, we suggest
the special issue recently appeared on the Proceedings of the IEEE [66].
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Chapter 13
ASIC Design for Broadcasting Baseband
Processing: Practices and Architectures

Peijun Shan

13.1 Introduction

A multimedia broadcasting receiver typically consists of RF (radio frequency) and
analog receiving circuitry, modulated signal processing, digital demodulation, chan-
nel decoding, link-layer control and processing, source decoding (media decompres-
sion), media processing (such as sampling rate conversion, error concealment, and
filtering), and application functionalities. Digital custom hardware, in form of an
ASIC (Application Specific Integrated Circuit), is the suitable solution to imple-
menting physical-layer baseband processing, including filtering, synchronization,
demodulation, channel error control decoding, etc., in order to meet the require-
ments of speed, power consumption, and cost. Custom hardware is also suitable
for source decoding and media processing to enhance performance and relax the
requirements on firmware and processor hardware.

Chip power consumption is critical for battery life of handheld terminal devices.
System complexity of consumer electronic devices has been increasing in a much
larger pace than advancement of battery technology. This continuing trend is apply-
ing growing pressure on low power implementation. This chapter will start with a
description of a general ASIC design flow, followed by major issues and trade-offs
in ASIC design for high date-rate digital processing, especially low-power design
options.

Digital filtering is one of the most commonly seen functions in digital mul-
timedia communications systems. With various application scenarios and system
requirements, a digital filter could be implemented in many different architecture
styles. Sometimes it is quite challenging to design a filter for a given semiconductor
process, system performance, and product cost factors. Digital filtering architecture
style variations will be examined, and the concepts and approaches discussed can
also be applied to implementing other data processing functions.
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Another major part of digital broadcasting receiver is the error control decoder.
Forward Error Correction (FEC) coding techniques including algebraic codes, con-
volutional codes, and their combinations are used in digital broadcasting. Galois
Field (GF) arithmetic operations are the basic building blocks in implementing
encoders and decoders for algebraic codes such as the widely used Reed-Solomon
codes. High-speed ASIC implementation of GF operations will be explored, includ-
ing efficiently multiplying two GF numbers in logic gates.

Complex number mathematics is an essential part of communication modems,
especially when considering OFDM, phase modulation, QAM (Quadrature Ampli-
tude Modulation), and even more classic single-side-band and analytic signals. For
example, in an OFDM receiver the complex-valued data path starts from mixer, in
form of in-phase (I) and quadrature (Q) channels, and is processed through ana-
log filtering, amplification, A/D conversion, digital filtering, AGC logic, time and
frequency synchronization, invert FFT, channel equalization, to the constellation
de-mapping decision. Some skills for efficiently implementing complex number
operations in ASIC design will be covered.

The rest of this chapter is organized as follows. Section 13.2 presents an overview
of present ASIC design engineering flow and practices. Section 13.3 is devoted to
low-power design, including motivations, principles, and common techniques from
ASIC design point of view. The following sections are on architecture side. Using an
FIR filter as an example, Sect. 13.4 covers architecture choices for data processing
in the context of power and speed. Section 13.5 addresses ASIC implementation
architectures and logics for basic GF arithmetic operations used in block code-based
channel coding. Efficient implementation architectures for complex functions are
described in Sect. 13.6. Conclusions and further discussions are given in Sect. 13.7.

13.2 ASIC Design Overview

More and more chips being designed today are more accurately classified as
SOCs (System-on-Chip) rather than traditional ASICs. SOC design overall has
more emphasis on system-level chip architecture and integration issues, firmware-
hardware trade-offs and co-design, selection and integration of processor cores and
other IP cores, peripherals, buses and memories, etc. On the other hand, there will
usually be some ASIC subsystems as part of an SOC chip and very often, the ASIC
part is a critical one for the product. Using a DVB-x receiver SOC as an example, the
physical-layer subsystem (from radio to bit stream) is commonly a custom designed
ASIC subsystem.

While IP cores play a bigger role in SOC design, ASIC design is based mainly on
standard cells. ASIC designers build circuits using general-purpose standard cells
provided by the fabrication foundry (commonly referred to as “fab” for short) or
third-party vendors. ASIC designers may also generate memory blocks as needed
using a memory generation tool provided by the foundry or other third party
vendors.
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A standard-cell library contains logic gates with various sizes and speeds char-
acterized at certain supply voltages, temperatures, and process conditions. After
the system requirements are defined, algorithm, architecture, and implementation
microarchitecture should be developed accordingly. Digital designers work on hard-
ware solutions and create RTL (Register Transfer Level) code in a hardware descrip-
tion language (typically Verilog� or VHDL�). RTL synthesis maps RTL code to
a standard-cell based netlist [1]. A place-and-route tool then places the cells on the
floor-plan area reserved for the digital subsystem and makes routing connections
according to netlist information and timing constraints.

During this process timing analysis is performed, clock trees are generated, and
extra buffers are inserted to fix the timing relationship between data and clocks and
also between clocks. Timing is to be verified in different ways including dynamic
simulations and static timing analysis (STA). Dynamic timing simulation checks
system functionality at the gate level using timing information obtained from the
parasitic extraction after layout, which is also known as back-annotated simulation.
STA is a thorough and efficient means of checking the timing on all paths without
simulation. STA can be a separate step in the design flow or a built-in function of
the physical synthesis, depending on EDA tools used.

Formal Verification (FV) can also be carried out to check logic equivalency
between the RTL, the gate-level netlist after synthesis (prelayout), and the gate-level
netlist generated after layout (which will include scan chains and extra buffers to fix
timing). In addition, in order to achieve a quality design a large amount of engineer-
ing resources are spent on behavioral and functional verification and debugging, in
system level, RTL level, and gate level. FPGA prototyping and emulation assists
verification during and after this process.

The design engineering stage from concept to RTL is often referred to as front-
end design, while back-end design refers to the flow from synthesis to “tape-out”
(sending the design database, normally in GDS file format, to the foundry). DFT
(Design for Test) features for production test, chip diagnosis features for chip eval-
uation, and plenty of spare cells for potential future metal fixes are also added at
appropriate stages of the flow.

ECO (Engineering Change Order) fixes are sometimes preferred to perform small
changes outside of the normal design flow either before a full-layer tape-out or
after silicon evaluation and debugging, which will generate a tape-out with changes
in metal-layer (routing) masks only. Physical verification is normally carried out
on both the digital layout itself and the entire chip, and includes LVS (Layout
Versus Schematic), DRC (Design Rule Check), antenna effect check, and other
checks depending on the fabrication foundry requirements. Iterations of the design
steps mentioned above are often necessary to meet a curtain design requirement or
for optimization in die area, power consumption, functionality, and performance.
Figure 13.1 illustrates a typical ASIC development flow.

In the earliest stage of designing an ASIC subsystem, either as a stand-alone
chip or as a part of an SOC, one of the first tasks is to define what will be the clock
rates, how the clocks will be generated, their relationship, and how they will be
used across the chip. Microarchitecture, RTL implementation, synthesis, and timing
analysis will all depend on the clock plan.
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Fig. 13.1 Typical ASIC development flow

Clock rate definition is driven by data rate, process speed, supply voltage, avail-
ability and convenience of certain clocks, and the size-power trade-off. Often the
targeted data rate brings the heaviest influence on major architecture choices, clock
rates, and even process choice. For example, a high bps (bits per second) multi-
media communications system implemented in a present mainstream ASIC process
may clock the bit processing domain at a fraction of the bps rate and implement the
operation in a parallel-processing circuit architecture. The same system may clock
the video sample processing block at or near the video sampling rate and clock the
audio sample processing block at a convenient rate that is much higher than the
audio sample rate to save area using a serialized processing architecture.
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13.3 Low Power ASIC Design

Longer battery life for portable devices requires lower chip power consumption.
The emergence and development of digital multimedia broadcasting itself enlight-
ens the trend of increasing system complexity in consumer electronic devices, which
is growing at a much faster pace than battery technology advancement. The increas-
ing gap between system algorithm complexity and battery capability is imposing an
on-going challenge for low-power implementation of complex SOCs and ASICs.

Long battery life requires that the chip consume low operating current when the
device is in use and low stand-by current when the device is not active but in a state
ready for operation.

Power (heat) dissipation is a major driving-force for low-power design tech-
niques in processor (CPU, DSP) design and may become an issue for very large-
scale high-speed ASIC chips as well. The combination of decreasing semiconductor
process geometries, increasing algorithm complexity, and increasing clocking speed
is resulting in an increase of power density on chip, even at lower supply voltages.

For CMOS digital circuits total power consumption mainly consists of the fol-
lowing: dynamic power that charges and discharges capacitance when logic level
changes, leakage power from current leaking through transistors and diodes, and
short circuit power due to current flowing between supply and ground during gate
switching. In custom (non-standard-cell-based) circuit design, designers have plenty
of design options and various techniques to deal with all these types of power con-
sumption [1–3]. Standard-cell-based ASIC designs can still use creative methods to
reduce dynamic power and hence produce differentiating products while still having
limited flexibility to control leakage power.

At the chip-architecture level, it is important to first understand the power bud-
get, the primary product functionality, and the value and cost of potential add-on
features; only then can one use sound judgment in defining the chip. Given limited
engineering resources and schedule, more emphasis on product simplicity tends to
be rewarded with lower power, smaller area, better design quality, and better chance
of success. Care should be taken on formulating a chip-level power management
scheme and on specifying power saving operation modes. Power consumption is
also an important factor in making hardware–software partition and fixed-function
ASIC versus programmable processor decisions.

Dynamic power is determined by

Pdynamic = αCV 2 f

where α represents switching activity (probability); C is switching capacitance
including gate capacitance, routing wire capacitance, and any other parasitic capaci-
tance charged and discharged during logic transitions; V is the level of digital supply
voltage; and f is the clock frequency. It follows that dynamic power can be con-
trolled by balancing α , C, V , and f through architecture and logic design trade-offs.

Algorithm and architecture play key roles in determining dynamic power. A more
efficient algorithm requires less gates (smallerC) and/or less switching activity
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(smaller α and/or f ). For a given algorithm, implementation can be architected
with proper area, power, and schedule/resources trade-offs. For example, a high-
throughput data processing subsystem may use parallel processing and pipelined
processing to enable a reduction in V and α · f , even with largerC, thereby reducing
power consumption to a small fraction. In the next section an FIR filter will serve as
an example to demonstrate hardware architecture options in more detail.

ASIC implementation typically employs synchronous design, meaning that all
sequential circuit elements are only triggered at a clock edge. Therefore, dynamic
current can be separated into two parts: the “clock current” consumed by clock
trees to provide synchronous clocks to registers and the “data current” consumed
by combinational logic performing data processing and registers performing data
buffering. Clock-gating – turning off clock when it is not needed – is an effective
way to save clock power.

Clock-gating can be implemented anywhere from system level, block level, to
individual registers, and it is a good practice to have multiple levels of clock-gating.
Microprocessor IP cores usually have clock-gating implemented inside the core
where clocks are internally shut down as much as possible when no instruction
is executed. In a packet-data communications system clock-gating can be imple-
mented in the system level controlled by the power management firmware. For
instance, the receiver subsystem clock is turned on only while receiving valid data
packets. In implementing clock-gating circuitry care should be taken to ensure that
no voltage glitches are induced on the clock lines during switching.

At a lower level the synthesis tool can perform automatic clock-gating using
register enable information in the RTL code. Figure 13.2 demonstrates an example
of automatic clock-gating, which represents a byte register bank with synchronous
reset (to 0) and data enable. The amount of power saving due to clock-gating
will depend on the duty cycle of the enable signal. As a byproduct, the area will
become smaller with clock-gating due to the removal of the data multiplexers for
holding data.

Subthreshold leakage current has become significant with technology scaling to
deep submicron and now reaches a level comparable with dynamic current. Lower
and lower threshold voltage (Vt), which is scaled down as supply voltage is scaled,
results in high leakage current. Most standard cell library providers provide two or
more library versions with different Vt levels so that ASIC designers have the option
to use higher Vt cells to save leakage power or lower Vt cells for higher circuit speed.
EDA tool venders also provide multi-Vt synthesis tools that can mix high- and low-
Vt cells to optimally balance speed and power for given circuit timing constraints.
The result from synthesis is usually that a small percentage of the cells are low-Vt
to handle critical timing paths and a large percentage of the cells are high-Vt to save
leakage power.

To many people’s surprise, RTL coding styles also significantly impact area
and power consumption, especially when it is not done right or with care. RTL
design should be planned to take advantage of the logic optimization capability of
the synthesis tool. Besides synthesis register based clock-gating mentioned above,
logic synthesis strives to shrink chip area through expression merging and resources
sharing.
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(a) Example of design without clock gating 

(b) Expected synthesis logic with clock gating enabled

     Q

>

>
 D

>clk

d

enable

reset_n

 D   Q

 GN

clk

latch

parameter N = 8; 
wire [N-1:0] d; 

reg [N-1:0] q; 
always @(posedge clk)begin  
    if (~reset_n) q <= {N{1'b0}}; 
    else if (enable) q <= d;  
end  

     Q

>

 D

>clk

d

enable

reset_n

clk

mux

Fig. 13.2 Example of register-level clock-gating (double line for byte bus): (a) example of design
without clock-gating; (b) expected synthesis logic with clock-gating enabled

Memory types used in ASIC design include RAM’s, ROM’s, register files, and
flip-flops. Flip-flops can be configured as shift registers or as individually accessible
registers. The choice has an impact on area and power and is sometimes a trade-
off between the two. To save power, care should be taken to enable memory only
when needed – such as when accessing valid data – which may involve carefully
generating control signals such as chip select, read enable, or write enable in RTL.

Some power reduction techniques are effective but heavily increase design com-
plexity and risk. These may include multiple supply voltages, supply voltage/current
shut down, variable supply voltage, and variable clock rate.
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In summary, there are many design engineering aspects that contribute to ASIC
power consumption, die area, or design quality in general, including architecture
and algorithm, hardware microarchitecture, back-end design options, and RTL real-
ization. A high quality design only comes from doing everything right.

13.4 Filter Implementation Choices under Power
and Speed Context

As mentioned earlier, architecture plays a key role in the efficiency of hardware
implementation. As an example, it was briefly mentioned that parallel processing
and pipelining techniques could be exploited to reduce power consumption for high-
throughput data processing. In general, how a certain algorithm should be imple-
mented is determined by a combination of product requirements and engineering
resources. During the stage of block-level architecture development, many factors
are already predecided, such as process technology, supply voltage, standard cell
timing characteristics, and block performance requirements. With the given con-
straints architecture-level trade-offs are critical for silicon area (manufacturing cost),
power consumption (usage cost), design engineering cost, as well as development
schedule and even chance of success.

Digital filtering is one of the most widely used functional blocks in multimedia
systems, especially in communication modems and in media signal processing. This
section will outline digital filter architecture options for ASIC implementation and
then will use a digital filter as an example to demonstrate architecture variations with
an emphasis on power and speed. An FIR filter implemented in the direct form [4]
(the multiplier coefficients are the original ones in the transfer function) will serve
as an example to outline implementation options from an ASIC design perspective.
The concepts and methods outlined for the FIR filter can also be applied to other
types of data-path functions and other varieties of digital filters such as multirate
filters, IIR filters, and other forms (nondirect) of FIR filters.

Consider an L-tap FIR filter with impulse response {h0,h1, . . .,hL−1} to be imple-
mented in fixed-point arithmetic with N-bit 2’s complimentary code representing
the data samples, input x(n), and output y(n) (where n is time index), and M-bit 2’s
complimentary code representing filter coefficients {h0,h1, . . .,hL−1}.

13.4.1 Tapped Delay Line

The first hardware implementation structure to consider is the straightforward
tapped delay line structure shown in Fig. 13.3a, which is also referred to as a
transversal filter [4]. Here the sampling rate is the same as or lower than the clock
rate, which is common when filtering modulated signals in a communication modem
such as in a channel filter.
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(a) Generic FIR filter  

(b) Symmetric FIR filter 

D D D

h0 h1 h2

[L/2] -1 adders

D D

hL/2-1

or h(L-1)/2

D D D

h0 h1 hL-1h2

L-1 adders

Fig. 13.3 Tapped delay line structure: (a) generic FIR filter; (b) symmetric FIR filter

This structure might be just right if the sampling rate (data throughput rate), clock
rate, the process speed, and power consumption all fit. If the filter coefficients are
fixed values, which is often the case, the fixed-point coefficients should have been
carefully selected such that only a small number of adders are needed to perform
the coefficient multiplications, as each “1” bit (in binary form) in the coefficients
requires an addition operation.

In this structure the longest timing path (the combinational logic between regis-
ters, assuming the registers at the block boundaries are default) includes a coefficient
multiplication and the entire L-to-1 addition tree. The total delay of a path with so
many stages of arithmetic operations could easily sum up to more than a clock cycle
duration for a reasonable filter length, data word length, and clock rate. If so, this
could violate synthesis timing constraints and so it is wise to consider other imple-
mentation options which may also save power.

It is often desirable to have a symmetric coefficient sequence in an FIR fil-
ter in order to have a linear-phase response (the frequency components have the
same latency and hence there is no waveform distortion). The filtering computation
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can take advantage of the coefficient symmetry by pairing the delayed taps with
the same coefficients and adding them first to share a multiplier, as shown in
Fig. 13.3b.

13.4.2 Transposing

A mathematically equivalent structure comes from the transposed version of the
original signal flow. Figure 13.4 shows the transposed realization of the generic
and symmetric FIR structures shown in Fig. 13.3. In the transposed realization the
critical timing path is reduced to a small fraction: only one 2-to-1 adder plus a
coefficient multiplication. As for area (gate count), the size of the data buffer is
increased from N-bit wide to (N + M − 1)-bit or so, possibly N + M-bit if both
−2(N−1) and −2(M−1) are used as valid codes for data and coefficient, respectively,
or less than (N +M-1)-bit if some word-length reduction (rounding or truncation) is
performed after the coefficient multiplication operation.

(a) Generic filter 

(b) Symmetric filter in case of odd L 

D

h0h1

D

h(L-1)/2

DDD

D

h(L-1)/2-1

D D

h0h1hL-1

D

hL-2

Fig. 13.4 Transposed implementation of FIR filter: (a) generic filter; (b) symmetric filter in case
of odd L
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13.4.3 Pipelining

A generic approach to reduce the delay of the critical timing path is to cut the data
path into shorter sections by inserting registers as illustrated in Fig. 13.5. In the first
example (Fig. 13.5a), the long timing path (1 multiplier plus L−1 adders) is broken
into two separate timing paths. The second example (Fig. 13.5b) is a case of timing-
critical high-speed processing, where it is of interest to further reduce path-delay
from the original 1 multiplier plus 1 adder. Assuming that the delay from multiplier
h1 is much larger than the delay from the adder one can factor multiplier h1 into two
parts: h1 = h1A ·h1B and assign them into separate timing paths to better balance the
delays on all paths.

This practice is referred to as pipelining. It is quite straightforward to apply
pipelining to FIR filters and other data-path functions without feedback or recur-
sive computation. Functions with recursive operations, such as an IIR filter, require
more skill and thought [5]. For the sake of better design separation, modularity, and
convenience, it is a common practice to insert registers at the boundaries of major
design blocks and modules. Signal latency is increased when extra stages of regis-
ters are inserted along the data path.

Chip area may grow due to transposing and pipelining. When using flip-flops for
data buffering, clock tree size and clock tree power will grow due to their increased
number. On the other hand, there may be fewer voltage glitches in the combinational
logic due to the reduced path delays, which in turn reduces the power consumed by
the combinational logic. Due to the increased timing margin smaller cells tend to
be used during synthesis, which results in smaller area and lower power than using
the larger and faster cells. It should be emphasized that reducing critical timing path
delays results in even more significant potential power savings when considering the
possibilities of reducing supply voltage, reducing clock rate, or reducing processing
duty cycle.

13.4.4 Retiming

The delay in the timing critical path can also be reduced by local adjustment of the
location of delay elements without affecting data-path latency and input–output sys-
tem behavior. For example, operation (ax+b)z−1 (multiply, add, then delay) can be
implemented as (ax)z−1 + bz−1 (add after separate delays), as shown in Fig. 13.6.
Assuming that the adder takes 1 time unit, the multiplier h0 takes 4 time units,
and the multiplier h1 takes 5 time units, then the illustrated retiming modification
reduces the largest path delay from 6 to 5 time units. Finer retiming can also be done
by breaking the larger multiplier in a similar way to what was done for pipelining in
Fig. 13.5b.
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13.4.5 Parallel Processing

In the discussion above it was assumed that the signal sampling rate (data throughput
rate) is the same as or lower than the clock rate. In some scenarios it is necessary
to clock the data processing circuit at a slower rate than the signal sampling rate.

D D D

h0 h1 hL-1h2

L-1 adders

Cut here, insert buffer 

D D D

h0 h1 hL-1h2

adder adders

D

D

(a)

D D

h0h1
hL-1

D

hL-2

Cut line 

D D

h0

h1A

hL-1

D

hL-2

h1BD

D

D

D

(b)

Fig. 13.5 Examples of pipelined processing: (a) tapped delay line FIR filter; (b) transposed FIR
filter
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Fig. 13.6 Example of retiming
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Fig. 13.7 Parallel processing implementation for high data throughput

For example, in a wireless communications system delivering uncompressed high-
definition (HD) video, the communications signal bandwidth is close to 1 GHz or
higher, and therefore it may be appropriate to make the clock rate, for example, one
fourth

( 1
4

)
of the sampling rate. The decision to do this is driven by the relatively

slow process and standard cell speed compared to the data sample rate. The resulting
filter has four parallel paths as shown in Fig. 13.7.
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This multiple-input–multiple-output (MIMO) parallel filter replaces the original
single-input–single-output (SISO) filter. The previously discussed structure options,
such as pipelining and retiming, can also be applied to the MIMO filter. The MIMO
system runs at a lower clock rate, processes four samples per clock cycle, and main-
tains the same total data throughput rate. This approach trades off space for time and
power. Each filter coefficient is used four times in the MIMO filter and hence the
combinational logic is four times larger. However, the size of the sequential logic
does not necessarily change.

In high-rate communications systems, in order to keep the clock rate reasonable
and clock plan simple, it may be desirable to apply the parallel processing tech-
nique to any high-rate bit operations such as scrambling, descrambling, interleaving,
encoding or decoding, especially when considering giga-bit-per-second systems.

13.4.6 Low-Throughput Serialized Processing

So far this discussion has only covered the cases of data sampling rate close to
or higher than the clock rate, which is likely the case for communication signals
and video signals. For digital audio signal processing the clock rate is usually a
few orders of magnitude higher than the audio sampling rate (32, 44.1, 48, 96, or
192 kHz) and often requires a very high filter order and wide word length to achieve
a signal-to-noise ratio (SNR) of 100 dB or greater.

To save area a single generic multiplier and an adder can perform the computation
in a serialized fashion. During each data sample period all the filtering calculations
for one sample are carried out sequentially, which may involve coefficient multi-
plication, reading from and writing back to the memory, while cycling through all
the coefficients. The procedure involves memory address incrementing (or decre-
menting) and hence one may find it convenient to address the memory in a circular
way. This is similar to the way that software, which runs on DSP’s or generic micro-
processors, accesses memory.

13.4.7 Serial Processing of Multiple Channels

There are cases where the same operation is applied to multiple parallel data chan-
nels. Examples are: the same real-valued filter is applied to both in-phase (I) and
quadrature (Q) components of a modulated signal, the same rate-converter is applied
to both left (L) and right (R) components of a stereo audio signal, and the same
processing is applied to all three components of a digital video signal. If speed
allows, the signal components can be serialized to share the same combinational
circuitry as illustrated in Fig. 13.8. The total number of delay units stays unchanged.
The area saving comes from combinational computing hardware reuse because the
identical operation is used on multiple data streams.
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Fig. 13.8 Serial processing of multiple channel signals

13.4.8 Cascading

The discussion up to this point has been limited to direct-form filter realizations
where the filtering function is realized without changing the multiplication coeffi-
cients from the original filter coefficients in the transfer function. Nondirect form
filter structures, such as lattice structure realizations, are beyond the scope of this
book, but there is one example that is simple and particularly convenient for high-
speed implementation.

The transfer function of a larger filter can always be factored into several smaller
filters. The subfilters can then be cascaded with data registers inserted as desired
between filter stages. This technique is similar to pipelining where the subfilter
stages are made timing independent. It should be mentioned that IIR filters are often
implemented in second-order sections, also known as bi-quad filters, with optimally
paired zeros and poles for numerical performance reasons.

13.5 Finite Number of Gates for Finite Field Operations

High data-rate encoding and decoding requires ASIC hardware implementation
while lower data rate encoding and decoding can be implemented in software on
a generic or special processor. For linear block codes based on GF algebra [6,7], GF
algebraic operations need to be implemented in binary logic gates. For codes defined
in GF(2m), such as the widely used Reed-Solomon codes, both the encoder and
decoder require computations in GF(2m) operations. For codes defined in GF(2),
such as the BCH codes, the decoder may also perform GF(2m) operations.
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While current ASIC synthesis tools are capable of performing a good job in syn-
thesizing regular signed or unsigned integer adders and multipliers from simple RTL
code lines in the form of a + b and a∗ b, it is often necessary to manually design
lower-level RTL modules for the GF correspondence. For GF(2) the operations
are straightforward: exclusive-or (XOR) for addition or subtraction and Boolean
AND for multiplication. For GF(2m), however, it is not always that straightfor-
ward. GF(2m) addition and subtraction is simply a bit-wise XOR, similar to in
GF(2). Division can be implemented as an inversion (reciprocal) followed by a
multiplication.

There are a few ways to implement the GF(2m) reciprocal. For high speed, one
suitable approach is a straightforward m-bit to m-bit look-up table. The same tech-
nique also applies to logarithm and exponential operations in GF(2m). While the
sizes of these look-up tables for unary operations are acceptable, a straightforward
look-up table for binary (two input variables) operations, such as multiplication,
would be too large. The following section discusses how to realize high-speed mul-
tiplication in combinational logic with a small number of gates.

13.5.1 Multiplication

For prime p and nonzero m, field GFp(m) consists of pm elements, and is an
extension field of GF(p). A root of a primitive irreducible polynomial P(x) =
xm + pm−1xm−1 + · · ·+ p1x + p0 in GFp(m), denoted as α , generates all nonzero
elements of GFp(m). From P(α) = 0, αm = pm−1αm−1 + · · ·+ p1α + p0 follows,
which suggests that any element in the field can be expressed as a polynomial of α
with degree up to m−1, or as a vector of length m on basis {1, α, α2, . . . , αm−1}.

Multiplication of two elements can be carried out by multiplying them using
polynomial representation of the field elements in two steps. First, the two polyno-
mials of degree m−1, A(x) and B(x), are multiplied to yield a product polynomial
C(x) = A(x) ·B(x) of degree 2m− 2. Second, since the product element can also
be expressed as a polynomial of α with degree up to m−1, the product polynomial
C(x) of degree 2m−2 is reduced to polynomial D(x) of degree m−1 with arithmetic
modulo the field generator polynomial P(x):

D(x) = A(x) ·B(x)modP(x)

=

(
m−1

∑
i=0

aiα i

)
·
(

m−1

∑
i=0

biα i

)
modP(x)

=

(
m−1

∑
i=0

ciα i

)
+

(
2m−2

∑
i=m

ciα i

)
modP(x)

=

(
m−1

∑
i=0

ciα i

)
+

(
2m−2

∑
i=m

ci
(
α imodP(x)

))

where c0 = a0b0, c1 = a0b1 +a1b1, and so on.
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For efficient combinational circuit implementation, the modulo P(x) operation
is precomputed on individual terms as α i mod P(x), i = m,m + 1, . . . ,2m − 2.
Figure 13.9 illustrates an example of multiplication logic in GF(28), described in
Verilog� syntax, where character “&” represents Boolean AND and “̂ ” represents
exclusive-OR (XOR).

In this approach, m2 AND gates and roughly the same number of XOR gates are
needed to implement the GF(2m) multiplication in combinational logic. For a field
with a larger dimension m, the subfield representation can be used to reduce the gate
count to lower m2.

It should be noted that it is not efficient to implement GF(2m) multiplication
by the procedure of logarithm table look-up, addition, and then exponential table
look-up.

In case of multiplying by a constant, for a given constant B, the products between
the basics and constant B should be precomputed. Then each vector element of
product AB can be implemented by a linear combination of the vector elements of
A, resulting in a much simpler logic.

13.5.2 Square and Square Root

GF(2m) squaring can be implemented more efficiently than by using a generic mul-
tiplier. First, as a special case of multiplication, replace b with a in Fig. 13.9. As a
result, the terms c1, c3, and so on become 0, term c0 is reduced to a0, term c2 is
reduced to a1, and so on. It follows that the logic described as a generic multiplier in
Fig. 13.9 will be reduced to the much smaller squaring logic shown in Fig. 13.10a.

The same squaring logic can also be derived from the basis representation. For
element A in the field GF(2m)

D(x) = A(x) ·A(x)modP(x)

=

(
m−1

∑
i=0

aiα i

)
·
(

m−1

∑
i=0

aiα i

)
modP(x)

=

(
1m−1

∑
i=0

aiα2i

)
modP(x)

=

(
2m−2

∑
i=m

ai
(
α2imodP(x)

))

The formula rearrangement suggests that the squaring operation on a field ele-
ment can be obtained by applying the squaring operation to all the basis vectors
{1, α, α2, . . . , αm−1}, which yields {1, α2, α4, . . . , α2m−2}. An example of logic
coded directly from this representation is shown in Fig. 13.10b, which is in fact
same as the logic shown in (a).
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Fig. 13.9 Example of combinational logic for GF(256) multiplication

The GF(2m) squaring operation described above is in fact a linear transform.
The square root operation is simply the inverse of the squaring transform, and is
also linear. Inverting the logic in Fig. 13.10 yields the square root logic shown in
Fig. 13.11.

13.6 Efficient Implementation of Complex Number Operations

In modern wireless communications systems, modulated signals are complex-
valued in nature. In the transmitters, the complex signal is generated from mod-
ulation – assigning data bits to the phase and magnitude values or the real and
imaginary part values. In the receiver, a mixer produces in-phase (I) and quadrature
(Q) components of the received modulated signal. Down stream of the receiver
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Fig. 13.10 Example of combinational logic for GF(256) square: (a) reduced from generic multi-
plier logic; (b) same logic, obtained from squaring basic vectors

Fig. 13.11 Example of combinational logic for GF(256) square root

chain the I/Q signals are digitized, processed, and analyzed one way or another,
which may include rotating the signal in the I–Q (real–imaginary) plane, calculat-

ing signal magnitude A = |I + jQ| =
√

|I|2 + |Q|2 or phase θ = arctan(I/Q). This
section discusses some techniques for efficient implementation of these operations.
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13.6.1 Magnitude Estimation

Magnitude estimation is often involved in physical layer functions such as RSSI
(received signal strength indication) measurement, AGC (automatic gain control)
logic, and channel SNR (signal to noise ratio) evaluation. Without performing squar-
ing and square root, the magnitude can be estimated as the follows:

A = |I + jQ| =
√
|I|2 + |Q|2 ≈ max(|I| , |Q|)+ k min(|I| , |Q|) , k ≈ 0.4

where the absolute value of a negative number in 2’s complimentary form can be
implemented either in the mathematically correct way (inverse plus 1) or approxi-
mated by simply bit-wise inverse in order to save some time on the path. The value of
k can be conveniently chosen to be 11/32, 3/8, or 1/2 for implementation simplicity.

Figure 13.12 shows the traces of magnitude estimation for a unit circle and lists
the maximum and average magnitude errors in dB for several different kvalues. As
shown, among the k values listed, 11/32 yields the lowest maximum magnitude error
(0.49dB) while 13/32 leads to lowest average error (0.21dB).

Less complicated magnitude approximations that do not require comparators can
also be used when accuracy is less of a concern, including simply |I|+ |Q| which has

k 0 1/4 11/32 3/8 0.4 13/32 1/2
Max error (dB) 3.0 1.07 0.49 0.57 0.64
RMS error (dB) 3.0 0.37 0.24 0.22 0.21

0.66 0.97
0.21 0.25 

Fig. 13.12 Magnitude estimation approximation
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a maximum error of 3 dB, which is the same as the special case of the approxima-
tion with k = 0. A more accurate magnitude estimation algorithm featuring iterative
approximation will be introduced later in this section.

13.6.2 Complex Multiplication

Multiplication between two complex numbers takes four real multipliers if done in
a straightforward way, or three real multipliers and three adders as the following:

y = (a+ jb) · (c+ jd)
= (ac−bd)+ j(bc+ad)
= [(a+b)c−b(c+d)]+ j [(a+b)c+a(−c+d)]

where the real and imaginary parts of the final line of the product in the last
line above share the same first term (a + b)c. The size of the real multipliers
in the 3-multiplier approach may grow by 1-bit on one input due to the addi-
tion/subtraction. The net area saving can be expected around 15% depending on
word length.

13.6.3 CORDIC Algorithm and Implementation

CORDIC (COordinate Rotation DIgital Computer) is an iterative algorithm with
only simple shift and addition/subtraction operations required and can be config-
ured to implement a wide variety of elementary functions including trigonomet-
ric, linear, and other functions [8, 9]. In communications systems CORDIC can be
applied to efficiently implement carrier frequency offset removal, phase or phase
error measurement, I/Q conversion to magnitude/phase, magnitude/phase conver-
sion to I/Q, multiplication by exp(±j(2π/N)k) in FFTs and Direct Digital Synthe-
sizers (DDS). In multimedia broadcasting systems it is also used to implement a
Discrete Cosine Transform (DCT) as an element of video or audio image compres-
sion algorithms [10].

Rotation of a complex number C = x+ jy, or a vector (x, y) in the Cartesian plane
by angle θ is represented by C′ = C exp(jθ) or

x′ = xcosθ − ysinθ
y′ = ycosθ + xsinθ

which can be rearranged as

x′ = cosθ(x− y tanθ)
y′ = cosθ(y+ x tanθ)
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Table 13.1 CORDIC angle series (in degree)

step i 0 1 2 3 4 5 6 7 8 . . .

|θi|(o) 45 26.57 14.04 7.13 3.58 1.79 0.90 0.45 0.22 . . .

assuming that C = x + jy is located on the right half plane, i.e. −π/2 < θ ≤ π/2.
In cases where this is not true one can first apply a rotation by π or π/2, which is
simply data negation and/or swapping. Next, any given angle θ can be approximated
by the sum of a series of fixed angles θi defined by tanθi = ±2−i, i = 1, 2, 3, . . . , as
listed in Table 13.1.

For a given rotation step i, multiplication by (tanθi =±2−i) can be implemented
as a shift operation with possible negation; the common factor term (cosθi) is a
fixed positive scaling factor that maintains constant magnitude after rotation. Allow-
ing the signal magnitude to be increased by (1/cosθi), which is not a problem in
most applications, cancels the term (cosθi) and hence each rotation step can be
expressed as

x′ = x− y ·2−i ·di

y′ = y+ x ·2−i ·di

where di = ±1 represents the direction of rotation. After the series of rotation steps
the output vector will settle to the desired angle with its magnitude increased by

A = ∏
i

(1/cosθi) = ∏
i

√
1+2−2i ≈ 1.647

Now look at configurations of CORDIC for different application scenarios. The first
case is rotation by a predetermined angle or a small set of predetermined angles,
such as in the case of an FFT. For a predetermined total phase of rotation, the direc-
tion (sign) of each step di = ±1 can be precalculated and then stored or hardwired
in the design.

The next case is to rotate by a phase determined on the fly, such as an I/Q signal
de-rotation to remove the carrier frequency offset. In this case it is necessary to have
an angle accumulator or pipelined subtraction circuit initialized with the desired
angle θ . Subtracting θi for each step, the direction of the next rotation step can then
be determined by checking the sign of the residual angle, i.e.

ai+1 = ai −di arctan(2−i)
di = sign(ai)

Another application is to measure phase and magnitude, such as for Cartesian to
polar coordinate conversion. This is done by rotating the given vector towards the
real axis (angle 0) and noting that the direction of next step is determined by the
sign of the current residual imaginary part. The magnitude estimation is the final
real part, subject to the constant gain of 1.647. The phase estimate can be obtained
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either by accumulating rotation angles of all steps on the fly, or by using a table
look-up from a recorded direction sequence {d0,d1, . . . ,dN}.

Polar to Cartesian coordinate conversion can also be realized similarly by rotation
starting from the real axis and ending at the given angle. The resultant vector is the
Cartesian coordinates. To remove the rotation gain of 1.647 the initial real part can
be set as magnitude multiplied by (1/1.647) or 0.607. If starting from (0.607, 0) the
rotation will generate the functions (cosθ) and (sinθ).

In some applications, it may be necessary to have one CORDIC rotation follow-
ing another CORDIC with the later one determining the angle for the former one.
In such cases, the rotation angles do not need to be calculated explicitly and only
the 1-bit direction indicator for each step needs to be passed over. Besides saving
the hardware for phase calculation on both sides, the rotation operation on the two
sides can be pipelined and performed concurrently, leading to a saving in processing
latency.

Most applications require 6–12 rotation steps to reach a reasonable phase accu-
racy. Depending on speed requirements and clocking scheme the rotation steps can
be realized either serially (iterative operation on a set of hardware implementing a
single rotation step) or in pipelined hardware stages. The implementation choices
discussed in Sect. 13.4 can also be used for optimal implementation of a CORDIC
operation.

13.7 Conclusions

This chapter discussed hardware implementation of multimedia communications
systems from both ASIC design and architecture perspectives. Highly optimized
design work is often the result of collaboration from both sides. The entire chapter is
presented with emphasis on low-power and high-speed techniques, first by covering
ASIC design flow and low-power ASIC design techniques and then by focusing on
architectures for efficient ASIC implementation of common elements in multimedia
communications systems including architecture choices for filters and general data
paths alike, finite field operations, and complex number operations. To probe further,
the books and articles listed next are good places to start.
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Chapter 14
Objective and Subjective Assessment Methods
of Video Quality in Multimedia Broadcasting

Harilaos G. Koumaras

14.1 Introduction

Current digital broadcasting network throughput rates are insufficient to handle
raw video data in real time, even if low spatial and temporal resolution (i.e. frame
size and frame rate) has been selected. Towards alleviating the network bandwidth
requirements for efficient transmission of audiovisual content, coding/compression
techniques have been applied on raw video data, performing compression on both
temporal and spatial redundancy of the content.

More specifically, coding applications that are specialized and adapted in broad-
casting digitally encoded audiovisual content have known an explosive growth in
terms of development, deployment, and provision. Video coding is defined as the
process of compressing and decompressing a digital video sequence, which results
in lower data volumes, besides enabling the transmission of video signals over
bandwidth-limited means, where uncompressed video signals would not be possible
to be transmitted.

In this multievolutionary environment, the new era of digital video broadcast-
ing has arrived and the beyond typical analog-based transmission for broadcast-
ing services is a fact, setting new research challenges for the assessment of Per-
ceived Quality of Service (PQoS) under the latest video encoding and broadcasting
standards.

The majority of the compression standards have been proposed by the Interna-
tional Telecommunication Union (ITU) and the International Organization for Stan-
dardization (ISO) bodies, by introducing the following standards H.261, H.263,
H.263+, H.263++, H.264, MPEG-1, MPEG-2, MPEG-4 and MPEG-4 Advanced
Video Coding (AVC). Some of the aforementioned standards were developed in
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partnership of ITU with Moving Pictures Expert Group (MPEG), under the venture
name Joint Video Team (JVT), exploiting similar coding techniques developed by
each body separately.

Each standard was designed and targeted a specific service and application, fea-
turing therefore specific parameters and characteristics. For example, MPEG-1 was
proposed by MPEG in order to be used by the Video Compact Disc (VCD) medium,
which stores digital video on a Compact Disc (CD) with a quality almost similar to
that of an analog VHS video. In 1994 MPEG-2 was proposed for encoding audio-
visual content for broadcast signals, exploiting interlace format. MPEG-2 is also
the coding format used by the widely successful commercial Digital Versatile Disc
(DVD) medium, while the latest H.264, or MPEG-4 Part 10 AVC, aims at providing
high broadcasting video quality at very low bit rates on a wide variety of applica-
tions, networks and systems or high definition resolution through Blu-Ray Discs
and Multimedia content.

Video compression standards exploit in their algorithms the high similarity of the
depicted data in the spatial, temporal, and frequency domain within and between
subsequent frames of a video sequence [1]. Correlating this redundancy in these
three domains, it has achieved data compression against a certain amount of visual
data loss, which from the one hand cannot be retrieved but on the other hand it is not
perceived by the viewers, since it is not conceived by the mechanisms of the Human
Visual System (HVS).

Therefore, MPEG-based coding standards are characterized as lossy techniques,
since they provide efficient video compression at the cost of a partial loss of the data
and subsequently video quality degradation of the initial signal. Due to the fact that
the parameters with strong influence on the video quality are normally those which
play the most important role in the bit rate during the encoding/compression process,
the issues of the user satisfaction and video quality assessment in correlation with
the encoding parameters have been raised.

One of the future visions is the provision of audiovisual content at various qual-
ity and price levels. There are many approaches to this issue, one being the PQoS
concept. The evaluation of the PQoS for audiovisual content will provide a user
with a range of potential choices, covering the possibilities of low, medium, or
high quality levels. Moreover, the PQoS evaluation gives the service provider and
network operator the capability to minimize the storage and network resources by
allocating only the resources that are sufficient to maintain a specific level of user
satisfaction.

The evaluation of the PQoS is a matter of procedures, each time taking place
after the encoding process (postencoding evaluation). The methods and techniques
that have been proposed in the bibliography mainly aim at:

– Determining the encoding settings (i.e. resolution, frame rate, bit rate) that are
required in order to carry out successfully a communication task of a multimedia
application (i.e. video conference)

– Evaluating the quality level of a media clip based on the detection of artifacts on
the signal caused by the encoding process
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A content/service provider, depending on the content dynamics, must decide for
the configuration of the appropriate encoding parameters that satisfy a specific level
of user satisfaction.

Currently, the determination of the encoding parameters that satisfy a specific
level of video quality is performed by recurring subjective or objective video qual-
ity assessments, each time taking place after the encoding process (repetitive pos-
tencoding evaluations). However, subjective quality evaluation processes of video
streams require large amount of human resources, establishing it as an impractical
procedure for a service provider. Similarly, the repetitive use of objective metrics
on already encoded sequences may require numerous test encodings for identifying
the specified encoding parameters, which is also time consuming and financially
unaffordable from a business perspective.

Once the broadcaster has encoded appropriately the offered content at the pre-
ferred quality level, then the provision of the service follows. Digitally video
encoded services, due to their interdependent nature, are highly sensitive to trans-
mission errors (e.g. packet loss, network delay) and require high transmission
reliability in order to maintain between sender and receiver devices their stream
synchronization and initial quality level. Especially, in video broadcasting, which is
performed over wireless environments, each transmitted from one end video packet
can be received at the other end, either correctly or with errors or get totally lost. In
the last two cases, the perceptual outcome is similar, since the decoder at the end-
user usually discards the packet with errors, causing visual artifact on the decoded
frame and therefore quality degradation.

In this context, this chapter discusses the various PQoS-related aspects that are
involved in the end-to-end video quality assessment of MPEG-based broadcasting
services, focusing on:

1. The assessment methods of the encoded broadcasting service, which aim at spec-
ifying a specific video quality level in terms of encoding bit rate and content
dynamics

2. The impact of transmission impairments, such as the packet loss ratio during
the transmission, on the respective cross QoS-related layers and delivered video
quality level, respectively

The rest of the chapter is organized as follows: The next section presents and
discusses both on the subjective and objective video quality assessment methods
that have been proposed and are applied on digitally encoded and compressed video
signals. Afterwards, the impact of various transmission conditions and impairments,
such as packet loss occurred by bad transmission conditions, on the deduced percep-
tual quality is discussed. In this context, how this impact can be modeled in a deter-
ministic way across the various QoS layers of the broadcasting service in terms
of video quality degradation over error-prone transmission channel is described.
Finally, the last section concludes the chapter.
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14.2 Video Quality Assessment Methods
at the Encoding/Generation Phase

The advent of quality evaluation was the application of pure error-based sensitive
framework between the encoding and the original/uncompressed video sequence.
Although these primitive methods provided a quantitative approach of the quality
degradation between the encoded and original signals, they did not provide reliable
measurements of the perceived quality, because they miss out the characteristics and
sensitivities of the HVS. In this context, the most widely used primitive methods and
quality metrics that used an error sensitivity framework are the peak signal to noise
ratio (PSNR) and the mean square error (MSE).

Over the last years, emphasis has been put on developing methods and tech-
niques for evaluating the perceived quality of digital video content mainly during
the encoding process. These methods are categorized into two classes [2]: the sub-
jective and objective ones.

• The subjective test methods involve an audience of people, who watch a video
sequence and score its quality as perceived by them, under specific and controlled
watching conditions.

The subjective assessment methods are further classified into classes depending on
the test procedure, which may include simultaneous viewing of both degraded and
original video signal (double stimulus methods) or of only one signal at a time
(single stimulus methods).

• The objective evaluation methods, which successfully emulate the results that
are derived from subjective quality assessments, based on criteria and metrics
that can be measured objectively

The objective assessment methods are further classified into classes, according to
the procedure of the quality evaluation, depending on the requirement of the ini-
tial uncompressed and nondegraded content into the evaluation process. Based on
this categorization, the assessment methods are named as full reference, reduced
reference, or no-reference methods, representative of the requirement or not of the
initial uncompressed signal. The next sections discuss and present the most popular
subjective and objective assessment method categories.

14.2.1 Subjective Assessment Methods

The subjective test methods have been mainly proposed by International Telecom-
munications Union (ITU) and Video Quality Experts Group (VQEG), involving an
audience of people, who watch and score the quality of a video sequence as per-
ceived by them, under specific and controlled watching conditions. Afterwards, the
statistical analysis of the collected data is used for the evaluation of the perceived
quality, usually exploiting the Mean Opinion Score (MOS) as the most reliable and
typical metric of quality measurement.
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Subjective test methods are described in ITU-R Rec. BT.500-11 [3] and ITU-T
Rec. P.910 [4], suggesting specific viewing conditions, criteria for observers and test
material selection, assessment procedure description and statistical analysis meth-
ods. The ITU-R Rec. BT.500-11 described subjective methods that are specialized
for television applications, whereas ITU-T Rec. P.910 is intended for multimedia
applications.

The subjective methods depending on the number of the simultaneous sequences
under test are mainly classified as single or double stimulus when one or two signals
are used, respectively [5].

In the single stimulus (SS) methods multiple separate scenes are shown simul-
taneously and the viewers are asked to evaluate each one separately. Depending
on the playback order of the test signals, there SS methods are classified into two
approaches: SS with no repetition of test scenes and SS where the test scenes
are repeated multiple times. Three different scoring methods are used: adjectival,
numerical, and noncategorical (i.e. a continuous scale with no numbers). Represen-
tative single stimulus methods are the following:

• Single Stimulus Method (SSM)
• Absolute Category Rating (ACR)
• Single Stimulus Continuous Quality Evaluation (SSCQE)

In the double stimulus methods, the observers watch multiple references and
degraded scene pairs. The order of the reference scene relative to the degraded one
may differ depending on the implemented method. Also the viewers may not be
aware of which signal is the reference and/or the degraded one. Scoring is usually on
an overall impression scale of impairment either using adjectival or noncategorical
scale. Representative double stimulus methods are the following:

• Double Stimulus Continuous Quality Evaluation (DSCQE)
• Double Stimulus Impairment Scale (DSIS)
• Degradation Category Rating (DCR)
• Pair Comparison Method (PC)

14.2.2 Objective Assessment Methods

The preparation and execution of subjective tests is costly and time consuming
and its implementation today is mainly limited to scientific purposes, especially
at VQEG experiments.

For this reason, a lot of effort has recently been focused on developing cheaper,
faster, and easier applicable objective evaluation methods. These techniques suc-
cessfully emulate the subjective quality assessment results, based on criteria and
metrics that can be measured objectively. The objective methods are classified
according to the availability of the original video signal, which is considered to
be of high quality.
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The majority of the proposed objective methods in the literature require the
undistorted source video sequence as a reference entity in the quality evaluation
process, and due to this they are characterized as full reference methods [6]. The
methods perform multiple channel decomposition of the video signal, where the pro-
posed objective method is applied on each channel, which features a different weigh
factor according to the characteristics of the HVS. The basic block diagram of the
full reference methods with multiple channels is depicted in Fig. 14.1. These meth-
ods emulate characteristics of the HVS using Contrast Sensitivity Functions (CSF),

Fig. 14.1 Full reference methods with multiple channels
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Fig. 14.2 Full reference methods with single channel

Channel Decomposition, Error Normalization, Weighting and finally Minkowski
error pooling for combining the error measurements into single perceived quality
estimation [7].

Similarly, in the bibliography, some full reference methods of single channel have
been proposed, where the proposed objective metric is applied homogeneously on
the video signal, without considering varying weight functions. The block diagram
of these methods is depicted in Fig. 14.2. However, it has been reported [8,9] that in
specific cases these complicated methods do not provide more accurate results than
the simple mathematical measures. Due to this some new full reference metrics that
are based on the video structural distortion, and not on error measurement, have
been proposed [7, 10–13].

On the other hand, the fact that these methods require the original video signal as
reference deprives their use in commercial video service applications, where the ini-
tial undistorted clips are not always accessible. Moreover, even if the reference clip
is available, then synchronization predicaments between the undistorted and the dis-
torted signal (which may have experienced frame loss) make the implementation of
the full reference methods difficult and impractical.
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Fig. 14.3 Reduced reference methods

Due to these reasons, the recent research has been focused on developing meth-
ods that can evaluate the PQoS level based on metrics, which use only some
extracted structural features from the original signal (reduced reference meth-
ods) [14, 15]. The block diagram of the reduced reference methods is depicted in
Fig. 14.3.

Finally, some methods and techniques have been proposed in the bibliography
that do not require any reference video signal (no-reference methods) [16, 17].

Nevertheless, due to the fact that the future vision is the provision of audiovisual
content at various quality and price levels [18], there is a great need for develop-
ing methods and tools that will help service providers to predict quickly and easily
the PQoS level of a media clip. These methods will enable the determination of the
specific encoding parameters that will satisfy a certain quality level. All the pre-
viously mentioned postencoding methods may require repeating tests in order to
determine the encoding parameters that satisfy a specific level of user satisfaction.
This procedure is time consuming, complex, and impractical for implementation on
the broadcasting services.
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Towards this, recently research has been performed in the field of preencoding
estimation and prediction of the PQoS level of a multimedia service as a function
of the selected resolution and the encoding bit rate [19–24]. These methods provide
fast and quantified estimation of the PQoS, taking into account the instant PQoS
variation due to the spatial and temporal activity within a given encoded sequence.
Quantifying this variation by the mean PQoS (MPQoS) as a function of the video
encoding rate and the picture resolution, the MPQoS is finally used as a metric for
preencoding PQoS assessment based on the fast estimation of the spatiotemporal
activity level of a video signal.

14.3 Video Quality Issues During Service Transmission:
Translation Between PQoS, AppQoS, and NQoS

This section discusses how the transmission errors and impairments of the trans-
mission channel are mapped to the various QoS-related layers of the broadcast-
ing service. More specifically the following subsections refer to the Perceived QoS
(PQoS), Application QoS (AppQoS), and Network QoS (NQoS) layers, discussing
the various aspects of their cross mapping.

Once the broadcaster has encoded appropriately the offered content at the pre-
ferred quality level, then the provision of the service follows. Digitally video
encoded services, due to their interdependent nature, are highly sensitive to trans-
mission errors (e.g. packet loss) and require high transmission reliability in order
to maintain between sender and receiver devices their stream synchronization and
initial quality level. Especially, in video broadcasting, which is performed over wire-
less environments, each transmitted from one end video packet can be received at the
other end, either correctly or with errors or get totally lost. In the last two cases, the
perceptual outcome is similar, since the decoder at the end-user usually discards
the packet with errors, causing visual artifact on the decoded frame and therefore
quality degradation.

The issue of mapping the perceptual impact of transmission errors (like packet
loss) during the broadcasting on the delivered perceptual video quality at the end-
user is a fresh topic in the field of video quality assessment since the relative litera-
ture appears to be limited with a small number of relative published works.

In this framework, Kanumuri et al. [25] proposed a very analytical statistical
model of the packet-loss visual impact on the decoding video quality of MPEG-2
video sequences, specifying the various factors that affect the perceived video qual-
ity and visibility (e.g. maximum number of frames affected by the packet loss, on
what frame type the packet loss occurs, etc.). However, this study focuses mainly
on the pure study of the MPEG-2 decoding capabilities, without considering the
parameters of the digital broadcasting or the latest encoding standards.

Similarly, in [26] is presented a transmission distortion model for real-time video
streaming over error-prone wireless networks. In this work, an end-to-end video
distortion study is performed, based on the modeling of the impulse propagation
error (i.e. the visual fading behavior of the decoding artifact).
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Table 14.1 Metrics of each QoS level

Service QoS level Application Qos level Network QoS level

User satisfaction Decodable frame rate Packet loss ratio
PQoS level Decoding threshold Packet loss scheme
Terminal specifications Encoding parameters Packet size

The deduced model, although it is very accurate and robust, enabling the media
service provider to predict the transmission distortion at the receiver side is not a
generic one. On the contrary, it is highly dependent on the video content dynam-
ics and the selected encoder settings. More specifically, an initial quantification of
the spatial and temporal dynamics of the content, which will allow the appropriate
calibration of the model, is required. This prerequisite procedure (i.e. adapting the
impulse transmission distortion curve based on the least mean square error crite-
ria) is practically inapplicable by an actual content creator/provider. Moreover, the
strong dependence of the proposed model on the spatiotemporal dynamics of the
content deprives its implementation on sequences with long duration and mixed
video dynamics, since not a unique impulse transmission distortion will be accurate
for the whole video duration.

Regarding the mapping between the various discrete QoS layer (i.e. PQoS/
AppQoS/NQoS), Table 14.1 defines the representative metrics of each level, which
must be used and considered into any relative mapping process or model.

At the service QoS level, the critical metric is the user satisfaction (i.e. PQoS
level). The evaluation of the PQoS for audiovisual content will provide a user with a
range of potential choices, covering the possibilities of low, medium, or high quality
levels (i.e. gold, silver, and bronze services). Moreover, the PQoS evaluation gives
the service provider and network operator the capability to minimize the storage and
network resources by allocating only the resources that are sufficient to maintain a
specific level of user satisfaction.

As it has been already mentioned and explained in the previous sections, the
evaluation of the PQoS is a matter of objective and subjective evaluation procedures,
each time taking place after the encoding process (postencoding evaluation). Subjec-
tive quality evaluation processing of video streams (PQoS evaluation) requires large
amount of human resources, establishing it as a time-consuming process (e.g. large
audiences evaluating video/audio sequences). Objective evaluation methods, on the
other hand, can provide PQoS evaluation results faster, but require large amount of
machine resources and sophisticated apparatus configurations. Towards this, objec-
tive evaluation methods are based and make use of multiple metrics, which are
related to the content’s artifacts (i.e. tilling, blurriness, error blocks, etc.) resulting
from the quality degradation due to the encoding process (see Figure).

At the AppQoS level, given that during the encoding process quality degradation
of the initial video content (see Fig. 14.4) is incurred, the values of the encoding
parameters (i.e. bit rate, resolution) play a major role in the resulting PQoS. Thus,
the various encoding parameters must be used as metrics in quantifying the deduced
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Fig. 14.4 Concept of the
PQoS evaluation

PQoS level. If we also consider additional degradation due to transmission problems
(i.e. limited bandwidth, network congestion), which finally result in packet loss at
the video packet receiver during the service transmission, then the decodable frame
rate can be considered as a metric for quantifying this phenomenon. The decodable
frame rate Q is an application-level metric, with values ranging from 0 to 1.0. The
larger the value of Q, the higher the successful decoding rate at the end-user. Q is
defined as the fraction of decodable frame rate, which is the number of decodable
frames (i.e. frames that are theoretically able to be decoded without considering the
postfiltering or error concealment abilities of each decoder) over the total number
of frames sent by a video source.

Since different codec and transmission techniques have different tolerance to
packet loss, the theoretically expected decoding threshold will be also used as a
metric in order to define the impact of the packet loss ratio on the frame loss ratio.
A theoretical decoding threshold equal to 1.0 means that only one packet loss results
in unsuccessful decoding of the corresponding frame, to which the missing packet
is a part of.

Finally, at the NQoS level the metrics packet loss ratio, packet loss scheme and
packet size may be considered as key parameters. Although, it is obvious that other
network statistics and phenomena may be present over a broadcasting network (e.g.
jitter, delay), however all these parameters are quantified into the packet loss effect,
since this is the final outcome of all these network QoS-sensitive parameters at the
video packet receiver. Otherwise, if no packet loss occurs due to these phenom-
ena, then sophisticated buffer techniques may eliminate their impact. Thus, with the
appropriate approach the packet loss ratio can be considered as adequate parame-
ter and used as a network metric to the PQoS–NQoS and NQoS–PQoS mapping.
Regarding the various packet loss schemes (e.g. unified, bursty, etc.), due to the
stochastic nature of the PQoS degradation over an error-prone broadcasting channel,
for reference purposes focus must be given on identifying the packet loss scheme,
which provides the worst-case scenario in terms of affecting the decodable frame
rate (i.e. the delivered PQoS level) for specific packet loss ratio.
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More detailed explanation of each metric and description of its scope and role is
presented in the following subsections following two discrete directions from PQoS
down to NQoS and the opposite one from the NQoS up to the PQoS.

14.3.1 PQoS to AppQoS and NQoS Mapping

The mapping of the PQoS to the AppQoS covers the relationship between the ser-
vice and the application level. Based on a predefined perceptual quality at PQoS,
then the appropriate parameters at the application level (frame rate, bit rate, codec)
are determined. The mapping is based on empirical data that are derived from sub-
jective or objective quality assessments for different genres of content.

Concerning the initial preparation of the content at the requested/targeted PQoS
level, a method for mapping the content dynamics/genre of the video to the encoding
parameters that satisfy the requested/specific level of user satisfaction is necessary.
Taking into account the instant PQoS variation due to the spatiotemporal activity
within a given MPEG encoded content, the respective mean PQoS (MPQoS) as a
function of the video encoding rate can be exploited as a metric for objective video
quality assessment. Based on the proposed metric, this task will derive a reference
table containing the encoding bit rate that satisfies specific quality (i.e. PQoS) levels
depending on the spatiotemporal activity of the requested content.

Towards the specification of these reference MPQoS vs. bit rate rules, an objec-
tive quality meter tool of the PQoS level may be used, providing objective PQoS
assessment for each frame within a video clip. The graphical representation of these
results vs. time demonstrates the instant PQoS of each frame within the video clip,
besides indicating the mean PQoS (MPQoS) of the entire video (for the whole clip
duration). Similar experiments will be conducted for the MPQoS calculation of the
same video content, each time applying different encoding parameters. The results
of these experiments will be used to draw up experimental curves of the MPQoS
of the given video content, as a function of the encoding parameters. The same
procedure will be repeated for a set of video sequences, each one with different
spatiotemporal activity level.

More specifically, considering three discrete spatiotemporal categories (i.e.
high, medium, low) and their respective MPQoS vs. bit rate equations, the service
provider should be able to specify the bit rate that satisfies a specific perceptual
quality level. Figure 14.5 depicts the concept of this approach and the expected
form of the PQoS vs. bit rate dependence as it has been reported in the relative
literature [21, 27] due to the logarithmic sensitivity of the HVS.

As depicted in Fig. 14.5, curve (A) represents a video clip with low temporal
and spatial dynamics, i.e. whose content has “poor” movements and low picture
complexity. Such a curve can be derived, for example from a talk show. Curve (C)
represents a short video clip with high dynamics, such as a football match. Curve (B)
represents an intermediate case (a music video clip). Each curve and therefore each
video clip can be characterized by: (a) the low bit rate (BRL), which corresponds to
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Fig. 14.5 PQoS vs. bit rate curves for various spatiotemporal contents

the lower value of the accepted PQoS (PQL) by the end-user (i.e. bronze service),
(b) the high bit rate (BRH), which corresponds to the minimum value of the bit rate
for which the PQoS reaches its maximum value (PQH) (i.e. gold service, and (c)
the shape of the curve, which is defined by the content dynamics. These parameters
can be experimentally derived for reference purposes and further used for defining
a generic equation for describing the MPQoS vs. bit rate curves. Based on relative
published research [21], the respective MPQoS vs. bit rate curves are successfully
modeled as follows:

MPQoS = [PQH −PQL](1− e−α[BR−BRL])+PQL, α > 0 and BR > BRL

where the parameter α is the time constant of the exponential function, which deter-
mines the shape of the curve and BR the encoding bit rate of the service.

The preencoding PQoS assessment nature of the described procedure alleviates
both the machine resource requirements and the time consumption of the already
existing postencoding video quality assessment methods, making PQoS evaluation
quick, easy, and economically affordable for commercial implementations.

The mapping of AppQoS to NQoS deals with the translation of application level
parameters to parameters of the underlying network level. Multimedia services,
especially broadcasting applications, tend to impose great demands on the com-
munication networks concerning bandwidth, maximum tolerable delay, jitter, and
packet loss. A pessimistic estimation of the required network resources might lead
to over-provisioning of resources for a single multimedia service, resulting in bad
link utilization and a waste of network resources. On the other hand, a too optimistic
mapping bears the risk of congestion within the network resulting in packet loss that
decreases the end-to-end QoS. Therefore, a trade-off between these extremes has to
be envisaged.
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In this context, the most relevant parameter at the upper application layer with
direct impact to the NQoS is the video bit rate. As it has been already mentioned
earlier, the selection of the appropriate video bit rate is influenced by a variety of fac-
tors, such as the content dynamics, the video codec, and the fidelity of the encoding.

Based on the selected video bit rate at the application level, the required network
bandwidth can be derived, based on the overhead that is introduced by the protocol
stack. In a typical digital broadcasting scenario, a considerable amount of headers
is added to the actual media payload. This results in an overhead for each MPEG
transport stream packet that is transmitted over the network.

14.3.2 NQoS to AppQoS and PQoS Mapping

Concerning the mapping of the Network QoS sensitive parameters (like delay,
packet loss, etc.) to perceived video quality (i.e. PQoS) some approaches have
already been proposed in the literature, which perform a very analytical statistical
model of the packet-loss visual impact on the decoding video quality for MPEG-2
video sequences, specifying the various factors that affect perceived video quality
and visibility (e.g. maximum number of frames affected by the packet loss, on what
frame type the packet loss occurs, etc.). Similarly, a transmission/distortion model-
ing for real-time video streaming over error-prone wireless networks has also been
presented, where a modeling of the impulse transmission distortion (i.e. the visual
fading behavior of the transmission errors) is performed.

However, all the already proposed models are very codec and content specific,
while they do not also provide any end-to-end video quality estimation, namely the
degradation during the encoding process and the transmission/streaming procedure.
In this framework, once the content has been prepared for delivery at the requested
PQoS level, according to the reported monitored network conditions (e.g. packet
loss rate) and the reference look-up tables/rules of the NQoS to PQoS mapping,
the worst-case degradation to the application QoS (i.e. undecoded or lost frames)
and to the service QoS (percentage of the total duration for which the end-user
will experience degraded PQoS, i.e. delivered PQoS < requested PQoS) could be
able to predicted. According to this representation, a preprovision assessment of the
end-to-end PQoS degradation will be performed. Thus, it is necessary to develop
mapping rules between the application level (e.g. decodable frame rate) and the
network level (i.e.. packet loss, packet size, packet loss scheme) parameters. Of
course, the decodable frame rate metric of the application level may be extended as
a metric to the service level, representing the duration percentage of the requested
or no-degraded PQoS level.

It must be noted that during this whole mapping procedure, the sophisticated
delay and delay variation phenomena may be not taken under consideration, since
it can be supposed that they are successfully managed by efficient play-out buffer
structures or they will eventually result in packet loss. So, the ultimate goal of the
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decision-taking is to find parameters for both the application and network levels,
which do not violate the constraints that were imposed at the service level in terms
of PQoS.

More specifically, regarding the application QoS and network QoS mapping, the
translations between network packet loss ratio and decodable frame rate (Q), as well
as packet size and decodable frame rate, can be exploited. Q is an application-level
metric, with values ranging from 0 to 1.0. The larger the value of Q, the higher the
successful decoding rate at the end-user. Q is defined as the fraction of decodable
frame rate, which is the number of decodable frames over the total number of frames
sent by a video source.

Q =
Ndec

(Ntotal−I +Ntotal−P +Ntotal−B)

where Ndec is the sum of number of theoretically expected to be successfully
decoded I, P, B frames, i.e., Ndec−I, Ndec−P, and Ndec−B, without taking under con-
sideration the postfiltering and error concealment techniques of the codec.

Due to the fact that the frames in an MPEG video sequence are interdependent,
considering a packet loss, the visual distortion due to this packet loss will not be
limited only to the frame, on which the specific lost packet belongs to. On the con-
trary, spatial error propagation will take place, which will infect all the frames that
are interdependent to the specific frame, on which a packet loss occurred. Thus, in
order to calculate the theoretically expected error propagation due to a packet loss,
one must take under consideration the impulse transmission of the distortion.

From the hierarchical structure of MPEG encoding stream, a video frame may
be considered theoretically undecodable directly or indirectly:

• Directly undecodable when the packet loss occurred in a group of packets that
carry the data of the specific frame

• Indirectly undecodable, when the packet loss occurred in a group of packets
that carry the data of another frame, from which the current frame is directly
depended and its successful decoding depends on the successful decoding of the
corrupted frame

For specifying the theoretically worst-case scenario in order to avoid the stochas-
tic nature of the packet loss effect on the PQoS degradation, we will not consider any
concealment method. So the decodable threshold (DT) is 1.0 (i.e. even one direct
or indirect packet loss causes an undecodable frame). Therefore, our analysis will
provide the worst case of video transmission quality degradation.

Due to the very specific structure of an MPEG stream (i.e. GOP type), which
is specified by successive I, P, and B frames, given the deterministic fact that one
packet loss results in the corresponding frame loss (i.e. DT = 1.0), then the whole
mapping between AppQoS and NQoS can be mathematically modeled. More specif-
ically, given a GOP structure, which is described by two parameters GOP(N,M),
where N defines the GOP length (i.e. the number of frames of each GOP) and the
M−1 is the number of B frames between I–P or P–P frames, and taking under con-
sideration the decoding inter-dependencies among the three frame types, then the
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impact of the packet loss ratio will be mathematically and deterministically formu-
lated. In [28], it is presented the described theoretical mathematical model, which
for given packet loss ratio and packet loss scheme provides the worst-case theoret-
ically expected decodable frame rate, without considering the decoding and error
concealment capabilities of each decoder. The proposed model of the theoretically
expected is summarized in the following equation:

Q = Ndec
(Ntotal−I+Ntotal−P+Ntotal−B) = Ndec−I +Ndec−p +Ndec−B

(Ntotal−I+Ntotal−P+Ntotal−B)

=
(1−p)CI∗NGOP+(1−p)CI∗

NP
∑
j=1

(1−p)jCp∗NGOP +

[
(1−p)CI+NPCP +

NP
∑
j=1

(1−p)jCP

]
∗(M−1)∗(1−p)CI +CB∗NGOP

(Ntotal−I +Ntotal−P +Ntotal−B)

where CICPCB are the mean number of packets that transport the data of each frame
type, p is the packet loss rate, NGOP is the total number of GOPs in the video flow,
Ndec is the total number of decodable frames in the video flow, Ndec−INdec−PNdec−B
are the number of decodable frames in each type and Ntotal−INtotal−PNtotal−B are the
total number of each type of frames.

The validity of this theoretical and mathematical framework has been examined
in [28] by performing experiments using the ns-2 simulation platform for uniform
packet loss distribution. As it has been deduced and shown on the cited paper, the
dependence of the theoretically expected decodable frame rate and packet loss rate
can be successfully described by an equation of the following form:

Q = C1 Ln(p)−C2

Especially for the case of packet size equal to 1000 bytes and based on the performed
simulation, the above equation is specialized to

Q = −0.3211Ln(p)−0.4094 with R2 = 0.9971

For the derivation of the above equation the random uniform model has been
used, which provides the distributed losses with the mean loss rate (p) and corre-
sponds to the worst-case packet loss scenario, given that we have considered DT
equal to 1.0. Regarding the AppQoS to the PQoS mapping, the application-layer Q
metric can be extended to the service level, by expressing it in terms of duration
percentage for error-free video transmission.

14.4 Conclusions

Digital video coding techniques have already prevailed in the upcoming broadcast-
ing services and applications, enabling the provision of digital video content over
various bandwidth-limited means and computationally low terminals. Video com-
pression algorithms exploit the redundancy that a video signal contains in the spatial,
temporal, and frequency domain. Thus, by removing this redundancy in these three
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different domain types, it has achieved high compression of the data with cost the
perceptual degradation of the content.

This chapter outlines the various PQoS evaluation methods and comments their
efficiency. These methods can be mainly categorized into two major classes: The
subjective and objective ones. The subjective test methods involve an audience of
people, who watch a video sequence and evaluate its quality as perceived by them,
under specific and controlled watching conditions. The objective methods success-
fully emulate the subjective quality assessment results, based on criteria and metrics
that can be measured objectively. These objective methods are classified, according
to the availability of the original video signal to full reference, reduced reference,
and no reference.

Finally, the chapter discusses how the transmission errors and impairments of the
transmission channel are mapped to the various QoS-related layers of the broadcast-
ing service. More specifically, it is examined how the PQoS, AppQoS, and NQoS
layers are cross-related when transmission predicaments are present. In this context,
the effect of the packet loss ratio on the theoretically expected ratio of decodable
frames is discussed, describing how the interdependencies of the encoded frames
create error propagation.
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Chapter 15
Video Coding Using the H.264/AVC Standard

Kun-Bin Lee

15.1 Introduction

H.264/AVC is the latest international video coding standard [1, 2] jointly devel-
oped by the Video Coding Experts Group (VCEG) of ITU-T and Moving Picture
Experts Group (MPEG) of ISO/IEC. This standard is entitled “Advanced Video
Coding” (AVC) and is published jointed as Part 10 of the MPEG-4 and ITU-
Recommendation H.264. H.264/AVC uses state-of-the-art coding tools and provides
enhanced coding efficiency for a wide range of applications including mobile multi-
media broadcasting, video conferencing, internet protocol television (IPTV), digital
cinema, IP multimedia subsystem (IMS), surveillance, etc. H.264/AVC can provide
approximately 50% bit rate savings for equivalent perceptual quality relative to the
performance of prior standards. Furthermore, H.264/AVC supports flexibilities in
coding as well as organization of coded data that can improve error resilience. As
might be expected, the increase in coding efficiency and coding flexibility comes at
the expense of an increase in complexity with respect to earlier standards.

Since there are already plenty of overviews of this topic (e.g., [3–11]) and some
works of H.264/AVC standard are not completed yet, the purpose of this chapter
is to provide a quick start to understanding this standard. First, we will provide
an overview of H.264/AVC applications and current development status. A brief
introduction of H.264/AVC video coding layer structure will also be given. Then
we will introduce some kernel coding tools of H.264/AVC, including intra-frame
and inter-frame prediction, in-loop deblocking filter, transform and quantization,
and entropy coding. Design optimization techniques for these coding tools are
reviewed in another chapter of this book by the same author.
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15.2 Overview of H.264/AVC Coding Standard

The scope of H.264/AVC covers two layers: network abstraction layer (NAL) and
video coding layer (VCL). Figure 15.1 shows the usage of H.264/AVC standard
in transport environments. The VCL consists of the main compression engine for
enhancing the coding efficiency, and comprises syntactical levels commonly known
as the block-, macroblock-, and slice level. The VCL is designed to be as net-
work independent as possible. The NAL adapts the bitstreams generated by the
VCL and covers all syntactical levels above the slice level. The NAL defines the
interface between the VCL and the transport environments, and is appropriate for
the adaptation of H.264/AVCover RTP/UDP/IP, H.324/M, MPEG-2 transport, and
H.320 [12,13]. Both the VCL and the NAL are designed in such a way that in hetero-
geneous transport environments, no VCL transcoding is necessary. In this chapter,
we will focus on the discussion of VCL.

15.2.1 Applications

The video coding design problem can be posed as follows: given a maximum
allowed delay and a maximum allowed complexity, achieve an optimal trade-off
between bit rate and distortion for the range of environments envisioned in the scope
of the applications [7]. Therefore, even in the same standard, different profiles are
provided to support different coding tools for solving the aforementioned trade-
off problem. In many applications, it might be neither practical nor economic to
implement a decoder capable of dealing with all hypothetical uses of the syntax
within a particular profile. Hence, levels are specified within each profile to spec-
ify sets of constraints imposed on values of the syntax elements in the bitstream.
For example, Table 15.1 shows the adoption of video codecs in prerecorded Blu-ray

VCL encoder

NAL encoder

VCL decoder

NAL decoder

Transport layer Transport layer

wired network wireless network

Fig. 15.1 The usage of H.264/AVC standard in transport environments
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Table 15.1 Video codecs for BD-ROM

Video codec H.264/AVC Main Profile @ Level 4.1
H.264/AVC High Profile @ Level 4.1
MPEG-2 Main Profile @ High Level
SMPTE VC-1 Advanced Profile@ Level 3

Video format 1920×1080 HD (50i, 60i and 24p)
1440×1080 HD (50i, 60i and 24p)
1280×720 HD (50p, 60p and 24p)
720×576/480 SD (50i, 60i)

Table 15.2 Applications that adopt H.264/AVC as video codec

Application Broadcast (3G) mobile multimedia Storage format

Standard/service DVB
ATSC
DirecTV
Euro1080

3GPP
3GPP2

BD
HD DVD
AVCHD

disc (BD-ROM). Only a subset of H.264/AVC standard is supported in this next-
generation optical video disc format. A quick reference to coding tools for each
profile specified in H.264/AVC can be found in [11].

H.264/AVC has been very strongly embraced by industry and new demands for
different applications were still requested within a few years of the completion of the
first version of this standard. For example, both of the next-generation optical video
disc formats, the HD DVD and the BD, have included H.264/AVC as a mandatory
player feature. The Digital Video Broadcasting (DVB) standards also include the
use of H.264/AVC for broadcast television in Europe. Table 15.2 lists some exam-
ples of services or standards that already adopt H.264/AVC as their video codec. In
summary, H.264/AVC may be used in the following application areas:

• Broadcast, subscription, and pay-per-view services over cable, DSL, satellite,
and terrestrial transmission channels

• Real-time conversational services over wire-line and wireless communications
• Video-on-demand or multimedia streaming services over ISDN, LAN, wireless

networks, etc.
• Storage formats on magnetic devices, optical disc
• High quality applications such as studio camcorders, editing systems, large-

screen digital imagery, high fidelity display systems, etc.
• Surveillance applications, in which video sources not only need to be viewed on

multiple devices ranging from high-definition monitors to videophones, but also
need to be stored and archived

• Visual media such as 3DTV and free viewpoint TV (FTV) that provides rich 3-D
information of a scene
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15.2.2 H.264/AVC Structure

The VCL design follows the conventional block-based motion-compensated hybrid
video coding concepts. Each picture is represented in block-shaped units of asso-
ciated luma (Y) and chroma (Cb/Cr) samples. The basic video coding algorithm is
a hybrid of inter-picture prediction to utilize temporal redundancy and transform
coding of the prediction residual to exploit spatial statistical dependencies.

Figure 15.2 shows the subdivision of a picture. Macroblocks (MBs) are the basic
building blocks for which the decoding process is specified. A picture may also
be split into one or several slices, which represent regions of a given picture that
their syntax elements can be parsed independent of each other. There are three basic
slice types, i.e., I, P, or B type. In I slices, all MBs are coded using Intra Predic-
tion (IP) which uses some prediction from the neighbors within the same picture
but has no dependence on other pictures. In addition to the coding tools of the I
slice, MBs of a P slice can also be coded using interprediction with at most one
motion-compensated prediction signal per prediction block. MBs of a B slice can be
coded using the coding tools of P slices or using interprediction with two motion-
compensated prediction signals per prediction block. In addition to the aforemen-
tioned slice types, H.264/AVC also supports SP and SI slice types in extended profile
for efficient and exact switching between different video streams [14].
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Fig. 15.3 Basic VCL codec structure of H.264/AVC

Data within a macroblock are transmitted in a predetermined order. Figure 15.2
shows the data order in an MB with 4:2:0 sampling format when 4×4 coding mode
is selected. The order in this example also indicates the processing order of IP and
entropy coding of residual blocks, which will be explained later.

Figure 15.3 shows basic VCL codec structure of H.264/AVC. A basic
H.264/AVC video encoding process proceeds as follows. Each picture is split
into blocks, and each block is encoded based on rate-distortion optimization. The
first or a random-accessible picture of a video sequence is typically encoded in
intramode. For all remaining pictures of the sequence, typically inter-picture coding
modes are selected for most of blocks. The encoding process for interprediction
consists of using motion estimation to decide motion data comprising the selected
reference picture indexes and motion vectors to be applied for all samples of each
inter-coded block. Encoding an MB by using IP or interprediction depends on the
slice type and the mode decision algorithm. The motion and mode decision data are
transmitted as prediction coding information.

The residual, which is the difference between the original block and its predic-
tion, is transformed by a frequency transform. The transform coefficients are then
scaled (quantized), entropy coded, and packed together with the prediction coding
information in the bitstream. If a macroblock is coded by 16× 16 intramode, then
a block containing the transformed DC coefficient of each 4× 4 luma block (i.e.,
samples 00–33 in Fig. 15.2) is transmitted first before transmitting luma AC blocks.
Otherwise, only the luma residual blocks 0–15 are transmitted in the order shown in
Fig. 15.2. Then transformed DC coefficients 00–11 of Cb and Cr blocks are trans-
mitted if necessary. Finally, chroma residual blocks 16–23 are sent.

The encoding process also contains a model of the picture reconstruction process
so that it can compute the same prediction values computed in the decoder for the
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prediction of subsequent blocks in current picture or subsequent coded pictures.
When the deblocking filter is enabled within the coding loop to improve the visual
quality and coding efficiency, the filtered frames are used as reference frames for
motion compensation in subsequent coded pictures.

To reconstruct a coded picture, an inverse procedure is applied. The coded bit-
stream is entropy decoded to obtain the coding information and the quantized trans-
form coefficients of each macroblock. Then prediction process, either intra or IP, is
performed to obtain the prediction of a macroblock. The quantized transform coeffi-
cients are processed by inverse scaling and inverse transform to generate the residual
of this macroblock. The residual is added to the prediction, and the addition result
may then be fed into a deblocking filter to smooth out block-edge discontinuities
induced by the block-wise processing. The reconstructed picture is then stored for
the prediction of subsequent pictures (may also be displayed).

15.2.3 Profiles and Levels

Table 15.3 shows the publication stages of ITU Recommendation H.264 [2]. In
Stage 1, three profiles were finalized. The baseline profile is intended for real-time
conversational applications, such as videoconferencing and wireless communica-
tions. Potential applications of Main profile include TV broadcasting and stored
digital video. However, the importance of this profile faded when the High profiles
were defined for these applications. This is because the High profiles add more cod-
ing efficiency to what was previously defined in the Main profile without adding a
significant amount of implementation complexity. Extended profile is in particular
useful for streaming video applications. In addition to all coding tools of baseline
profile, it includes SP and SI slices to facilitate switching between different coded
streams, and Data Partitioning feature to improve performance in error-prone trans-
mission environments. Extended profile also has all coding tools of Main profile
except context-adaptive binary arithmetic coding (CABAC) tool.

Table 15.3 Evolution of H.264/AVC standard

Publication stage Evolution

Stage 1 (May 2003) Baseline, Extended, and Main profiles
Stage 2 (Mar. 2005) Fidelity Range Extensions: a suite of four High profiles (High, High

10, High 4:2:2, and High 4:4:4 profiles)
Stage 3 (Jun. 2006) H.264 (2005) Amendment 1: removal of the High 4:4:4 profile
Stage 4 (Apr. 2007) H.264 (2005) Amendment 2: High 4:4:4 Predictive and four Intra-only

profiles (High 10 Intra, High 4:2:2 Intra, High 4:4:4 Intra, and CAVLC
4:4:4 Intra)

Stage 5 (Nov. 2007) H.264 (2005) Amendment 3: Scalable video coding
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In Stage 2, Fidelity Range Extensions (FRExt) were added to provide fur-
ther improvements in coding efficiency for higher-fidelity video material. Average
bit-rate savings for the High profile of 10% relative to Main profile (both using
CABAC tool) have been observed for a set of HD sequences [8].

In Amendment 1 published in Stage 3, High 4:4:4 profile is removed and replaced
by professional profiles finalized in Stage 4. In this amendment, support of addi-
tional color spaces is also specified.

In Stage 4, to respond to strong demands for high quality applications such as stu-
dio camcorders, editing systems, digital cinema/large-screen digital imagery, high
fidelity display systems, etc., the joint video team (JVT) of ISO/IEC MPEG and
ITU-T VCEG has developed five new profiles, two new supplemental enhance-
ment information (SEI) messages, and two new extended gamut color space indica-
tors [10]. These new profiles are High 10 Intra, High 4:2:2 Intra, High 4:4:4 Intra,
CAVLC 4:4:4 Intra and High 4:4:4 Predictive profiles. The enhancements include
improved-efficiency 4:4:4 video format coding, improved-efficiency lossless mac-
roblock coding with transform bypass technique, coding 4:4:4 video pictures using
three separately coded color planes, and bit depths up to 14 bits per sample. Intra-
only coding profiles have been defined to enable simple and quick editing of
video without imposing the burden of implementing inter-picture decoding func-
tionality. This feature is especially useful for content creation and postproduction
applications.

In Stage 5, scalable video coding (SVC) was finalized. SVC addresses the needs
of using video coding in highly time-varying environments, such as Internet net-
works and mobile communication systems, by enabling the transmission and decod-
ing of partial bitstreams to provide video services with lower temporal or spatial
resolutions or reduced fidelity [17]. SVC is also highly suitable for surveillance
applications, in which video sources not only need to be viewed on multiple types
of devices ranging from high-definition monitors to videophones, but also need to
be stored and archived. By using SVC, high-resolution or high-quality parts of a bit-
stream can be deleted after a certain expiration time, so that only low-quality copies
of the video are kept for long-term archive.

Currently, multiview video coding (MVC) is under development in the JVT
[18, 19]. Since the efficient compression of MultiView Video (MVV) is a key
enabling factor for 3DTV and FTV applications, MVC explores the interview statis-
tical dependencies in addition to the temporal ones. MVC is scheduled to be released
in 2008 and it will be an extension of H.264/AVC (Amendment 4).

15.3 Video Coding Layer

H.264/AVC achieves a considerable improvement and flexibility over previous
video coding standards through a rich set of coding tools. In this section, we focus
on some kernel coding tools shown in Fig. 15.3.
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15.3.1 Intra-Frame Prediction

In all slice-coding types, two primary types of intracoding are supported: luma IP
and chroma IP. A third type of intracoding, called I PCM, is also provided to allow
the encoder to simply bypass the prediction and transform processes and directly
send the values of the encoded samples. Therefore, I PCM enables lossless coding
of selected regions. In addition, I PCM mode also places a hard limit on the number
of bits a decoder must handle for a macroblock.

In H.264/AVC, IP is used to reduce the high amount of bits coded by orig-
inal video signal itself. For encoding a block in this mode, a prediction block
is formed based on previously reconstructed (but unfiltered by deblocking filter)
blocks. The residual signal between current block and the prediction is finally coded.
For luma samples, the prediction block may be formed for each 4×4 subblock, each
8× 8 block, or a 16× 16 macroblock. Table 15.4 shows the complete IP modes in
H.264/AVC. One case is selected from a total of nine prediction modes for each 4×4
or 8×8 luma block (I4MB/I8MB); four modes for a 16×16 luma block (I16MB);
and four modes for each chroma block. Figure 15.4 illustrates the eight directional
prediction modes mentioned in Table 15.4.

Basically, the picture reconstruction flow is to generate prediction value from
neighboring pixels and then sum up the prediction value with the corresponding

Table 15.4 IP modes

I4MB I16MB I8MB Chroma

Vertical DC Vertical DC
Horizontal Vertical Horizontal Vertical
DC Horizontal DC Horizontal
Diagonal down-left Plane Diagonal down-left Plane
Diagonal down-right Diagonal down-right
Vertical-right Vertical-right
Vertical-down Vertical-down
Horizontal-down Horizontal-down
Horizontal-UP Horizontal-UP

1

0

4

2

7

diagonal down-left

5

6

vertical-left

3

vertical
vertical-right

diagonal down-right

Horizontal-down

horizontal

horizontal-up

Fig. 15.4 Available IP directions
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residual in the co-located position. The summed up value is the reconstructed pixel.
Prediction across slice boundaries is not used, in order to keep all slices independent
of each other.

For vertical and horizontal IP mode, the prediction value is exactly the neighbor-
ing pixel and therefore the proper neighboring pixel is selected to sum up with its
corresponding residual. For DC modes, one value generated from its neighboring
samples is used to predict all samples in the entire block. For other IP modes except
the plane mode, proper neighboring samples and filters are selected to derive the
prediction samples. The following gives two examples shown in Fig. 15.5:

• For I4MB diagonal down-right mode, the prediction samples a and d can be
calculated as

a = (I+2×Z+A+2) � 2,

d = (B+2×C+D+2) � 2.

• For I4MB horizontal-up mode, the prediction samples a and d can be calcu-
lated as

a = (I+ J+1) � 1,

d = (J+2×K+L+2) � 2.

For 8×8 luma IP modes, the prediction values are generated in a similar way to
4× 4 modes except that a low-pass filter is performed on the neighboring samples
first.

The prediction of chroma samples and luma in 16× 16 prediction mode is sim-
ilar. For I16MB and chroma plane prediction modes, parameters pA, pB, pC, pH,
pV are derived first, and then prediction samples pred[x, y] are generated based
on these parameters. Figure 15.6 shows the generation of prediction values for
chroma plane IP mode, where chroma format idc indicates chroma format sam-
pling structure and can be 0, 1, 2, or 3 to represent monochrome, 4:2:0, 4:2:2, or
4:4:4, respectively.

A B C D E F G HZ

I

J

K

L

a b c d

e f g h

i j k l

m n o p

A B C D E F G HZ

I

J

K

L

a b c d

e f g h

i j k l

m n o p

horizontal-updiagonal down-right

Fig. 15.5 Examples of generation of prediction values for I4MB
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8X8

pH =   (E-C)   pV =   (U-S)
    + 2(F-B)       + 2(V-R)
    + 3(G-A)       + 3(W-Q)
    + 4(H-Z)       + 4(X-Z)

pA =16(X + pH)
pB = (5 * pH+32) >> 6, if (chroma_format_idc == 3) 

(17 * pH+16) >> 5  otherwise
pC = (5 * pV+32) >> 6, if (chroma_format_idc != 1)
    (17 * pV+16) >> 5  otherwise

pred[x, y]= Clip1(pA +(x-7)*pB+ (y-7)*pC + 16)>>5)

Fig. 15.6 Generation of prediction values for chroma plane IP mode

15.3.2 Inter-Frame Prediction

H.264/AVC uses several enhanced motion-prediction techniques to improve inter-
frame prediction. In this section, weighted prediction (WP), variable block-size
motion compensation, multiple reference picture motion compensation, and quarter-
sample-accurate motion compensation will be discussed in more detail.

15.3.2.1 Weighted Prediction

In previous standards, biprediction has typically been performed with a simple aver-
aging of the two prediction signals, and the prediction in the P macroblock types has
not used weighting. In H.264/AVC, a WP coding tool is included to improve coding
efficiency for scenes containing fades. In H.264/AVC WP coding tool, a multiplica-
tive weighting factor and an additive offset are applied to the motion compensated
prediction. In explicit mode, a weighting factor and offset may be coded in the slice
header for each allowable reference picture index. In implicit mode, the weighting
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Fig. 15.7 Macroblock and submacroblock partitions

factors are not coded but are derived based on the relative picture order count (POC)
distances of the two reference pictures. When coding fade-to-black sequences, bit-
rate reductions of up to 67% were achieved [20].

15.3.2.2 Variable Block-Size Motion Compensation

H.264/AVC supports more flexibility in the selection of motion compensation block
sizes and shapes than previous standards, with a minimum luma motion compensa-
tion block size as small as 4× 4. As shown in Fig. 15.7, each macroblock can be
partitioned into smaller regions with luma block sizes of 16×16, 16×8, 8×6, and
8×8 samples. When 8×8 macroblock partitioning is chosen, an additional syntax
element is transmitted for each 8×8 partition to specify whether the 8×8 partition
is further partitioned into smaller regions of 8×4, 4×8, or 4×4 luma samples.

15.3.2.3 Multiple Reference Picture Motion Compensation

In MPEG-2 standard and its predecessors, inter-coded blocks in P and B slices use
only one and two previous reference pictures, respectively, to predict the samples
in an incoming picture. H.264/AVC extends the enhanced reference picture selec-
tion technique proposed in H.263++ [21] to enable efficient coding by allowing an
encoder to select among a larger number of pictures that have been reconstructed
and stored in a multipicture buffer. This buffer is also maintained in the decoder
according to memory management control operations specified in the bitstream.
Unless the size of the multipicture buffer is set to one picture, the index at which
the reference picture is located inside the multipicture buffer is signaled. The refer-
ence index parameter is transmitted for each motion-compensated 16× 16, 16× 8,
8×16, or 8× 8 luma block. Submacroblock partitions within the 8 × 8 region use
the same reference index for prediction. Figure 15.8 illustrates the concept of mul-
tiframe motion compensation and this concept can be extended to B slices.
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current pictureprevious reconstructed pictures

Fig. 15.8 Multiframe motion compensation

15.3.2.4 Quarter-Sample-Accurate Motion Compensation

The purpose of fractional pixel resolution is to get more accurate definition of pic-
ture content displacement. Most prior standards enable half-sample motion vector
accuracy at most. The use of displacement vectors with higher resolution did not
improve the coding efficiency and therefore has not been considered in those stan-
dards. By mathematical analysis, it is shown that aliasing components are deterio-
rating the prediction efficiency [22, 23]. Prediction errors containing camera noise
and other signal components can be observed. Werner [22] supposed that these addi-
tional components originate from aliasing and proposed a Wiener interpolation filter
for reducing the impact of aliasing. For H.264/AVC, the original filter was modified
to a 6-tap filter in order to allow an easier hardware implementation. As a result,
quarter-sample motion vector accuracy was incorporated into H.264/AVC.

Figure 15.9 shows integer sample positions (shaded blocks with upper-case let-
ters) and fractional sample positions (un-shaded blocks with lower-case letters) for
luma interpolation. Given the luma samples “A” to “U” at integer-sample loca-
tions, the luma samples “a” to “s” listed in Table 15.5 are derived by the following
rules [1]. The luma prediction values at half-sample positions are derived by apply-
ing a 6-tap filter with tap values (1, −5, 20, 20, −5, 1). The luma prediction values
at quarter-sample positions are derived by averaging samples at full and half-sample
positions. The process for each fractional position is described below.

The samples at half-sample positions labeled b and h are derived by first calculat-
ing intermediate values b1 and h1 by applying the 6-tap filter to the nearest integer
position samples in the horizontal direction and the vertical direction, respectively:

b1 = (E−5×F+20×G+20×H−5× I+ J),
h1 = (A−5×C+20×G+20×M−5×R+T).

The final prediction values b and h are derived using:

b = Clip1Y((b1+16) � 5)
h = Clip1Y((h1+16) � 5),
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Fig. 15.9 Integer and fractional sample positions for luma interpolation

Table 15.5 Sample positions in luma interpolation

Sample position type Sample position

Half-sample position b, h, s, m
Half-sample position j
Quarter-sample positions a, c, d, n, f , i, k, q
Quarter-sample positions e, g, p, r

where Clip1Y is a clipping function clip that clips a value to the range of 0–255 for
8-bit samples. The final prediction values s and m are derived from s1 and m1 in the
same manner as the derivation of b and h.

The samples at half-sample position labeled as j can be derived by first calculat-
ing intermediate value denoted as j1 by applying the 6-tap filter to the intermediate
values of the closest half-sample positions in either the horizontal or vertical direc-
tion because both yield an equal result, i.e.,

j1 = cc−5×dd+20×h1+20×m1−5× ee+ ff, or
j1 = aa−5×bb+20×b1+20× s1−5×gg+hh,

where intermediate values aa, bb, gg, hh, and s1 are derived by applying the 6-tap
filter horizontally in the same manner as the derivation of b1 and intermediate values
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cc, dd, ee, ff, and m1 are derived by applying the 6-tap filter vertically in the same
manner as the derivation of h1. The final prediction value j is derived using:

j = Clip1Y((j1+512) � 10).

The samples at quarter-sample positions labeled as a, c, d, n, f , i, k, and q are
derived by averaging with upward rounding of the two nearest samples at integer
and half-sample positions. For example:

a = (G+b+1) � 1,

q = (j+ s+1) � 1.

The samples at quarter-sample positions labeled as e, g, p, and r are derived by
averaging with upward rounding of the two nearest samples at half-sample positions
in the diagonal direction. For example:

e = (b+h+1) � 1,

r = (m+ s+1) � 1.

The predicted chroma sample values are obtained by bilinear interpolation. Since
the sampling grid of chroma (for 4:2:0 sampling format) has lower resolution than
the sampling grid of the luma, the displacements used for chroma have one-eighth
sample position accuracy. Given the chroma neighboring samples A, B, C, and D
at integer sample locations, the predicted chroma sample value a at each fractional
sample position shown in Fig. 15.10 is derived as follows:

a = ((8−dx)× (8−dy)×A+dx× (8−dy)×B
+(8−dx)×dy×C+dx×dy×D+32) � 6.

15.3.3 In-Loop Deblocking Filter

One annoying characteristic of block-based coding is the production of visible block
artifacts, which is due to the block-based transforms and motion compensated pre-
diction. Overlapped block motion compensation (OBMC) [24] is a good solution to
this problem and is adopted into H.263 standard. In H.264/AVC, although the small

Fig. 15.10 Fractional sample
position dependent variables
in chroma interpolation

A
dy

8 - dy

8 - dxdx

B

C D
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4× 4 sample transform size somewhat reduces the problem, the adaptive deblock-
ing filter is defined to maximize coding performance. The filter reduces the bit rate
typically by 5–10% with significantly improved visual quality while producing the
same objective quality as the nonfiltered video [25].

Prior to H.264/AVC, the use of a deblocking filter as an optional postprocessing
technique in a decoder side to improve the visual quality of decoded pictures was
already a well-known technology. Significant blocking artifacts appearing in low bit
rate applications, such as video conferencing, could be substantially reduced by such
deblocking filters. In contrast with previous standards, the H.264/AVC deblocking
filter is not an optional feature in the decoder. When the deblocking filter is enabled
within the coding loop, the filtered frames are used as reference frames for motion
compensation in subsequent coded frames. When the deblocking filter is enabled,
the filter strength is determined by coding modes of adjacent blocks, quantization
step size, and the steepness of the luminance gradient between blocks, etc.

In H.264/AVC, the deblocking filter is adaptive on three levels: slice level, block-
edge level, and sample level. On the slice level, the global filtering strength can be
adjusted to the individual characteristics of the video sequence and the deblocking
parameters are transmitted in the slice header. On the block-edge level, the filtering
strength is decided based on inter/intra predictions, motion vector difference, and
residuals in the two participating blocks. On the sample level, sample values and
quantizer-dependent thresholds can turn off filtering for a particular sample to avoid
distortions of real edges.

The filtering process is performed on a macroblock basis after the completion of
the picture reconstruction process prior to deblocking filter process. For each MB
and each color component, vertical edges are filtered first, starting with the edge on
the left-hand side of the MB proceeding through the edges towards the right-hand
side of the MB in their geometrical order, and then horizontal edges are filtered,
starting with the edge on the top of the MB proceeding through the edges towards
the bottom of the MB in their geometrical order. Figure 15.11 shows edges of a luma
macroblock. A conditional filtering process is applied to all N ×N (where N = 4 or
N = 8 for luma, and N = 4 for chroma) block edges of a picture, except edges at
the boundary of the picture and any edges for which the deblocking filter process is
disabled. When 8×8 transforms are applied, 8× block edges are filtered.

Vertical edges

p3 p2 p1 p0 q3q2q1q0

Horizontal edgesSamples across a vertical or
horizontal edge 

Fig. 15.11 Filtering operations on vertical and horizontal edges



450 K.-B. Lee

The filtering process is applied to a set of eight samples across a horizontal or
vertical edge denoted as pi and qi with i = 0−3 for the edge lying between p0 and q0.
The input sample values pi and qi are conditionally replaced by the corresponding
filtered result sample values p′j and q′j based on the definition of the standard. The
good performance is based on reliable detection of real and artificially created edges
and efficient filtering of the latter ones.

15.3.4 Transform and Quantization

Transforms used in H.264/AVC standard are characterized by integer transform,
adaptive transform size, hierarchical transform, and its low complexity which can
be implemented in 16-bit arithmetic computation without multiplication. Similar to
previous video coding standards, H.264/AVC utilizes block-based transform coding
for spatial redundancy removal. Unlike the popular 8×8 discrete cosine transform
(DCT) used in previous standards, separable integer transforms in H.264/AVC can
be computed exactly in integer arithmetic, thus avoiding inverse transform mismatch
problems [26, 27].

Inverse transform mismatch problems could cause significant issues in
H.264/AVC because H.264/AVC is more sensitive to prediction drift. In prior
standards, prediction drift accumulation occurs once per inter-coded frame. In
H.264/AVC, however, prediction drift can occur much more frequently. For exam-
ple, 4× 4 blocks can be predicted from their neighboring blocks with various IP
modes. At each stage prediction drift can be accumulated. Thus, it is clear that as a
result of the extensive use of various predictions in H.264/AVC, the residual coding
must be drift-free. The drift arises from the fact that the inverse transform is not
fully specified in integer arithmetic. The new transforms used in H.264/AVC are a
scaled integer approximation to the DCT, which allows computation of the direct
or inverse transform with just additions and a minimal number of shifts, but no
multiplications.

H.264/AVC uses an adaptive transform block size, 4×4 or 8×8 [28]. The 4×4
transform size is preferred because that with similar objective compression capabil-
ity, the smaller 4×4 transform has visual benefits resulting in less ringing artifacts.
The similar objective compression capability is due to the improved inter and IP
process. Consequently the residual signal has less spatial correlation. In H.264/AVC,
the 8×8 transform is used in High profiles. Traditionally, 8×8 transforms have been
used for image and video coding. The 8×8 size has the advantage of being dyadic,
and large enough to capture and preserve trends and periodic structures. Compres-
sion performance gains have been reported at Standard Definition (SD) and High
Definition (HD) resolutions when larger than 4× 4 transforms are used [29]. The
average bit-rate reduction is more significant for the coding of progressive mate-
rial [28]. The use of adaptive block transform achieves significant rate-distortion
benefits. More importantly, from the point of subtle texture preservation (such as
keeping film details), adaptive transform also provides significant subjective quality
benefits [30].
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To further improve compression efficiency, H.264/AVC also employs a hierar-
chical transform structure [26, 31]. For blocks with mostly flat sample values, there
is significant correlation among transform DC coefficients of neighboring blocks.
Therefore, DC coefficients of a macroblock (e.g., luma samples 00–33 in Fig. 15.2)
may undergo a second M ×N transform to improve coding efficiency. When the
16×16 IP mode is used with the 4×4 integer transform, the DC coefficients of the
sixteen 4×4 luma blocks in the macroblock are further transformed by a secondary
4×4 Hadamard transform. The DC coefficients of the 4×4 blocks of chroma sam-
ples are transformed using a secondary Hadamard transform as well. For 4:2:0 video
format, this requires a 2× 2 Hadamard transform; and for 4:4:4 video format, the
chroma DC coefficients use the same 4×4 Hadamard transform used for luma.

After the residue is transformed, the transformed coefficient is quantized. In
H.264/AVC, a quantization parameter (QP) ranged from 0 to 51 is used for deter-
mining the quantization of transform coefficients. The quantization step size is con-
trolled logarithmically by QP rather than linearly as in previous standards, in a man-
ner designed to reduce decoding complexity and enhance bit rate control capability.
Each increase of 6 in the value of QP causes a doubling of the quantization step size,
so each increase of 1 in the value of QP increases the step size by approximately
12.5%. Often a change of step size by approximately 12.5% also means roughly a
reduction of bit rate by approximately 12.5%.

As illustrated in [3,27], the 4×4 forward transform equation 15.1 can be approx-
imated by using Eq. 15.2.

Y = AXAT =

⎡
⎢⎢⎣

a a a a
b c −c −b
a −a −a a
c −b b −c

⎤
⎥⎥⎦

⎡
⎢⎢⎣

x00 x01 x02 x03
x10 x11 x12 x13
x20 x21 x22 x23
x30 x31 x32 x33

⎤
⎥⎥⎦

⎡
⎢⎢⎣

a b a c
a c −a −b
a −c −a b
a −b a −c

⎤
⎥⎥⎦ (15.1)
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,

where ⊗ denotes element-by-element multiplication instead of normal matrix mul-
tiplication. Since multiplying with elements of matrix E f orw consists of simply scal-
ing the output with constants, this scaling can be combined with the quantization
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tables in the encoder, and with de-quantization tables in the decoder. The transform
matrix elements of C are all equal to ±1 or ±2, and the final scaling is absorbed
by the quantization step. Since a multiplication by two in the aforementioned trans-
form can be implemented as simply a left shift, the transform used in H.264/AVC is
multiplier-free.

For a given step Qs, usually an integer, the encoder can perform quantization by

YQ(i, j) = sign(Yi j)

∣∣Yi j
∣∣+ f (Qs)

Qs
,

where i and j are the row and column indices and f (Qs)controls the quantization
width near the origin (the “dead zone”). To let all operations be computed in 16-bit
arithmetic for input data with 9-bit dynamic range, H.264/AVC uses the following
optimized quantization formula:

YQ(i, j) = sign(Yi j)
{∣∣Yi j

∣∣Q(QM, i, j)+ f 217+QE � (17+QE)
}

, i, j = 0, . . . ,3,

where QM = QP%6 and QE = QP/6. The parameter f is chosen by the encoder, and
is typically in the range 0–0.5. The quantization factor Q(QM ,i, j) depends on the
transform coefficient position (i, j) inside the block. The quantization matrix for the
quantization factors can be represented as

Q(k) =

⎡
⎢⎢⎣

xk yk xk yk
yk zk yk zk
xk yk xk yk
yk zk yk zk

⎤
⎥⎥⎦ ,

where k = QM . Take k = 0 as the example, the default 4 × 4 quantization matrix for
luma defined in H.264/AVC is

Q(0) =

⎡
⎢⎢⎣

13107 8066 13107 8066
8066 5243 8066 5243

13107 8066 13107 8066
8066 5243 8066 5243

⎤
⎥⎥⎦ .

In this case, the relationship between elements of E f orw and elements of Q is

a2 : ab/2 : b2/4 ∼= 0.25 : 0.1581 : 0.1 ∼= 13107 : 8066 : 5243 = x0 : y0 : z0.

Table 15.6 shows the matrix elements of Q(k). As aforementioned, each
increase of one in QP increases the step size by approximately 12.5%. This can
be explained by

x5 : x4 : x3 : x2 : x1 : x0
= 13107 : 11916 : 10082 : 9362 : 8192 : 7282
∼= 1.1255 : 1.1254 : 1.1253 : 1.1252 : 1.125 : 1
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Table 15.6 Quantization matrix elements

k xk yk zk

0 13,107 8,066 5,243
1 11,916 7,490 4,660
2 10,082 6,554 4,194
3 9,362 5,825 3,647
4 8,192 5,243 3,355
5 7,282 4,559 2,893

15.3.5 Entropy Coding

Two innovative entropy coding modes are supported in H.264/AVC, referred to as
Context-Based Adaptive Variable-Length Coding (CAVLC) and as Context-Based
Adaptive Binary Arithmetic Coding (CABAC). Both of them utilize context-based
adaptability to improve coding efficiency. In earlier coding methods, it was implic-
itly assumed that the statistics of syntax elements are stationary, which however
in practice is seldom the case. Especially residual in a motion-compensated video
coder shows a highly nonstationary statistical behavior, depending on the video con-
tent, the coding conditions, and the accuracy of the prediction model. By incorpo-
rating context modeling in entropy coding framework, both entropy coding methods
of H.264/AVC offer a high degree of adaptation to the underlying source. CABAC
typically provides a average reduction in bit rate between 9% and 14% compared
to CAVLC for typical test sequences in broadcast applications in a range of video
quality of about 30–38 dB [32].

In addition to these two entropy coding modes, many syntax elements are coded
using Exponential-Golomb coding, which is a simple infinite-extent codeword set.
Thus, instead of defining a different variable-length coding (VLC) table for each
syntax element, only the mapping methods (Table 15.9) to this single codeword
table are customized to the syntax element statistics.

15.3.5.1 Exponential-Golomb Coding

Exponential-Golomb (Exp-Golomb) codes are variable-length codes with a regular
construction [3, 33, 34]. The codeword is constructed as

[M zeros][1][INFO].

M zeros are a prefix code having a number of zeros before the first “1,” whereas
INFO is the following suffix code carrying information, as shown in Tables 15.7
and 15.8. The length of each Exp-Golomb codeword for its index codeNum
is (2M + 1) bits and each codeword can be constructed as

M = floor(log2[codeNum+1])

INFO = codeNum+1−2M
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Table 15.7 Exponential-Golomb codeword and its index range

Codeword Range of codeNum

1 0
0 1 x0 1–2

0 0 1 x1 x0 3–6
0 0 0 1 x2 x1 x0 7–14

0 0 0 0 1 x3 x2 x1 x0 15–30
. . . . . .

Table 15.8 Exponential-Golomb codeword and its index in explicit form

Codeword codeNum

1 0
010 1
011 2

00100 3
00101 4
00110 5
00111 6

00010000 7
. . . . . .

Table 15.9 Utilization of Exponential-Golomb coding

Descriptor Description

me(v) Mapped Exp-Golomb-coded syntax element
se(v) Signed integer Exp-Golomb-coded syntax element

Syntax element value = (−1) codeNum+1 Ceil (codeNum /2)
Ceil(x): the smallest integer greater than or equal to x

te(v) Truncated Exp-Golomb-coded syntax element
ue(v) Unsigned integer Exp-Golomb-coded syntax element

Syntax element value = codeNum

For index codeNum = 0, M and INFO are zero. Table 15.8 shows the first few
codewords. Then, a syntax element v to be encoded is mapped to codeNum in one
of the ways described in Table 15.9.

15.3.5.2 Context-Based Adaptive Variable-Length Coding

In a baseline profile of H.264/AVC, its basic entropy coding method consists of Exp-
Golomb codes, which by means of individually customized mappings is applied to
all syntax elements except those related to quantized transform coefficients. The
quantized transform coefficients are compressed by five syntax elements to convey
information including the number of nonzero quantized transform coefficients, the
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value of these coefficients, and the positions of these coefficients in a coded block
[3,35]. CAVLC encoding of a block of quantized transformed coefficients proceeds
as follows.

Encoding the Number of Nonzero Coefficients (TotalCoeff)
and Trailing 1s (TrailingOnes)

“Trailing 1s” indicate the number of coefficients with absolute value equal to 1 at
the end of the scanning order of a coded block. For coding efficiency, TrailingOnes
can be 0–3 in each coded block. If there are more than three Trailing 1s, the rest
of Trailing 1s are coded as normal nonzero coefficients. The range of TotalCoeff
depends on the block size. For example, TotalCoeff can have a value from 0 to 16
for a 4×4 block. Note that when a coding information (syntax coded block pattern)
indicates an 8×8 block contains nonzero coefficients, there may be 4×4 blocks in
this 8×8 block that do not contain any nonzero coefficients. In this case, TotalCoeff
is 0 for these 4× 4 blocks. As the example shown in Fig. 15.12, TotalCoeff = 5,
TrailingOnes = 3, and the rest of nonzero coefficients are 6 and 1.

TotalCoeff and TrailingOnes are coded as a combined event coeff token, which
is coded by one of six tables [1]. The selection of tables depends on the variable
nC. For chroma DC blocks, nC depends on the chroma format sampling struc-
ture, which is specified through chroma format idc, and may have a value of 0,
−1, and −2. For other block types, nC is calculated according to its neighbor-
ing blocks, i.e., it is context adaptive. Then nC is classified as the following four
groups: 0 <= nC < 2,2 <= nC < 4,4 <= nC < 8, and 8 <= nC. Finally, a choice
between three VLC tables and one fixed-length code (FLC) table is made for this
block according to nC.

Encoding the Value of Nonzero Coefficients

Based on the observation that the statistics of coefficient values has less spread
for high-frequency coefficients than for low-frequency ones, the coefficients val-
ues are coded in a reverse scan order, i.e., from high-frequency coefficients to DC
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0 0 0
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0

(a) (b)

Fig. 15.12 (a) A 4×4 block and (b) zig-zag scan order for a 4 × 4 block
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coefficient. Firstly, for each TrailingOne starting with the highest frequency, the sign
is encoded with a single bit. Then each remaining nonzero coefficient, called level,
in the block is encoded by using several structured VLC tables. For improved coding
efficiency, the selections of these tables are changed along with the coding process
based on the QP, the number of coefficients, and the size of the previously coded
level value. After each level is encoded, the VLC table number is updated. In this
way, adaptation is obtained in the use of VLC tables.

Encoding Positions of Nonzero Coefficients

Position information coding is separated into two syntax elements total zeros and
run before for separately indicating the total number of zeros (i.e. the number of
zeros located before the last nonzero coefficient) and run (of zeros) before the
nonzero coefficients. The reason for sending a separate total zeros information is
that usually a number of nonzero low-frequency coefficients exist in a coded block.
By using this approach, zero-runs for these coefficients need not be encoded. This
works especially well at high bit rates because the lower-frequency coefficients typ-
ically have no run of zeros.

The number of zeros preceding a nonzero coefficient, run before, is also encoded
in a reverse scan order. If there are no more zeros left (zeros left = 0) to encode, it is
not necessary to encode any more run before values. Therefore, it is not necessary
to encode run before for the last nonzero coefficient. The selection of a VLC table
for each run before depends on the number of zeros that have not yet been encoded
(i.e., zeros left) and current run before.

15.3.5.3 Context-Adaptive Binary Arithmetic Coding

For coding residual data, CAVLC exploits inter-symbol redundancies by switching
VLC tables for various syntax elements according to the already coded symbols.
However, CAVLC cannot provide an adaptation to the actually given conditional
symbol statistics. Furthermore, coding events with symbol probabilities greater than
0.5 cannot be efficiently coded due to the fundamental lower limit of 1 bit/symbol
imposed on variable-length codes. It is well known that arithmetic coding is espe-
cially useful when dealing with source data with symbols having highly skewed
probabilities. By applying sophisticated processing steps, CABAC has better cod-
ing efficiency than CAVLC.

Figure 15.13 shows the simplified CABAC encoder. The encoding process con-
sists of three elementary steps: binarization, context modeling, and binary arithmetic
coding [32]. In the first step, a given nonbinary valued syntax element is uniquely
mapped to a binary sequence, a so-called bin string orbins, which can also be inter-
preted in terms of a binary code tree. Binarization is the preprocessing step to reduce
the alphabet size of the syntax elements. When a binary valued syntax element is
given, this initial step is bypassed.
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Fig. 15.13 Simplified CABAC encoder

Next, further processing of each bin depends on the associated coding mode,
which can be either the regular or the bypass mode. The bypass coding mode is
chosen for selected bins in order to allow a speedup of the whole encoding (and
decoding) process. Bins related to the sign information or bins which are assumed
to be uniformly distributed are processed in this mode. In the regular coding mode,
prior to the actual binary arithmetic coding process the selected binary bin enters the
context modeling stage, where the associated probability model is either selected by
a fixed choice without any context model or adaptively chosen depending on the
related context model. The latter case is generally applied only to the most fre-
quently observed bins. In this way, CABAC enables adaptive context modeling on a
subsymbol level and efficient exploitation of inter-symbol redundancies. In the final
step of CABAC, each bin enters the binary arithmetic encoder, either in regular or
bypass mode.

Among low-complexity binary arithmetic coding methods, the Q coder [36, 37]
and its derivatives QM and MQ coder [38] have attracted great attention, especially
in the context of the still image coding standardization groups JPEG and JBIG.
Although the MQ coder represents the state of the art in fast binary arithmetic
coding, it considerably degrades coding efficiency in the application scenario of
H.264/AVC video coding [39]. An alternative multiplication-free binary arithmetic
coding scheme, the so-called modulo coder (M coder), is used in the regular coding
engine [32]. For coding in bypass mode, the computationally expensive probability
estimation is completely omitted since the selected bins are assumed to be nearly
uniformly distributed.

Coding of residual data in CABAC involves specifically designed syntax ele-
ments that are different from those used in the traditional run-length coding
approach. Figure 15.14 shows the encoding flow for blocks with at least one
nonzero (nz) quantized transformed coefficient. The first part of this flow is the cod-
ing of position information by encoding a binary-valued significant (i.e., nonzero)
map to indicate the occurrence and the location of nonzero quantized transformed
coefficients within a scan path of a given block. The second part of this flow is to
encode the magnitude and sign of each nonzero level in a reverse scanning order.
Context models for coding of binarized level magnitudes are based on the number
of previously coded transmitted level magnitudes in a reverse scan order. Encoding
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Fig. 15.14 Simplified CABAC encoding flow of transformed coefficients

nonzero levels in the reverse scanning order is motivated by the statistical obser-
vation that levels with the magnitude equal to one are dominate at the end of the
scanning path.

15.4 Summary

H.264/AVC has a rich set of coding tools to provide coding efficiency, error/loss
robustness, and flexibility for effective use over a wide variety of applica-
tion domains. More new features are still under development. Currently, the
MPEG/VCEG JVT is developing MVC that explores the interview statistical
dependencies in addition to the temporal ones for 3DTV and FTV applications.
In addition to technical features and theoretical performance, there are many con-
siderations for practical applications. These compelling advantages of H.264/AVC
come at the price of an increase of complexity in both encoding and decoding.
Realization of these applications relies on VLSI for cost effective implementation.
The design challenges include real-time processing and low power consumption
under cost constraints. Review on implementation issues and design techniques of
H.264/AVC VCL decoding systems is presented in another chapter of this book by
the same author.
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Chapter 16
H.264/AVC Error Concealment for DVB-H
Video Transmission

Susanna Spinsante, Ennio Gambi, and Damiano Falcone

Digital Video Broadcasting for handheld terminals (DVB-H) is a broadcast system
designed for high-speed data transmission in highly dispersive mobile channel con-
ditions. This so-called “TV on Mobile” technology uses the Internet Protocol (IP)
to carry highly compressed audio/video information; the ITU-T H.264 Advanced
Video Coding (AVC) standard has been selected by the European Telecommunica-
tions Standards Institute (ETSI) as the video compression enabling technology. This
choice, motivated by the good trade-off between coding efficiency and video qual-
ity, provides the further benefit of robustness against loss of parts of the received
stream. As a matter of fact, transmission errors on the mobile channel can lead to
IP datagram corruptions or losses; if not recovered by the prescribed Forward Error
Correction (FEC) techniques, they can determine audio and video quality degrada-
tion. To face video degradation, Error Concealment strategies at the decoder can
be efficiently tailored to the available hardware and computational resources of the
receiving device, and do not require any changes in the encoding technique, nor
any redundancy added to the transmitted data. Error Concealment refers to post-
processing techniques employed by the video decoder, which basically exploits the
remaining spatial and temporal redundancy in the received video data to compensate
the lost information.

This chapter discusses the main features that make the H.264/AVC standard
particularly suited to wireless video communications, and provides an overview
of possible Error Concealment strategies that could be efficiently implemented
in DVB-H devices, to compensate for errors and data losses due to the channel
impairments.
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16.1 The H.264/AVC Standard in Wireless Video
Communication

At present, video transmission in wireless environments is a well-consolidated and
quite familiar communication technology. Despite its appeal and easiness to use,
however, wireless video transmission represents a very challenging task, which
requires high-compression efficiency plus a network friendly design.

Among the video compression techniques developed during the last decades, the
ITU-T H.264/AVC standard [13] emerged as the one able to provide the best facil-
ities to address these two fundamental issues, i.e. high-compression efficiency and
network oriented design. As a matter of fact, H.264/AVC is recognized as an opti-
mal solution both for conversational and nonconversational video communication
services, thanks to its wide range of specific levels and profiles, that can be selected
and tuned properly, to meet each different application context requirements [19,29].

The H.264/AVC distinguishes between two different conceptual layers, the Video
Coding Layer (VCL) and the Network Abstraction Layer (NAL). The VCL specifies
an efficient representation for the coded video signal; the NAL defines the interface
between the video codec itself and the communication system protocol architec-
ture. Outside of the standard scope is the definition of transport and encapsulation
techniques for the NAL units: they depend on the underlying protocol architecture
implemented by the system. As an example, for IP-based packet switched commu-
nications, the 3GPP consortium [11] has chosen to use Session Initiation Protocol
(SIP) and Session Description Protocol (SDP) for call control, and Real time Trans-
port Protocol (RTP) for media transport. In this specific application context, a NAL
unit is typically encapsulated in RTP/UDP/IP data structures. The H.264 VCL, that
deals with the actual video coding processing and data, can provide the best trade-
off between compression efficiency and quality degradation; it permits a significant
bit rate reduction, if compared to alternative standards, such as ITU-T H.263 [14]
and ISO/IEC MPEG-4 [12]. At the same time, the H.264 NAL component allows
a seamless and easy integration of the coded video into multiple protocol and net-
work architectures, a network oriented optimization of the coding parameters, and
provides a set of tools designed to meet the requirements of packet oriented video
transportation over wired and wireless networks [26].

When dealing with wireless communications, in general, the available bandwidth
is the most critical issue. The bit rate on a radio link is usually limited, so that low
bit rate communications are likely to be typical; this makes compression efficiency
become the main requirement for a video coding technology to be preferred in a
mobile environment. In this sense, a number of improvements in the coding strat-
egy make H.264/AVC largely more efficient than all the other hybrid video coding
solutions. The main features responsible for an increased coding efficiency are mul-
tiframe motion compensated prediction, adaptive block size for motion compensa-
tion, generalized B-pictures concept, quarter-pel motion accuracy, intracoding using
prediction in the spatial domain, in-loop deblocking filter, and efficient entropy
coding methods. The main components of an H.264/AVC encoder are shown in
Fig. 16.1.
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Fig. 16.1 H.264/AVC encoder main components

In addition to bandwidth limitations, the mobile radio channel represents a harsh
communication environment, due to attenuation, shadowing, fading, and multiuser
interference, which result in global channel conditions that are not only time vary-
ing, but also location dependent. The frequency of channel variations cannot be
described deterministically, so, even if sophisticated transmission techniques and
signal processing algorithms have been conceived and applied to their compensa-
tion, residual errors have to be tolerated, and faced somehow. Again, H.264/AVC
proves to be an efficient tool, when integrated by basic strategies conceived to
face residual errors on the channel, namely Error Resilience and Error Conceal-
ment. Additional features, besides those enabling an increased compression effi-
ciency, have been included in the H.264/AVC; among them, the insertion of regular
Intraframes with Instantaneous Decoder Refresh (IDR) and Rate Control strategies
(see, for example, [16,31]). They may help either in implementing Error Resilience
and Concealment techniques, by providing a number of anchor points to recover
the video quality, and improving adaptation to the network conditions, by setting a
suited target bit rate for the encoded video signal.

All the solutions applicable at the encoder side, to increase the video bitstream
robustness against errors and losses, fall inside the definition of Error Resilience,
which is usually related to the introduction of some kind of redundancy in the
encoded data. As an example, Error Resilience methods for compressed videos con-
sist of adding extra parameters, or more synchronization points. Error Resilience
can be a powerful and effective tool; however, on one hand it requires to change
the basic encoder structure, and sometimes this can avoid its integration in exist-
ing systems, and, on the other hand, packet losses and resulting reference frame
mismatches between encoder and decoder are still unavoidable. As a consequence,
the effects of spatio-temporal error propagation during decoding remain in general
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quite severe: a limited amount of corrupted data can cause a remarkable decrease of
quality over a huge portion of the decoded video content.

An alternative, or complementary, solution to face these issues is represented by
Error Concealment algorithms. They can be applied at the decoder side only, in a
way that is not dependent on the encoder implementation; this way, little or no extra
information at all is needed, and thus there is little cost on the bandwidth, and at the
transmitter. The H.264/AVC standard defines how a compliant decoder reacts to an
error free encoded bitstream; appropriate concealment algorithms on the detected
error or lost macroblocks (MBs) and frames can be applied within the decoder, to
mitigate the degradation effects, and to improve the final perceived video quality,
ideally making the damages subjectively imperceptible.

Two well-known and classical concealment algorithms, i.e. weighted pixel
value averaging for Intrapictures [21] and boundary-matching-based motion vec-
tor recovery for Interpictures [17], were initially tailored for H.264, and provided
as a non-normative feature in the H.264 test model [27]. Later on, many other
advanced concealment strategies have been proposed and implemented, facing
specific requirements for a given application. A general overview of concealment
solutions is presented in a next section.

16.2 DVB-H Channel Impairments: Errors and Losses

The Digital Video Broadcast (DVB) Project started research work related to mobile
reception of DVB–Terrestrial (DVB-T) signals in 1998, together with the intro-
duction of commercial terrestrial digital TV services in Europe. In 2000, an
EU-sponsored project concluded that mobile reception of DVB-T is possible, but
it implies dedicated broadcast networks, as mobile services are more demanding in
robustness (i.e., constellation and coding rate) than broadcast networks planned for
fixed DVB-T reception.

In early 2002, the DVB community was asked to provide technical specifications
to allow delivery of rich multimedia contents to handheld terminals, thus making it
possible to receive TV-type services in a small, handheld device like a mobile phone.
Being services delivered in an environment suffering severe mobile multipath and
high levels of man-made noise, among the specific features targeted to this kind of
devices, the transmission system shall offer suited means to mitigate the channel
effects on the receiver capabilities. The answer to these requirements came from the
DVB-H system specification, which was published as ETSI Standard (EN 302 304),
in November 2004 [4].

Broadcast transmission systems shall offer a simple way to cope with the multi-
ple signal replicas reaching the receivers. For receivers in motion, complexity comes
not only from the multiplicity of received echoes delayed in the time domain, but
also from the frequency shift affecting such echoes. Signals received in motion
are affected by a frequency Doppler shift, which is in relation with the receiver
speed, and the relative angle between the motion direction and the signal incoming
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Table 16.1 TU6 channel model

Tap number Delay (µs) Power (dB) Doppler spectrum

1 0.0 −3 Rayleigh
2 0.2 0 Rayleigh
3 0.5 −2 Rayleigh
4 1.6 −6 Rayleigh
5 2.3 −8 Rayleigh
6 5.0 −10 Rayleigh

direction. The incoming angle provides a sign and weighting factor to the Doppler
frequency shift; both the carrier frequency and the speed of the receiver will pro-
portionally increase the Doppler shift value. Echoes affected by Doppler frequency
shifts are perceived as a noise contributing to Inter Carrier Interference (ICI) [15].
ICI can be mitigated, in receivers using dedicated signal processing techniques, until
a level at which the orthogonality of the subcarriers is broken, making demodulation
impossible.

Research activities on channel propagation models suited to simulate the DVB-H
mobile communication showed that the Typical Urban 6-paths model (TU6),
described in Table 16.1 [5], can be considered representative for the typical mobile
reception, with Doppler frequency above 10 Hz. The TU6 model has been heavily
used both for simulation and laboratory test, and results from numerous field tri-
als highly correlate with those obtained from simulations. Nevertheless, concerns
remain in regard to the TU6 suitability for reception with Doppler frequency below
10 Hz (i.e., the pedestrian and indoor reception), suggesting further modelling work.

In the case of DVB-T services delivered to mobile receivers, the Erroneous
Seconds Ratio (ESR) parameter, i.e. the amount of seconds with errors over the
observation period, has proven to be a suited mean for Quality of Restitution (QoR)
evaluation. For a service continuously delivered, a 5% ESR (denoted as ESR5)
has shown to be highly correlated with the subjectively perceived reception quality
(ESR = 5% corresponds to 1 s with errors over a 20 s observation period).

In the case of DVB-H, where services are delivered through FEC for Multipro-
tocol Encapsulation (MPE-FEC), which is the standard DVB way of carrying IP
datagrams in MPEG-2 Transport Stream protected time slice bursts, other evalua-
tion figures have been defined: Frame Error Ratio (FER) and MPE FER (MFER). In
this context, FER is defined as the ratio of Application Data Tables (ADTs) contain-
ing errors, without MPE-FEC error correction being applied, during a given obser-
vation period. Consequently, FER5 corresponds to 5% ADTs containing errors,
counted over the observation period. MFER is the ratio of uncorrected MPE-FEC
frames during an observation period; MFER5 therefore corresponds to 5% uncor-
rected MPE-FEC frames over the observation period. FER and MFER showed to be
extremely good indicators of the QoR for each service. Moreover, FER constitutes
a mimic of a DVB-T like transmission, while MFER highlights the improvement
brought by the DVB-H transmission. FER5 and MFER5 have been used during lab-
oratory test sessions where their drawbacks (i.e., the need to wait for the reception
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of a large number of MPE-FEC frames) are tolerable; sufficient QoR for streaming
video applications is achieved with MFER smaller than 5%.

If all erroneous frames were discarded at the decoder, the user could experience
long times of blackout during a service. This is undesired, especially for streaming
video services, where absolutely error free reception is not required, and can be
compensated by means of proper concealment techniques.

The approach adopted to overcome the effects of receiver mobility is a Reed-
Solomon link layer FEC code, denoted with RS(255, 191) [18]; moreover, to facil-
itate error detection in the receiver, a Cyclic Redundancy Check (CRC) is also
performed, for sections of encoded RS data [8]. Several decoding methods have
been tested for application in the DVB-H link layer FEC; among them, Section Era-
sure (SE), conventional Non Erasure (NE), Transport Stream Erasure (TSE), Hier-
archical Section Erasure (HSE), and Hierarchical Transport Stream Erasure (HTS).
The advantage of hierarchical decoding and the drawback of erasure decoding are
clearly demonstrated when measuring ESR. Figure 16.2 [8] presents the ratios of
visible erroneous seconds, for a video stream bit rate of 350 kbps and a frame rate
of 25 fps, in the case of a 10 Hz Doppler frequency. A visible error is assumed to
occur when at least one of the 25 images is erroneous; the error is assumed to be
visible when at least half of the bytes of the image are incorrect. The QoR criterion
ESR5 is marked as a solid line in the figure. For simulation purposes, a model that
determines whether a TS packet contains errors or not is sufficient as a tool for FER
evaluation. In practice, when a TS packet contains eight erroneous bytes or less, the
packet can be labelled error free. This is due to the eight-byte correction capability
of the RS code used in the DVB-T modulators [20].

RS coding is further reinforced, in DVB-H, by virtual time interleaving. For
mobile conditions above 10 Hz Doppler, the MPE-FEC protection scheme lowers

0,001

0,01

0,1

1

HSE SE NE H TSE UNC

C/N=13 dB, MFER SE=14%
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Fig. 16.2 Ratios of visible erroneous seconds, for a Doppler frequency of 10 Hz, when different
decoding techniques are applied (UNC stands for the Uncoded option)
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the required C/N, while the maximum tolerable receiver speed increases. For pedes-
trian situations, below 10 Hz Doppler, the effects of the virtual time interleaver are
less efficient, and DVB-H transmissions benefit mainly from the ruggedness brought
by the RS protection, and DVB-T in general. But, in this area, the absolute duration
of the service bursts is expected to bring further advantages. In brief, the use of
MPE-FEC in DVB-H transmissions nicely makes the service availability indepen-
dent of the receiving speed, while canceling a large part of the C/N penalty suffered
by the receiver in motion. Further details about the DVB-H system and architecture
can be found in [4, 6].

16.3 Overview of Error Concealment Strategies in H.264/AVC

In the framework of Motion Estimation based video codecs, like H.263 and H.264,
which adopt variable length coding techniques, even a single error bit can cause the
loss of synchronism at the decoder, thus making impossible the right processing of
the subsequently received bits, until the arrival of the next synchronization code-
word. In order to avoid this “avalanche” effect, each frame is divided into slices; a
slice consists of a number of MBs and, at the beginning of each slice, a synchro-
nization code is inserted. This way, errors in the decoding of a slice will not have
effects on the correct decoding of the following slices.

When one or more MBs within a frame are lost, the video decoder can restore the
damaged frame, by using past and/or future frames, or the other MBs of the same
frame, correctly received. According to these options, temporal or spatial Error Con-
cealment, respectively, are defined; a third set of Error Concealment solutions are
called hybrid, as they mix available temporal and spatial information to recover the
lost data. In the framework of H.264 video coding, it is possible to adopt spatial
Error Concealment for Intra (I) pictures and temporal Error Concealment for Pre-
dicted (P) and Bi-predicted (B) pictures. Algorithms restoring Intraframes, in gen-
eral, interpolate the missing pixels on the basis of the available neighboring pixels
in the same frame. Algorithms used for Interframes can be a little bit more involved,
as they can adopt different approaches to restore the lost MBs: as an example, if
the frame is characterized by low motion, MBs can be copied from one or more
previously decoded frames; if the frame belongs to a high motion sequence, a miss-
ing MB can be restored by searching and copying the most likely one, among those
correctly received.

Temporal Error Concealment methods estimate the motion of missing MBs and
use this estimate to perform motion compensated temporal replacement of the lost
MBs. First, a list of Motion Vector (MV) candidates is formed, for estimating the
motion of the missing MB. Then, each of the MV candidate is tested by a matching
error measure. The MV that minimizes the matching error is selected as a replace-
ment for the missing MV of the lost MB. The performance of temporal Error
Concealment methods is strongly affected by the matching error measure used.
Two different criteria for selecting a suited matching measure are the smoothness
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criterion and the uniform motion criterion. Smoothness is measured as the Bound-
ary Matching Error (BME), defined as the sum of absolute differences along the
one-pixel boundary between the recovered MB and the surrounding ones. Motion
uniformity is measured as the External Boundary Matching Error (EBME), which
is defined as the sum of absolute differences between the multiple pixel boundary
of MBs adjacent to the missing one, in the current frame, and the same boundary
of MBs adjacent to the replacement MB in the reference frame. Tests [1] show that
using EBME can lead to substantial improvements in concealment performance,
with EBME being favored over BME thanks to its lower complexity.

Concealment in the spatial domain is typically based on mean interpolation or
fast Discrete Cosine Transform (DCT) methods, and it is usually applied to MBs
of I frames, which are used as a reference for P and/or B frames. Considerable
compression ratios can be achieved through DCT, by ignoring most of the high
frequency DCT coefficients, which does not lead to perceivable quality degradation.
The 2-D DCT transform is defined by

y(k, l) =
M−1

∑
i=0

N−1

∑
j=0

cos
(

π(2i+1)k
2M

)
cos

(
π(2 j +1)l

2N

)
x(i, j) (16.1)

where x(i, j) and y(k, l) denote an input and output matrix of the same size, M×N,
respectively.

The transformed block, whose bidimensional DCT coefficients are computed
according to (16.1), contains both the lost pixels and the reliable pixels; if the
number of high frequency coefficients set to zero equals the number of missing
pixels, the lost area can be fully determined by solving a determined system of
equations [28]. This procedure can be viewed as a kind of interpolation using bor-
der pixels to restore the missing ones, with the further advantage of being able to
preserve edge information, if present in border pixels. Thanks to this feature, DCT
based interpolation can outperform mean interpolation, which yields visual artifacts
when applied to sharp blocks, or blocks containing edge information. Several other
approaches to spatial concealment can be found in the technical literature; among
them, it is worth citing the Projection Onto Convex Sets (POCS) method [30] and
Maximum A Posteriori (MAP) estimator based methods (see, for example, [22,23]).

Results and quality performance obtainable through hybrid Concealment tech-
niques are discussed, among the others, in [3]. The frame motion content, which
determines the concealment strategy to adopt, can be computed as the average num-
ber of MVs in the frame. This value is compared against a threshold, above which
the missing MBs are restored through the MVs of the nearby MBs, thus minimizing
the difference among the edge pixels. This way, a uniform image can be obtained,
as justified by the expectation that the movement of a close area in the image is
strongly correlated. Intraframes are recovered by interpolating the lost pixels from
the adjacent ones, inside the same frame. The lost MBs of a P frame are recovered
from those of the previous frame, if they belong to a low movement video sequence,
or from the near ones correctly received inside the same frame, if they belong to a
high motion video sequence.
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Fig. 16.3 (a) Corrupted Stefan CIF Intraframe and (b) recovered Stefan CIF Intraframe

An introductory example is shown in Fig. 16.3, by means of a corrupted Stefan
CIF sequence, generated by simulating the loss of two RTP packets, each one trans-
porting one slice of 22 MBs (a single line of a CIF picture) and belonging to the first
I frame. In Fig. 16.3a the degradation of the video content is clearly visible, when
the decoder does not perform Error Concealment. Comparison with Fig. 16.3b, cor-
responding to the activation of the Reference Decoder JM 7.3 [9] Error Concealment
module, shows that, since the corrupted frame is of I type, the lost MBs have been
interpolated from the adjacent ones, and the recovered slices look softened.

If the lost RTP packet contains MBs belonging to an I or a P frame, this causes
error propagation also in the subsequent P frames. As a consequence, the other
frames show a residual error that, however, gets lower and lower as the sequence
evolves in time. In the example of Fig. 16.3, where the Stefan sequence is encoded
according to an IPPP. . . P pattern, the effects of the errors in frame #1, which is the
only I frame, become weaker and weaker, and just after 50 frames the recovered
sequence is very similar to the original one.

To get an objective evaluation of the quality degradation experienced by con-
cealed video sequences, it is useful to refer to the Peak Signal to Noise Ratio (PSNR)
values of the image components, Luma (Y), Chroma blue (U), and Chroma red (V).
PSNR is defined as follows:

PSNR = 10log

⎛
⎜⎜⎜⎝

2552

1
NM

N−1
∑

i=0

M−1
∑
j=0

(x(i, j)− xR(i, j))2

⎞
⎟⎟⎟⎠ (16.2)

where x(i, j) refers to the original color component in pixel position (i, j) and
xR(i, j) refers to the color component after decoding; N and M specify the
image size.

An example of evaluation of the Y, U, and V PSNR values as a function of a
parameter expressing the amount of RTP packets lost during transmission (namely
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Fig. 16.4 Examples of PSNR evaluation (Stefan CIF sequence) as a function of the packet loss (a)
without and (b) with activation of the Reference Decoder JM 7.3 Error Concealment algorithm

packet loss rate, PLR) is shown in Fig. 16.4, for the Stefan CIF sequence. By
comparing the curves obtained without (Fig. 16.4a) and with (Fig. 16.4b) Error
Concealment, it is possible to see that, in the former case, PSNR decreases almost
exponentially, whilst, after activation of the concealment algorithm, degradation for
increasing PLR occurs according to a much more favorable, roughly linear, law. It
is wise to remind that the objective evaluation provided by PSNR is usually a pre-
liminary step in judging the quality of the concealed image. A further, fundamental,
step is the subjective evaluation that can be realized via formal subjective tests, or
expert viewing experiments.
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Further tests can be performed by setting different values of the Intraperiod (IP)
parameter, which influences the encoder Error Resilience capability: as a matter
of fact, I frames in the encoded video sequence represent “refresh points” of the
sequence itself, which help an increase of PSNR. Actually, when IP is not zero, the
Error Concealment algorithm is more effective, but only when errors or slice losses
do not affect the I frames. On the contrary, if the reference I frames are damaged,
PSNR values may also decrease.

The example in Fig. 16.5 refers to IP = 0; in Fig. 16.6, instead, IP = 15 is
assumed. As shown in Fig. 16.6a, any time a packet is lost, the PSNR degrades,
but the quality level is restored by the arrival of the I frame (with IP = 15). The only
exception (for the considered example) is at frame #15 where the I frame is simul-
taneous with a loss. The situation is very different when the concealment algorithm
is active (see Fig. 16.6b): the PSNR values for the three components are high and
almost constant, thus testifying the effectiveness of the procedure for the considered
sequence.

As discussed before, it is possible to adopt spatial Error Concealment for I pic-
tures and temporal Error Concealment for P and B pictures. Accordingly, suited pro-
cedures were implemented in the JM7.3 Reference Software. Based on experimental
tests, there is some evidence that the efficiency of the latter algorithm is superior to
that of the former one, most of all if quality perception is measured though a sub-
jective evaluation. As a matter of fact, for both techniques, the application of the
restoration algorithm permits to increase the average PSNR (objective evaluation),
but when using spatial Error Concealment a “soft effect” generally appears, with
severe implications on the image quality. Such an effect is not present when using
the temporal replacement algorithm, for P frames.

Following experimental evidences, the temporal Error Concealment technique
could be applied to any frame in error, either Intra or Inter, with the obvious excep-
tion of the first frame, where spatial Error Concealment must be necessarily applied
(temporal replacement does not work). This change has been easily introduced in
the reference software, acting on the condition which permits to choose the algo-
rithm for recovering a damaged frame. The results obtainable through such an easy
modification are very interesting.

Obviously, in order to test the efficiency of the modification, the IP parameter
must be set at a value different from 0. For IP = 0, the modification is ineffective.
An example is shown in Fig. 16.7, where IP = 15 and frame #60 of the Akiyo
sequence is considered. The Akiyo sequence is characterized by low motion, basi-
cally localized in the central area of the frame. In this condition, use of the tem-
poral Error Concealment is particularly effective, since subsequent frames exhibit
strong correlation. It is therefore possible to maintain high quality for the image,
simply copying the missing MBs from the previous frame. Conversely, the spatial
Error Concealment would restore the missing MBs on the basis of the nearby pixels
correctly received, often altering completely the scene, most of all when it contains
marked edges or details. The proposed widespread adoption of the temporal replace-
ment technique might show its limits in the case of sequences with high motion, like
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Fig. 16.5 Examples of PSNR evaluation (Akiyo CIF sequence, IP = 0): (a) without and (b) with
activation of the Error Concealment algorithm and (c) simulated packet loss distribution (PLR =
2.77%)
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Fig. 16.6 Examples of PSNR evaluation (Akiyo CIF sequence, IP = 15, PLR = 2.55%): (a) with-
out and (b) with activation of the Error Concealment algorithm and (c) simulated packet loss dis-
tribution

Stefan. Actually, the performance achievable in this case, by the modified algorithm,
is generally worse than that in the case of low motion sequences.

Anyway, it must be said that the annoyance resulting from an incomplete tem-
poral replacement is often more tolerable than the softening effect induced by the
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Fig. 16.7 Comparison between the result of (a) the Error Concealment algorithm in JM7.3 and
(b) its modified version, for frame #60 of the Akiyo sequence

spatial restoration. Local (i.e., in correspondence of specific frames) evaluation of
the PSNR is often ambiguous, not providing a good measure of the subjective qual-
ity of the recovered image. In this sense, values averaged on the ensemble of frames
are more significant.

A more flexible solution for an effective concealment of video sequences featur-
ing different properties can exploit scene change detection to adjust the recovering
strategy, in such a way as to better fit each frame characteristic. This is the basic
idea on which the concealment solution presented in the next section is built, which
makes it possible to obtain an effective strategy under several conditions, without a
remarkable computational overhead on the decoding device.

Before moving to the discussion of a scene change detection based concealment
solution suited to DVB-H devices, it is worth citing a further family of Error Con-
cealment algorithms that are able to face whole frame losses, a condition that can be
quite common in wireless environments. As a matter of fact, when dealing with low
bit rate packet based video communications, video frames may have a very small
size; in many cases, a single frame fills the payload of a single network packet. If a
packet gets lost, a whole frame loss occurs. In order to face whole frame losses, a
novel technique has been proposed in [2]: optical flow (OF) estimation is applied to
Error Concealment, together with multiframe estimation that exploits the multiple
reference frame buffer featured by H.264/AVC codecs. The loss of a whole video
frame makes the assumptions that underlie most Error Concealment algorithms not
verified; this way, classical spatial or temporal solutions cannot be applied. The
capability of estimating entire missing frames of a video sequence is built upon
the OF constraint, i.e. finding an approximate solution of the OF equation, whose
unknowns are both the MVs and the intensity information of the missing frame. The
proposed algorithm divides the estimation problem into two subtasks: the estimation
of the missing frame OF, based on the previous received frames, and the projection
of the previous frame onto the missing one, based on this estimated information.
The complexity of the solution is due to the fact that the relationship between the
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Table 16.2 Average PSNR (dB) for several video sequences (QCIF, YUV 4:2:0, frame rate =
10fps, bit rate = 64kbps) at various PLRs, obtained by the OF based EC method, and the repetition
of the last correct frame EC method

Sequence PLR OF based EC Repetition based EC

Foreman 5% 23.95 21.36
Foreman 10% 20.82 18.60
Foreman 20% 20.39 19.14
Table Tennis 5% 28.80 26.39
Table Tennis 10% 29.07 26.35
Table Tennis 20% 23.10 20.94
Coastguard 5% 28.09 26.09
Coastguard 10% 25.18 23.00
Coastguard 20% 24.46 22.39

OF and the intensity information is not known. A generally used model for such a
relation is given by

dx(sH,sV, t)
dt

= 0 (16.3)

being sH and sV the horizontal and vertical spatial coordinates, t the temporal coordi-
nate, and x(sH, sV, t) the intensity distribution of the video sequence. The proposed
algorithm has been extensively tested on several sequences, with both independent
and correlated packet loss models, using loss parameters typical of the wireless con-
text. It resulted to outperform the only alternative technique for whole frame losses,
i.e. the repetition of the last correctly received frame, as shown in Table 16.2, for
some of the tested configurations. The proposed solution exhibits very high PSNR
gains, provides good visual quality, and results to be an attractive choice for real-
time applications, thanks to its limited complexity.

To conclude this section, a huge amount of technical literature exists on the topic
of Error Concealment, and new solutions are continuously proposed to the scientific
community; details about the schemes herein discussed, or novel strategies, can be
found in the cited references.

16.4 An Error Concealment Algorithm for H.264/AVC Video
Transmission to DVB-H Devices

As previously discussed, the available bandwidth on a wireless channel, and there-
fore the bit rate over the radio link, is limited and likely to be low, so that the achiev-
able compression is one of the main features motivating the adoption of H.264/AVC
in a wireless environment.

In addition to high-compression efficiency, the video coding standard for real-
time services in wireless environments has to be error resilient. However, this fea-
ture, which mainly affects the encoder, relies on the activation of coding options
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that are usually beyond the H.264/AVC baseline profile, and require an increased
complexity in the encoder operations. On the other hand, the baseline profile is the
one able to better handle real-time video communications. Loss of data is a con-
sequence of the errors and impairments due to the harsh radio environment: it is
necessary to implement suited strategies able to manage data cancelations. More-
over, it is worth noting that new directions in the design of wireless systems do not
necessarily aim at error rate minimization, but rather at throughput maximization.
If we assume that bit errors are detected by the lower layer entities, any remain-
ing transmission error results in a packet loss. Therefore, it is necessary to ensure
that the decoder is able to react to data losses, by applying appropriate concealment
strategies.

The concealment algorithm originally implemented within the Reference Soft-
ware version JM9.7 [10] is a hybrid scheme: if the block to conceal belongs to an
I frame, the missing pixels are obtained as a weighted interpolation of the pixels
located in the available adjacent MBs, according to a suboptimum approach based
on a MAP estimate. In the case of a lost MB in a P frame, the algorithm adopts
two different strategies, depending on the motion degree of the video content: low
motion MBs are simply replaced by copying the corresponding MBs from the last
reference frame, whereas high motion MBs require further computation. Both the
strategies are based on the so-called status map of the MBs, in which every MB is
marked as correctly received, lost, or concealed. In order to recover a current MB
marked as lost, not only the available correctly received MBs, but also the previously
concealed ones, can be used in the concealment process.

As any hybrid concealment solution, the algorithm provided within Refer-
ence Software JM9.7 shows some drawbacks, basically related to the following
issues:

– The restoring strategy applied to I frames is not effective on wide damaged areas,
or if the image is rich in details; under these conditions, spatial interpolation
determines a shading effect with loss of details.

– The restoring strategy conceived for P frames is effective in the case of null
or very low motion video sequences, but it produces wrong effects when scene
change events occur.

With the aim of improving the behavior of the JM9.7 concealment scheme, and,
more in general, of a hybrid solution, the integration of a low complexity scene
change detection algorithm is proposed [24, 25], so that concealment of the dam-
aged frames can be performed on the basis of detected scene change events, instead
of referring to the coding features of the frames (i.e., I or P frame). The results
presented in the following refer to the JM9.7 Reference Software; even if other and
more recent versions of the Reference Software have been released, their Error Con-
cealment features do not differ significantly from those present in JM9.7 that can be
assumed as a representative implementation.
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16.5 Error Concealment Based on Scene Change Detection

When processing P frames, the H.264/AVC encoder exploits the temporal correla-
tion among them to find a good predictor for a block, using motion compensation
techniques. When a scene change occurs, the correlation among blocks gets lost and
the majority of the MBs in the frame is coded in Intramode. According to this con-
sideration, if the number of MBs encoded as Intra within an Interframe gets higher
than a threshold, it is reasonable to assume that a scene change has occurred. In this
case, even in presence of an Interframe, it is better to perform a spatial concealment
at the decoder, by interpolation from adjacent MBs. For experimental purposes, the
threshold has been set to 30%; actually, this value is not always appropriate, espe-
cially in some specific situations related to panning effects of the camera. Besides a
threshold for detecting scene change events, it is also important to set a threshold for
the minimum number of correctly received MBs. In the presence of wide damaged
areas, copying the missing MBs from the previous frame is better than restoring
them by interpolation, at least from the subjective perception point of view.

Temporal correlation is not available in the case of I frames, so that a simple
scene change detection can be performed by properly sampling four distinct MBs,
one within each quadrant of the frame. Once the sample MBs are selected, the cor-
responding blocks in the most recent available reference image are located, for SAD
(Sum of Absolute Difference) computation. The resulting SAD value is compared
to a threshold, whose value is obtained experimentally; if higher, a scene change is
revealed.

A block diagram of the concealment scheme resulting from the application of
the simple scene change detector is plotted in Fig. 16.8. As shown in the diagram,

Fig. 16.8 Block diagram of the Error Concealment scheme based on a simple scene change
detector
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either in the case of an Intra or Interframe, a scene change detection is performed.
If no scene change is revealed within an Intraframe, then a plain temporal replace-
ment strategy [3] is adopted, to restore the damaged blocks, otherwise the conceal-
ment algorithm for Intraframes, already provided by the JM9.7 Reference Software,
is invoked. The same JM9.7 concealment scheme for Intraframes is activated also
in the case of a scene change detected within an Interframe, whereas the JM9.7
concealment solution, specifically conceived for Interframes, is activated, when no
changes are detected.

16.6 Experimental Results and Performance Evaluation

In order to test the effectiveness of the proposed low complexity algorithm based
on scene change detection, a modified version of the JM9.7 Reference Software
decoder has been implemented, and tested off-line, on a 300 frames QCIF video
sequence obtained as an ensemble of different, shorter, sub-sequences. This way,
true scene changes occur at any time a given sub-sequence ends and a new one
starts; moreover, all sub-sequence features, like panning effects in Stefan or Fore-
man, are maintained. The sub-sequences have been chosen according to their motion
properties, ranging from standard static sequences (i.e., Akiyo, Mother& Daughter),
to dynamic ones (like Stefan, Gladiator). A quantization parameter (QP) equal to 28
has been selected for both Inter and Intraframes; five frames are available for ref-
erence during the encoding process, and an IP equal to 15 has been configured.
This way, every 15 frames, a frame is always encoded as Intra, in order to ensure a
refresh point in the sequence, which can help recovering from eventual errors in the
decoding process.

In order to simulate an error prone transmission environment, the encoder has
been suitably modified, so that the resulting encoded sequence shows a PLR of
14.35%: in a set of 2702 RTP packets used to encapsulate the compressed video
data, 388 are randomly deleted to simulate their loss. Each packet carries a single
slice of a QCIF frame, i.e. a row of 11 MBs. In Fig. 16.9 the percent number of MBs
that are correctly received within each frame of the sequence is shown, according to
the MB classification provided by the status map at the decoder.

The ensemble video sequence is given as input to the modified version of the
decoder, to which the following configuration applies:

– Scene change detection for Interframes: percent number of Intra-MBs >30%,
percent increment of the number of Intra-MBs between subsequent frames >30%

– Concealment of Interframes with detected scene change: spatial concealment, as
the original JM9.7

– Concealment of Interframes with no scene change detected: temporal conceal-
ment, as the original JM9.7

– Scene change detection for Intraframes: four sample MBs, SAD threshold equal
to 5000
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Fig. 16.9 Percent number of MBs correctly received, for each frame

Table 16.3 Average PSNR values resulting from the JM 9.7 decoder and the modified decoder
integrating a simple scene change detector

PSNR Y (dB) PSNR U (dB) PSNR V (dB)

Original JM 9.7 decoder 27.33 42.39 42.67
Modified decoder 30.79 46.48 47.02

– Concealment of Intraframes with detected scene change: spatial concealment, as
the original JM9.7

– Concealment of Intraframes with no scene change detected: temporal
replacement

The performance obtained by means of the modified decoder is compared to those
provided by the original Reference Software decoder, in terms of objective quality
of the decoded sequence, expressed by the average PSNR values of its color com-
ponents. The results are summarized in Table 16.3.

The comparison among the results in Table 16.3 shows that the modified decoder
has, on average, a better behavior, which is actually confirmed also by the results
related to each single frame of the sequence, as shown in Fig. 16.10.

Besides an objective evaluation of the two decoding schemes, their performance
has been subjectively tested also, by considering a visual comparison between corre-
sponding frames decoded by the two different tools. In the following, results related
to the case of a scene change between Interframes and Intraframes are shown, which
again confirm a better behavior of the modified scheme, with respect to the origi-
nal one.

In Fig. 16.11b it is evident that frame no. 201 is restored by spatial interpola-
tion, even if it is an Interframe. The result obtained is better than the one shown
in Fig. 16.11a, where slices not belonging to the correct video sequence are used
anyway to recover the same frame (201). Better performance is also confirmed in
the case of Intraframes, as shown in Fig. 16.12.
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Fig. 16.10 Comparison of the frame PSNR Y values obtained by means of the two decoders

Fig. 16.11 Visual comparison in the case of a scene change between Interframes: (a) JM 9.7
decoder and (b) modified decoder
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Fig. 16.12 Visual comparison in the case of a scene change between Intraframes: (a) JM 9.7
decoder and (b) modified decoder

As previously described, in order to detect a scene change in the case of
Intraframes, four sample MBs are selected within the QCIF frame, and their SAD
values compared to the ones of the corresponding MBs co-located in the following
frame. Actually, this strategy fits well to bigger image formats, like CIF, whereas
it can be considered redundant in the case of a QCIF frame. Moreover, the SAD
computation performed over four different MBs could be resource consuming at
the receiver. According to these considerations, the scene change detector can be
modified, in the case of Intraframes, by considering a single scanning procedure
over the whole QCIF frame, i.e. a single reference MB for the SAD computation.

Comparing the new SAD values resulting from a single MB evaluation to the
ones obtained by testing up to 4 MBs, it is possible to see that even if the val-
ues are different, the scene change detector shows the same behavior, because the
relationship of the SAD values towards the threshold set to detect a scene change
event has not been modified. This is reported in Fig. 16.13. As a final remark,
the computational time required by the off-line application of the original JM9.7
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and the two alternative decoders, together with the corresponding output quality,
in terms of the average PSNR Y value of the video sequence, are evaluated. The
last version of the modified decoder, that uses only 4 MB for SAD computation,
gives the best quality result, and a computational time equal to the one required
by the original JM9.7 decoder, as reported in Fig. 16.14. At a parity of required
computational time and objective quality provided, the modified decoder performs
an additional SAD computation with respect to the original JM 9.7 decoder, which
means the modified concealment approach has a reduced complexity, with respect
to the original one. Finally, the two modified decoders have been tested against the
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original JM9.7 one, for a number of different PLRs (ranging from 5.75% to 18%),
according to the test conditions suggested by the JVT Packet Loss Simulator [7],
always providing better performance.

16.7 Conclusions

This chapter discussed the main features of the H.264/AVC standard that make it
particularly suited to wireless video communications, and provided an overview of
the main issues related to the complexity and variability of the wireless DVB-H
channel. In order to face channel errors and impairments, suited Error Concealment
algorithms can be conceived and implemented at the decoder, to recover the lost
video information and improving the final quality perceived by the mobile user.

After a detailed overview of the most relevant concealment solutions available
in the technical literature, a specific strategy based on a simple scene change detec-
tor has been presented, which could be effectively adopted within DVB-H devices,
given the design constraints they have to face, in terms of available computing power
and memory resources. The suggested solution can improve the final quality deliv-
ered to the user, without increasing the required computing time.
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Chapter 17
AVS-M: Mobile Video Standard

Liang Fan

17.1 Introduction

AVS-M standard is the seventh part of the standards developed by the Audio Video
Coding Standard (AVS) Workgroup of China with focusing on video coding for
mobility systems and devices with limited computation capability and power con-
sumption. AVS-M standard can cover a broad range of applications including mobile
multimedia broadcasting, IP multimedia subsystem (IMS), multimedia mailing,
multimedia services over packet networks, video conferencing, video phone, and
video surveillance.

AVS Workgroup was authorized and established by Science and Technology
Department under Ministry of Information Industry of China in June, 2002. To
meet the requirement of information industry and realize the union of the native
enterprises and research institutions, the mandate of the group is to establish (or
edit) such general technical standards as the compression, decoding, processing, and
the representation of digital audio–video and meanwhile provide the digital audio–
video equipments and systems with high-efficient and economic coding/decoding
technologies. This standard is applied in the field of significant information industry
such as high-resolution digital broadcast, high-density laser-digital storage media,
wireless broad-band multimedia communication, and internet broad-band stream
media.

The AVS standard is the series of “Information Technology Advanced Coding of
Audio and Video” standard abbreviation. There are 10 parts of the AVS standard, as
shown in Table 17.1.
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Table 17.1 The AVS standard

Part no. Name

1 System
2 Video
3 Audio
4 Conformance test
5 Reference software
6 Digital media right management
7 Mobile video
8 Transmit AVS via IP network
9 AVS file format
10 Mobile speech and audio coding

AVS-M standard is the seventh part of the AVS standard, which was finished by
the group in 2006 [1].

The rest of this chapter will give an overview on AVS-M standard with being
organized into the following five sections. Section 17.2 presents the overall architec-
ture of AVS-M codec and its features. In Sect. 17.3, the structure and syntax of AVS-
M bitstream will be defined. Section 17.4 is devoted to the key techniques employed
in AVS-M standard. Definitions of the profile and level used in AVS-M standard will
be presented in Sect. 17.5. The last section will give some conclusions and further
discussions on AVS-M standard with its applications and implementation.

17.2 Architecture of AVS-M Codec and Its Features

Figures 17.1 and 17.2 depict the block diagram of AVS-M encoder and decoder,
respectively. Because of the same modules, the architecture of AVS-M looks like
that of H.264 [2].

Each input macroblock needs to be predicted (intra predicted or inter predicted)
in AVS-M. In an AVS-M encoder, the S0 is used to select the proper prediction
method for current macroblock. In an AVS-M decoder, the S0 is controlled by the
macroblock type of current macroblock.

The intra predictions are derived from the neighboring pixels in left and top
blocks. The unit size of intra prediction is 4×4 because of the 4×4 integer cosine
transform (ICT) used by AVS-M. There are nine intra prediction modes for luma
blocks, and three modes for luma blocks. A detail description of AVS-M intra pre-
diction can be found in Sect. 17.4.3.

The inter predictions are derived from the decoded frames. Seven types of block
sizes, i.e., 16× 16, 16× 8, 8× 16, 8× 8, 8× 4, 4× 8, and 4× 4 are supported in
AVS-M. The precision of motion vector in inter prediction is up to 1/4 pixel. Section
17.4.4 gives more detail about AVS-M inter prediction.
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Fig. 17.1 The block diagram of AVS-M encoder

Fig. 17.2 The block diagram of AVS-M decoder

The prediction residues are transformed with 4× 4 ICT. The ICT coefficients
are quantized using a scale quantizer. More detail of the transform and quan-
tization can be found in Sect. 17.4.2. The scanning order of quantized coeffi-
cients used in AVS-M is still zig-zag similar to that used in MPEG-1 [3] and
MPEG-2 [4].

AVS-M employs an adaptive VLC coding technique. There are two differ-
ent types of Exp-Golomb codebook corresponding to different distributions, as
described in Sect. 17.4.1. Some mapping tables are defined to map coded symbol
into a special codebook and its elements.

The sum of prediction and current reconstructed error image forms the recon-
structed reference. AVS-M uses the deblocking filter in motion compensation loop.
The deblocking process directly acts on the reconstructed reference first across
vertical edges and then across horizontal edges. Obviously, different image regions
and different bit rates need different smoothes. Therefore, the deblocking filter is
automatically adjusted in AVS-M depending on activities of blocks and QP parame-
ters. Section 17.4.5 has the detail of AVS-M loop filter.
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17.3 Structure and Syntax of AVS-M Bitstream

17.3.1 AVS-M Bitstream Format

AVS-M specifies the network abstraction layer (NAL) unit stream and the byte
stream. The NAL unit stream consists of a sequence of NAL units. The byte stream
is constructed from the NAL unit streams by prefix each NAL unit with a start code
“0000 0000 0000 0000 0000 0001”. The nal unit type specified in AVS-M is in
Table 17.2.

The syntax of AVS-M NAL units is shown in Fig. 17.3. Figure 17.4 gives the
syntax of sequence parameter set NAL unit and picture parameter set NAL unit.
Figure 17.5 shows the syntax of supplemental enhancement information NAL unit.
Figures 17.6 and 17.7 give the syntax of random access point indicator NAL unit and
RBSP (raw byte sequence payload) trailing bits, respectively.

17.3.2 Video Sequence

Video sequence is the highest syntactic structure of AVS-M bitstream. An AVS-M
bitstream consists of one or more video sequences. An AVS-M video sequence con-
sists of one or more access units. The first access unit of each video sequence should
be an IDR access unit. All subsequent access units in the video sequence are non-
IDR access units.

Table 17.2 NAL unit type

nal unit type Content of NAL unit and RBSP syntax

0 Unspecified
1 Picture header of a non-IDR picture
2 Picture header of an IDR picture
3 Slice
4 Sequence parameter set (SPS)
5 Picture parameter set (PPS)
6 Supplemental enhancement information (SEI)
7 Random access point indicator
8 .. 23 Reserved
24 .. 31 Unspecified

Fig. 17.3 Syntax of NAL unit
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(a) Sequence parameter set. (b) Picture parameter set.

Fig. 17.4 Syntax of parameter set

If an access unit contains a random access point indicator NAL unit, it either is
an IDR access unit or it contains gradual random access SEI message. Every access
unit can have at most one random access point indicator NAL unit. When random
access point indicator NAL unit is present, it shall be the first NAL unit of the access
unit in decoding order. The decoding of the access units following it shall not refer
to any sequence parameter set NAL unit, picture parameter set NAL unit or SEI
NAL unit preceding it.

In gradual random access SEI message, recovery frame cnt specifies the frame
number of the recovery picture containing this SEI message, with range of 0–31.
If decoding process starts from the coded picture containing gradual random access
SEI message, all pictures are indicated to be correct in content starting at the position
of the picture having the frame number equal to current frame number frame num
incremented by recovery frame cnt in modulo 32 arithmetic.

17.3.3 Pictures

AVS-M only supports progressive video sequence. So in AVS-M, one picture is one
frame. AVS-M supports the 4:2:0 format, as shown in Fig. 17.8.

AVS-M specifies two types of pictures, which is I picture and P picture. In
AVS-M, P picture can have a maximum of two reference frames for forward predic-
tion. Motion vectors can exceed the boundaries of the reference picture. In this case,
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(a) SEI RBSP. (b) SEI message.

(c) SEI payload. (d) Gradual random access SEI message.

Fig. 17.5 Syntax of SEI

Fig. 17.6 Syntax of random
access point indicator

Fig. 17.7 Syntax of RBSP
trailing bits
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Fig. 17.8 Nominal vertical
and horizontal locations of
4:2:0 luma and chroma sam-
ples in a frame

Fig. 17.9 Syntax of picture
header

the nearest pixel within the frame shall be used to extend the boundary. A reference
pixel block shall not exceed the picture boundary beyond 16 pixels for luma samples
and 8 pixels for chroma samples, in both horizontal director and vertical direction.

The syntax of picture header is shown in Fig. 17.9. Pictures are ordered consec-
utively in the bitstream, whose order is the same as decoding order. An access unit
consists of one primary coded picture and other NAL units except the picture header
NAL units and slice NAL units.

17.3.4 Slices

A slice is a sequence of macroblocks ordered consecutively in the raster scan. Mac-
roblocks within a slice shall not overlap and slices shall also not overlap. Except in
loop filtering process, the decoding process for macroblocks within a slice shall not
use the data from other slices of the picture. Figure 17.10 gives an example of slice
structure.

The syntax of slice is shown in Fig. 17.11. Slice NAL units shall be ordered in
ascending order of the value of first mb in slice.
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Fig. 17.10 Slice structure

(a) Slice layer RBSP. (b) Slice header.

(c) Slice data.

Fig. 17.11 Syntax of slices

17.3.5 Macroblocks and Blocks

Picture is divided into macroblocks. The upper-left sample of each macroblock shall
not exceed picture boundary.

Macroblock partitioning and submacroblock partitioning are shown in
Figs. 17.12a and b, respectively. The partitioning is used for motion compensa-
tion. The number in each rectangle specifies the order of appearance of motion
vectors and reference indices in a bitstream.



17 AVS-M: Mobile Video Standard 493

(a) Macroblock partitioning.

(b) Sub-macroblock partitioning.

(c) 8×8 partitions. (d) 4×4 partitions.

Fig. 17.12 Macroblocks

A macroblock can be partitioned into six 8×8 blocks (four luma blocks and two
chroma blocks) or twenty-four 4 blocks (16 luma blocks and 8 chroma blocks). The
coding order of these blocks is shown in Figure 17.12c and d, respectively.

There are two macroblock types of I-picture specified by AVS-M. If mb type
is 1, the type of current MB is I 4x4; otherwise, the type is I Direct.
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Table 17.3 Macroblock types of P picture

MbTypeIndex Macroblock type Number of MVs

0 P Skip 0
1 P 16x16 1
2 P 16x8 2
3 P 8x16 2
4 P 8x8 4 .. 16
5 I 4x4 0

Table 17.4 Submacroblock types of P picture

sub mb type Submacroblock type Number of MVs

0 Sub 8x8 1
1 Sub 8x4 2
2 Sub 4x8 2
3 Sub 4x4 4

The macroblock types of P-picture are shown in Tables 17.3 and 17.4. If
skip mode flag is 1, then MbTypeIndex is equal to mb type plus 1; otherwise,
MbTypeIndex is equal to mb type. If MbTypeIndex is greater than or equal to 5,
MbTypeIndex is set to 5.

The syntax of macroblock and block is shown in Fig. 17.13.

17.4 The Key Techniques in AVS-M Standard

17.4.1 Entropy Coding

AVS-M uses Exp-Golomb code, as shown in Table 17.5, to encode syntax elements
such as quantized coefficients, CBP, macroblock coding type, and motion vectors.
Eighteen coding tables are used in quantized coefficients encoding. The encoder
uses the run and the absolute value of the current coefficient to select the table.

17.4.2 Transform and Quantization

Like H.264, AVS-M also uses a 4 × 4 integer cosine transform (ICT). Equation
(17.1) gives the 4× 4 inverse transform matrix of AVS-M. The operations of the
transform/quantization can be completed within 16 bits. AVS-M uses a prescaled
integer transform (PIT) technology, all of the scale-related operations has been done
in the encoder. The decoder does not need any scale operations.
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(a) Macroblock.

Fig. 17.13 Syntax of macroblock and block
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(b) Block.

Fig. 17.13 continued

Table 17.5 k-th order Exp-Golomb code

Exponential Code structure Range of code number

1 0
0 1 x0 1 .. 2

k = 0 0 0 1 x1 x0 3 .. 6
0 0 0 1 x2 x1 x0 7 .. 14

. . . . . . . . . . . .

1 x0 0 .. 1
0 1 x1 x0 2 .. 5

k = 1 0 0 1 x2 x1 x0 6 .. 13
0 0 0 1 x3 x2 x1 x0 14 .. 29

. . . . . . . . . . . .

T4 =

⎡
⎢⎢⎣

2 3 2 1
2 1 −2 −3
2 −1 −2 3
2 −3 2 −1

⎤
⎥⎥⎦ (17.1)

For a 4×4 block, the decoded levels w′
i j are dequantized with (17.2).

xi j =
(

x′i j ×d(QP)+2s(QP)−1
)
� s(QP), (17.2)

where xi j is the dequantized coefficient, QP is the quantization parameter, d(QP) is
the inverse quantization table, and s(QP) is the varied shift value for inverse quan-
tization. The range of x′i j is [−211,211 −1]. The range of QP is [0,63].

The horizontal inverse transform is performed as follows

H′ = X×TT
4 , (17.3)



17 AVS-M: Mobile Video Standard 497

where X is the 4×4 dequantized coefficient matrix and H′ is the intermediate result
after the horizontal inverse transform.

Then the vertical inverse transform is performed

H = T4 ×H′, (17.4)

H is the 4× 4 matrix after transform. The range of the elements hi j of H shall be
[−215,215 −17].

The elements ri j of the residual matrix is calculated as

ri j =
(
hi j +24)� 5 (17.5)

17.4.3 Intraframe Prediction

AVS-M uses intraframe prediction to improve the performance of intracoded
macroblocks. The intraframe prediction in AVS-M is conducted for each 4 × 4
luma/chroma block in the spatial domain. AVS-M defines 9 modes for 4× 4 luma
block and 3 modes for 4× 4 chroma block, as shown in Tables 17.6, and 17.7 and
Fig. 17.14.

Each 4× 4 luma block has a predicted intra prediction mode, which is derived
from the left and upper neighbouring blocks. AVS-M defines two intra-coded mac-
roblock coding types, I 4x4 and I Direct. Intra-coded macroblocks in P picture can
be I 4x4 only.

Table 17.6 Luma intra prediction mode

Luma mode Name

0 Intra Luma Down Left
1 Intra Luma Vertical Left
2 Intra Luma Vertical
3 Intra Luma Vertical Right
4 Intra Luma Down Right
5 Intra Luma Horizontal Down
6 Intra Luma Horizontal
7 Intra Luma Horizontal Up
8 Intra Luma DC

Table 17.7 Chroma intra prediction mode

Chroma mode Name

0 Intra Chroma DC
1 Intra Chroma Horizontal
2 Intra Chroma Vertical
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(a) Luma prediction. (b) Chroma prediction.

Fig. 17.14 Intraframe prediction

If a macroblock is I 4x4 macroblock, the intraprediction mode of 4× 4 luma
blocks in the macroblock is determined as follows:

1. If pred mode flag is ‘0’, intra prediction mode is equal to predicted intra predic-
tion mode.

2. If pred mode flag is “1”, and intra luma pred mode is less than predicted
intraprediction mode, then intraprediction mode is equal to intra luma pred
mode; otherwise, intraprediction mode is equal to intra luma pred mode plus 1.

If a macroblock is I Direct macroblock, the intraprediction mode of the sixteen
4×4 luma blocks in the macroblock is equal to predicted intra prediction mode.

If current block is a chroma block, the intraprediction mode is equal to
intra chroma pred mode. Every 4 × 4 chroma block of the macroblock uses the
same intra prediction mode.

According to Figs. 17.14a and b, the number of reference samples used in intra
prediction is 17 (samples marked with r[i] or c[i], i = 0, . . . ,8). Only 9 of 17 reference
samples are get from current picture. Reference samples r[5] to r[8] is equal to r[4],
and c[5] to c[8] is equal to c[4].

17.4.4 Interframe Prediction

AVS-M defines I picture and P picture. P pictures use forward motion compensated
prediction. The maximum number of reference pictures used by a P picture is two.
To improve the error resilience capability, one of the two reference pictures can be
a I/P pictures far away from current picture.

AVS-M also specifies nonreference P pictures. If the nal ref idc of a P picture is
equal to 0, the P picture shall not be used as a reference picture. The nonreference
P pictures can be used for temporal scalability.
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The reference pictures are identified by the reference picture number, which is
0 for IDR picture. The reference picture number of a non-IDR reference picture is
calculated as follows:

refnum =
{

refnumprev +num−numprev, numprev ≤ num
refnumprev +num−numprev +32, otherwise (17.6)

where num is the frame num value of current picture, numperv is the frame num
value of the previous reference picture, and refnumperv is the reference picture num-
ber of the previous reference picture.

After decoding current picture, if nal ref idc of current picture is not equal to 0,
then current picture is marked as “used for reference”. If current picture is an IDR
picture, all reference pictures except current picture in decoded picture buffer (DPB)
shall be marked as “unused for reference”. Otherwise, if nal unit type of current
picutre is not equal to 0 and the total number of reference pictures excluding current
picutre is equal to num ref frames, the following applies:

1. If num ref frames is 1, reference pictures excluding current picutre in DBP shall
be marked as “unused for reference.”

2. If num ref frames is 2 and sliding window size is 2, the reference picture exclud-
ing current picutre in DPB with smaller reference picture number shall be marked
as “unused for reference.”

3. Otherwise, if num ref frames is 2 and sliding window size is 1, the reference
picture excluding current picture in DBP with larger reference picture number
shall be marked as “unused for reference.”

The size of motion compensation block can be 16× 16, 16× 8, 8× 16, 8× 8,
8×4, 4×8 or 4×4. If the half pixel mv flag is equal to ‘1’, the precision of motion
vector is up to 1/2 pixel, otherwise the precision of motion vector is up to 1/4
pixel. When half pixel mv flag is not present in the bitstream, it shall be inferred
to be “11.”

Figure 17.15 gives the positions of integer, half and quarter pixel samples. Cap-
ital letters indicate integer sample positions, while small letters indicate half and
quarter sample positions. The interpolated values at half sample positions can
be obtained using 8-tap filter F1 = (−1,4,−12,41,41,−12,4,−1) and 4-tap fil-
ter F2 = (−1,5,5,−1). The interpolated values at quarter sample position can be
obtained by linear interpolation.

According to Fig. 17.15, half sample b is calculated as follows:

b′ = −C +4D−12E +41F +41G−12H +4I − J (17.7)

b = (b′ +32) � 6 (17.8)

and half sample h is calculated as follows:

h′ = −A+5F +5N −S (17.9)

h = (h′ +4) � 3. (17.10)

Both b and h should be cliped to the range [0,255].
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Fig. 17.15 The positions of integer, half and quarter pixel samples

Fig. 17.16 Relationship
between variable positions
and reference sample

Quarter sample a is calculated as

a = (F +b+1) � 1. (17.11)

Interpolation of chroma sample values is shown in Fig. 17.16. A, B, C, D are the
integer sample values around the interpolated sample. dx and dy are the horizontal
and vertical distances from predicted sample to A, respectively.

The predicted sample predxy is calculated as

predxy =
(
(8−dx)(8−dy)A+dx(8−dy)B+(8−dx)dyC +dxdyD+32

)
� 6,
(17.12)

predxy should be cliped to the range [0,255].

17.4.5 Loop Filter

Block-based video coding often produces blocking artifacts especially at low bit
rates. AVS-M defines an adaptive in-loop de-blocking filter to improve the decoded
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Fig. 17.17 Horizontal or
vertical edge of 4×4 block

visual quality. The filtering is applied to the boundaries of luma and chroma blocks
except for the boundaries of picture or slice. The filtering process uses four samples
positions on two vertical or horizontal sides. The filtering mode of AVS-M loop
filter is selected as follows:

1. If current macroblock is intra coded, use intra macroblock filtering mode.
2. Otherwise, if current macroblock is inter coded but not coded in skip mode, or

QP of current macroblock is greater than or equal to a threshold, use inter mac-
roblock filtering mode.

3. Otherwise, current macroblock is not filtered.

Figure 17.17 shows four sample positions on two vertical or horizontal sides of
p and q (edge is expressed in bold line).

If current macroblock is to be filtered and the (17.13) is true, then samples around
the edge are filtered.

|p0 −q0| < α, (17.13)

where α is the threshold value for block edge, which can be obtained from IndexA.
IndexA can be calculated using the average quantization parameter of the two cor-
responding blocks and AlphaCIOffset:

QPav = (QPp +QPq +1) � 1 (17.14)

IndexA = QPav +AlphaCIOffset (17.15)

IndexA should be cliped to the range [0,63]. The value of AlphaCIOffset is equal
to alpha ci offset in the bitstream. The range of alpha ci offset is -8 to 8. If
alpha ci offset is not present in the bitstream, it shall be inferred to be 0.

17.5 The Profile and Level in AVS-M Standard

The purpose of defining profiles and levels is to facilitate interoperability among
streams from various applications. A profile is a subset of syntax, semantics, and
algorithms defined by AVS-M, where a level puts constraints on the parameters of
the stream. In AVS-M, a Jiben Profile has been defined. The profile idc of Jiben
Profile is 16. There are 9 levels (1.0, 1.1, 1.2, 1.3, 2.0, 2.1, 2.2, 3.0, and 3.1)
defined in AVS-M, as shown in Table 17.8. The limits of each level are shown in
Tables 17.9, 17.10, and 17.11.

Level 1.0 and Level 1.1 are defined for SQCIF (128×96) video and QCIF (176×
144) video with max bitrate 64 kbit/s and 128 kbit/s. Both of Level 1.0 and Level 1.1
supports max frame rate of 30 fps for SQCIF video, and 15 fps for QCIF video.
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Table 17.8 Levels of AVS-M standard

level idc Level

0 Forbidden
10 1.0
12 1.1
14 1.2
16 1.3
30 2.0
32 2.1
34 2.2
50 3.0
52 3.1
Others Reserved

Table 17.9 Limits of Level 1.x

Parameter Level 1.0 Level 1.1 Level 1.2 Level 1.3

Max number 1,485 1,485 6,000 11,880
of MBs
per second
Max number 99 99 396 396
of MBs
per frame
Max bits 4,096 4,096 4,096 4,096
per MB
Max bitrate 64,000 128,000 384,000 768,000
(bit/s)
Max decoded 114,048 114,048 456,192 456,192
picture buffer
size (byte)
Max coded 175,000 350,000 1,000,000 2,000,000
picture buffer
size (bit)
Max range of [−2048,+2047.75] [−2048,+2047.75] [−2048,+2047.75] [−2048,+2047.75]
horizontal MVs
Max range of [−32,+31.75] [−32,+31.75] [−32,+31.75] [−32,+31.75]
vertical MVs

Levels 1.2, 1.3, and 2.0 are defined for CIF (352×288) video, and the max bitrate
is 384 kbit/s, 768 kbit/s, and 2 Mbit/s, respectively. The max frame rate of Level 1.2
for CIF video is 15 fps, and the max frame rate of Levels 1.3 and 2.0 for CIF video
is 30 fps.

Levels 2.1 and 2.2 can support video resolution up to 352×480 or 352×576 with
the frame rate 30 fps of 25 fps. Level 3.0 supports VGA video (640× 480, 30 fps)
video, and Level 3.1 supports D1 video (720×576, 25 fps or 720×480, 30 fps).

The limits of the range of horizontal and vertical motion vector are useful for
implementation of AVS-M codec on devices with limited computation capability
and power consumption.
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Table 17.10 Limits of Level 2.x

Parameter Level 2.0 Level 2.1 Level 2.2

Max number of 11,880 19,800 20,250
MBs per second
Max number of 396 792 1,620
MBs per frame
Max bits per MB 4,096 4,096 4,096
Max bitrate 2,000,000 4,000,000 4,000,000
(bit/s)
Max decoded picture 456,192 912,384 1,555,200
buffer size (byte)
Max coded picture 2,000,000 4,000,000 4,000,000
buffer size (bit)
Max range of [−2048,+2047.75] [−2048,+2047.75] [−2048,+2047.75]
horizontal MVs
Max range of [−32,+31.75] [−256,+255.75] [−256,+255.75]
vertical MVs

Table 17.11 Limits of Level 3.x

Parameter Level 3.0 Level 3.1

Max number of 36,000 40,500
MBs per second
Max number of 1,620 1,620
MBs per frame
Max bits per MB 4,096 4,096
Max bitrate 6,000,000 8,000,000
(bit/s)
Max decoded picture 1,555,200 1,555,200
buffer size (bytes)
Max coded picture 6,000,000 8,000,000
buffer size (bits)
Max range of [−2048,+2047.75] [−2048,+2047.75]
horizontal MVs
Max range of [−256,+255.75] [−256,+255.75]
vertical MVs

17.6 Conclusions

AVS-M standard is the seventh part of the AVS standard (Information Technology
Advanced Coding of Audio and Video) developed by the AVS Workgroup of China.
AVS-M standard uses of state-of-the-art video coding technologies to achieve higher
coding efficiency. AVS-M standard mainly focus on video coding for mobility sys-
tems and devices with limited computation capability and power consumption. So
the implementation complexity is an very important issue that the AVS-M standard
should consider about.
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Table 17.12 gives the comparison between AVS-M Jiben Profile and H.264 Base-
line Profile [5] [6].

Compare with H.264 Baseline Profile, AVS-M Jiben profile has lower implemen-
tation complexity in both encoder and decoder.

Figures 17.18–17.24 gives the performance comparison between AVS-M Jiben
profile and H.264 Baseline profile [7]. In these figures, “AVS-M” represents AVS-
M Jiben Profile, “H.264” represents H.264 Baseline profile, “ref1” represents one

Table 17.12 Comparision between AVS-M Jiben profile and H.264 Baseline profile

Module AVS-M Jiben profile H.264 Baseline profile

Intraluma prediction 9 4×4 modes 9 4×4 modes
direct mode 4 16×16 modes

Intrachroma prediction 3 4×4 modes 4 4×4 modes
Intraprediction 9 samples 17 samples
Reference samples
Interprediction 16×16 to 4×4 16×16 to 4×4
Subpixel interpolation 8-tap (1/2 horizontal) 6-tap (1/2)

4-tap (1/2 vertical) linear (1/4)
linear (1/4)

Transform and 4×4 ICT (3,2) 4×4 ICT (2,1)
quantization without scale in decoder with scale in decoder
entropy coding 2D-VLC CAVLC

Exp-Golomb code Huffman/Exp-Golomb code
Loop filter each pixel filtering once each pixel filtering once

fewer pixels need filtering or 2 times

Fig. 17.18 Experimental results of Glasgow (QCIF, 7.5 Hz) where the four curves from bottom to
upper are obtained from AVS-M ref1, AVS-M ref2, H.264 ref1, and H.264 ref2, respectively
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Fig. 17.19 Experimental results of Glasgow (QCIF, 15 Hz) where the four curves from bottom to
upper are obtained from AVS-M ref1, AVS-M ref2, H.264 ref1, and H.264 ref2, respectively

Fig. 17.20 Experimental results of Mobile (CIF, 15 Hz) where the four curves from bottom to
upper are obtained from AVS-M ref1, H.264 ref1, AVS-M ref2, and H.264 ref2, respectively

reference frame, and “ref2” represents two reference frames. AVS-M uses reference
software WM3.3a, and H.264 uses reference software JM12.0. The test conditions
are shown in Table 17.13 [8].
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Fig. 17.21 Experimental results of Mobile (CIF, 30 Hz) where the four curves from bottom to
upper are obtained from AVS-M ref1, H.264 ref1, AVS-M ref2, and H.264 ref2, respectively

Fig. 17.22 Experimental results of Bus (720× 480) where the four curves from bottom to upper
are obtained from AVS-M ref1, H.264 ref1, AVS-M ref2, and H.264 ref2, respectively
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Fig. 17.23 Experimental results of Stockholm (720× 576) where the four curves from bottom to
upper are obtained from AVS-M ref1, H.264 ref1, AVS-M ref2, and H.264 ref2, respectively

Fig. 17.24 Experimental results of Mobile (720×576) where the four curves from bottom to upper
are obtained from AVS-M ref1, H.264 ref1, AVS-M ref2, and H.264 ref2, respectively
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Table 17.13 Test conditions of AVS-M and H.264 performance test

Resolution CIF QCIF
Sequence Bus, Football, Mobile, Paris Foreman, Glasgow, News, Tempete
Frame rate (fps) 15, 30 15, 7.5
Bit rate (kbit/s) 128, 144, 192, 256, 384 32, 48, 64, 96, 128, 144, 256

512, 768

Resolution 720×576 720×480
Sequence Mobile, Parkrun, Stockholm Football, Tempete, Bus
Frame rate (fps) 25 30
Bit rate (kbit/s) 512, 768, 1000, 1500, 2000 512, 768, 1000, 1500, 2000

3000, 4000 3000, 4000
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Chapter 18
Design and Implementation of H.264/AVC
Decoder

Kun-Bin Lee

18.1 Introduction

Recently multimedia and wired/wireless communication technologies have
fundamentally changed the way we create, communicate, and consume audiovisual
information. H.264/AVC, the latest international video coding standard [1], uses
state-of-the-art coding tools and provides enhanced coding efficiency for a wide
range of applications including mobile multimedia broadcasting, video conferenc-
ing, internet protocol television (IPTV), digital cinema, IP multimedia subsystem
(IMS), surveillance, etc. As might be expected, the increase in coding efficiency and
coding flexibility comes at the expense of an increase in complexity with respect to
earlier standards. Realization of these applications relies on VLSI for cost-effective
implementation.

In this chapter, we will discuss and review the issues and design techniques
of H.264/AVC decoding systems. First, we will discuss the development issues of
H.264/AVC decoding systems. The performance of software-based and hardware-
based solution will also be reviewed. At the second part, we will review the
latest designs of key coding tools of an H.264/AVC decoder, including intrapre-
diction (IP), variable block-size motion compensation (MC), in-loop deblocking
filter, inverse transform and inverse quantization, context-adaptive variable length
decoding (VLD), and context-adaptive binary arithmetic decoding (CABAD). As
the increasing integration density of various intellectual properties (IPs) into the
system-on-a-chip (SoC) systems, the memory system becomes a dominant role to
determine the final performance, area, and power consumption of SoC chips [2].
At the third part, memory usage and some related optimization techniques for
H.264/AVC will also be reviewed.

K.-B. Lee
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18.2 Hardware/Software Partition

The design of embedded VLSI systems poses many challenges in areas such as
design complexity, low power versus high speed, and hardware/software code-
sign and coverification. An embedded system architecture comprises software pro-
grammable modules, such as general-purpose processors or DSPs, and dedicated
hardware modules. These modules can be common-off-the-shelf components or
customized design components. They can also be integrated into a single chip, as
called SoC. Besides maintaining most of the efficiency of dedicated hardware to
optimize the system performance and power consumption, the programmability is
introduced in the system to offer the desired flexibility in the development process.
In addition to the trade-off between flexibility and efficiency, the system designers
are currently faced with the enormously difficult work of integrating these heteroge-
neous components. To effectively conquer these challenges, we have to understand
the prosperities of multimedia processing and SoC development issues.

In addition to the characters of real-time processing and high volume data, the
characteristics of multimedia processing also differ from those of the traditional
applications. To understand the characteristics of multimedia processing, a multi-
media benchmark MediaBench [3] and MediaBench II [4] are proposed and the
workload evaluations on this benchmark are performed [3, 5, 6]. Table 18.1 shows
the benchmark programs among the 15 application packages. As opposed to con-
ventional microprocessor applications, multimedia applications typically use small
integer data types of 16 bits or less. This is particularly true of most video and image.
It can quantitatively be stated that multimedia applications use 16-bit or smaller data
types nearly 70% of the time, offering ample opportunity for subword parallelism or
potentially even narrower data paths [5]. In comparison with general-purpose appli-
cations, the ratio of data types and sizes is significant. As reported by Hennessy

Table 18.1 Application packages and benchmark programs in MediaBench I & II

Media type Application package Programs

Video MPEG-2 mpeg2dec, mpeg2enc
H.263 h263dec, h263enc
MPEG-4 mpeg4dec, mpeg4enc
H.264/AVC ldecod, lencod

Image JPEG2000 Jasperdec, jasperenc
JPEG cjpeg, djpeg
EPIC epic, unepic
Ghostscript gs

Graphics Mesa mipmap, osdemo, texgen
Audio ADPCM Coder Rawcaudio, rawdaudio
Speech GSM gsmdecode, gsmencode

G.721 g721dec, g721enc
Rasta rasta

Security PGP pgpdecode, pgpencode
Pegwit pegwitdec, pegwitenc
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and Patterson [7], the percentage for byte, halfword, word, and double word data
sizes is 7%, 19%, 74%, and 0% for SPECint92, and 0%, 0%, 31%, and 69% for
SPECfp92, respectively. Similarly, a lot of studies have shown that the dramatically
different nature and demands of media processing force profound changes in proces-
sor designs [8–11], including significant fine-grained data parallelism lends itself
to machines with SIMD architectures, extensive data reorganization enables SIMD
architectures to adapt to a variety of input data stream layouts, high instruction-
reference locality to small loops yields a much higher degree of correlation between
overall application speedup and loop/kernel speed speedup, etc.

In addition to the aforementioned media processing characteristics that make
changes in designs of programmable processors, the general characteristics of
the multimedia signal processing algorithms also change the designs of mem-
ory architectures [12–14], VLSI design [15–18], system-level exploration [19–22],
and functional verification [23, 24], etc. The aforementioned real-time multime-
dia applications involve a combination of complex data- and control-flow, where
also complex data types are manipulated and transferred. Therefore, multimedia
SoC platforms are usually heterogeneous in nature. These systems combine high-
performance data processing as well as slow-rate control processing, synchronous
and asynchronous part, analog versus digital, guaranteed data bandwidth and mini-
mized access latency, deterministic and random processing events, and so on.

Figure18.1showsatypicalheterogeneousplatformdesignformultimediasystems.
The platform usually contains one or more programmable components (general-
purpose processors, application-specific instruction-set processors, or DSPs), aug-
mented with some specialized IPs for data paths or co-processors (accelerators). The
programmable components run software components, being slow to medium speed
algorithms, while time-critical parts are executed on dedicated hardware accelera-
tors. Realization of cost-effective, power-efficient platforms relies on sophisticated
design of these key components.
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Controller 
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Fig. 18.1 A typical heterogeneous platform for multimedia systems
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Next to these programmable components and dedicated hardware accelerators,
the platform contains large amounts of on- and off-chip memories and peripher-
als. An important design issue is that not only these components, but also the data
transfer schemes among these components shall be carefully designed. Increasing
levels of integration are leading to a growing volume and diversity of data and
control traffic exchanged among these components. As a result, a poorly designed
on-chip communication architecture could become a severe impediment to system
performance, power consumption, and cost. In order to support the large volume
of heterogeneous communication traffic, techniques to efficiently achieve system’s
communication requirements need to be included as an integral part of any system
design. These techniques include communication architectures, interface protocols,
bus topologies, arbitration mechanisms, buffer sizing, coding schemes, etc.

In addition to the key components to perform multimedia processing and the data
transfer schemes to meet communication requirements of multimedia systems, the
access to off-chip memory is more and more a limiting factor for the performance of
embedded systems. Previous researches have shown that data transfer and storage
of multidimensional array signals dominate the performance and power consump-
tion in SoCs [19, 25]. In particular, the data transfer to off-chip memory is espe-
cially important due to the scarce resource of off-chip bandwidth. As many studies
have shown, the off-chip memory system is one of the primary performance bot-
tlenecks in current systems. For example, Hennessy and Patterson [26] showed that
while microprocessor performance improved 35% per year until 1986, and 55% per
year since 1987, the access time to DRAM has been improving about 5% per year.
Rattner illustrated that whereas a Pentium Pro required 70 instruction cycles for a
DRAM access, a Pentium 4 running at 2 GHz takes 500–600 cycles [27]. Even as
the performance of DRAM is ever-improved, the system overheads like turnaround
time and request queuing account for a significant portion of inefficiencies in mem-
ory access. Schumann [28] reported that, in Alpha workstations, 30–60% of primary
memory latency is attributable to system overhead rather than to latency of DRAM
components. For multicore SoC designs, the performance of memory subsystem is
even worse, due to the share of memory bus with different access requirements of
these cores. Therefore, memory access management is essential for heterogeneous
and data-intensive applications. It becomes especially critical when the same back-
ground memory in a unified memory architecture (UMA) must be used. In multi-
media systems for instance, signal processing applications (H.264/AVC decoding,
display processing, etc.) must obtain a more or less guaranteed bandwidth, while
the CPU and possibly some peripherals require low latency for the best perfor-
mance. The interface and arbitration to background memory is therefore of growing
importance.

Before we discuss the design of H.264/AVC decoders, we first take a look at
a real-world multimedia SoC platform, Philips’ Nexperia Digital Video Platform
(DVP) [29, 30]. The EDA Consortium selected Nexperia silicon design team as the
recipient of its annual 2002 Design Achievement Award for the Nexperia-based
Home Entertainment Engine pnx8500 (a.k.a. Viper), which along with its succes-
sor pnx8525 are the first instantiations of the Nexperia DVP [29]. Viper, a design
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with a size about 35 million transistors, receives, optionally decrypts, decodes, con-
verts, and displays multiple media streams having different data formats. Besides
MPEG-2 transport streams, the chip typically handles live video, audio, and vari-
ous other stream types, in compressed or uncompressed formats. The video engine
inside Nexperia PNX4103 is a 350 MHz very long instruction word (VLIW) TriMe-
dia DSP core. It can encode baseline H.264 up to VGA or decode main profile H.264
up to D1 resolution, both at 30 fps. This VLIW DSP core contains instruction-set
extensions for H.264 context-adaptive binary arithmetic decoding operations.

One of Viper’s most challenging tasks is controlling all media streams to decode
and produce the right data at the right time. Therefore, a high-performance point-
to-point, 64-bit memory management interface (MMI) bus is used for bandwidth-
and latency-critical access to the external SDRAM. In Nexperia DVP, the most
critical resource, regarded as the most “scarce” or “expensive,” is off-chip memory
bandwidth [31]. The second and third critical resources are CPU cycle and off-chip
memory size, respectively. To regulate the distribution of available bandwidth over
the requesting blocks, Nexperia-DVP utilizes a sophisticated arbitration scheme to
achieve two goals:

• Fair distribution of bandwidth over requesting blocks
• Shortest possible transaction latency for CPUs

Table 18.2 shows the three most computation-intensive subfunctions of H.264 main
and baseline decoders. The performance of the baseline decoder [32] is evaluated on
a Pentium 3 platform and the results are from the averages of all sequences in a test
set. The performance of the main profile H.264/AVC decoder [33] is evaluated on
an IBM PowerPC platform and the results are from the averages of four sequences,
each has 720× 576, 1280× 720, and 1920× 1088 resolution. Note that some ker-
nels of this decoder are optimized by using Altivec media instructions. In addition,
CABAD is used in this performance evaluation. When running at 1.6 GHz, the plat-
form can perform H.264/AVC main profile decoding on D1 for an average frame
rate of 26.88 fps. To perform H.264 main profile high definition (HD) decoding, it
is expected that a general-propose processor PowerPC needs to run at 3.0 GHz [33].
Therefore, a pure software solution for H.264/AVC decoder might not be feasible
for some applications. To lower the working frequency of the decoder, e.g., for the
purpose of low-cost, low-power designs, or feasible designs of HD decoding, hard-
ware accelerators are essential.

Table 18.3 shows H.264/AVC decoding performance on different platforms. Be
aware of the experimentation conditions may significantly affect the decoding

Table 18.2 Most computation-intensive subfunctions of H.264/AVC decoders

Baseline profile Main profile

Deblocking (33%) Deblocking (49.01%)
Interpolation (25%) Chroma interpolation (19.98%)
Bitstream parsing and entropy decoding (13%) Entropy decoding (12.08%)
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Table 18.3 Performance of different H.264/AVC decoders

Platform Resolution Frame rate (fps) Clock rate required

IBM PowerPC[33] D1 26.88 1.6 GHz
TI OMAP2420[34] QVGA 30 220 MHz (C55x)
Tensilica Diamond [35] D1 30 172 MHz
Dedicated hardware[36] 2048×1024 30 200 MHz
Dedicated hardware[37] 1920×1088 30 120 MHz

performance, especially the memory subsystem and the test sequences. In
OMAP2420 [34], a 330 MHz ARM1136 processor, a 220 MHz TMS320C55xDSP,
and hardware accelerators are used to perform H.264 decoding. It is shown in [38]
that OMAP2420 can perform H.264/AVC decoding on QVGA, 30 fps. The hard-
ware accelerators used in this platform at least include two modules to perform
parts of H.264/AVC decoding:

• VLCD: entropy decoding and inverse quantization
• iMX: MC, IDCT, reconstruction, deblocking

Tensilica’s Diamond processor family is based on highly efficient configurable and
extensible Xtensa processor architecture. When running at 172 MHz, this processor
can perform main profile H.264/AVC decoding on D1, 30 fps [35]. To perform main
profile HD decoding, dedicated hardware designs [36,37] are more feasible at much
lower clock frequencies. In general, to realize a feasible H.264/AVC decoder (e.g., a
low-power or a high-performance decoder), the programmable processor performs
high-level syntax decoding, hardware accelerator control, and system managements.
The selections of performing subfunctions of H.264/AVC by the programmable
processors or hardware accelerators highly depend on the applications and available
resources of the processors. In spite of software-based, hardware-based, or hybrid
decoding systems, an elegant memory subsystem is a key factor to have a successful
design.

18.3 Implementation of Coding Tools

18.3.1 Intra Prediction (IP)

In H.264/AVC, IP is used to reduce the high amount of bits coded by original input
signal itself. One case is selected from a total of nine prediction modes for each 4×4
or 8×8 luma block (I4MB/I8MB); four modes for a 16×16 luma block (I16MB);
and four modes for each chroma block. To reduce the computation complexity,
the regularities of these modes are investigated [39–41]. For example, Fig. 18.2
shows I4MB diagonal down-right mode and Table 18.4 shows one possible process-
ing flow that common terms are computed at the same time for those prediction
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Fig. 18.2 Generation of pre-
diction values for I4MB
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Table 18.4 Processing steps of luma 4×4 diagonal down-right mode

Step Prediction sample Final value Immediate value

0 P0 = C+D
1 d (P0+P1+2) >> 2 P1 = B+C
2 c, h (P1+P2+2) >> 2 P2 = A+B
3 b, g, l (P2+P3+2) >> 2 P3 = Z+A
4 a, f, k, p (P3+P4+2) >> 2 P4 = I+Z
5 e, j, o (P4+P5+2) >> 2 P5 = J+ I
6 i, n (P5+P6+2) >> 2 P6 = K+ J
7 m (P6+P7+2) >> 2 P7 = L+K

samples requiring these common terms. In this case, different steps (and therefore
the processing time) are required for each prediction mode. Other processing flows
can be exploited to have a constant processing time while the computation com-
plexity can still be reduced by the regularities of each mode. Furthermore, the regu-
larities among all modes can be exploited to reduce the complexity of multiplexers
for dedicated hardware designs or reduce the instruction usages for programmable
processors.

18.3.2 Variable Block-Size MC

The main design issues of H.264/AVC variable block-size MC [42] are the com-
putation complexity and the memory bandwidth. As shown in [32] and Table 18.2,
interpolation might occupy 25% computation in a baseline decoder. To improve the
performance, media instructions are used or designed for software-based decoder.
On the other hand, multiplication-free interpolations are explored to reduce hard-
ware cost. The worst-case memory access of MC might occupy 75% of total
memory bandwidth [43]. To reduce memory bandwidth, various aspects of MC are
investigated, including the processing flow and architecture of MC to have better
data reuse, precise data fetch to reduce redundant memory access, different frame
memory organizations to improve memory efficiency [43–46].
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As aforementioned, multiplication-free interpolations are explored to reduce MC
hardware cost. We take chroma interpolation as the example. Given the chroma
neighboring samples A, B, C, and D at full-sample locations, the predicted chroma
sample value a at each subsample position is derived as follows:

a = ((8−dx)× (8−dy)×A+dx× (8−dy)×B
+(8−dx)×dy×C+dx×dy×D+32) � 6.

This prediction value can be derived without multiplication operations by rearrang-
ing the original equation, for example, as

a = ((8−dx)× [(8−dy)×A+dy×C]
+dx× [(8−dy)×B+dy×D]+32) � 6.

Let F(α, β , µ) = (8−µ)×α + µ ×β = 8×α + µ × (α −β )

Then a = ((8−dx)×F(A, C, dy)+dx×F(B, D, dy)+32) � 6
= (F(F(A, C, dy),F(B, D, dy), dx)+32) � 6.

The value of 8 × α can be obtained by a left shift of α , whereas the value of
µ × (α − β ) can be derived from combinational operations of shift/add/sub on
(α − β ). For example, 5 × (α − β ) = (α − β ) + [(α − β ) 
 2]. By using this
approach, no multiplication is required and thus the hardware cost can be reduced.
The multiplication-free computation of predicted luma samples can be obtained in
the similar approach used to generate the predicted chroma samples.

To improve memory efficiency when performing MC, one popular method is to
store Cb and Cr samples in an interleaved method. This method is widely used in
video decoding systems, such as MPEG-2, MPEG-4 decoders. In a straightforward
design, frame buffer for Y, Cb, and Cr is stored individually. For 4:2:0 sampling for-
mat, the block size of chroma component is a quarter of corresponding luma compo-
nent partition. Therefore, if Cb and Cr can be accessed in an interleaving approach,
such as {Cb, Cr, Cb, Cr} in a 32-bit DRAM data word, memory bandwidth utiliza-
tion can be improved due to the elimination of memory page miss penalty. Luma
component, however, is rarely stored with chroma component in such interleav-
ing approach, especially in 4:2:0 sampling format. One reason of not adopting this
approach is the different frame size of luma and chroma component. Another reason
is that different neighboring pixels are required for luma and chroma interpolation.
Therefore, no significant performance gain is expected when storing luma/chroma
in the interleaving approach. As reported in [46], only 2.47% memory bandwidth in
average is improved when such interleaving approach is applied. On the other hand,
more than 6.31% improvement on memory bandwidth is obtained when Cb and Cr
can be accessed in an interleaving approach [43].

Another useful method to improve memory efficiency is to fetch data precisely.
This method is based on the observation that the number of reference samples for
one M×N partition varies with the interpolation position. For example, M×(N +5)
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Fig. 18.3 Sample positions
of luma interpolation. Shaded
blocks are integer sample
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and (M +5)× (N +5) samples are required for half sample position b and j shown
in Fig. 18.3, respectively, in a single prediction direction. By precisely controlling
the exact size of reference samples, a memory bandwidth reduction 7.36%–40.12%
can be obtained [43].

To support the seven different block sizes of variable block-size MC in
H.264/AVC standard, from a size of 16 × 16 to 4 × 4, simple 4 × 4-based MC
processing flow is widely adopted. The problem of this implementation is the
redundant access to the reference data in the overlapped region, which in turn leads
to overhead in the memory bandwidth. For example, the maximum number of the
valid reference samples for a 8× 8 luma block in a single direction prediction is
(8 + 5)× (8 + 5) = 169. When the 4× 4-based MC processing flow is applied, the
number of valid reference samples is 4× (4+5)× (4+5) = 324. That is, 155 sam-
ples are accessed redundantly. By identifying the reference samples in overlapped
regions and excluding redundant access to these samples, a memory bandwidth
reduction from 17.3% to 41.4% was reported in [43].

18.3.3 In-loop Deblocking Filter

The deblocking filter in H.264/AVC is computation and memory intensive due to
its highly adaptive mode decision and small 4 × 4 block size. It is reported that
even with highly optimized filtering algorithm, the deblocking operation still occu-
pies one third of the computational complexity of a decoder [47]. In addition, the
memory usage of deblocking processing is also considerable to have a low-cost,
high-performance and low-power design. A direct deblocking processing flow is to
process all vertical edges first, then transpose the intermediate results, and finally
process all horizontal edges. The major drawback of this direct approach is that
intermediate data storage is as large as a whole 16 × 16 macroblock (MB) size.
Besides, this data flow accesses the original data and intermediate results of a 4×4
block four times. Adopting this coding flow requires a larger buffer size and higher
memory bandwidth [48]. Most researches explore the processing order to optimize
the processing speed under the constraint of available local memory [48–51]. This
section briefly introduces an interleaved horizontal–vertical filtering flow [49] that
reuses intermediate data as soon as the data is available. With such processing flow,
both memory bandwidth and intermediate storage can be reduced.

Figure 18.4 shows the 4×4 block index blki. In the following discussion, neigh-
boring blocks blk1–blk4 and blk5, blk10, blk15, blk20 are retrieved from external
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Fig. 18.4 Block index of 4×4
blocks of Luma component
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Fig. 18.5 The numbered edges in the processing order of the interleaved horizontal–vertical filter-
ing flow for (a) Luma component and (b) Chroma component

memory. Figure 18.5 shows the numbered edges in the processing order of the inter-
leaved horizontal–vertical filtering flow. First, the horizontal filtering is applied for
vertical edge 0 and then edge 1. The input sample values of blk5–blk7 are therefore
conditionally replaced by the corresponding filtered result sample values. Since all
required samples (blk1 and the updated blk6) are available for the horizontal edge
2, the vertical filtering can be applied to edge 2. This horizontal–vertical interleaved
filtering approach is repeated for each 4×4 block in a raster scan order.

With this interleaved horizontal–vertical filtering flow, the filtered results can be
used immediately. Therefore, the number of memory access and the size of local
buffer required to process the left, top, and right edge of a 4 × 4 block can be
reduced. The bottom horizontal edge of this 4×4 block will be processed when its
below neighboring block is available. Therefore, only the four 4× 4 blocks above
the current filtering block row are required to be stored (e.g., storing blk6–blk9 when
processing blk11–blk14). With this data flow management, the size and the access
number of the internal memory are both greatly reduced.

By using the interleaved horizontal–vertical filtering flow, only a buffer with a
size of four 4× 4 blocks (4× 4× 4× 8bits) is required for storing blocks above
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Table 18.5 Comparison of different architectures of H.264/AVC deblocking filter

[49] [48] [52]

Technology 0.25µm 0.25µm 0.25µm
Cycle/MB 300 614 446
Gate count 13.41K 20.66K 24K
Memory size (bits) 16×32 160×32 64×32×1

96×32×2
Memory type Two port Two port Dual port×1

Two port×2

the current filtering block row. Based on this filtering flow, two hardwired designs
were proposed in [49,50]. The resulting designs can easily meet the real-time high-
resolution requirement (2048× 1024@30 fps) with low-cost hardware. Table 18.5
shows a simple comparison of different H.264/AVC deblocking filter designs. Note
that the evaluated performance may be different under different input and output
data assumptions. For example, reading of neighboring pixels (e.g., blk1–blk4) from
another extra local buffer or from external memory may affect the overall decoding
performance.

To further enhance the performance, simultaneous processing of the horizon-
tal filtering on a vertical edge and the vertical filtering on a horizontal edge can
be considered. A window architecture hardwired design based on such processing
flow was proposed [51]. In such processing flow, two sets of deblocking filter are
required and the internal memory is also larger. Furthermore, joint optimization of
deblocking and MC can further reduce the system memory bandwidth and improve
the overall H.264/AVC decoding performance.

18.3.4 Inverse Transform and Inverse Quantization

Transforms used in H.264/AVC standard are characterized by integer transform,
adaptive transform size, and hierarchical transform [53]. These novel transform
algorithms also make the implementation complexity much less than those trans-
forms used in the previous standards. The new transforms include 8×8/4×4 integer
transforms and 4×4/2×2 Hadamard transforms. All transforms have a form sim-
ilar to Y = CXCT . Therefore, previous architecture designs for traditional discrete
cosine transform (DCT) can be easily applied to transforms used in H.264/AVC.
In addition, due to the use of integer arithmetic, the computation of the forward or
inverse transform can be completed with simply additions and a minimal number
of shifts, but no multiplications. In terms of either hardware or software imple-
mentation, transforms in H.264/AVC are significantly lower complexity than those
transforms defined in prior standards.

There are plenty of architecture designs for traditional DCT. The basic idea is
to exploit the even-symmetric and odd-symmetric characteristics of the transform
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Table 18.6 Forward/inverse 4×4 transforms used in H.264/AVC

Forward transform Inverse transform Forward/inverse
Hadamard transform

⎡
⎢⎢⎣

1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1

⎤
⎥⎥⎦

⎡
⎢⎢⎣

1 1 1 1/2
1 1/2 −1 −1
1 −1/2 −1 1
1 −1 1 −1/2

⎤
⎥⎥⎦

⎡
⎢⎢⎣

1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

⎤
⎥⎥⎦
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Fig. 18.6 One-dimensional inverse transform

matrix to reduce the computation complexity and enable the parallel processing
[54]. Due to the similar operations in both forward and inverse transform, the archi-
tecture can be easily shared with both transforms. To further reduce the hardware
cost and enhance the computing speed, techniques include direct two-dimensional
(2-D) DCT algorithm, the bit-level adder-based distributed arithmetic, and common
subexpression sharing are investigated in depth [55]. These techniques can also be
applied to design a shared architecture for all forward/inverse transforms with dif-
ferent transform size.

Table 18.6 shows all 4× 4 forward and inverse transforms used in H.264/AVC.
The inverse and forward Hadamard transforms are the same due to the orthogonal
feature of this transform. A direct mapping of 1-D inverse transform in Table 18.6
to hardware implementation is shown in Fig. 18.6. Obviously, various 1-D and 2-
D hardware architectures can be easily shared to compute these transforms by
appropriately adjusting the corresponding coefficients. Furthermore, the hardware
can also be easily shared by 8× 8 forward and inverse transforms. Most designs
focus on pursuing high throughput because of the simplicity of H.264/AVC trans-
forms. Some high-throughput designs are shown in Table 18.7. It is easy to have
a high-throughput transform processing unit with a low-cost design. However, the
cost to have a high-throughput H.264/AVC quantization/dequantization is consider-
able because of multiplication operations, even though implementation of quantiza-
tion/dequantization is quite straightforward.



18 Design and Implementation of H.264/AVC Decoder 521

Table 18.7 Throughput of different H.264/AVC transform designs

Solution [56] [57] [58]

samples/cycle 4 8 16

Table 18.8 CAVLD for bit pattern (0001 0011 1100)

Codeword Syntax Value Output array

000100 coeff token TotalCoeff = 2, TrailingOnes = 1 Empty
1 Sign of T1 −1 −1
1 Level 2 2, −1
110 total zeros 1 2, −1
0 run before 1 2, 0, −1

18.3.5 Context-Adaptive Variable Length Decoding

In VLD process, the codeword length is detected from a coded data stream and
this codeword is used to determine the actual symbol with the aid of predefined
codeword values, i.e., codeword table. The input stream is then aligned for the next
decoding iteration. In general, there is no explicit boundary information for detect-
ing the end or beginning of the codeword in the coded data stream. Therefore, the
length of the current codeword should be known before the next codeword can be
decoded. This data dependency complicates the decoder design substantially and
limits the decoding performance. For context-adaptive VLD, the data dependency
can be even more complex due to the selection of a codeword table for the next
codeword depends on the decoding result of current codeword.

There are several works for CAVLD by using programmable processors. In [59],
a pattern-search method before CAVLD is proposed, which is based on the observa-
tion that 60% of 4×4 blocks are coded within only 15 bits. For the example shown
in Table 18.8, the bit pattern (0001 0011 1100) represents the coded block of the
zig-zag ordered array (2, 0, −1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0). If this bit pattern is
matched in the proposed pattern look-up table, the standard CAVLD procedure can
be skipped and the reconstruction of this 4× 4 block is completed. Otherwise, the
standard CAVLD procedure is performed for this block. Based on the ARM920T
embedded system experiment environment, this pattern-search method has a hit rate
range of 53–81.28% and a performance improvement range of 6.12–14.86% for
QCIF test sequences. This approach requires extra loop-up tables for bit pattern
matching.

For overcoming the heavy memory access in table look-up-based CAVLD, sev-
eral works focus on using arithmetic operations (AOs) to replace these memory
accesses [60–62]. Take the decoding of run before as the example, Table 18.9
shows the original table for zeros left > 6 and its corresponding arithmetic oper-
ations (in the AO > 6 column). In this example, when zeros left > 6, a 3-bit bit
string I[2:0] is checked first. If I[2:0] > 0, then run before = 7− I[2 : 0], otherwise
run before = 4+m, where m is the number of zeros followed by the first 1.
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Table 18.9 Tables for run before

run before zeros left

1 2 3 4 5 6 > 6 AO > 6

0 1 1 11 11 11 11 111 7− I[2 : 0]
1 0 01 10 10 10 000 110
2 – 00 01 01 011 001 101
3 – – 00 001 010 011 100
4 – – – 000 001 010 011
5 – – – – 000 101 010
6 – – – – – 100 001
7 – – – – – – 0001
8 – – – – – 00001
9 – – – – – – 000001

10 – – – – – – 0000001 4+m
11 – – – – – – 00000001
12 – – – – – – 000000001
13 – – – – – – 0000000001
14 – – – – – – 00000000001

In [60], Moon et al. define arithmetic equations for partial entries of coeff token
VLC tables and all entries of run before VLC tables. The proposed algorithm
achieves an approximate 65–88% savings in memory access as compared to the
conventional CAVLC decoding. In [61], Moon proposes a new coeff token decod-
ing method that the higher probable codewords are decoded with the integer arith-
metic operations whereas the less probable ones are decoded with a new codeword
structure which is designed to remove the redundant memory accesses. This new
algorithm achieves an approximately 95% memory access saving compared with the
conventional approach. Inspired by [60], Kim et al. first analyze correlation of VLC
codes, then classify codes into multiple groups and perform arithmetic operations on
some of these groups instead of the conventional table look-up method [62]. Arith-
metic equations for all entries of coeff token and run before VLC table and partial
entries of total zeros table are defined. Compared with the conventional approach,
this method achieves about 94% and 50% reduction in memory access rate and aver-
age CAVLD processing time, respectively. The conventional approach mentioned
in [60–62] is JM software with different versions.

For hardwired designs, more optimizations on table space reduction and parallel
processing are explored. The easiest implementation is to partition codeword tables
to save memory space. Tables for run before can also be replaced by arithmetic
operations due to their simple structures. An architecture for run before decoder
based on arithmetic operations is proposed in [63].

To improve decoding performance, multisymbol decoding schemes dedicated to
H.264/AVC CAVLD [64–67] have been widely exploited. The major design issue
of multiple-symbol decoding is to break the data dependencies between codewords
under the management of the increasing hardware and control complexity, espe-
cially when large codeword tables and long codewords are used. In H.264/AVC
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Fig. 18.7 Parallel multiple-symbol decoding scheme

CAVLD, since there is only one symbol of coeff token and total zeros in each block,
optimization on costs of tables for these two syntax elements is more important. On
the other hand, the easiest syntax to realize multisymbol decoding is the sign of
trailing ones (T1s.) Once coeff token is decoded, the number (and the length) of
T1s is known. Thus the signs of all T1s can be decoded in one clock cycle instead
of one sign in one clock cycle.

Multisymbol decoding for run before has also been exploited. Based on the par-
allel multiple-symbol decoding scheme proposed in [64], a bit-position decoding
approach is proposed for CAVLD run before in [65]. In this approach, all run before
of a block can be decoded using less than three clock cycles. The basic idea is to
detect all possible codewords in the local bitstream buffer and the sum of the valid
codeword lengths is provided to a shifter aligning the encoded input bitstream for a
new decoding cycle. The implementation is then a trade-off between the maximum
number of output codewords and the critical path. An example of detecting mul-
tiple codewords for run before is shown in Fig. 18.7. At the start of the decoding
cycle, zeros left = 7 in this example. At position 0, 3, and 5 in the local bitstream
buffer, codewords for run before = 2, 1, and 0 are detected, respectively, by code-
word detector (CD) unit CD 0, CD 3, and CD 5. When a match is found, the length
of the codeword at position i is also returned by the variable pi to select the next
valid CD. The updated zeros left is also required for the next CD to select correct
codeword table.

There are some other works of decoding multiple symbols for run before. In [66],
two symbols of run before can be decoded within a clock cycle when zeros left
≤ 6. In this case, two levels will be re-positioned to the correct locations in the
reconstructed block. In [67], multiple symbols can be decoded within one clock
cycle when a group of run before equal to zero. For high quality video streams with
low QPs, most coefficients in a 4×4/2×2 block would be nonzero. In this case, it
might consume lots of bits for run before equal to zero, which in turn lead to more
decoding cycles for single symbol decoding methods.
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Since multiple symbols for level (including T1s) and run before can be decoded
in a clock cycle, the buffer(s) for storing these data should be carefully designed.
Furthermore, nonzero coefficients must be used in the correct order for the next
stage, i.e. inverse quantization (IQ). Joint consideration of CAVLD and IQ can fur-
ther improve overall performance and reduce total buffer usage.

18.3.6 Context-Adaptive Binary Arithmetic Decoding

CABAD is the inverse process of CABAC. It consists of similar three elementary
steps: binary arithmetic decoding, context modeling, and de-binarization, as shown
in Fig. 18.8. While context modeling in the decoding process is almost identical
to that in the encoding process, binary arithmetic decoding and de-binarization are
the inverse processes of binary arithmetic coding and binarization in the encod-
ing process. In decoding process, binary arithmetic decoding and context model-
ing are the two most time-consuming parts. Because the algorithm has complicated
decoding procedure and strong data dependency, it is hard to exploit its pipeline
and parallel facilities in these two parts. Therefore, CABAD is typically not suit-
able for software implementation by general-purpose processors, particularly for
high-resolution video. To further improve decoding performance, methods of mul-
tisymbol decoding within one clock cycle might be required.

Since modulo coder (M coder) [68] used as the binary arithmetic codec in the
H.264/AVC standard is inspired by the Q coder [69,70] and MQ coder [71], previous
design concepts for these coders might be applied to M coder. To improve the per-
formance of the arithmetic coding, some designs focus on the improvement of clock
rate of the multiplication-free arithmetic coding [72–74], while other designs focus
on parallel processing multiple symbols within one clock cycle [75–77]. Most par-
allel designs focus on the improvement of the multiplication-free arithmetic coder,
Q coder [70]. In the original Q coder proposed in [70], either a single more probable
symbol (MPS) or less probable symbol (LPS) is processed in one iteration. In [75],
Feygin et al. modify Q coder architecture by employing loop unrolling and spec-
ulative execution of the inner loop of the arithmetic coding algorithm to achieve
either a single LPS or multiple MPS’s coding in one iteration. In [76], Jiang incor-
porates multiplication into the Q coder coding operation to achieve parallel arith-
metic coding. Jiang’s architecture has a tree-structure PE array and each PE has its

bin string
bitstream

Binary
Arithmetic Decoder

Context
Modeler

De-Binarizer syntax
element

Fig. 18.8 CABAD flow
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own renormalization operation. Furthermore, Jiang proposes a similar tree-structure
parallel design for bilevel image to encode a group of input symbols within each
cycle [77]. For input symbols with even number 2N, their design requires 4N PE’s
with a latency of 2 + log2(2N) cycles. In [78], Lee et al. propose a multisymbol
context-based arithmetic coding architecture for MPEG-4 shape coding by cascad-
ing multiple range update units to handle multiple symbols with particular contexts.
In MPEG-4 shape coding, it is necessary to initialize the arithmetic encoder prior
to encoding the first pixel of each binary alpha blocks and to flush/terminate it after
encoding the last pixel of the binary alpha block. Because these frequent initial-
izations and terminations of the arithmetic encoder are a source of inefficiency, a
multiplicative arithmetic codec was chosen in preference to the less efficient shift-
subtract type [79].

To improve the performance of binary arithmetic decoding used in H.264/AVC,
the characteristics of data dependency must be exploited. For either pipeline designs
[80,81] or multisymbol decoding designs [82–84], data dependency of context fetch,
range update, and renormalization is investigated. For pipeline designs, the design
issues are to reduce/balance delay path in each pipeline stage and to solve pipeline
data and structure hazards [26, 80]. For multisymbol decoding designs, the chal-
lenge is to solve data dependency under the management of the increasing hardware
and control complexity. In general, the data dependency of context is exploited first
to enhance the decoding performance. For example, inter-stage registers in pipeline
design [81] or forwarding logic in multisymbol design [82] are usually introduced
to eliminate memory access conflict, which occurs when two successive bins/bits
have the same context. For another example, decoding of coded block flag syntax
element usually requires more clock cycles because the generation of its context
needs more clock cycles to get neighboring data. By parallel processing of decod-
ing of quantized coefficients and fetching of neighboring data, an 8% performance
improvement was reported in [82].

Figure 18.9 shows the multibin decoding method using a cascade of binary arith-
metic decoders (BADs). In this method, the number of bins that can be decoded
within one clock cycle is constrained by the working clock frequency. Therefore,
the less time required for decoding a symbol, the more symbols can be decoded in
one clock cycle. Figure 18.10 shows the range update (or called internal subdivi-
sion) of binary arithmetic decoding. For the regular binary arithmetic decoding, the
computation time for decoding an MPS without renormalization is much less than
all other cases. Therefore, the processing of next bin might start early. Another case
which can be utilized is the bypass decoding, in which no probability estimation

Fig. 18.9 H.264/AVC multi-
bin decoding in a cascade of
BADs

BAD 1

cycle
time

BAD 2 BAD n
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Fig. 18.10 Range update of binary arithmetic decoding

and context fetching are required, thus its decoding time is also quite short. In these
two cases, either the pipeline latency can be shorter [81] or multiple bins can be
decoded within one clock cycle [82, 83]. Considering that the renormalization does
not occur in some cases, the design in [84] performs two-bin decoding only when
the first bin is an MPS without renormalization. On the other hand, renormalization
units are also combined in the two cascaded BADs in the designs [82,83] to decode
two regular coded bins in one clock cycle.

18.4 Memory Usage and Data Transfer

In H.264/AVC, the significant improved coding efficiency mainly relies on improv-
ing the prediction for the current MB based on previously transmitted and decoded
data. Consequently, previously decoded results need to be stored. Therefore, the
method of storing these data significantly affects the overall performance, cost and
power consumption of the decoding system.

Researches on architecture design have shown that 50–80% of the area cost in
(application-specific) architectures for real-time multidimensional signal process-
ing is due to memory components, e.g., embedded SRAMs and register files [85].
Also the power consumption is heavily dominated by memory access both in cus-
tom hardware [86] and in processors [87]. Table 18.10 shows the relative energy of
different operations [19, 86]. Data transfer and memory access operations consume
much more power than a data-path operation. For example, fetching an operand
from an off-chip memory for an addition operation consumes 33 times more power
than the addition itself in case of a processor. Furthermore, memory access perfor-
mance, including latency and bandwidth, could significantly affect system perfor-
mance. This is especially true in high-performance, memory-intensive applications,
such as those for multimedia processing. Obviously, a promising avenue for further
optimization of H.264/AVC decoders under various design constraints must take
data transfer and memory subsystems into consideration.
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Table 18.10 Relative energy per operation at a 1.5 V supply in 0.8µm CMOS technology

Operation Relative energy/op

16b carry–select adder 1
16b multiplier 3.6
8×128×16 SRAM (read) 4.4
8×128×16 SRAM (write) 8.9
External I/O access 10
16b memory transfer 33

Table 18.11 Upper neighboring pixels needed for deblocking filter and IP

Usage Size (bits) 1080HD@ 4:2:0 (Kbits)

Upper neighboring pixels for deblocking 4×w× c f ×8 122
Upper neighboring pixels for intra prediction w× c f ×8 30

18.4.1 Memory Usage

The storage required by an H.264/AVC decoder can be divided into four classes.

• Interframe information: This type of information is required for decoding for
multiple frames, includes information for whole current frame. Information
belonging to this type includes current reconstructed frame, reference frames,
MB information required for B-direct MB decoding, slice group map.

• Inter-MB information: This type of information is required for decoding the fol-
lowing MBs in current frame. For example, pixels or MB mode information from
upper neighboring MBs are required for processing current MB.

• Intra-MB information: This type of storage is used to store intermediate results
when processing an MB. The buffer for this purpose includes storing entropy
decoded residual information, inverse transformed coefficients, etc.

• Constant data: This includes variable-length decoding tables, default quantiza-
tion tables, etc.

In current semiconductor technology, interframe information (except slice group
map) is generally stored in off-chip memory, especially in off-chip DRAMs.
Intra-MB information and constant data are stored in local storages. Storing of
inter-MB information in on-chip or off-chip memory needs more consideration of
performance, cost, and power consumption. Although the size of this information
is not as large as interframe information, it is still considerable. In addition, the
performance of access this information is also crucial to the overall decoding per-
formance. Table 18.11 shows the upper neighboring pixels above current MB row
needed for deblocking filter and IP. In the table, w is the width of the picture and cf
is chroma format, where in H.264/AVC, cf can be 1, 2, 2, and 3 for monochrome,
4:2:0, 4:2:2, and 4:4:4, respectively. Note that for decoders supporting MB adaptive
frame/field (MBAFF) coding, the size is double.
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18.4.2 Memory Design Optimization

There are already a lot of memory design optimization/trade-off schemes for pre-
vious video coding standards. One of them is the interleaved storing of Cb and
Cr, which is already mentioned in design of MC. For storing of reference frames,
another popular scheme is tile-based mapping of frame data to multiple banks of
DRAMs [88–92]. This scheme improves DRAM access performance and reduces
power consumption by exploiting the page-access mode and multibank architecture
features of most types of DRAMs, including SDRAM and mobile DRAM.

Figure 18.11 shows a simplified architecture of a two-bank SDRAM. All memory
banks share the data and address bus, whereas each bank has its own row decoder,
column decoder, and row buffer. The mode register stores several SDRAM opera-
tion modes such as burst length, burst type, CAS (column address strobe) latency,
etc. An m-bank SDRAM has a similar architecture. A complete SDRAM access may
consist of several commands including row-activation, column-access (read/write)
and precharge, as shown in Fig. 18.12. A row-activation command, together with
the row and bank address, is used to open (or called activate) a specific row (or
called page) in a particular bank, and copy all data in the selected row into the
selected bank’s row buffer for the subsequent column accesses. After accepting
this command, SDRAM needs a latency called tRCD (ACTIVE to column-access
delay) to accomplish the command. No other commands can be issued to this bank
during this latency. However, commands to other banks are permissible due to the
independent parallel processing capability of each bank. Once a row of a particular
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Fig. 18.11 A simplified architecture of a two-bank SDRAM
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bank has been opened, a column-access command can be issued to read/write data
from/to the addressed word(s) within the row buffer. To issue either a read or write
column-access command, DRAM address bus is also required to indicate the col-
umn address of the open row in that bank. For a write access, DRAM data bus is
needed to transfer write data from the time the command is issued until the whole
burst transfer is completed. As for a read access, DRAM data bus is used to transfer
data after a latency called CAS, which is the latency from the read column-access
command, is registered to the time the first read datum is available. The precharge
command, together with the information on address bus, can be used to deactivate
a single open row in a particular bank or all rows in all banks. While processing
the precharge command, the addressed bank or banks are not allowed to accept any
other commands during a time called tRP (PRECHARGE command period).

SDRAM bandwidth utilization and latency is lower and longer, respectively,
when more commands are required for an SDRAM access. The number of com-
mands needed for a complete SDRAM access deeply depends on the state of the
bank addressed by the SDRAM access. Figure 18.12a and b shows a simplified
bank state diagram and the access latencies due to different access statuses: bank
miss, row miss, and row hit. In a bank miss status, an incoming access is addressed
to a bank in the IDLE state, therefore it must first activate the target row and then
issue the column-access command. For a row miss status, the addressed bank is in
ACTIVE state and the row address of its activated row is not identical to that of an
incoming access. In this case, the incoming access has to first precharge the bank,
then activate the target row, and finally issue column-access commands. As for a row
hit status, the addressed bank is in ACTIVE state and the row address of its activated
row is the same as that of the incoming access. Hence, column-access commands
can be directly issued. The above discussion is only based on a simplified condition.
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Fig. 18.13 An example of tile-based mapping to two banks of DRAM

Based on the aforementioned access characteristics, various tile-based mapping
of frame data to multiple banks of DRAMs were proposed to minimize miss penalty.
Figure 18.13 shows one possible mapping. In H.264/AVC, the size of requested
data block Bx ×By depends on the M×N partition size, which ranges from a size of
16×16 to 4×4. The design parameters Dx and Dy denote the horizontal and vertical
size of the data unit, which will be mapped into a single DARM page. If a requested
data block is allocated within a data unit, then no row miss occurs, resulting in the
best memory access performance. Otherwise, either row miss or bank miss might
occur. If the misses do happen, DRAM controllers might have the ability to hide
the miss penalty [90, 93]. However, the extra power consumption for miss penalty
cannot be avoided.

Compared with accessing to on-chip memory, accessing to off-chip DRAMs
requires more power consumption and latency. In addition, the performance of
accessing off-chip DRAMs is more unpredictable than that of accessing on-chip
SRAMs, due to probable row/bank miss penalty and DRAM access arbitration. As
aforementioned, storing of inter-MB information in on-chip or off-chip memory
needs more consideration of performance, cost, and power consumption. For per-
formance consideration, a Row Store Buffer with a size of 21KB is used to store
pixel data from previous MBs for main profile HD decoding in [36]. A line-pixel-
lookahead (LPL) scheme [94] is proposed to use a size of 19.2kbits internal mem-
ory for storing upper neighboring pixels for IP and deblocking, leading to 11%
power consumption improvement in their three-level memory hierarchy environ-
ment. Compared with [36], a trade-off for this inter-MB information buffer that uses
0.5KB of internal memory with about 10% increase in external memory bandwidth
is proposed in [37].

18.5 Summary

H.264/AVC standard is designed for a wide range of applications and has been very
strongly embraced by industry. For different applications and market segments, the
key design issues of an H.264/AVC decoder can be low-cost, low-power consump-
tion, or the best rendering quality. For example, lower-power consumption might be
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more crucial to the H.264/AVC decoder designs in handheld devices. The overall
design space is large and complex because each coding tool might be implemented
in a programmable processor, a co-processor, or a dedicated hardware accelerator.
In this chapter, we have reviewed design techniques of some kernel coding tools for
video coding layer of H.264/AVC. The most important design factor is the data man-
agement and flow control. In particular, the data transfer to off-chip memory is espe-
cially important due to the scarce resource of off-chip bandwidth. In fact, although
the tremendous progress in VLSI technology provides an ever-increasing number of
transistors and routing resource on a single chip, and hence allows integrating het-
erogeneous control and computing functions to realize SoCs, the improvement on
off-chip communication is limited due to the number of available I/O pins and the
physical design issues of these pins. On one hand the application is characterized
by a variety of access patterns. On the other hand, new memory devices and orga-
nizations provide a set of features. To find the best match between the application
characteristics and the memory organization features, the designer needs to explore
different memory configurations in combination with different design architectures.
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Chapter 19
Audio Coding and Classification:
Principles and Algorithms
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19.1 Introduction

A normal human can hear sound vibrations in the range from 20 Hz to 20 kHz.
Signals that create such audible vibrations qualify as an audio signal. Creating,
modulating, and interpreting audio clues were among the foremost abilities that
differentiated humans from the rest of the animal species. Over the years, methodi-
cal creation and processing of audio signals resulted in the development of different
forms of communication, entertainment, and even biomedical diagnostic tools. With
the advancements in the technology, audio processing was automated and various
enhancements were introduced. The current digital era furthered the audio process-
ing with the power of computers. Complex audio processing tasks were easily
implemented and performed in blistering speeds. The digitally converted and for-
matted audio signals brought in high levels of noise immunity with guaranteed qual-
ity of reproduction over time. However, on the one hand, the benefits of digital audio
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format came with the penalty of huge data rates and difficulties in protecting copy-
righted audio content over Internet. On the other hand, the ability to use computers
brought in great power and flexibility in analyzing and extracting information from
audio signals. This contrasting pros and cons of digital audio inspired the develop-
ment of variety of audio processing techniques.

With relevance to the main theme of this book, audio processing, in particu-
lar audio compression, plays an important role in mobile multimedia broadcasting.
Multimedia content delivery over cellular networks are receiving a lot of attention
recently with the current 3GPP standard defining it as a part of its standard. The
cost involved (bandwidth related) with the usage of these services, low processing
capability, and limited memory capacity of the wireless mobile receivers demand
very low-bit rate high quality audio compression approaches. Specifically it would
be ideal to use a less complex audio coder that can work satisfactorily for all kinds
of audio at low bit-rates. In the near future, the multimedia content requests to ser-
vice providers will be driven by actual content of the audio and video patterns then
the text based searches. Audio processing will also play an central role in sensing
the audio environment and adaptively switching the performance of the multimedia-
enabled wireless devices in different environments. As it would not be possible
to cover the complete array of audio processing techniques in a chapter, we limit
our presentation to the basics of two important audio processing tasks for multime-
dia broadcasting viz. audio compression (Coding) and audio feature extraction (for
Classification) using a time–frequency (TF) approach.

The rest of the chapter is organized as follows: Sect. 2 is devoted to the theo-
ries and the algorithms related to TF analysis. Section 3 will deal with the use of
TF analysis in audio coding and also will present the comparisons among some of
the audio coding technologies including adaptive time–frequency transform (ATFT)
coding, MPEG-Layer 3(MP3) coding, and MPEG Advanced Audio Coding (AAC).
In Sect. 4, TF analysis-based audio classification will be covered. Summary of this
chapter will be given in Sect. 5.

19.2 Time–Frequency Analysis

Signals can be classified into different classes on the basis of their characteristics.
One such classification is deterministic and random signals. Deterministic signals
are those, which can be represented mathematically or in other words all information
about the signals are known a priori. Random signals take random values and can-
not be expressed in a simple mathematical form like deterministic signals, instead
they are represented using their probabilistic statistics. When the statistics of such
signals vary over time, they qualify to form another subdivision called nonstationary
signals. Nonstationary signals are associated with time-varying spectral content and
most of the real world (including audio) signals fall into this category. Because of
the time-varying behavior, it is challenging to analyze nonstationary signals.
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Early signal processing techniques were mainly using time domain operations
such as correlation, convolution, inner product, and signal averaging. Although the
time-domain operations provided some information about the signal, they were lim-
ited in their ability to extract the frequency content of a signal. Introduction of
Fourier theory addressed this issue by enabling the analysis of signals in the fre-
quency domain. However, Fourier technique provided only the global frequency
content of a signal and not the time occurrences of those frequencies. Hence nei-
ther time-domain nor frequency domain analysis were sufficient enough to analyze
signals with time-varying frequency content. To over come this difficulty and to
analyze the nonstationary signals effectively, techniques that could give joint time
and frequency information were needed. This gave birth to the TF transformations.

In general, TF transformations can be classified into two main categories on the
basis of: (1) signal decomposition approaches and (2) Bilinear TF distributions (also
known as Cohen’s class). In decomposition-based approach, the signal is approxi-
mated into small TF functions derived from translating, modulating, and scaling a
basis function having a definite time and frequency localization. Distributions are
two-dimensional energy representations primarily used for visualization purposes
and cannot be efficiently used for parameterization of the signal. For the applica-
tions in hand (audio compression, audio classification), the automatic choice would
be a parametric decomposition approach. There are variety of TF decomposition
techniques with different TF resolution properties. Some examples in the increas-
ing order of TF resolution superiority are STFT (Short-Time Fourier Transform),
Wavelets, Wavelet packets, Pursuit-based algorithms [1]. The next subsection will
give the theory behind some of these techniques.

19.2.1 Time–Frequency Theory

TF representation is all about how well the frequency content of a signal can be
defined at infinitely small time or instantaneous time. The success of any TF trans-
formation lies in how well it can transform the signal on to a TF plane with optimal
TF resolution. The ideal case would be to have both time and frequency resolution
as high as possible or in other words to have infinitely small TF tile in the TF plane
(TF tiling is a two-dimensional display with time and frequency as its axes to show
the TF resolution achieved by different techniques). However, the ideal TF resolu-
tion cannot be achieved because of the Heisenberg’s uncertainty principle, which
states that infinitely small widths in both time and frequency domains cannot exist
simultaneously. The TF tiling has to satisfy the condition σtσω >= 1

2 , where σt and
σω are the respective time width and frequency width of the TF structure.

Figure 19.1 shows the possible TF tiling of two TF atoms or structures with time
(σt) and frequency (σω) widths satisfying Heisenberg’s principle. It can be clearly
observed from the condition that one cannot go below the lower bound. It is proved
that only Gabor functions or atoms (Gaussian) satisfy the lower bound condition
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Fig. 19.1 TF tiling demonstrating Heisenberg’s principle. ω - angular frequency and t - time

meaning they have the best TF localization properties or in other words have the best
possible TF resolution [1]. Now with this uncertainty principle governing the opti-
mal TF resolution achievable, we will discuss few joint TF techniques evolved over
years in addressing the TF resolution requirement of nonstationary signal analysis.

The first technique developed for joint TF analysis was by Gabor in 1940s.
He used a translating window function to segment the signals into overlapping
small time segments and then applied Fourier on them. It is given by the follow-
ing equation,

X(τ,ω) =
∫

x(t)g(t − τ)exp(− jωt)dt, (19.1)

where x(t) is the signal, and g(t − τ) is the sliding window function. This tech-
nique is called the STFT (short-time Fourier transform). Because of the segmenta-
tion, frequency content for each time segment was estimated individually thereby
giving the tie between time and frequency. The TF resolution provided by this
technique was uniform through out the TF plane and is decided by the width of
the window function. The assumption is that during those small time segments,
signals remain stationary (quasi-stationary). This approach suffered from the fre-
quency smearing or oscillatory effect associated with the type of windowing func-
tion used.

Figures 19.2 and 19.3 demonstrate two situations of TF tilings, for short duration
and a long duration window function. The fixed TF resolution provided by this tech-
nique could not answer all the TF resolution required for processing complex signals
with varying TF resolutions over the complete TF plane. However, this technique is



Fig. 19.3 TF tiling of STFT technique with long time window. f - frequency and t - time

widely used to visualize the TF plane to get a coarser idea. Spectrogram, which is
nothing but the squared modulus of the STFT, is generally used to display the TF
energy distribution over the TF plane.
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Fig. 19.4 Morlet wavelet with different scaling

To solve the varying TF resolution requirements, an adaptive technique was
needed. Wavelets were introduced to address this adaptive TF resolution require-
ments. In wavelets, the basis function used are small waves called mother wavelets,
which satisfy few mathematical conditions. These waves took different sizes by
stretching and compressing themselves to different scaled versions of the mother
wavelet. Figure 19.4 demonstrates the different scaled version of morlet wavelet.

These different scaled versions of the mother wavelet are slided across the signals
and the similarity measure is checked to model the localized signal structures with
the wavelet of a particular scaling. Because, wavelets signals are analyzed using
scaled versions of mother wavelet translating across the signal, it is often called as
time-scale analysis. It is given by the following equation,

CWTx(τ,s) =
1√
s

∫
x(t)g(

t − τ
s

)dt, (19.2)

where g( t−τ
s ) is the mother wavelet, τ being the translational parameter, and s being

the scaling parameter. Unlike STFT where the time width of the window function is
fixed, wavelets have an adaptive varying time width defined by the scaling parame-
ter. This scaling parameter that stretches and compresses the wavelets contribute to
the change in the center frequency of the wavelets. Small scale factors corresponds
to higher frequencies and larger scale factor corresponds to the lower frequencies. In
other words, wavelets uses short time scales to capture the high frequency structures
and a long time scale to capture the low frequency structures in a signal. In prac-
tice for most of the applications, discrete wavelet transformations follow a dyadic
scaling as shown in Fig. 19.5 to simplify numerical calculations. However, M band
scaling also exist for specific applications but the design and implementation of
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these systems are much complex and expensive in terms of computational effort.
It can be proved that if the frequency axis is completely covered by dilated dyadic
wavelets then it defines a complete and stable representation. This dyadic scaling
divides the frequency axis into two halves equally as high and low frequencies.
Each time the low frequency part is further divided into two halves and this process
repeats. Now applying the uncertainty principle it can be noted that the TF resolu-
tion varies for each frequency division over the frequency axis. For one particular
frequency interval of fixed size, the time resolution remains the same. But over the
complete frequency axis both time and frequency resolutions vary based on Heisen-
berg’s condition. Figure 19.6 demonstrates the TF tiling achieved for a two band
wavelet basis. It can be noted that at high frequencies wavelets provide high time
resolution but poor frequency resolution and vice versa at low frequencies.

Even though we were successful in achieving varying TF resolutions over TF
plane, these adaptive TF tiling are fixed for every interval of frequency. We can-
not expect a nonstationary signal to have same time resolution over a particular
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Fig. 19.7 TF tiling for wavelet packet. f - frequency and t - time

frequency interval. Signals containing components with same frequency support but
different time supports cannot be possibly modeled efficiently using wavelets.

Wavelet packet bases and local cosine bases were introduced to address this prob-
lem to some extent [1]. Unlike discrete wavelet bases where high frequencies have
poor frequency resolution, in wavelet packet the frequency axis can be divided into
any required intervals. By this way any frequency resolution can be achieved at any
frequencies; however, still for each frequency interval the time resolution remains
the same. Figures 19.7 and 19.8 demonstrate the two sample representations of
wavelet packet bases TF tiling. It can be noted wavelet packet bases provide adap-
tive varying frequency resolutions unlike wavelets that have fixed varying frequency
resolutions. But in both cases the time resolution remains the same for a particular
frequency interval.

In local cosine bases [1] the opposite of wavelet packet bases is achieved, That
is we can have any time resolution but for a particular time resolution we have a
fixed frequency resolution. Wavelet packet bases and local cosine bases are duals.
The combination of varying time resolutions as in the case of local cosine bases
and varying frequency resolutions as in the case of wavelet packet bases would be
an ideal choice to model nonstationary signals. To achieve this nonorthogonal basis
functions were needed i.e., the basis functions should have an over-complete and
redundant combinations of bases for all possible translations, modulations, and scal-
ings. The collection of over complete combinations of a TF basis function can be
called as a redundant TF dictionary. Applying a pursuit algorithm (such as match-
ing pursuit algorithm [2]) with efficient search techniques on this TF dictionary,
optimal TF resolutions can be achieved at the cost of computational complexity.
The basis functions chosen to form the redundant dictionary determine the nature
of the modeling/decomposition. The matching pursuit algorithm when used with
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Fig. 19.8 TF tiling for wavelet packet. f - frequency and t - time

a TF dictionary yields adaptive time-frequency transform (ATFT) [2]. Because of
the adaptive nature and the over-complete dictionary any TF resolution satisfying
the Heisenberg’s condition can be achieved at any part of the TF plane. One possi-
ble ATFT TF tiling is shown in the Fig. 19.9. Many variants of matching pursuits
based algorithms can be chosen to suit the specific needs of coding or classification
applications; however, since we chose to demonstrate both coding and classifica-
tion using a single TF decomposition approach, we used ATFT for the analysis of
audio signals. A detailed explanation of the ATFT algorithm follows in the next
subsection.

19.2.2 ATFT Algorithm

As explained in the previous subsection, the ATFT technique is based on the match-
ing pursuit algorithm with TF dictionaries. ATFT has excellent TF resolution prop-
erties (better than Wavelets and Wavelet Packets) and due to its adaptive nature
(handling nonstationarity), there is no need for signal segmentations. Flexible sig-
nal representations can be achieved as accurately as possible depending upon the
characteristics of the TF dictionary.

In the ATFT algorithm, any signal x(t) is decomposed into a linear combination
of TF functions gγn(t) selected from a redundant dictionary of TF functions [2]. In
this context, redundant dictionary means that the dictionary is over-complete and
contains much more than the minimum required basis functions i.e., a collection of
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Fig. 19.9 One representation of TF tiling provided by the ATFT algorithm. f - frequency and
t - time

nonorthogonal basis functions that is much larger than the minimum required basis
functions to span the given signal space. Using ATFT, we can model any given
signal x(t) as

x(t) =
∞

∑
n=0

angγn(t), (19.3)

where

gγn(t) =
1√
sn

g
(

t − pn

sn

)
exp{ j(2π fnt +φn)} (19.4)

and an are the expansion coefficients.
The scale factor sn, also called as octave parameter, is used to control the width

of the window function, and the parameter pn controls the temporal placement.
The parameters fn and φn are the frequency and phase of the exponential function,
respectively. The index γn represents a particular combination of the TF decompo-
sition parameters (sn, pn, fn, and φn). The signal x(t) is projected over a redundant
dictionary of TF functions with all possible combinations of scaling, translations,
and modulations. The dictionary of TF functions can either suitably be modified or
selected, based on the application in hand. When x(t) is real and discrete, like the
audio signals in the presented technique, we use a dictionary of real and discrete
TF functions. Because of the redundant or overcomplete nature of the dictionary it
gives extreme flexibility to choose the best fit for the local signal structures (local
optimization) [2]. This extreme flexibility enables to model a signal as accurately as
possible with the minimum number of TF functions providing a compact approxi-
mation of the signal.
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In our technique, we used the Gabor dictionary (Gaussian functions), which has
the best TF localization properties [3]. At each iteration, the best correlated TF
function was selected from the Gabor dictionary. The remaining signal called the
residue was further decomposed in the same way at each iteration subdividing them
into TF functions. After M iterations, signal x(t) could be expressed as

x(t) =
M−1

∑
n=0

〈
Rnx, gγn

〉
gγn(t)+RMx(t), (19.5)

where the first part of (19.5) is the decomposed TF functions until M iterations,
and the second part is the residue, which will be decomposed in the subsequent
iterations. This process is repeated till all the energy of the signal is decomposed. At
each iteration, some portion of the signal energy was modeled with an optimal TF
resolution in the TF plane. Over iterations it can be observed the captured energy
increases and the residue energy falls. On the basis of the signal content, the value
of M could be very high for a complete decomposition (i.e. residue energy = 0).
Examples of Gaussian TF functions with different scale and modulation parameters
are shown in Fig. 19.10. The order of computational complexity for one iteration

sn
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Fig. 19.10 Gaussian TF function with different scale and modulation parameters
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of the ATFT algorithm is given by O(N log N), where N is the length of the signal
samples. The time complexity of the ATFT algorithm increases with the increase in
the number of iterations required to model a signal, which in turn depends on the
nature of the signal. Compared with this the computational complexity of modified
discrete cosine transform (MDCT) used in few of the state-of the-art audio coders
is only O(N log N) (same as FFT).

Once the signal is modeled accurately or decomposed into TF functions with
definite time and frequency localization, the TF parameters governing the TF func-
tions could be analyzed for extracting application specific information. In our case,
we process the TF decomposition parameters of the audio signals to perform both
audio compression and classification as will be explained in the following sections.

19.3 Audio Coding

Until the invention of Gramophone in 1880s, it was a dream to record and reproduce
sounds. With the advancements in science, slowly the audio recording and storage
techniques have improved: migrating from the records, to magnetic tape media in
1950s, to digital format on a CD in 1980s, to today’s much sophisticated application
oriented Internet driven audio formats. Considering only the time-frame after the
digital era began, audio processing has undergone tremendous amount of develop-
ment and refinement. The invention of CD made a big change in digital audio repre-
sentation and storage. Audio in digital format on a CD brought in many advantages
such as robustness, dynamic range, and unprecedented high fidelity. Conventional
CD audio are typically sampled at 44.1 or 48 kHz with 16 bits/sample (pulse code
modulation) resolution to maintain high quality reproduction of sound. Because of
the high sampling rates, the amount of data associated with the audio sequences is
high in terms of 700 kbps, and 1.41 Mbps for stereo. The high rate is acceptable
as long as the audio is listened by a single listener on his home CD player or a
computer. When the same data have to be transmitted from one place to another
over the network or carried in portable miniature audio devices, these high bit-rates
increased the demand for expensive bandwidth/storage requirements. Although the
leap in the nonlinear growth of hardware technologies have addressed the storage
issues to some extent by producing miniaturized high capacity storage devices, still
the need for audio compression has not diminished.

To address this high demand for audio compression, many techniques were intro-
duced to reduce the bit-rates without sacrificing much of the audio quality. Several
algorithms/coders were developed to exploit the redundancy information contained
in the audio signal in time or frequency or joint TF domains. In general, they can be
subdivided into temporal waveform coders, subband coders, and transform coders.
Earliest of all were the temporal waveform coders using techniques such as PCM
(pulse code modulation) and ADPCM (adaptive differential pulse code modulation),
where the time domain redundancy is exploited to achieve reduction in bit-rates [4].
In subband coders, the signal is divided into multiple subbands of frequency and the
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psychoacoustics (science of hearing) model is used for performing a variable quan-
tization to achieve reduction of bit-rates [4]. In transform coders, the audio data are
first transformed into another domain such as frequency or joint TF. The transform
or decomposition parameters obtained in the process of transformation is analyzed,
and variably quantized based on their degree of contribution in reconstructing the
audio signal. Psychoacoustics models are used to further filter the perceptually irrel-
evant parameters so as to achieve compact representation of the signal in either fre-
quency or joint TF domain. Since it is out of scope of this chapter to cover all of the
existing audio compression methodologies, the authors recommend the work of Ted
Painter [4] for a comprehensive review of most of the existing audio compression
techniques.

Audio signals are highly nonstationary in nature and the best way to analyze
them is to use a joint TF approach. The presented coding methodology is based on
ATFT and falls under the transform-like coder category. The usual methodology of
a transform based coding technique involves the following steps : (1) Transforming
the audio signal into frequency or TF domain coefficients, (2) processing the coef-
ficients using psychoacoustic models and computing the audio masking thresholds,
(3) controlling the quantizer resolution using the masking thresholds, (4) applying
intelligent bit allocation schemes, and (5) enhancing the compression ratio with fur-
ther lossless compression schemes. The ATFT-based coder nearly follows the above
general transform coder methodology; however, unlike the existing techniques, the
major part of the compression was achieved by exploiting the joint TF properties
of the audio signals. The block diagram of the ATFT coder is shown in Fig. 19.11.
The ATFT approach provides higher TF resolution than the existing TF techniques
such as wavelets and wavelet packets [2]. This high resolution sparse decomposition
enables us to achieve a compact representation of the audio signal in the transform
domain itself. Also, due to the adaptive nature of the ATFT, there was no need for
signal segmentation.

Psychoacoustics was applied in a novel way on the TF decomposition parameters
to achieve further compression. In most of the existing audio coding techniques,
the fundamental decomposition components or building blocks are in the frequency
domain with corresponding energy associated with them. This makes it much easier
for them to adapt the conventional, well-modeled psychoacoustics techniques into
their encoding schemes. In contrast, in ATFT, the signal was modeled using TF
functions which have a definite time and frequency resolution (i.e., each individual
TF function is time limited and band limited), hence the existing psychoacoustics
models need to be adapted to apply on the TF functions.
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Fig. 19.11 Block diagram of ATFT audio coder
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19.3.1 ATFT of Audio Signals

Any signal could be expressed as a combination of coherent and noncoherent signal
structures. Here the term coherent signal structures means those signal structures
that have a definite TF localization (or) exhibit high correlation with the TF dictio-
nary elements. On the one hand, the ATFT algorithm models the coherent signal
structures well within the first few 100 iterations, which in most cases contribute
to >90% of the signal energy. On the other hand, the noncoherent noise like struc-
tures cannot be easily modeled since they do not have a definite TF localization or
correlation with dictionary elements. Hence these noncoherent structures are bro-
ken down by the ATFT into smaller components to search for coherent structures.
This process repeats until the whole residue information is diluted across the whole
TF dictionary [2]. From a compression point of view, it would be desirable to keep
the number of iterations (M <<< N), as low as possible and at the same time
sufficient enough to model the audio signal without introducing perceptual distor-
tions. Considering this requirement, an adaptive limit has to be set for controlling
the number of iterations. The energy capture rate (signal energy capture rate per
iteration) could be used to achieve this. By monitoring the cumulative energy cap-
ture over iterations, we could set a limit to stop the decomposition when a particular
amount of signal energy was captured. The minimum number of iterations required
to model an audio signal without introducing perceptual distortions depends on the
signal composition and the length of the signal. In theory, due to the adaptive nature
of the ATFT decomposition, it is not necessary to segment the signals. However,
due to the computational resource limitations (Pentium III, 933 MHZ with 1 GB
RAM), we decomposed the audio signals in 5 s durations. The larger the duration
decomposed, the more efficient is the ATFT modeling. This is because if the signal
is not sufficiently long, we cannot efficiently utilise longer TF functions (highest
possible scale) to approximate the signal. As the longer TF functions cover larger
signal segments and also capture more signal energy in the initial iterations, they
help to reduce the total number of TF functions required to model an audio signal.
Each TF function has a definite time and frequency localization, which means all
the information about the occurrences of each of the TF functions in time and fre-
quency of the signal is available. This flexibility helps us later in our processing
to group the TF functions corresponding to any short time segments of the audio
signal for computing the psychoacoustic thresholds. In other words, the complete
length of the audio signal can be first decomposed into TF functions and later the
TF functions corresponding to any short time segment of the signal can be grouped
together. In comparison, most of the DCT and MDCT-based existing techniques
have to segment the signals into time frames and process them sequentially. This is
needed to account for the nonstationarity associated with the audio signals and also
to maintain a low signal delay in encoding and decoding.

In the presented technique for a signal duration of 5 s, the limit was set to be
the number of iterations needed to capture 99.5% of the signal energy or to a max-
imum of 10,000 iterations. For a signal with less noncoherent structures, 99.5% of
signal energy could be modeled with a lower number of TF functions than a signal
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with more noncoherent structures. In most cases, a 99.5% of energy capture nearly
characterises the audio signal completely. The upper limit of the iterations is fixed
to 10,000 iterations to reduce the computational load. Figure 19.12 demonstrate the
number of TF functions needed for a sample audio signal. In the figure, the lower
panel shows the energy capture curve for the sample audio signal in the top panel
with number of TF functions in the X axis and the normalised energy in the Y axis.
On average, it was observed that 6,000 TF functions are needed to represent a signal
of 5 s duration sampled at 44.1 kHz.

19.3.2 Psychoacoustics

Psychoacoustics is the science of hearing. This plays an important role in audio com-
pression techniques. A transform coder provides only mathematically nonredundant
coefficients and has no perceptual criteria attached to it. Applying perceptual filter-
ing to the transform coefficients helps us in achieving perceptually lossless coders.
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The two main psychoacoustics effect that is of importance to digital audio compres-
sion are threshold-in-quiet (TiQ) and audio masking. Much work has been done on
the area of psychoacoustics right from 1930s. Many experiments were performed in
arriving at a human auditory model over years.

19.3.2.1 Threshold-in-Quiet

TiQ can be defined as the minimum detectable level of sound in the absence of any
external sounds. Our ear has a non-linear frequency response. We need different
sound pressure level (SPL) to hear different frequencies. In general humans are sen-
sitive to the frequencies between 1 to 5 kHz even with very low SPLs. Frequencies
below and above this range need high SPL to be perceived by our ears. The SPL has
a dynamic range of 60 dB over the audible range (0-20 kHz). Figure 19.13 depicts
the TiQ curve measured as a function of frequency.

The TIQ can be well approximated by the non-linear function [4]

Tq( f ) = 3.64
(

f
1000

)−0.8

−6.5e−0.6
(

f
1000

−3.3
)2

+10−3
(

f
1000

)4

dBSPL,

(19.6)

where f is the frequency variable. In audio coding, any signal component with an
SPL below this curve need not be coded or in other words the signal component will
not be perceived by ears. In existing coders, the quantization noise introduced by the
coders are kept below this TiQ curve so that it is not perceived by the ears. The TiQ
concept also provides a convenient and perceptually least disturbing mechanism for
regulating the output bit-rates.

0

10

20

30

40

50

60

0.02 0.2 202

S
ou

nd
 P

re
ss

ur
e 

Le
ve

l (
dB

 S
P

L)

Frequency (kHz)

Threshold in Quiet

Fig. 19.13 Threshold-in-quiet curve. Reproduced from [5]
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19.3.2.2 Audio Masking

Audio masking is a process in which a strong signal renders a weak signal inaudi-
ble. This phenomenon is observed by us in everyday life. We do not hear someone
talking when a fast moving train passes by or a helicopter that flies low, making lot
of noise. The strong signal is referred as masker and the weak signal as maskee. The
amount of masking depends on the energy of the masker, the frequency separation,
the time occurrence, and duration of both masker and maskee.

Our ear can be modeled as an overlapping band pass filters in the audible range.
A particular area in the bascillar membrane is excited for a particular band of fre-
quencies. On the basis of this phenomena, audible range is broken into 25 criti-
cal bands with varying bandwidths corresponding to different areas of the bascillar
membrane [6, 7]. A space to frequency translation is achieved by dividing the audi-
ble frequencies into critical bands. The critical bandwidths can be approximated
as [4]

BWc( f ) = 25+75

(
1+1.4

(
f

1000

)2
)(0.69)

Hz, (19.7)

where f is the frequency variable. Figure 19.14 depicts the critical band bandwidths
and center frequencies. A strongly occurring signal with frequency in a partic-
ular critical band increases the audibility threshold of the corresponding area in
the bascillar membrane. This increase in the audible threshold makes the bascillar

Fig. 19.14 Critical band bandwidths and center frequencies. Reproduced from [5]
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membrane insensitive to weak signals with frequencies in the same critical band and
also affects the neighboring bands by raising their audible threshold. The level of
masking produced by a masker located at the center of the critical band is approxi-
mately same across the critical band.

There are two types of masking that happens with audio signals.

• Simultaneous masking
• Temporal masking

Simultaneous masking: This is a frequency domain phenomena. A strong signal
(masker) simultaneously occurring with a weak signal (maskee) will mask the weak
signal within a critical band. This type of masking within the critical band is called
intraband masking. The effect of the masker also extends to the neighboring bands
and vice-versa. However, this effect of masking is much lower. This type of masking
is called interband masking. Simultaneous masking is effective when the masker fre-
quency is lower than the maskee’s frequency. Figure 19.15 shows the simultaneous
masking phenomena in the frequency domain.

The shaded area represents the cumulative auditory shadow that results from the
simultaneous presence of tonal components S1, S2, and S3. The signal S2 is the
highest power tonal component and therefore dominates the total masking thresh-
old. S3 is completely masked, whereas S1 is only partially masked. The component
S3 can be removed completely because it will not be audible due to the strong pres-
ence of S2. In existing coders, S1 and S2 are allocated with corresponding bits so
that the introduced quantization error falls well below the masking threshold. Basi-
cally masking locally increases the threshold of audibility allowing the possibility
to have imperceptible quantization noise with reduced bits. Figure 19.16 illustrates
the combined TiQ with masking threshold. However, the presented technique uses
the masking property in a novel way when compared with the existing coders.

The nature of the masker also influences the level of masking. Tonal masking
is the masking generated by sinusoidal-like signals. Noise masking is the masking
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Fig. 19.15 Simultaneous masking. Reproduced from [5]
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Fig. 19.17 Masking threshold and signal to mask ratio. Reproduced from [5]

generated by band-limited noise. The calculation of noise masking requires the sig-
nal power in each critical band. In tonal masking, the presence of tonal compo-
nents are identified within the critical band. For each tonal component, the mask-
ing threshold is calculated. Figure 19.17 illustrates the masking pattern for a tonal
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simultaneous masker. The masking effect within the critical band (intraband) and
the neighboring band (interband) are shown. Signal to mask ratio and noise to mask
ratio denote the log distances from minimum masking threshold to the masker and
the noise level introduced due to quantization. By combining both the noise masking
and the tonal masking thresholds a global masking threshold is calculated, which
will be applied on the audio segment to either remove the perceptually irrelevant
components completely or quantize it in such a way the noise level remains below
the masking thresholds.
Temporal masking: This is a time domain phenomena. Here a strongly occurring
signal (masker) in time domain masks the weak signals that are preceding it or fol-
lowing it. Because of the retention capabilities of our ear, the increased audibility
threshold due to the occurrence of a strong signal remains for a short period dur-
ing which weak signals following or preceding are made inaudible. Figure 19.18
shows the typical masking pattern prior to the occurrence (premasking), during the
occurrence (simultaneous) and after the occurrence (postmasking) of a masker. Pre-
masking lasts only about 5 ms whereas postmasking extends from 50 to 300 ms.
Premasking phenomenon is efficiently used with adaptive block size transform to
compensate for pre-echo [4, 8] distortions. The masking that happens to the pre-
ceding signals is called backward masking and the masking that happens to the
following signal is called forward masking. Figure 19.18 illustrates the premasking
region, simultaneous masking and the postmasking region.
In general masking depends on the following factors:

• Strength of the masker (dB level)
• Frequency separation of the masker and the maskee (critical band)
• Time occurrence of the masker (simultaneous or temporal)
• Time duration of the masker (simultaneous)
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) Pre−Masking Simultaneous Masking Post−Masking

Fig. 19.18 Typical masking pattern. Reproduced from [5]
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19.3.3 Implementation of Psychoacoustics

In the conventional coding methods, the signal is segmented into short time seg-
ments and transformed into frequency domain coefficients. These individual fre-
quency components are used to compute the psychoacoustic masking thresholds
and accordingly their quantization resolutions are controlled. In contrast, in our
approach we computed the psychoacoustic masking properties of individual TF
functions and used them to decide whether a TF function with certain energy was
perceptually relevant or not based on its time occurrence with other TF functions. TF
functions are the basic components of the presented technique and each TF function
has a certain time and frequency support in the TF plane. So their psychoacousti-
cal properties have to be studied by taking them as a whole to arrive at a suitable
psychoacoustical model.

19.3.3.1 Threshold-in-Quiet (TIQ)

TF functions form fundamental building blocks of the presented coder and they
can take all possible combinations of time duration and frequency. However, in the
ATFT algorithm implementation, they could take any time-width between 22 sam-
ples (90µs) and 214 samples (0.4s) in steps with any frequency between 0 and
22,050 Hz (max frequency). The time support of a frequency component also plays
an important role in the hearing process. From our experiments, we observed that
longer duration TF functions were heard much better even with lower energy levels
than the shorter duration TF functions. Hence out of all the possible durations of
the TF functions, the highest possible time duration of 16,384 samples correspond-
ing to the octave 14 (the term octave is from the implementation nomenclature i.e.,
the scale factor doubles in each step) was the most sensitive TF function for dif-
ferent combinations of frequencies. This forms the worst case TF function in our
modeling for which our ears are more sensitive. So it is obvious that this TF func-
tion has to be used to obtain the worst case threshold in quiet (TIQ) curve for our
model. The curve obtained in this way will hold good for all other TF functions
with all possible combinations of time-widths and center frequencies. Figure 19.19
demonstrates the different modulated versions of the TF function with maximum
time-width (octave 14).

The TF functions (duration 0.4 s) with different center frequencies were played
to each of the listeners. It should be noted that the “frequency” here means the cen-
ter frequency of the TF function and not the absolute frequency as used in regular
psychoacoustics experiments. In general, each of the TF functions will have a cen-
ter frequency and a frequency spread based on the time-width they can take. For
this experiment as we are using only the TF function with the longest width (dura-
tion 0.4s), the frequency spread is fixed. For each frequency, setting the amplitude
of the TF function was reduced in steps until the listener could no longer hear the
TF function anymore. Once this point is reached, the amplitude of the TF func-
tion is increased and played back to the listener to confirm the correct point of
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Fig. 19.19 TF function with time-width of 16,384 samples modulated at different center
frequencies

minimum audibility. This is repeated for the following values of center frequen-
cies: 10 Hz, 100 Hz, 500 Hz, 1 kHz, 2 kHz, 4 kHz, 6 kHz, 8 kHz, 10 kHz, 12 kHz,
16 kHz, and 20 kHz. The minimum audible amplitude level for each frequency set-
ting was recorded. The values obtained from five listeners were averaged to obtain
the absolute threshold of audibility for TF functions.

To reduce the computational complexity, the frequency range was divided into
three bands of low frequency (500 Hz and below), sensitive frequencies (from
500 Hz to 15 kHz) and high frequencies (15 kHz and above). The experimental val-
ues were averaged to get uniform thresholding for the low and high frequency bands.
In the middle or sensitive band, the lowest averaged experimental value was selected
as threshold of audibility throughout the band. Figure 19.20 illustrates the averaged
TIQ curve superimposed on the actual TIQ curve. The TF functions were grouped
into the above mentioned three frequency groups. Amplitude of the TF functions
were calculated from their energy and octave values. These amplitude values were
checked with the TIQ average values. The TF functions whose amplitude values fell
below the averaged TIQ values were discarded.

19.3.3.2 Audio Masking Applied to TF Functions

Similar to TIQ, the existing masking techniques cannot be used directly on the pre-
sented coder for the same reasons explained earlier. So masking experiments were
conducted to arrive at masking thresholds for TF functions with different time-
widths. The possible time duration of TF functions varies between 22 and 214 in
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Fig. 19.20 Average thresholding applied to TIQ curve. Solid line denotes the actual TIQ curve and
dashed line denotes the applied threshold. au - arbitrary units

steps of powers of 2, each of the time-width TF function was examined for its
masking properties. Each of this different duration TF functions can occur at any
point in time with frequencies between 20 Hz and 20 kHz. Out of the possible dura-
tions of the TF functions the shorter durations (22–27) are transient-like structures,
which have larger bandwidths but little time support. Removing these TF functions
in the process of masking will introduce more tonal artifacts in the reconstructed sig-
nal. This happens because the complex frequency pattern of the signal is disturbed
to some extent. Hence, these functions were preserved and not used for masking
purposes.

The remaining TF functions with time-widths (28–214) were used for the mask-
ing experiments. TF functions with each of these time-widths (durations from 256 to
16,384 samples) were tested for their masking capabilities with other time-width TF
functions at various energies and frequencies. The TF functions were first grouped
into equivalents of 400 time samples (10 ms). This is possible as each of the TF
functions have the precise information about their time occurrence. Once they were
grouped into time slots equivalent to 10 ms, the TF functions falling in each time
slot were divided into 25 critical bands, based on their center frequencies. In each
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critical band, the TF function with highest energy was located. Relative energy dif-
ference of this TF function with the remaining TF functions in the same critical
band was computed. Using a look up table, each of the remaining TF functions was
verified if it would be masked by the relative energy difference with the TF func-
tion having the highest energy. The experimental procedure for computing the look
up table of masking thresholds will be explained in subsequent paragraphs. The TF
functions, which fell below the masking threshold defined by the look up tables,
were discarded.

As shown in Fig. 19.21a within the 10 ms duration, the location of masker and
maskee TF functions can occur anywhere. The worst case situation would be when
the masker TF function occurs at the beginning of the time slot, and the maskee TF
function occurs at the end of the time slot or vice versa. So all of our testing was
done for this worst case scenario by placing the masker TF function and the maskee
TF function at the maximum distance of 10 ms.

On the basis of the duration of masker and maskee TF functions, one of the
following could occur as depicted in Fig. 19.21b.

• Masker and maskee are apart in time within the 10 ms, in which case they do
not occur simultaneously. In this situation, masking is achieved due to tempo-
ral masking effects where a strong occurring masker masks the preceding, and
following weak signals in time domain.

• Masker duration is large enough that the maskee duration falls within the masker
(two scenarios shown in Fig. 19.21b) even after a 400 samples shift. In this case
simultaneous masking occurs.

• Masker duration is shorter than the maskee duration. In this case, both simultane-
ous and temporal masking is achieved. The simultaneous masking occurs during
the duration of the masker when the maskee is also present. Temporal masking
occurs before and after the duration of the masker.

Four sets of experiments were conducted with masker TF function (normalized
in amplitude) taking center frequency of 150 Hz, 1 kHz, 4.8 kHz, and 10.5 kHz (crit-
ical band center frequencies) and the maskee TF function taking center frequency
of 200 Hz, 1.1 kHz, 5.3 kHz, and 12 kHz (corresponding critical band upper limits),
respectively. As the masking thresholds depend also on the frequency separation of
masker and maskee, maximum separation from the critical band center frequency
was taken for our experiments for maskee TF functions. TF functions of each time-
width were used as maskers to measure their masking capabilities on the remaining
of each time-width TF functions for all the above four different frequency sets.
Both (masker and maskee TF functions) were placed apart with 10 ms duration and
played to the listeners. Each time the amplitude of the maskee TF function was
reduced till the listener perceived only the masker TF function, or in other words,
until there was no difference observed between the masker TF function played indi-
vidually or played together with the maskee TF function. At this point, the masker
TF function’s energy was sufficient to mask the maskee TF function. The differ-
ence in their energies is calculated in dB and used as the masking threshold for the
particular time-width maskee TF function when occurring simultaneously with that
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Fig. 19.21 (a) Illustration of few possible time occurrences of two TF functions as masker and
maskee, (b) Possible masking conditions that can occur within the 10 ms time slot
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Fig. 19.22 Masking curves for different time-width of TF functions

particular time-width masker TF function. Once all the measurements were finished,
each time-width TF function was analyzed as a maskee against all the remaining
time-width TF functions as masker. An average energy difference was computed for
each time-width TF function below which they will be masked by any other time-
width TF functions. Five different listeners participated in the test and their average
masking curves for each time-width of TF functions were computed. Figure 19.22
shows the different masking curves obtained for different durations of TF functions.
The X axis represents the different time-width TF functions and the Y axis represents
the relative energy difference with the masker in dB.

The masking curve obtained for critical band center frequency 10.5 kHz devi-
ates from the remaining curves considerably. This is because the frequency sepa-
ration between the masker and the maskee becomes very high at this band. This
is because we used for all our experiments the upper limit of the critical band as
the maskee frequency to simulate the worst case scenario. To demonstrate this fre-
quency separation dependence on masking performance, a second masking curve
was obtained for the critical band with a center frequency of 10.5 kHz for masker
but this time the frequency separation between masker and maskee was reduced by
half. The curve dropped down explaining the increase in masking performance i.e.,
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when the frequency separation between the masker and maskee was reduced, the
average relative dB difference required for masking also reduces.

From these curves, it could be observed the masking curves of critical bands
with center frequencies 150 Hz, 1 kHz, and 4.8 kHz remain almost the same. Hence,
the masking curve obtained for 1 kHz was used as the lookup table for the first 20
critical bands. The remaining five critical bands use the masking curve obtained
for the critical band with a center frequency of 10.5 kHz (with 12 kHz upper limit)
as the lookup table. These lookup tables were used to verify if a TF function will
be masked by the relative dB difference of it with the TF function having highest
energy within the same critical band.

The flow chart in Fig. 19.23 gives an overview of the masking implementation
used in the presented coder.

19.3.4 Quantization

Most of the existing transform-based coders rely on controlling the quantizer res-
olution, based on psychoacoustic thresholds to achieve compression. Unlike this,
the presented technique achieves a major part of the compression in the transforma-
tion itself followed by perceptual filtering. That is, when the number of iterations
M needed to model a signal is very low compared with the length of the signal,
we just need M × L bits, where L is the number of bits needed to quantize the 5
TF parameters that represent a TF function. Hence, we limited our research work
to scalar quantizers as the focus of the research mainly lies on the TF transforma-
tion block and the psychoacoustics block rather than the usual subblocks of the data
compression application.

As explained earlier each of the five parameters energy (an), center frequency
( fn), time position (pn), octave (sn) and phase (φn) are needed to represent a TF
function and thereby the signal itself. These five parameters were to be quantized in
such a way that the quantization error introduced was imperceptible while obtain-
ing good compression. Each of the five parameters has different characteristics and
dynamic range. After careful analysis of them the following bit allocations were
made. In arriving at the final bit allocations informal mean opinions score (MOS)
tests were conducted to compare the quality of the audio samples before and after
quantization stage.

In total, 54 bits are needed to represent each TF function without introducing
significant perceptual quantization noise in the reconstructed signal. The final form
of data for M TF functions will contain

• Energy parameter (Log companded) = M×12 bits
• Time position parameter = M×15 bits
• Center frequency parameter = M×13 bits
• Phase parameter = M×10 bits
• Octave parameter = M×4 bits
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Fig. 19.24 Log companded original and curve fitted energy curve for a sample signal. au - arbitrary
units

The sum of all the above (= 54×M bits) will be the total number of bits transmitted
or stored representing an audio segment of duration 5 s. The energy parameter after
log companding was observed to be a very smooth curve as shown in Fig. 19.24.
Fitting a curve to the energy parameter further reduces the bit rate. Nearly 90% of
the energy is present in the first few 100 TF functions and hence they are not used
for curve fitting. The remaining number of TF functions were divided into equal
lengths of 50 points on the curve. Only the values corresponding to these 50 points
need to be sent with the first few original 100 values. The distance between these
50 points can be treated as linear comparing the spread of total number of TF func-
tions. In the reconstruction stage, these 50 points can be interpolated linearly to the
original number of points. The error introduced in this procedure was very small
due to the smooth slope of the curve. Moreover, this error was introduced only in
the 10% energy of the signal that was not perceived. To better explain the bene-
fit of the presented curve fitting approach in reducing the bit rate, let us take an
example of transmitting 5,000 TF functions. To transmit the energy parameter for
5,000 TF functions (without applying curve fitting) will require 5,000× 12 bits =
60,000 bits. With curve fitting, say we preserve the energy parameter for the first
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150 TF functions and thereafter select the energy parameter from every 50th TF
function in the remaining 4,850 TF functions. This will result in [150 + (4850/50 =
97)] = 247 values of the energy parameter requiring only 247×12 = 2,964 bits for
transmission. We see a massive reduction in bits due to curve fitting. Figure 19.24
demonstrates the original curve super imposed with the fitted curve. Every kth point
in the compressed curve corresponds to actually the (3+k)×50th point in the orig-
inal curve. A correlation value of 1 was achieved between the original curve and the
interpolated reconstructed curve.

With just a simple scalar quantizer and curve fitting of the energy parameter, the
presented coder achieves high compression ratios. Although a scalar quantizer was
used to reduce the computational complexity of the presented coder, sophisticated
vector quantization techniques can be easily incorporated to further increase the
coding efficiency. The five parameters of the TF function can be treated as one
vector and accordingly quantized using predefined codebooks. Once the vector is
quantized, only the index of the codebook needs to be transmitted for each set of
TF parameters resulting in a large reduction of the total number of bits. However,
designing the codebooks would be challenging as the dynamic ranges of the 5 TF
parameters are drastically different. Apart from reducing the number of total bits,
the quantization stage can also be utilized to control the bit rates suitable for CBR
(constant bit rate) applications.

19.3.5 Compression Ratios

Compression ratios achieved by the presented coder were computed for eight sam-
ple wideband audio signals (of 5 s duration) as described below. These eight sample
signals (viz. ACDC, DEFLE, ENYA, HARP, HARPSICHORD, PIANO, TUBU-
LARBELL, and VISIT) were representative of wide range of music types.

• As explained earlier, the total number of bits needed to represent each TF func-
tion is 54.

• The energy parameter is curve fitted and only the first 150 points in addition to
the curve fitted point need to be coded.

• So the total number of bits needed for M iterations for a 5 s duration of the signal
is T B1= (M × 42) + ((150 +C)× 12), where C is the number of curve fitted
points, and M is the number of perceptually important functions.

• The total number of bits needed for a CD quality 16 bit PCM technique for a
5 s duration of the signal sampled at 44,100 Hz is T B2 = 44,100 × 5 × 16 =
3,528,000.

• The compression ratio can be expressed as the ratio of number of bits needed by
the presented coder to the number of bits needed by the CD quality 16 bit PCM
technique for the same length of the signal, i.e,

Compression ratio =
TB2

TB1



19 Audio Coding and Classification: Principles and Algorithms 569

• The overall compression ratio for a signal was then calculated by averaging all
the 5 s duration segments of the signal for both the channels.

The presented coder is based on an adaptive signal transformation technique,
i.e., the content of the signal and the dictionary of basis functions used to model
the signal plays an important role in determining how compact a signal can be rep-
resented (compressed). Hence, VBR (variable bit rate) is the best way to present
the performance benefit of using an adaptive decomposition approach. The inher-
ent variability introduced in the number of TF functions required to model a sig-
nal and thereby the compression is one of the highlights of using ATFT. Although
VBR would be more appropriate to present the performance benefit of the presented
coder, CBR mode has its own advantages when using with applications that demand
network transmissions over constant bitrate channels with limited delays. The pre-
sented coder can also be used in CBR mode by fixing the number of TF functions
used for representing signal segments; however, due to the signal adaptive nature
of the presented coder, this would compromise the quality at instances where signal
segments demand a higher number of TF functions for perceptually lossless repro-
duction. Hence, we choose to present the results of the presented coder using only
the VBR mode.

We compared the presented coder with two existing popular and state-of-the-art
audio coders viz MP3 (MPEG 1 layer 3) and MPEG-4 AAC/ HE-AAC. Advanced
audio coding (AAC) is the current industrial standard that was initially developed
for multichannel surround signals (MPEG-2 AAC [9]). The transformation tech-
nique used is the modified discrete cosine transform (MDCT). Compared with mp3,
which uses a polyphase filter bank and an MDCT, new coding tools were intro-
duced to enhance the performance. The core of MPEG-4 AAC is basically the
MPEG-2 AAC but with added tools to incorporate additional coding enhancements
and MPEG-4 features so that a broad range of applications are covered. There are
many application-specific profiles that can be chosen to adaptively configure the
MPEG-4 audio for the user needs. It is claimed that at 128 kbps the MPEG-4 AAC
is indistinguishable from the original audio signal [10]. As there are ample stud-
ies in the literature [9, 11–15] available for both MP3 and MPEG-2/4 AAC, more
details about these techniques are not provided in this chapter. The average bit-rates
were used to calculate the compression ratio achieved by MP3 and MPEG-4 AAC
as described below.

• Bitrate for a CD quality 16 bit PCM technique for 1 s stereo signal is given by
TB3 = 2×44100×16.

• The average bit rate/s achieved by (MP3 or MPEG-4 AAC) in VBR mode = TB4.
• Compression ratio achieved by (MP3 or MPEG-4 AAC) = TB3

TB4
.

The 2nd, 4th, and 6th columns of Table 19.2 show the compression ratio (CR)
achieved by the MP3, MPEG-4 AAC, and the presented ATFT coders for the set
of 8 sample audio files. It is evident from the table that the presented coder has
better compression ratios than MP3. When comparing with MPEG-4 AAC, 5 out of
8 signals are either comparable or have better compression ratios than the MPEG-4
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AAC. It is noteworthy to mention that for slow music (classical type) the ATFT
coder provides 3–4 times better comparison than MPEG-4 AAC or MP3.

The compression ratio alone cannot be used to evaluate a audio coder. The com-
pressed audio signals has to undergo a subjective evaluation to compare the quality
achieved with respect to the original signal. The combination of the subjective rating
and the compression ratio will provide a true evaluation of the coder performance.

Before performing the subjective evaluation, the signal has to be reconstructed.
The reconstruction process is a straight forward process of linearly adding all the
TF functions with their corresponding five TF parameters. To do that, first the TF
parameters modified for reducing the bit rates have to be expanded back to their
original forms. The log compressed energy curve was log expanded after recovering
back all the curve points using interpolation on the equally placed 50 length points.
The energy curve was multiplied with the normalization factor to bring the energy
parameter as it was during the decomposition of the signal. The restored parameters
(energy, time-position, center frequency, phase, and octave) were fed to the ATFT
algorithm to reconstruct the signal. The reconstructed signal was then smoothed
using a 3rd order Savitzky-Golay [16] filter and saved in a playable format.

Figure 19.25 demonstrates a sample signal (/’HARP’/) and its reconstructed ver-
sion and the corresponding spectrograms. It can be clearly observed from the recon-
structed signal spectrogram compared with the original signal spectrogram, how
accurately the ATFT technique has filtered out the irrelevant components from the
signal (evident from Table 19.2 - (/’HARP’/) - high compression ratio vs. accept-
able quality). The accuracy in adaptive filtering of the irrelevant components is made
possible by the TF resolution provided by the ATFT algorithm.

19.3.6 Subjective Evaluation of ATFT Coder

Subjective evaluation of audio quality is needed to assess the audio coder perfor-
mance. Even though there are objective measures such as SNR, total harmonic dis-
tortion (THD), and noise-to-mask ratio [17], they would not give a true evaluation of
the audio codec particularly if they use lossy schemes as in the presented technique.
This is because say for example in a perceptual coder, SNR is low; however, audio
quality is claimed to be perceptually lossless. In this case, SNR measure may not
give the correct performance evaluation of the coder.

We used the subjective evaluation method recommended by ITU-R standards
(BS. 1116). It is called a “double blind triple stimulus with hidden reference” [4,
17]. In this method, listeners are provided with three stimuli A, B, and C for each
sample under test. A is the reference/original signal, B and C are assigned to either
of the reference/original signal or the compressed signal under test. Basically, the
reference signal is hidden in either B or C and the other choice is assigned to the
compressed (or impaired) signal. The choice of reference or compressed signal for
B and C is completely randomized. Figure 19.26 explains the choices A, B, and C.
For each sample audio signal, listeners listen to all three (A, B, C) stimuli, and
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compare A with B and A with C. After each comparison of A with B, and A with C,
they grade the quality of the B and C signals with respect to A in 5 levels from 1 to
5 as shown in Table 19.1. The levels 1–5 corresponds to (1) unsatisfactory or very
annoying, (2) poor or annoying, (3) fair or slightly annoying, (4) good or perceptible
but not annoying, and (5) excellent or imperceptible [4, 17].
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Table 19.1 Description of the ratings used in the mean opinion score

MOS Audio quality Level of distortion

5 Excellent Imperceptible
4 Good Just perceptible but not annoying
3 Fair Perceptible and slightly annoying
2 Poor Annoying but not objectionable
1 Unsatisfactory Very annoying and objectionable

Table 19.2 Compression ratio (CR) and subjective difference grades (SDG)

Samples MP3 AAC ATFT

CR SDG CR SDG CR SDG

ACDC 7.5 0.067 9.3 −0.067 8.4 −0.93
DEFLE 7.7 −0.2 9.5 −0.067 8.3 −1.73
ENYA 9 0 9.6 −0.133 20.6 −0.8
HARP 11 −0.067 9.4 −0.067 36.3 −1
HARPSICHORD 8.5 −0.067 10.2 0.33 9.3 −0.73
PIANO 13.6 0.067 9.6 −0.2 40 −0.8
TUBULARBELL 8.3 0 10.1 0.067 10.5 −0.53
VISIT 8.4 −0.067 11.5 0 11.6 −2.27

AVERAGE 9.3 −0.03 9.9 −0.02 18.3 −1.1

MP3 moving picture experts group I layer 3, AAC MPEG-4 AAC, Moving Pic-
ture Experts Group 4 Advanced audio coding VBR Main LTP profile, ATFT
Adaptive time-frequency transform

A subjective difference grade (SDG) [4] was computed by subtracting the
absolute score assigned to the hidden reference from the absolute score assigned to
the compressed signal. It is given by 19.8

SDG = Grade{compressed} −Grade{reference} (19.8)

Accordingly the scale of SDG will range from (−4 to 0) with the following inter-
pretation, (−4) unsatisfactory or very annoying, (−3) poor or annoying, (−2) fair
or slightly annoying, (−1) good or perceptible but not annoying, and (0) excel-
lent or imperceptible. Fifteen listeners (randomly selected) participated in the MOS
studies and evaluated all the three audio coders (MP3, AAC, and ATFT in VBR
mode). The average SDG was computed for each of the audio sample. The 3rd, 5th,
and 7th columns of the Table 19.2 show the SDGs obtained for MP3, AAC, and
ATFT coders, respectively. MP3 and AAC SDGs fall very close to the Impercep-
tible (0) region, whereas the proposed ATFT SDGs are spread out between −0.53
and −2.27.
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19.3.7 Results and Discussion

The compression ratios (CR) and the SDG for all three coders (MP3, AAC, and
ATFT) are shown in Table 19.2. All the coders were tested in the VBR mode. For
the presented technique, VBR was the best way to present the performance benefit
of using an adaptive decomposition approach. In ATFT, the type of the signal and
the characteristics of the TF functions (type of dictionary) control the number of
transformation parameters required to approximate the signal and thereby the com-
pression ratio. The inherent variability introduced in the number of TF functions
required to model a signal is one of the highlights of using ATFT. Hence, we choose
to present comparison of the coders in the VBR mode.

The results show that the MP3 and AAC coders perform well with excellent SDG
scores (imperceptible) at a compression ratio around 10. The presented coder does
not perform well with all of the eight samples. Out of the 8 samples, 6 samples
have an SDG between −0.53 and −1 (imperceptible - perceptible but not annoying)
and 2 samples have SDG below −1. Out of the 6 samples with SDGs between
(−0.53 and −1), 3 samples (ENYA, HARP, and PIANO) have compression ratios
2–4 times higher than MP3 and AAC, and 3 samples (ACDC, HARPSICHORD,
and TUBULARBELL) have comparable compression ratios with moderate SDGs.

Figure 19.27 shows the comparison of all three coders by plotting the samples
with their SDGs in X axis and compression ratios in the Y axis. If we can virtu-
ally divide this plot in segments of SDGs (horizontally) and the compression ratios
(vertically), then the ideal desirable coder performance should be in the right top
corner of the plot (high compression ratios and excellent SDG scores). This is fol-
lowed next by the right bottom corner (low compression ratios and excellent SDG
scores) and so on as we move from right to left in the plot. Here the terms “Low”
and “High” compression ratios are used in a relative sense on the basis of the com-
pression ratios achieved by all the three coders in this study. From the plot, it can
be seen that the MP3 and AAC coders occupy the right bottom corner, whereas the
samples from ATFT coder are spread over. As mentioned earlier, 3 out the 8 sam-
ples of the ATFT coder occupy the right top corner, however, only with moderate
SDGs that are much less than the MP3 and the AAC. Three out of the remaining
five samples of the ATFT coder occupy the right bottom corner, however, again with
only moderate SDGs that are less than MP3 and AAC. The remaining two samples
perform the worst occupying the left bottom corner.

We analyzed the poorly performing ATFT-coded signals DEFLE and VISIT.
DEFLE is a rapidly varying rock like signal with minimal voice components, and
VISIT is a signal with dominant voice components. We observed that the symmetri-
cal and smooth Gaussian dictionary used in this study does not model the transients
well, which are the main features of all rapidly varying signals like DEFLE. This
inefficient modeling of transients by the symmetrical Gaussian TF functions resulted
in the poor SDG for the DEFLE. A more appropriate dictionary would be a damped
sinusoids dictionary [8], which can better model the transient as decaying structures
in audio signals. However, a single dictionary alone may not be sufficient to model
all types of signal structures. The second signal VISIT has significant amount(s) of



574 K. Umapathy and S. Krishnan

−4 −3 −2 −1 0 1
5

10

15

20

25

30

35

40

45
Subjective difference grade (SDG) vs Compression ratios (CR)

Subjective difference grade (SDG)

C
om

pr
es

si
on

 r
at

io
 (

C
R

)
MP3
AAC
ATFT

Very annoying Imperciptible

Fig. 19.27 Subjective difference grade (SDG) vs. compression ratios (CR)

voice components. Even though the main voice components are modeled well by the
ATFT, the noise such as hissing and shrilling sounds (noncoherent structures) could
not be modeled within the decomposition limit of 10,000 iterations. These hissing
and shrilling sounds actually add to the pleasantness of the music. Any distortion
in them is easily perceived, which could have reduced the SDG of the signal to the
lowest of the group −2.27. The poor performances with the two audio sample cases
could be addressed by using a hybrid dictionary of TF functions and residue coding
the noncoherent structures separately. However, this would increase the computa-
tional complexity of the coder and reduce the compression ratios.

We have covered most details involved in a stage by stage implementation
and evaluation of a transform-based audio coder. The approach demonstrated the
application of ATFT for audio coding and the development of a novel psychoa-
coustics model adapted to TF functions. The compression strategy was changed
from the conventional way of controlling quantizer resolution to achieving major-
ity of the compression in the transformation itself. Listening tests were conducted
and the performance comparison of the presented coder with MP3 and AAC coders
were presented. From the preliminary results, although the proposed coder achieves
high compression ratios, its SDG scores are well below the MP3 and AAC family of
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coders. The proposed coder, however, performs moderately well for slowly varying
classical like signals with acceptable SDGs. The proposed coder is not as refined
as the state-of-the-art commercial coders, which to some extent explains its poor
performance.

From the results presented for the ATFT coder, the signal adaptive performance
of the coder for a specific TF dictionary is evident i.e. with a Gaussian TF dictionary
the coder performed moderately well for slow-varying classical like signals than fast
varying rock like signals. In other words, the ATFT algorithm demonstrated notable
differences in the decomposition patterns of classical like and rock like signals. This
is a valid clue and a motivating factor that these differences in the decomposition
patterns if quantified using TF decomposition parameters could be used as discrim-
inating features for classifying audio signals. We apply this hypothesis in extracting
TF features for classifying audio signals for a content-based audio retrieval applica-
tion as will be explained in the following section.

19.4 Audio Classification

Audio feature extraction plays an important role in analyzing and characteriz-
ing audio content. Auditory scene analysis, content-based retrieval, indexing, and
fingerprinting of audio are few of the applications that require efficient feature
extraction. The general methodology of audio classification involves extracting dis-
criminatory features from the audio data and feeding them to a pattern classifier.
Different approaches and various kinds of audio features were proposed with vary-
ing success rates. Audio feature extraction serves as the basis for a wide range of
applications in the areas of speech processing [18], multimedia data management
and distribution [19–22], security [23], biometrics and bioacoustics [24]. The fea-
tures can be extracted either directly from the time domain signal or from a transfor-
mation domain depending upon the choice of the signal analysis approach. Some of
the audio features that have been successfully used for audio classification include
mel-frequency cepstral coefficients (MFCC) [21, 22], spectral similarity [25], tim-
bral texture [22], band periodicity [19], LPCC (linear prediction coefficient derived
cepstral coefficients) [26], zero crossing rate [19, 26], MPEG-7 descriptors [27],
entropy [28], and octaves [20]. Few techniques generate a pattern from the features
and use it for classification by the degree of correlation. Few other techniques use
the numerical values of the features coupled to statistical classification methods.

In this section we present a content-based audio retrieval application employing
audio classification and explain the generic steps involved in performing success-
ful audio classification. The simplest of all retrieval techniques is the text-based
searching where the information about the multimedia data is stored with the data
file. However, the success of these type of text-based searches depend on how well
they are text indexed by the author and they do not provide with any information on
the real content of the data. To make the retrieval system automated, efficient, and
intelligent, content-based retrieval techniques were introduced. The presented work
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Fig. 19.28 Block diagram of the proposed audio classification scheme

focuses on one such ways for automatic classification of audio signals for retrieval
purposes. The block diagram of the proposed technique is shown in Fig. 19.28.

In content-based retrieval systems, audio data are analyzed, and discriminatory
features are extracted. The selection of features depends on the domain of analysis
and the perceptual characteristics of the audio signals under consideration. These
features are used to generate subspaces dividing the audio signal types to fit in
one of the subspaces. The division of subspaces and the level of classification vary
from technique to technique. When a query is placed, the similarity of the query is
checked with all subspaces, and the audio signals from the highly correlated sub-
space are returned as the result. The classification accuracy and the discriminatory
power of the features extracted determine the success of such retrieval systems.

Most of the existing techniques do not take into consideration the true nonsta-
tionary behavior of the audio signals while deriving their features. The presented
approach uses the same ATFT transform that was discussed in the previous audio
coding section. ATFT approach is one of the best ways to handle nonstationary
behavior of the audio signals and also due to its adaptive nature, does not require any
signal segmentation techniques as used by most of the existing techniques. Unlike
many existing techniques where multiple features are used for classification, in the
proposed technique only one TF decomposition parameter is used to generate a
feature set from different frequency bands for classification. Because of its strong
discriminatory power, just one TF decomposition parameter is sufficient enough for
accurate classification of music into six groups.

19.4.1 Audio Database

A database consisting of 170 audio signals were used in the proposed technique.
Each audio signal is a segment of 5 s duration extracted from individual original
CD music tracks (wide band audio at 44,100 samples/second) and no more than
one audio signal (5 s duration) was extracted from the same music track. The 170
audio signals consist of 24 rock, 35 classical, 31 country, 21 jazz, 34 folk, and 25
pop signals. As all signals of the database were extracted from commercial CD
music tracks, they exhibited all the required characteristics of their respective music
genre, such as guitars, drumbeats, vocal, and piano. The signal duration of 5 s was
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arrived at using the following rationale that the longer the audio signal analyzed, the
better the extracted feature, which exhibits more accurate music characteristics. As
the ATFT algorithm is adaptive and does not need any segmentation, theoretically
there is no limit for the signal length. However, considering the hardware (Pentium
III @ 933 MHz and 1.5 GB RAM) limitations of the processing facility, we used
5 s duration samples. In the proposed technique, first all the signals were chosen
between 15 and 20 s of the original music tracks. Later by inspection those segments,
which were inappropriately selected were replaced by segments (5 s duration) at
random locations of the original music track in such way their music genre are
exhibited.

19.4.2 Feature Extraction

All the signals were decomposed using the ATFT algorithm. The decomposition
parameters provided by the ATFT algorithm were analyzed, and the octave sn para-
meter was observed to contain significant information on different types of music
signals. In the decomposition process, the octave or scaling parameter is decided
by the adaptive window duration of the Gaussian function that is used in the best
possible approximation of the local signal structures. Higher octaves correspond to
longer window durations and the lower octaves correspond to shorter window dura-
tion. In other words, combinations of these octaves represent the envelope of the
signal. The envelope (temporal structures) [29] of an audio signal provides valid
clues such as rhythmic structure [22], indirect pitch content [22], phonetic composi-
tion [6], tonal and transient contributions. Figure 19.29 demonstrates a sample piece
of a music signal and its reconstructed version using 10 TF functions. The relation
between the octave parameter and the envelope of the signal is clearly seen. On the
basis of the composition of different structures in a signal, the octave mapping or
distribution varies significantly. For example, more lower order octaves are needed
for signals containing lot of transient like structures and in contrast more higher
order octaves are needed for signal containing rhythmic tonal components. As an
illustration, from Fig. 19.30 it can be observed that signals with similar spectral
characteristics exhibit a similar pattern in their octave distribution. Signals 1 and 2
are rock-like music, whereas Signals 3 and 4 are instrumental classical. Compar-
ing the spectrograms with the octave distributions, one can observe that the octave
distribution reflecting the spectral similarities for the same category of signals.

To further improve the discriminatory power of this parameter, the distribution
of this parameter is grouped into three frequency bands 0–5, 5–10, and 10–20 kHz.
This is done since analyzing the audio signals in subbands will provide more precise
information about their audio characteristics [30]. The bounds for frequency bands
were arrived considering the fact that most of the audio content lies well within
10 kHz range so this band needs to be looked more in detail hence broken further
into 0–5 kHz and 5 kHz to 10 kHz and the remaining as one band between 10 and
20 kHz. By this frequency division, we get an indirect measure of signal envelope
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Fig. 19.29 A sample music signal, and its reconstructed version with 10 TF functions

contribution from each frequency band. From Fig. 19.30 even though we see dif-
ference in the distribution of octaves between rock-like and classical-like music, it
becomes more evident when the distribution is divided into three frequency bands
as shown for a sample rock and a classical signal in Figs. 19.31 and 19.32. Dividing
the octave distribution into frequency bands basically reveal the pattern in which the
temporal structures occur over the range of frequencies. As music is the combina-
tion of different temporal structures with different frequencies occurring at same or
different time instants, each type of music exhibit an unique average pattern. On the
basis of the subtle differences between patterns to be detected, the division of octave
distribution over fine frequency intervals and the dimension of the feature set can
be controlled.

After decomposing all the audio signals using ATFT, the TF functions were
grouped into three frequency bands on the basis of their center frequencies fn. Then
the distribution of each of the 14 octave parameter sn values were calculated over
the three frequency bands to get a total of 14×3 = 42 different distribution values.
All these 42 values of each audio segment was used as a feature set for classifica-
tion. As an illustration, in Figs. 19.31 and 19.32 the X-axis represents the 14 octave
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Fig. 19.30 Comparison of octave distributions. Signals 1 & 2 : Rock-like signals, and Signals
3 & 4 : Classical-like signals

parameters and the Y-axis represents the distribution of the octave parameters over
three frequency bands for 10,000 iterations. Each of the distribution value forms one
of 42 elements in the feature set.

19.4.3 Pattern Classification

The motivation for the pattern classification is to automatically group audio signals
of same characteristics, using the discriminatory features derived as explained in
previous subsection.



580 K. Umapathy and S. Krishnan

0

100

200

0

500

1000

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 2 3 4 5 6 7 8 9 10 11 12 13 14

0

500

1000

D
is

tr
ib

ut
io

n 
of

 o
ct

av
es

Octaves

Frequeny band (10 − 20 KHz) 

Frequeny band (5 − 10 KHz) 

Frequeny band (0 − 5 KHz) 

Rock sample signal

Fig. 19.31 Octave distribution over three frequency bands for a rock signal

Pattern classification was carried out by linear discriminant analysis (LDA)-
based classifier-using the SPSS software [31]. In discriminant analysis, the fea-
ture vector derived as explained above were transformed into canonical discriminant
functions such as

f = u1b1 +u2b2 + .......+uqbq +a, (19.9)

where {u} is the set of features, {b} and a are the coefficients and constant, respec-
tively. The feature dimension q represents the number of features used in the analy-
sis. Using the discriminant scores and the prior probability values of each group,
the posterior probabilities of each sample occurring in each of the groups were
computed. The sample was then assigned to the group with the highest posterior
probability [31].

The classification accuracy was estimated using the leave-one out method, which
is known to provide a least bias estimate [32]. In the leave-one-out method, one
sample is excluded from the dataset, and the classifier is trained with the remaining
samples. Then the excluded signal is used as the test data, and the classification
accuracy is determined. This is repeated for all samples of the dataset. Since each
signal is excluded from the training set in turn, the independence between the test
and the training set are maintained.
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Fig. 19.32 Octave distribution over three frequency bands for a classical signal

19.4.4 Results and Discussion

A database of 170 audio signals consisting of 24 rock, 35 classical, 31 country, 21
jazz, 34 folk, and 25 pop each of 5 s duration was used. All the 170 audio signals
were decomposed and the feature set of 42 octave distribution values were extracted.
The extracted feature sets for the entire 170 signals were fed to the classifier based
on LDA. Six-group classification was performed (rock, classical, country, jazz, folk,
and pop). Table 19.3 shows the confusion matrices for different classification proce-
dures. An overall classification accuracy of 97.6% is achieved by the regular LDA
method and 91.2% with the leave-one-out based LDA method. In the regular LDA
method, all the 24 rock, 35 classical, 31 country, and 25 pop were correctly classi-
fied with 100% classification accuracy. Two out of 21 jazz and 2 out of 34 folk sig-
nals were misclassified with an correct classification accuracy of 90.5% and 94.1%,
respectively. The classification accuracy of 91.2% with the leave-one-out method
proves the robustness of the proposed technique and independence of the achieved
results irrespective of the dataset size. Figure 19.33 shows the all-groups scatter
plot with the first two canonical discriminant functions. One can clearly observe the
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Table 19.3 Classification results

Method Gr Ro Cl Co Ja Fo Po CA%

Regular Ro 24 0 0 0 0 0 100
Cl 0 35 0 0 0 0 100
Co 0 0 31 0 0 0 100
Ja 0 2 0 19 0 0 90.5
Fo 1 0 0 1 32 0 94.1
Po 0 0 0 0 0 25 100

Overall 97.6

Cross- Ro 23 0 1 0 0 0 95.8
Validated Cl 0 34 0 1 0 0 97.1

Co 1 0 29 0 1 0 93.5
Ja 0 3 0 18 0 0 85.7
Fo 1 1 0 2 30 0 88.2
Po 2 0 2 0 0 21 84

Overall 91.2

Method: Regular - Linear discriminant analysis; Cross - validated -
Linear discriminant analysis with leave-one-out method, CA% Classi-
fication accuracy rate; Gr Groups; Ro Rock; Cl Classical; Co Country;
Ja Jazz; Fo Folk; Po Pop
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significant separation between the group spaces explaining the high discriminatory
power of the feature set on the basis of the octave distribution.

The misclassified signals were analyzed but could not identify a clear auditory
clue to why they were misclassified. However, their differences are observed in the
feature set. Considering the known fact that no music genre has clear hard line
boundaries and the perceptual boundaries are often subjective (For example, rock
and pop often have overlaps and likewise jazz and classical too have overlaps), we
may attribute the classification error of these signals on the natural overlap of the
music genre and the amount of knowledge imparted to the classifier with the given
database.

In this section, we have covered details involved in a simple audio classification
task using a time-frequency approach. The high classification accuracies achieved
by the proposed technique clearly demonstrates the potential of a true nonstationary
tool in the form of a joint TF approach for audio classification. More interestingly,
a single TF decomposition parameter is used for feature extraction proving the high
discriminatory power provided by TF approach compared with the existing tech-
niques.

19.5 Summary

In this chapter, we presented a stage-by-stage implementation of two important
audio processing tasks viz. (1) audio compression and (2) audio classification,
using a TF approach. The methodology used is based on a joint time-frequency
(TF) approach that is best suited for analyzing highly nonstationary audio signals.
Unlike many existing works, we have shown that a single adaptive TF approach
can perform well for both audio compression and classification. Although the audio
compression results were not on par with the state-of-the-art coders, we introduced
a novel way of performing audio compression. Moreover, the proposed coder is not
as refined as the state-of-the-art commercial coders, which to some extent explains
its poor performance. A content-based audio retrieval application was presented to
explain the basic blocks of audio classification. TF features were extracted from the
audio signals and were segregated into six groups using a pattern classifier. High
classification accuracies of >90% (cross validated) were reported, which proves the
robustness of the proposed technique and the power of TF approach in processing
audio signals.
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Chapter 20
DRA Audio Coding Standard: An Overview

Yu-Li You and Wenhua Ma

20.1 Introduction

A lossy audio coding or compression algorithm explores statistical redundancy and
perceptual irrelevance of an input audio signal, which may include multiple chan-
nels, to obtain a compact representation suitable for efficient transmission or storage.
Figure 20.1 is a generic architecture designed to achieve this and is the basis for
most audio coding algorithms or standards. The following is a brief description of
its major components:

Time-Frequency Analysis: Frequently referred to as an analysis filter bank, it
transforms each channel of the input audio signal into a set of time-frequency
parameters suitable for quantization and encoding so that their statistical redun-
dancy and perceptual irrelevance can be readily exploited. It may come in the
form of Fourier transform, discrete cosine transform(DCT), linear prediction, or
subband filter banks. Modified discrete cosine transform (MDCT) is a filter bank
widely used in audio coding standards.

Joint Channel Coding: It exploits the statistical redundancy and/or perceptual
irrelevance between two or more audio channels. The most widely used tech-
niques include sum/difference coding and joint intensity coding.

Perceptual Model: It computes the masking threshold below which audio signals
or quantization noise is not audible, hence quantifies the maximum amount of
distortion that the quantization unit of an audio coder can introduce without pro-
ducing audible artifacts.

Global Bit Allocation: It allocates bits to groups of time-frequency parameters,
based on the masking thresholds provided by the perceptual model, usually using
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a procedure in which the bit resource is iteratively allocated to the group of time-
frequency parameters whose quantization noise is most audible.

Quantization: It exploits the perceptual irrelevancy by quantizing the time-
frequency parameters using a step size that is usually adjusted by the global
bit allocation unit. Statistical redundancy can also be exploited using techniques
such as linear prediction (DPCM). The quantization can be uniform, nonlinear,
or PDF (probability density function) optimized. It can be performed on either
scalar or vector data.

Entropy Coding: It exploits the remaining statistic redundancy in the quantized
time-frequency parameters called quantization indexes. A variety of entropy cod-
ing techniques, such as Huffman and arithmetic coding, can deployed.

Multiplexing: The entropy codes for all quantization indexes as well as side infor-
mations are packed together to form an integral bit stream.

DRA (Dynamic Resolution Adaptation) multichannel digital audio coding algo-
rithm [1], adopted as China’s national standard for its electronics industry, is essen-
tially a bare-bone implementation of the above generic audio coder to produce a
codec with low decoder complexity, which is becoming more prominent in an era
of mobile devices. As shown in Fig. 20.2a, it uses transient-localized MDCT to
provide improved pre-echo suppression with small bit and computation overheads.
It uses statistic allocation of Huffman codebooks to enhance the coding efficiency
of Huffman codes. Its quantization unit and Huffman codebooks are designed in
such a way that 24-bit signal path is allowed throughout the codec so that highest
audio quality can be delivered if bit rate allows. As shown in Fig. 20.2b, reconstruc-
tion of the number of quantization units and short/brief window sequencing are the
only decoding blocks that would be extra when compared with a decoder derived
from the generic audio coder. Since both of them can be implemented using short
procedures, the complexity of DRA decoder is very low, barely more than what is
necessary. Although simple, DRA standard delivers state-of-art coding efficiency as
is shown by the five ITU-R BS.1116 compliant subjective listening tests.

This chapter is organized into the following sections. Section 20.2 is devoted to
transient-localized MDCT and its use in DRA audio coding standard. Section 20.3
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Fig. 20.2 DRA encoder (a) and decoder (b). The solid lines represent data flow and the dashed
lines represent control signal or side information

addresses all other processing blocks deployed in DRA encoder and Sect. 20.4 pro-
vides an overview to DRA decoder. Results of subjective listening tests are reported
in Sect. 20.5 and this chapter is concluded in Sect. 20.6.

20.2 Transient-Localized MDCT and its Use in DRA Encoder

An audio signal often consists of quasistationary episodes that are interrupted
by dramatic transients. Therefore, it is desirable for an audio coding algorithm
to employ a filter bank that can adapt its temporal-frequency resolution to this
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piecewise quasistationary nature of audio signals, i.e., having high frequency res-
olution during the quasistationary episodes and high temporal resolution around the
transients.

One widely used filter bank is MDCT (modified cosine transform) [2, 3], which
can be described by the following basis function:

h(k,n) = w(n)

√
2
M

cos
[

π
M

(
n+

M +1
2

)(
k +

1
2

)]
, (20.1)

where k = 0,1, ...,M−1; n = 0,1, ...,2M−1; and w(n) is a window function of size
2M. A widely used window function is the following sine window:

w(n) = sin
[(

n+
1
2

)
π

2M

]
. (20.2)

The temporal-frequency resolution of an MDCT is largely determined by M,
which may be referred to as block size. A large M means low temporal resolution
but high frequency resolution, while a small M means high temporal resolution but
low frequency resolution.

To adapt its temporal-frequency resolution to the piecewise quasistationary
nature of audio signals, many widely used audio coding algorithms deploy an
MDCT that switches between two block sizes [3]. Figure 20.5a is a typical window
sequence that frequently occurs under such a scheme [3]. This window-switching
strategy was carried further in Xiph.Org Foundation’s Vorbis, which can switch
between two block sizes that are power-of-two from 64 to 8,192 samples [10] and
in Microsoft WMA whose block sizes may be 64, 128, 256, 512, 1,024, or 2,048
samples [11]. Table 20.1 is a partial list of the audio coding algorithms utilizing this
window-switching strategy.

Let us focus on the MDCT that switches between two block sizes. The win-
dow functions corresponding to these two block sizes are illustrated in Fig. 20.3a
and b. In order for the MDCT to be able to properly switch between these two
block sizes, the perfect reconstruction conditions [2, 3] call for the use of the three

Table 20.1 Block sizes of switched-window MDCT used by various audio coding algorithms

Algorithm MDCT block sizes in samples

Dolby AC-2A [4] 128/512
Dolby AC-3 [5] 128/256
Sony ATRAC [6] 32/128 and 32/256
Lucent PAC [7] 128/1024
MPEG 1/2 Layer 3 [8] 6/18
MPEG 2/4 AAC [9] 128/1024
Xiph.Org Vorbis [10] Any two from 64,128,256,512,1,024,2,048,4,096,8,192
Microsoft WMA [11] 64,128,256,512,1,024,or 2,048
Digirise DRA [1] 128/1,024
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Fig. 20.3 Window functions. (a) WS S2S, (b) WL L2L, (c) WL L2S, (d) WL S2L, (e) WL S2S,
(f) WS B2B, (g) WS S2B, (h) WS B2S, (i) WL L2B, (j) WL B2L, (k) WL B2B, (l) WL S2B,
and (m) WL B2S

transitional window functions illustrated in Fig. 20.3c–e. Window function (e) may
not be necessary if certain restriction on the application of the short window is
imposed.

Because transients in an audio signal typically consist of no more than a few sam-
ples, the short block size for a frame of detected transient should be a few samples
as well, thereby matching the filter’s temporal resolution to the transient. Unfortu-
nately, such a choice results in extremely poor frequency resolution within the frame
and, therefore, is inappropriate for the rest of the samples in the same frame because
such other samples, provided they are sufficiently far away from the transient, are
quasistationary and therefore are better processed using high frequency resolution.
This conflict conventionally has resulted in a compromise short block size that is
neither optimal for the transient samples nor for the quasistationary samples in the
same frame.
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Since quantization noise for all MDCT coefficients in a MDCT block spreads
uniformly across the whole MDCT window in the time domain, the part of the
quantization noise that appears before a transient attack can be easily heard because
it is not masked by the transient. This is referred to pre-echo artifacts.

Temporal noise shaping (TNS) [12], used by AAC [9], is one of the pre-echo
control methods [3]. It deploys linear prediction over the MDCT coefficients for
the block with transient, to boost the coding gain for the block and also to shape
some of the pre-echo quantization noise to behind the transient. TNS is com-
putationally intensive due to the linear prediction and the overhead for transfer-
ring the description of the predictor, including the prediction filter coefficients, is
remarkable.

DRA audio coding standard [1] uses a very simple method for pre-echo suppres-
sion. As presented here, this method reduces the effective size of the short window
applied to the transient samples, thereby providing transient localization while leav-
ing frequency resolution unchanged. Pre-echo is better suppressed because transient
localization reduces the spread of both quantization noise and high bit rates associ-
ated with transients.

20.2.1 Brief Window Functions

DRA audio coding algorithm deploys a MDCT that switches its window sizes
between 256 and 2,048 points. All DRA window functions are based on the sine
window function (20.2) and constructed via the perfect reconstruction conditions
[2, 3]. What makes DRA audio coding algorithm different is the introduction of a
new “brief window function”, illustrated in Fig. 20.3f. Labeled as WS B2B, it is
still a short window of size 256, the same size as other windows within the frame.
Unlike those other windows, however, brief window WS B2B uses only a central
portion of its overall length for signal shaping, employing a number of leading and
trailing zeros to improve its temporal resolution.

In particular, the brief window WS B2B is designed such that it is nonzero within
the central 160 samples, with the first 16 and last 16 of such samples overlapping
the respective transition windows that are adjacent to it, and with zeros for the first
48 and the last 48 samples of the window. Obviously, its effective window size is
reduced from 256 to 160.

To switch to/from this brief window from/to the long (WL L2L) and short
(WS S2S) windows, the perfect reconstruction conditions [2, 3] call for the addi-
tion of transitional windows which are illustrated as (g), (h), (i), (j), (k), (l), and (m)
in Fig. 20.3.

Note that this brief window is applied only to the block of samples containing a
transient, while the short and/or the appropriate transition windows are applied to
the quasistationary samples in the remainder of the frame.
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20.2.2 Enhanced Preecho Control

The significantly reduced effective size of the brief window offers better preecho
suppression for the following reasons:

1. High bit rates associated with transients are constrained to fewer samples and
finer temporal resolution is deployed to transient samples.

2. The worst spread of quantization noise is reduced from 256 samples for the
regular short window to only 160 samples for the brief window. For a typical
sample rate of 48 kHz, for example, they amount to 5.33 and 3.3 ms, respec-
tively. Given that significant premasking tends to last about 1–2 ms before a tran-
sient attack [3], the worst spread of quantization noise that may cause preecho is
reduced from 4.3–3.3 (Fig. 20.4a) ms to 2.3–1.3 ms (Fig. 20.4b). This is obvi-
ously a significant reduction.
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20.2.3 Window Sequencing

Because of the increased number of windows when compared with the conventional
approach, the determination of appropriate window sequence is more involved for
DRA audio coding algorithm, but a short procedure suffices that applies the perfect
reconstruction conditions [1]. This is outlined as follows.

Before we start, let us first define transient segments. For a frame with detected
transient(s), there are eight short MDCT blocks, only one or two of them may be
allowed to contain a transient. The first transient segment is defined as the MDCT
blocks starting from the first MDCT block of the frame to before the first transient
MDCT block. The second transient segment is defined as the MDCT blocks starting
from the first transient MDCT block to the last MDCT block of the frame if there is
only one transient in the frame. If there are two transients in the frame, the second
transient segment is defined as the MDCT blocks starting from the first transient
MDCT block to before the second transient MDCT block and the third transient
segment is defined as the MDCT blocks starting from the second transient MDCT
block to the end of the frame. For a frame without transient, however, there is only
one long MDCT block. For completeness, this frame may be considered as consist-
ing of only one transient segment.

20.2.3.1 Long Windows

If there is no transient detected within the current frame, select a long window, the
specific shape of which depending on the existence and location of any transient in
the previous and the subsequent frame, as shown in Table 20.2.

20.2.3.2 Short Windows

If a transient has been detected in the current frame, the selection of windows is a lit-
tle bit more involved. First of all, identify the location(s) of the transient(s). Around
a transient, select a series of short windows according to the following principles:

Table 20.2 Determination of long windows for a frame without detected transient

Previous Frame Current frame Subsequent frame

WL L2L No transient
No transient WL L2S Transient, but not in the first block

WL L2B Transient in the first block
Transient, but WL S2L No transient
not in the last WL S2S Transient, but not in the first block
block WL S2B Transient in the first block
Transient in WL B2L No transient
the last block WL B2S Transient, but not in the first block

WL B2B Transient in the first block
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Table 20.3 Allowed placement of windows around a block with a detected transient

Pretransient Transient Posttransient

WL L2B WL B2L
WL S2B WL B2S
WL B2B WS B2B WL B2B
WS S2B WS B2S
WS B2B WS B2B

• WS B2B is applied to the block where the transient occurs, to improve the tem-
poral resolution of the MDCT.

• The window for the block that is immediately before this transient block has a
designation of the form “...2B”.

• The window for the block that is immediately after this transient block has a
designation of the form “... B2...”.

Consequently, the allowed placement of windows is summarized in Table 20.3:
For the rest of the frame (away from the transient), short window WS S2S should

be deployed, except for the first and last blocks of the frame, whose windows are
assigned as follows:

1. For the first block of the frame, if there is no transient in the last block of the
previous frame, short window WS S2S should be used; otherwise, short window
WS B2S should be used.

2. For the last block of the frame, if there is no transient in the first block of the sub-
sequent frame, short window WS S2S should be used; otherwise, short window
WS S2B should be used.

Some example window sequences are shown in Fig. 20.5. (a) is an example for
the conventional approach. (b) shows that a transient occurs in the first block of the
frame, so brief window WS B2B is deployed for this block, WL L2B is deployed
for the previous frame and WS B2S is deployed for the second block of the frame.
(c) shows that a transient occurs in the third block of the frame. (d) shows that
two transients occur in the third and sixth blocks, so two brief windows are placed,
respectively. (e) shows that a transient occurs in the last block of the frame.

20.2.4 Indication of Window Sequence to Decoder

The encoder needs to indicate to the decoder the window(s) that it used to encode the
current frame so that the decoder can use the same window(s) to decode the frame.
This can be accomplished using a window index with the conventional approach.
This is also true for DRA audio coding algorithm.

For a frame without a detected transient, one label from those in Table 20.2 needs
to be transferred to the decoder.
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(a) 

(b) 
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(d) 

(e) 

Fig. 20.5 Window sequence examples. (a) Window sequence for the conventional method.
(b) Window sequence for the proposed method when a transient occurs in the first block. (c) When
a transient occurs in the third block. (d) When two transients occur in the third and sixth blocks,
respectively. (e) When a transient occurs in the last block

For a transient frame, the window sequencing procedure outlined in Sect. 20.2.3
needs to know:

1. Transient location(s), which the conventional method also needs and is(are) con-
veyed by the length(s) of the transient segment(s)

2. Whether there is a transient in the first block of the current frame and of the
subsequent frame, respectively

This later information may be conveyed by the nomenclature WS CurrSubs, where

1. Curr (S=no, B=yes) identifies if there is transient in the first block of current
frame

2. Subs (S=no, B=yes) identifies if there is transient in the first block of the subse-
quent frame

This is shown in Table 20.4. Obviously, the first column of Table 20.4 is the same set
of labels used for the short windows, i.e., (a), (f), (g), and (h) in Fig. 20.3. Combining
the labels in Tables 20.2 and in 20.4, we get the complete set of window labels shown
in Table 20.5 and Fig. 20.3.

The total number of windows is now 13, while that number is 5 or 4 for the con-
ventional approach (depending on whether or not window WL S2S is forbidden),
so one or two more bits (4 vs. 3 or 2) are needed to transfer the window sequencing
information. And that is the only overhead.
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Table 20.4 Encoding of the existence or absence of transient in the first block of the current and
subsequent frames

Label Transient in the first block of
Current frame Subsequent frame

WS B2B Yes Yes
WS B2S Yes No
WS S2B No Yes
WS S2S No No

Table 20.5 Window indexes and their corresponding lables

Window index Window label

0 WS S2S
1 WL L2L
2 WL L2S
3 WL S2L
4 WL S2S
5 WS B2B
6 WS S2B
7 WS B2S
8 WL L2B
9 WL B2L
10 WL B2B
11 WL S2B
12 WL B2S

20.3 DRA Encoder

Transient-localized MDCT described earlier above is an important component of
DRA encoder and the other components of it are described as follows.

20.3.1 Linear Scalar Quantization

Linear scalar quantization is used to quantize MDCT coefficients. One quantiza-
tion step size is shared by all MDCT coefficients boxed by the critical bands in the
frequency domain and by the transient segments in the time domain. This box of
MDCT coefficients is referred to as a quantization unit.

The quantization step size itself is logarithmically quantized and spans a range
from 1 to 223.

When the quantization step size is one, the maximum allowed quantization index
is ±223 and the Huffman codebooks are designed to accommodate this. Conse-
quently, a 24-bit signal path is allowed throughout the codec so that audio quality
exceeding the perceptual capability of the human ear can be delivered if the bit rate
suffices.
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20.3.2 Sum/Difference Coding

Sum/difference coding may be optionally (usually at low bit rates) deployed by the
encoder. If this is the case, the left and right channels can be reconstructed in the
decoder from the sum/difference encoded channels as follows

LeftChannel = SumChannel+DifferenceChannel, (20.3)

RightChannel = SumChannel−DifferenceChannel. (20.4)

Note that sum/difference coding is applied to the front and any surround left/right
pairs when activated.

20.3.3 Joint Intensity Coding

At very low bit rates, joint intensity coding may be optionally deployed by the
encoder. Instead of joining stereo pairs, all normal channels (other than the LFE
channels) are joined into the left channel, thereby providing significant bit rate
reduction when surround sounds are involved.

At the decoder side, all normal channels (other than the left) are reconstructed
from the left channel as follows:

JointChannel = ScaleFactor×LeftChannel, (20.5)

where ScaleFactor is the scale factor calculated and embedded in the bit stream by
the encoder.

20.3.4 Perceptual Model

The perceptual model computes the masking threshold below which audio signals or
quantization noise is not audible. This threshold is used by the global bit allocation
unit to adjust the quantization step size so that the resultant quantization noise is
below this threshold. Although it is a necessary component of DRA encoder, it is
not part of the decoder and there is essentially no restriction on its implementation.
Therefore, most perceptual models can be adapted for a DRA encoder.

20.3.5 Global Bit Allocation

It allocates bits to all quantization units based on the masking thresholds provided
by the perceptual model. Although it is a necessary component of DRA encoder, it is
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not part of the decoder and there is essentially no restriction on its implementation.
Therefore, most bit allocation technologies can be adapted for a DRA encoder.

A widely used bit allocation algorithm involves the following iterative procedure:

1. Find the quantization unit whose quantization noise is most audible, i.e., the ratio
of quantization noise to masking threshold is the highest

2. Decrease the quantization step size for this unit
3. Repeat steps 1 and 2 until either

• The bit pool is exhausted
• The quantization noise for all quantization units are below their respective

masking thresholds

20.3.6 Statistic Allocation of Codebooks

With conventional approach to Huffman codebook allocation, all quantization
indexes in a quantization unit usually share one Huffman codebook, as is shown in
Fig. 20.6a. The assigned codebook is usually the smallest one that can accommo-
date the maximum quantization index within the quantization unit. Therefore, once
the quantization step size is fixed, the Huffman codebook is also fixed, there is no
room for optimization.

As the statistic properties of the quantization indexes are not necessarily seg-
mented by the boundaries of quantization units, the traditional approach does not
provide a good match, if any, between the statistic properties of the Huffman code-
books and those of the quantization indexes. This motivates a statistic-adaptive
approach to codebook assignment.

As shown in Fig. 20.6b, quantization units are ignored when it comes to code-
book selection. Instead, the following steps are taken to adaptively match codebooks
to the local statistic properties of quantization indexes:

1. Assign to a quantization index the smallest codebook that can accommodate it,
thereby converting quantization indexes into codebook indexes

2. Segments these codebook indexes into large segments based on their local statis-
tic properties

3. Select the largest codebook index for each segment as the codebook index for the
segment

The advantage of this statistic-adaptive approach to codebook assignment vs. the
traditional approach is shown in Fig. 20.6. Since the largest quantization index falls
into quantization unit 4 in Fig. 20.6a, a large codebook (Codebook 6) is assigned
to quantization unit 4 using the traditional method, which is obviously not a good
match because most of the indexes in the unit are much smaller. Using the DRA
approach, however, the largest quantization index is segmented into segment 2 as
shown in Fig. 20.6b, so share a codebook with other large quantization indexes. Also,
all quantization indexes in segment 3 are small, so a small codebook (Codebook 2)
is selected. This obviously results in fewer bits for coding the quantization indexes.
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(b)

Fig. 20.6 Traditional (a) and statistic-adaptive (b) approaches to Huffman codebook assignment

With the conventional approach, only the codebook indexes need to be transfered
to the decoder as side information, because the application ranges of codebooks are
the same as the quantization units, which are predetermined. The DRA approach,
however, need to transfer the application ranges of codebooks as side information,
in addition to the codebook indexes, since they are independent of the quantization
units. This overhead must be contained in order for the new approach to offer any
advantage. This can be accomplished by imposing a limit to the number of segments.

20.3.7 Huffman Coding

Two sets of Huffman codebooks, shown in Table 20.6, are provided, one for tran-
sient frames and the other for quasistationary frames. Note that the last two code-
books, namely HuffDec18 256x1 and HuffDec27 256x1, are unsigned, so their
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Table 20.6 Huffman codebooks for quantization indexes

Codebook Dimension Code index Signed Quasistationary Transient
index range codebooks codebooks

0 0 0 N/A N/A N/A
1 4 [-1,1] Yes HuffDec10 81x4 HuffDec19 81x4
2 2 [-2,2] Yes HuffDec11 25x2 HuffDec20 25x2
3 2 [-4,4] Yes HuffDec12 81x2 HuffDec21 81x2
4 2 [-8,8] Yes HuffDec13 289x2 HuffDec22 289x2
5 1 [-15,15] Yes HuffDec14 31x1 HuffDec23 31x1
6 1 [-31,31] Yes HuffDec15 63x1 HuffDec24 63x1
7 1 [-63,63] Yes HuffDec16 127x1 HuffDec25 127x1
8 1 [-127,127] Yes HuffDec17 255x1 HuffDec26 255x1
9 1 [-255,255] No HuffDec18 256x1 HuffDec27 256x1

Table 20.7 Frame structure

Sync word 0x7FFF

Frame header Bits describing the audio signal, such as its sample
rate, the numbers of normal and LFE channels, etc.

Normal channel(s) Bits representing 1 to 64 normal channels.
LFE channel(s) Bits representing 0 to 3 LFE channels.
Error detection Bits for error detections.
Auxiliary data Bits for auxiliary data such as time code.

actual range of code index is [0,255]. This is extended to [−255,255] with the
transmission of a sign bit for each quantization index encoded with either of the
two codebooks.

The maximum code index of HuffDec18 256 × 1 and HuffDec27 256 × 1,
namely 255, is an escape indicating that the quantization index is out of the range
that the two codebooks can represent. In case of this, recursive indexing is deployed,
which represents a quantization index q as follows

q = m×255+ r, (20.6)

where m is the quotient and r is the reminder. The reminder r is still encoded with
either HuffDec18 256x1 or HuffDec27 256x1, but the quotient m is packed directly
into the bit stream. Obviously, this can easily accommodate a signal path of 24 bits.

20.3.8 Multiplexer

The Huffman codes for the quantization indexes of all MDCT coefficients and side
information are packed by the multiplexer to form a frame of DRA audio data and a
sequence of such frames form a DRA bit stream. The major components of a DRA
frame are arranged as shown in Table 20.7. The major components of normal and
LFE channels are further arranged as shown in Table 20.8 and 20.9, respectively.



602 Y.-L. You and W. Ma

Table 20.8 Data structure for a normal channel

Window Index for MDCT window functions
sequence Number of transient segments

Length of each transient segment
Huffman Number of codebooks for each transient segment
codebook Application range of each codebook
assignment Codebook index for each application range
Quantization Huffman codes for quantization indexes of all MDCT coefficients
Step size Huffman codes for quantization step sizes
Sum/diff Decisions for sum/difference coding
Joint intensity Decisions and scale factors for joint intensity coding

Table 20.9 Data structure for an LFE channel

Huffman Number of codebooks for each transient segment
codebook Application range of each codebook
assignment Codebook index for each application range
Quantization Huffman codes for quantization indexes of all MDCT coefficients
Step size Huffman codes for quantization step sizes

20.4 Decoder

The DRA decoder is shown in Fig. 20.2b and its components are described as
follows.

20.4.1 Codebook Assignment

As shown in Tables 20.8 and 20.9, all the information for codebook assignment
is embedded in the bit stream, ready for the decoder to reconstruct the complete
codebook assignment used by the encoder.

20.4.2 Quantization Indexes

Using the codebook assignment structure reconstructed in the last step, all the quan-
tization indexes are decoded from the bit stream.

20.4.3 Reconstructing the Number of Quantization Units

The number of quantization units needs to be reconstructed for each transient seg-
ment because it is not embedded in the bit stream. For each transient segment, this
can be accomplished as follows:
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1. Get the range of nonzero quantization indexes by adding the application ranges
of all codebooks in that segment. The upper limit of this range indicates the valid
bandwidth of the transient segment.

2. The quantization unit that accommodates this upper limit is the last one with
nonzero quantization indexes, so the index corresponding to this quantization
unit represents the number of quantization units in the transient segment.

20.4.4 DeQuantization

De-quantization is performed for all quantization indexes by multiplying each quan-
tization index with its respective quantization step size unpacked from the bit
stream.

20.4.5 Joint Intensity Decoding

If the bit stream indicates that joint intensity coding was deployed in the encoder,
the decoder performs decoding as shown in (20.5).

20.4.6 Sum/Difference Decoding

If the bit stream indicates that sum/difference coding was deployed in the encoder,
the decoder performs decoding as shown in (20.3) and (20.4).

20.4.7 Short/Brief Window Sequencing

The window sequencing information is conveyed in the bit stream using an index
shown in Table 20.5. Once this index is unpacked from the bit stream, the window
label is directly looked up from Table 20.5.

If the label indicates a long window, the window function corresponding to the
label is directly supplied to Transient Localized IMDCT and Short/Brief Window
Sequencing is not performed.

On the otherhand, if the label indicates a short window, the label is used to look
up Table 20.4 to determine whether there is a transient in the first block of the
current frame as well as in the subsequent frame. This information, along with the
boundaries of the transient segments is used to determine the short/brief window
sequencing in the current frame using the procedure outlined in Sect. 20.2.3.
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20.4.8 Transient Localized IMDCT

The window function(s) determined in the last step is(are) supplied to a standard
IMDCT procedure to reconstruct the PCM audio samples from the reconstructed
MDCT coefficients.

20.5 Subjective Listening Tests

During its standardization process, DRA audio coding algorithm went through five
rounds of ITU-R BS.1116 [13] compliant subjective listening test. The test grades
are shown in Table 20.10.

The bit rate was configured in such a way that it is the upper limit absolutely not
to be exceeded in any frame. For example, if the sample rate is 48 kHz, a bit rate of
128 kbps translates into 2,730 bits per frame because a DRA frame consists of 1,024
samples. No frame can use more than 2,730 bits and no bit reservoir is allowed.

The first test was conducted in August 2004 by National Testing and Inspection
Center for Radio and TV Products (NTICRT) under the Ministry of Information
Industry of China. Ten stereo sound tracks selected mostly from SQAM CD [14]
and five 5.1 surround sound tracks were used in the test. The test subjects were all
expert listeners consisting of conductors, musicians, recording engineers, and audio
engineers.

The other four tests were all performed by the State Lab for DTV System Testing
(SLDST) under the State Administration for Radio, Film, and TV of China. Its state-
of-the-art listening room deploys all Genelec speakers, including three 1,037 and
two 1032A, and a Tascam DM24 mixer.

Some of the most famous Chinese conductors, musicians, and recording engi-
neers were among the test subjects, but senior and graduate students from the School
of Recording Arts, Communication University of China, and the Department of
Sound Recording, Beijing Film Academy, were found to possess better acuity due
to their age and training, so became the majority in the later tests.

Other than a few Chinese sound tracks, most of the test materials were selected
from the SQAM CD and a group of surround sound tracks used by EBU and MPEG,
including Pitch pipe, Harpsichord, and Elloit1.

Table 20.10 Grades for ITU-R BS.1116 compliant subjective listening tests

Lab Date Stereo @ 128 kbps 5.1 @ 320 kbps 5.1 @ 384 kbps

NTICRT 08/2004 4.6 – 4.7
SLDST 10/2004 4.2 – 4.0
SLDST 01/2005 4.1 – 4.2
SLDST 07/2005 4.7 – 4.5
SLDST 08/2006 – 4.6 4.9
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The last test, while conducted by SLDST, was actually ordered and supervised by
China Central TV (CCTV) as part of its DTV standard evaluation program. CCTV
was only interested in surround sounds, so DRA was tested at 384 kbps as well
as 320 kbps. This test was conducted in comparison with two major international
codecs, DRA came out as the clear winner.

The test results from SLDST are more consistent because the same group of
engineers performed the tests in the same lab, and the listener pool was largely
unchanged. The later the test, the more difficult the test became, because the test
administrators and many listeners had learned the characteristics of DRA-processed
audio and knew where to look for distortions. The gradually increasing test grades
reflect the continuous improvement to the encoder, especially to its perceptual model
and transient detection unit.

20.6 Conclusions

This chapter provides an overview to China’s DRA audio coding standard, including
its encoder and decoder. It shows that DRA standard is essentially a bare-bone adap-
tive transform coder that deploys transient-localized MDCT for improved pre-echo
suppression and statistic allocation of codebooks for enhanced Huffman coding effi-
ciency. Its quantizer and Huffman codebooks are designed in such a way that a
24-bit signal path is allowed throughout the codec so that highest audio quality can
be delivered if the bit rate suffices. Although its decoder complexity is very low,
it delivers state-of-art coding performance that is documented by the five ITU-R
BS.1116 compliant subjective listening tests.

References

1. Yu-Li You, Weixiong Zhang, Mao Xu, and Subin Zhang, Electronics Industry Standard:
Multichannel Digital Audio Coding Technology, SJ/T11368-2006, Ministry of Information
Industry, People’s Republic of China, 2007.

2. J. P. Princen and A. B. Bradley, “Analysis/synthesis filter bank design based on time domain
aliasing cancellation,” IEEE Transactions on ASSP, vol. 34, no. 5, pp. 1153–1161, 1986.

3. T. Painter and A. Spanias, “Perceptual coding of digital audio,” Proceedings of the IEEE, vol.
88, no. 4, pp. 451–513, 2000.

4. G. Davidson and M. Bosi, “AC-2: high quality audio coding for broadcasting and storage,”
46th Annual Broadcasting Engineering Conference, pp. 98–105, April 1992.

5. Dolby Laboratories, Digital Audio Compression Standard A/52B, Advanced Television Sys-
tems Committee (ATSC), 2005.

6. K. Tsutsui, “ATRAC (adaptive transform acoustic coding) and ATRAC 2,” The Digital
Signal Processing Handbook, V. Madisetti and D. Williams, Editors, CRC Press, pp. 43.16–
43.20, 1998.

7. J. Johnston, D. Sinha, S. Dorward, and S. Quackenbush, “AT&T perceptual audio coding
(PAC),” Collected Papers on Digital Audio Bit-Rate Reduction, pp. 73–81, 1996.

8. MPEG, Coding of moving pictures and associated audio for digital storage media at up to
about 1.5 Mbit/s – Part 3: Audio, vol. 11172-3, ISO/IEC, 1992.



606 Y.-L. You and W. Ma

9. MPEG, Information technology: Generic coding of moving pictures and associated audio
information Part 7: Advanced Audio Coding (AAC), vol. 13818-7, ISO/IEC, 1997.

10. Vorbis I specification, Xiph.org Foundation, 2004.
11. Wikipedia, Windows Media Audio, http://en.wikipedia.org/wiki/Windows Media Audio,

October 2007.
12. J. Herre and J.D. Johnston, “Enhancing the performance of perceptual audio coders by using

temporal noise shaping (TNS),” 101st AES Convention, 1996 Reprint #4384.
13. International Telecommunication Union, Recommendation ITU-R BS.1116 - Methods for the

subjective assessment of small impairments in audio systems, including multichannel sound
systems, 1994.

14. EBU, Sound Quality Assessment Material Recordings for Subjective Tests, Tech. 3253, April
1988.

http://en.wikipedia.org/wiki/Windows


Chapter 21
Audio Coding Standard Overview:
MPEG4-AAC, HE-AAC, and HE-AAC V2

Yujie Gao

21.1 Introduction

Nowadays, Advanced Audio Coding (AAC) becomes one of the most popularly
adopted audio formats in mobile society. In this chapter, brief history of MPEG4
AAC decoder family will be introduced, followed by more details for MPEG4-AAC,
HE-AAC, and HE-AAC V2 systems.

In April 1997, MPEG-2 Advanced Audio Coding (MPEG-2 AAC) [1] compress-
ing algorithm, which takes advantages of some new spectrum processing and com-
pression tools like temporal noise shaping (TNS) [1, 2], became an international
standard. Compared to previously existing audio compressing algorithms, the new
standard provides outstanding audio quality and exceptional compression ratio and
thus achieves lower bit rate in the encoded bitstreams, and gradually becomes one
of the new choices of audio codec standards for broadcasting, internet services, and
mobile applications.

MPEG-4 AAC standard [2] was adopted by the MPEG community in 1999. It is
based on MPEG-2 AAC standard and keeps maximum compatibility with existing
MPEG-2 AAC standard from bitstream syntax point of view. In other words, gen-
erally speaking, MPEG-4 AAC decoder should be able to decode MPEG-2 AAC
bitstreams. On the other hand, the new standard adopts further improvements on
scalability, error resilience and some additional spectral processing features includ-
ing Perceptual Noise Substitution (PNS), Long-Term Predictor (LTP), etc. [2].
Therefore, MPEG-2 AAC decoder might face issues while decoding MPEG-4 AAC
stream if MPEG-4 specific tools or features are used.

In 2003, the MPEG community further standardized High Efficiency AAC
(HE-AAC) [2], an extension of AAC algorithm targeting on low bit-rate applica-
tions with higher coding efficiency. HE-AAC adopts a new tool called Spectral Band
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Replication (SBR) [2, 3], which can reconstruct high-frequency band output based
on low-frequency band data and some side information.

In 2004, HE-AAC Version 2 (HE-AAC V2) [4] was standardized by the MPEG
community. It uses Parametric Stereo tool (PS) [4] on the basis of SBR (HE-AAC),
which can reconstruct stereo audio signals based on monaural downmixed signals
and limited number of additional stereo parameters.

In summary, MPEG-4 AAC, HE-AAC, and HE-AAC V2 make up the AAC
decoder family. Based on different compression efficiency requirements, the most
appropriate one from them can be chosen to achieve the best compression ratio with
required audio quality.

The concept of audio object type and profile has been playing a very impor-
tant role in AAC coding standards. As specified in the MPEG-2 and MPEG-4 ISO
specifications, AAC comes in different “flavors” which gives maximum flexibility
to different applications and usage models. In MPEG-2 standard, they are called
Profiles [1]. While in MPEG-4, they also include Audio Object Types or AOT in
short [5]. The AAC standards support tens of these flavors, by adopting different
optional tools in encoding or decoding process. AAC compressors family consists
of all these different flavors and therefore is suitable for a broad range of different
applications. However, those different audio object types are not necessarily com-
patible to each other.

In MPEG-2 AAC spec, three profiles can be supported: Main Profile, Low
Complexity Profile (LC), and Scalable Sampling Rate Profile (SSR) [1]. While in
MPEG-4 AAC, multiple audio object types are supported. Some of them are almost
the counterpart of corresponding MPEG-2 AAC profiles, for example, AAC Main
object, AAC-LC object, and AAC-SSR object [5]. The bitstream syntax of the above
MPEG-4 audio object types is very similar to their corresponding counterpart of
the MPEG-2 profiles, except that MPEG-4 bitstream might have PNS-related data.
Thus, an MPEG-4 AAC decoder which supports above audio object types can parse
and decode corresponding MPEG-2 profile bitstream, while a specific MPEG-2 pro-
file decoder can also parse its MPEG-4 counterpart object only if the stream does
not contain any PNS information.

Some popularly used MPEG-4 AAC audio object types in mobile society include
MPEG-4 AAC LC object, MPEG-4 AAC LTP object, MPEG-4 ER AAC LC (Error
Resilient AAC Low Complexity) object, and SBR-related objects [5]. All of them
are targeting on one or multiple goals key important to mobile applications, such
as: low complexity and low power with good audio quality, low bit rate, suitable
channel settings, and error robustness, etc.

The MPEG-4 AAC LC object is the basic audio object type and minimum
requirement for AAC decoding, just like the MPEG-2 AAC LC profile.

The MPEG-4 LTP object type adds long-term prediction (LTP) on top of basic
MPEG-4 LC object. LTP takes advantages of the redundancy between successive
frames in a clear pitched audio signal, to achieve lower bit rate in encoding such
audio source. As it is based on LC object, the MPEG-4 AAC LTP object com-
patible decoder can smoothly decode both MPEG-2 LC profile and MPEG-4 LC
object type.
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The ER AAC LC object type is the combination of error resilience functionality
and the AAC LC object. In some mobile services like streaming and broadcasting,
bitstreams often contains bit errors after going through transmission channels. The
error resilience tools provide more protection on important side information or spec-
trum information encoded in the bitstreams and thus can improve audio quality for
bitstream error cases. As additional information needs to be packed into bitstreams
to achieve error resilience, the bitstream syntax of ER object type is very different
from the others and thus not compatible with non-ER object either. Therefore, a
non-ER object decoder is not able to decode ER bitstreams.

The SBR-related objects can cover multiple audio object types with different
AOT values. Basically, they are adopting SBR tool on top of other MPEG-4 AAC
audio object types, like Main, LC, and LTP, etc., respectively [5].

The rest of this chapter is organized into as follows. The next three sections will
present more details of MPEG-4 AAC, HE-AAC, and HE-AAC V2, respectively.
At the end of this chapter, some conclusions and further discussions will be made.

21.2 MPEG-4 AAC

The schematic diagrams of the encoder and decoder of MPEG-AAC are shown in
Fig. 21.1a and b [1, 2]. Based on different audio profiles or audio object types the
system supports, it can have different optional tools in spectral processing part for
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Fig. 21.1 (a) Schematic diagram for MPEG-AAC encoder
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Fig. 21.1 (b) Schematic diagram for MPEG-AAC decoder

both encoder and decoder. Thus, here only mandatory tools are clearly specified
in these two diagrams. In latter part of this section, some popularly used optional
spectral processing tools will be described in more details with a particular AAC
decoding system.

Just like many other transform-based audio encoders, the central part of AAC
encoder is time to frequency domain transform. The encoder runs on the scaled
quantized spectral data and chooses one of the noiseless coding algorithms to pack
the audio information into final bitstreams. Most of these processing could be con-
trolled by information generated from corresponding psychoacoustic model. The
psychoacoustic model is based on some key important characteristics of human per-
ceptual system, such as mask effect. For example, distortions in spectral below the
so-called “masking threshold” might not be perceived by human auditory system.
Thus, psychoacoustic model can process audio signal in such a way which skips the
inaudible information and only keeps the audible signals. More basics of perceptual
audio coding can be found in [6, 7].

In AAC encoder, the psychoacoustic model will calculate the masking thresh-
old and scalefactor band mapping and make decisions on window information like
window length [1, 2]. All these information will further control the whole encoding
process. Some of them might also be packed into the bitstream and finally guide the
decoding process for corresponding bitstreams in decoder side.

AAC decoder, on the other hand, is a counterpart of AAC encoder, like illus-
trated in Fig. 21.1 (b). In mobile society, for end user listening experience, audio
content playback is the critical part. Thus, the rest of this section will focus more
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on decoding system and more details on each module in a particular AAC decoder
will follow. Encoding process might be described in some decoder tools just to help
better understanding of the decoder system.

21.2.1 Sampling Rates Supported in MPEG-4 AAC Decoder

Theoretically, AAC encoder should be able to support absolute sampling rates.
However, to improve compression efficiency, only fixed number (12, in AAC spec-
ification) of sampling rate related tables are referred to, they are 8,000, 11,025,
12,000, 16,000, 22,050, 24,000, 32,000, 44,100, 48,000, 64,000, 88,200, and
96,000 Hz. Thus, sampling frequency mapping might be necessary if the origi-
nal signal sampling rate is not matching one of above sampling rates being picked.
MPEG-AAC standard specifies guidelines for frequency mapping [2]. For example,
any frequency between 37,566 and 46,009 Hz will use tables for sampling rate at
44100 Hz.

21.2.2 Bit Rate Allowed in MPEG-4 AAC Decoder

Generally speaking, from the encoder side, AAC algorithm allows a maximum
of 6 bits per sample [1, 2]. As such, the maximum bit-rate AAC can support is
sampling rate and total number of channels dependent. And for each channel, the
maximum bit rate allowed can be up to (6∗ sampling frequency). For example, for
bitstream with sampling rate 24,000 Hz, the maximum bit rate allowed is 6∗24,000,
i.e., 144 kbps. As AAC can support up to 96,000 Hz, the maximum allowed bit rate
will be 576 kbps per channel. However, as AAC is adopted targeting on high com-
pressing efficiency, most of AAC bitstreams have much lower bit rate than the the-
oretical upper bound, for example, 128 kbps AAC bitstream is considered state of
art [8,9]. And some popularly used AAC bit rates (depending on corresponding sam-
pling rates) include 128, 96, 64 kbps or even lower. MPEG-AAC can also support
variable bit rate (VBR) [1, 2].

21.2.3 MPEG-4 AAC Decoder Program Flow and Major Modules

Like most of other transform-based audio decoders, AAC decoder is also to recon-
struct the audio PCM samples in time domain based on the reconstruction guiding
information and quantized spectrum domain data encoded in the bitstream payload.
It has a bunch of tools or functional modules. Some of them are always required such
as noiseless decoding, inverse quantization and rescaling, and filter bank [2]. Oth-
ers are optional, including M/S stereo processing, PNS, prediction, intensity stereo
processing, LTP, dependently switched coupling, TNS, gain control, etc. [2]. Some
optional tools might be only applicable to some particular AAC audio object types.
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For better illustration, here one particular AAC decoder system is picked up for
detailed discussion. It can support some of the most popularly adopted audio object
types in mobile society, such as MPEG-4 AAC LC object type, MPEG-4 AAC LTP
object type, and MPEG-4 ER AAC LC object type. Figure 21.2 is its program flow.
As optional tools used in AAC system are related to audio object types it supports,
only those optional tools adopted in this particular system are plotted in Fig. 21.2.
Furthermore, even all allowed optional tools for this particular system are plotted,
some of them can be mutually exclusive to each other. In other words, one tool might

Fig. 21.2 Program flow for one particular AAC decoder system supporting AAC LC, ER AAC
LC, and AAC LTP audio object types
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take priority while it presents with other modules. And some tools related informa-
tion specific to one tool which is embedded in the bitstream might have different
or “modified” meanings other than what is specified in its original definition while
its mutually exclusive counterpart tool presents. A high-level review for each func-
tional module in this particular system and related mutually exclusive information
are described below. The complete processing details and algorithm information for
each module in the diagram as well as those tools not necessary for this particular
system (but might be required for a complete MPEG-4 AAC decoding system) can
be found in MPEG-4 AAC Specification [2].

21.2.3.1 Bitstream Parsing

AAC bitstream can come with different formats, for example, ADIF Format (Audio
Data Interchange Format) [1, 5], ADTS Format (Audio Data Transport Stream) [1,
5], and MPEG-4 systems format [5], etc.

ADIF format contains only one header at the start of the bitstream which con-
tains all decoding necessary information, followed by the raw data. As there is no
audio frame boundary information embedded in the bitstream, bitstream with ADIF
format can only be decoded starting from the very beginning of it. Thus, there is no
way to perform fast forward, rewind, or re-sync if any bit error happens.

On the other hand, unlike the ADIF file which only contains one ADIF header
at the very beginning of the file, ADTS file contains multiple ADTS headers, one
before each frame of the raw data. An ADTS header starts with the fixed header,
which consists of the byte-aligned sync-word followed by all other header infor-
mation not changing from frame to frame. The sync word gives decoder the capa-
bility to re-sync to the start of a frame, and the fixed header pattern can be used
for validating the sync word. Thus, ADTS format is more error robust to bitstream
error compared with ADIF format. The variable ADTS header comes after the fixed
header, containing header data which changes from frame to frame.

As both sync words and frame length are embedded in ADTS header, the cross-
check of both along with decoding process can enhance the error robustness of AAC
decoding on ADTS bitstreams. The known information of frame boundary in ADTS
header are also very helpful while re-sync the bitstream in case of fast forward,
rewind, or other kind of repositioning.

MPEG-4 format, commonly referred by file extension of “.mp4,” is a true multi-
media format, which can hold different media types such as audio, video, animation,
etc. [10, 11]. The AAC bitstream, being one audio standard supported in MPEG-4,
can also be packed in such MPEG-4 file format. In this case, additional MPEG-
4 compliant parser might be required to strip out AAC audio track which is then
passed through AAC decoder to get all AAC specific information controlling audio
reconstruction. If multiple media types present in one MPEG-4 bitstream, different
kinds of synchronizations such as Audio and Video Synchronizations might also
have to be maintained in a real-time system if such concurrency requirement is
needed.
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The major functionality of bitstream parsing module is to unpack all AAC
specific parameters from audio raw data, such as global gain, window and group
information, section data, scalefactor data, pulse data, TNS data, etc. [2]. Those
parameters are then passed to different decoder modules/tools as control informa-
tion, to help reconstruction of the final decoded samples.

21.2.3.2 Noiseless Decoding

The first step of reconstructing audio samples starts from noiseless decoding of
all scalefactors and quantized spectral data. To better understand how data is
packed, viewing it from encoder side could be helpful. For AAC encoding, spec-
trum coefficients are divided into different bands, called scalefactor band, within
each a common scalefactor will be applied as gain to all spectral data to shape
the quantization noise. The scalefactor band partition is related to critical band
in human perception system. It is also sampling rate dependent. To achieve max-
imum compression, both scalefactors and four-tuples or two-tuples quantized spec-
tral coefficients are entropy-encoded via different Huffman codebooks, starting from
low frequency and moving towards high frequency. Huffman codebook selection is
packed in the section information within the bitstream along with compressed spec-
trum data. Within each section, same Huffman codebook is used. The total number
of section allowed could be up to the number of scalefactor bands. There are 11
Huffman codebooks for spectrum coefficients, and one additional Huffman code-
book for scalefactor. Each spectrum Huffman codebook has its own sign feature
(i.e., can represent either signed or unsigned coefficients), dimension feature (i.e.,
can represent coefficients either in four-tuples or two-tuples) and its own allowed
largest absolute value (LAV). Beyond spectrum and scalefactor codebooks, there
are special codebooks like “zero” codebook, “intensity” codebook, or “noise sub-
stitution” codebook which can be used when no actual quantized spectral data is
transmitted [2]. The latter two kinds of codebooks will be further discussed in par-
ticular tools/modules using them.

In decoder side, after Huffman decoding of scalefactors and spectrum, indexes
for four-tuples or two-tuples spectral data are obtained. Further index unpacking
process is necessary to generate quantized spectrum data. The unpacking process is
based on the sign feature of corresponding Huffman codebook and its dimension as
well as its LAV. The unpacked index might be grouped or interleaved based on the
window and group information packed in the bitstream. Thus, de-interleave might
be necessary.

21.2.3.3 Error Resilience Tools in MPEG-4 AAC

Currently, AAC is becoming the choice of audio compression formats for a broad
range of applications including internet, broadcasting, and streaming, etc. During
transmission, bit errors with different patterns might be injected to the bitstream
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based on actual transmission channel characteristics. Thus, error resilience tools
become more and more important in AAC. Some popularly used error resilience
tools in MPEG-4 AAC include VCB11 (Virtual Codebook 11), RVLC (Reversible
Variable Length Coding), and HCR (Huffman Codeword Reordering) [2]:

Virtual Codebook 11

Huffman codebook 11 is actually an ESC codebook for spectral data, which can
encode much larger value than its LAV via escape sequence [2]. Thus, it is possible
to encode huge spectral data into the bitstream while necessary. However, if only
one ESC codebook is used, it is very hard to tell whether a decoded huge spectral
data is what got actually encoded originally or due to bitstream errors. To resolve
this, MPEG-4 AAC introduces 17 different codebook indices and these indices will
replace the codebook information of codebook number “11” in the section data. All
these 17 indices are still referring to the same ESC codebook. However, different
indices can allow different maximum spectral values. Thus, if a decoded spectral
data is larger than the LAV corresponding virtual index allows, it can be concluded
that it is due to bitstream errors [2].

Reversible Variable Length Coding

Scalefactors are important information for reconstructing audio data, thus any
scheme adding more protection to them can help with error resilience. RVLC is one
of such options which can replace normal Huffman coding while encoding scale-
factors. RVLC enables backward decoding if forward decoding faces errors. On the
other hand, to accommodate backward decoding features, additional information
or overhead has to be transmitted in the bitstream, like the reversible global gain,
the length of RVLC payload, and additional information on PNS or intensity stereo
if they present [2]. RVLC improves error robustness at the cost of choosing more
redundant Huffman codebook and packing additional information in the bitstream
which slightly reduce the coding efficiency.

Huffman Codeword Reordering

The basic idea of HCR is to give different levels of protection to codewords accord-
ing to their importance and minimize error propagation. The scheme places code-
words with high importance or priority (called priority codewords, or PCWs) [2] at
the known position in the bitstream, i.e., at the beginning of known-length segments.
Therefore, as long as there are no bitstream errors in PCWs, they can be correctly
decoded even bitstream corruption happens in other codewords (called non-PCWs).
As PCWs are scattered at specific locations in the bitstream, there are gaps between
PCWs. And a special reordering algorithm is adopted to sort non-PCWs accord-
ing to their particular importance and then reposition them into those gaps. It is
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very clear that HCR itself does not increase the encoded bitstream size as it is only
reordering the codewords. However, it does pay the price of a more complicated
encoding and decoding process in bitstream packing and parsing portion [2].

From the above descriptions on these error resilience tools, it can be easily found
out that error resilience audio object type has different bitstream syntax, thus ER
object is not compatible to non-ER AAC decoder.

21.2.3.4 Inverse Quantization and Rescaling

After Huffman decoding, the quantized spectrum data goes through nonuniform
inverse quantization block to get the un-scaled de-quantized spectra. Then corre-
sponding scalefactor is translated to gain value to be applied on top of inverse quan-
tization results.

For long window case, inverse quantization and rescaling is more straightfor-
ward. While for short window case, if multiple groups present, the same scalefactor
will be applied to all spectral coefficients in the scalefactor window bands within
the same group [2]. Therefore, inverse quantization and rescaling module might also
require data de-interleaving and is also controlled by side information embedded in
the bitstreams.

21.2.3.5 M/S Stereo Processing

M/S tool is popularly used in channel pairs to achieve further coding efficiency
when common window is used for AAC Main, LC, SSR, and LTP object types,
etc. To support this feature, Mid/Side decision information has to be packed in the
bitstream, so the de-quantized channel pair spectra can be converted to left and right
information. Whether M/S coding is used or not is indicated by a set of one-bit flag
according to window group and scalefactor band in the encoded data [2]. Sometimes
M/S related information embedded in the bitstream might be used for some other
optional tools which are “mutually exclusive” to M/S. Such information will be
reiterated in the description for those particular tools.

21.2.3.6 Perceptual Noise Substitution

Sometimes it can achieve more coding efficiency to derive spectrum coefficients in
some scalefactor bands from random numbers rather than quantized spectral data.
In such cases, no spectral data needs to be transmitted. Instead, noise energy data
will be packed in the bitstream. And “noise substitution” codebook can be used by
setting PNS flag on scalefactor band and group basis. In such scenario, i.e., while
PNS is used, M/S tool should not be applied. However, to achieve further coding
efficiency, in case of a channel pair, some M/S related bits in the bitstream syntax
can be reused for noise correlation control if both channels have PNS data in the
same scalefactor band and group [2].
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For error resilience AAC object, if reverse variable length coding tool is used,
additional information need to be packed in the bitstream in order to accommodate
decoding PNS-related data from backwards. And the PNS information reconstruct-
ing process is slightly different too [2].

21.2.3.7 Intensity Stereo Processing

This is another popular tool used for channel pairs. It can be activated by selecting
either one of the two intensity Huffman codebooks on selective scalefactor band in
the right channel of a channel pair. Unlike M/S stereo, for intensity stereo, outputs
of both left and right channels are derived from one set of spectral coefficients with
different panning, etc. As such, it has the restriction that common window infor-
mation should be shared in both channels. Two special codebooks can be used for
intensity stereo, one for in-phase, the other one for out-of-phase. However, the actual
phase applied finally can be switched from in-phase to out-of-phase or vice versa,
based on M/S activation flag information packed in the bitstream. This is based on
the mutually exclusive characteristic between M/S tool and intensity stereo tool. In
other words, in any particular scalefactor band and group, when intensity stereo tool
is used, M/S stereo tool should not be applied. Thus, M/S related bits can be reused
in case of intensity stereo presents to achieve maximum coding efficiency [2].

21.2.3.8 LTP Processing

For signals with many tonal components, LTP, using 1 tap of IIR filter in time
domain for forward adaptive prediction, is very effective to reduce the redundancy
between successive frames. LTP can only be used for long window case, and can
be turned on or off on frame basis based on the LTP flag setting. LTP coefficients
are transmitted as part of the side information in bitstream [2]. For channel pair, left
channel and right channel could have different LTP settings.

Attention needs to be paid while both LTP and PNS data present in one particular
band. As PNS data indicates the corresponding spectral data is derived from random
vector instead of any decoded or prediction-reconstructed spectrum, accordingly,
LTP should not take effect in such scenario.

It should be kept in mind that LTP is different from frequency domain predic-
tion, another optional tool which can only be used for AAC Main audio object type
(or AAC Main profile in MPEG-2 AAC) [1, 2], and thus beyond the scope of this
particular AAC system.

21.2.3.9 TNS Processing

TNS is an effective tool to shape quantization noise in time domain by apply-
ing all-pole filter in frequency domain on selected spectral data. All TNS-related
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information are packed in the bitstream, including number of filters used, resolution
of coefficients, frequency region it should be applied, filter order, filtering direc-
tion, and coefficients information. The range of values in above fields could have
dependency on window information. Some of them might be also related to audio
object type. For example, maximum TNS filter order is only 7 for short window,
while for long window it can be up to 20 for Main object and up to 12 for oth-
ers [2]. Some other parameters, like maximum number of scalefactor bands TNS
filter can be applied, can be also sampling rate dependent [2]. All these varieties
should be taken into account at the system design stage while considering memory
usage efficiency, to guarantee a robust decoding system implementation.

For audio object types with LTP tool adopted, for example, MPEG-4 AAC LTP
object, TNS can also be used. In other words, LTP and TNS are not mutually exclu-
sive features. However, in such case that both present, as LTP is using time domain
prediction with corresponding synthesis part in frequency domain to reconstruct pre-
dicted spectrum, there is a feedback path for LTP (LTP loopback in Fig. 21.2), and
TNS analysis filter is necessary in the loopback. At the same time, LTP synthesis
has to come before TNS synthesis filter in the main decoder path. Both restrictions
are to guarantee both tools working on proper signals they are designed to apply on,
as illustrated in Fig. 21.2.

21.2.3.10 Filter Bank

Filter bank is the key module to transform the time/frequency domain signal back
to PCM data. Its core is the inversed modified discrete cosine transform (IMDCT),
plus windowing and overlap-adding. Window length is 2048 in case of long window
vs. 256 for short window. The actual window shape could be either Kaiser-Bessel
derived or sine window, depending on the window sequence and shape information
packed in the bitstream. IMDCT is performed on half of the window-length time–
frequency domain values to generate time domain data with window-length. Then
windowing is applied. Finally, the first half of the resulted sequence is added to the
second half of windowed sequence in previous block (overlap-adding) to generate
the final output [2].

Beyond what we described here in this particular AAC decoder system, there are
some other optional tools available in main MPEG4-AAC decoder program flow
if complete audio object types are required to be supported, such as dependently
switched coupling, independently switched coupling, and gain control, etc. [2]

21.2.4 Computational Complexity of MPEG-4 AAC

MPEG-AAC has several computational complex modules which in total take most
of implementation MIPs (millions of instructions per second), such as Huffman
decoding and inverse quantization, and IMDCT. For some cases, TNS could be
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part of the group too. The final implementation MIPs for functional modules and
the entire decoder system can depend on lots of factors, including bit rate, sampling
rate and actual audio signals’ characteristics. Generally speaking, to optimize the
actual decoding system, modules like IMDCT can be part of the focuses. A lot of
fast algorithms on IMDCT have been proposed which can achieve high efficiency
while being implemented on DSP platforms [12–15].

21.3 HE-AAC

21.3.1 Overview

Generally speaking, for human listening experience, low frequency component
is critical and more important than high frequency component. Thus, algorithms
and models emphasizing low frequency importance are commonly used in audio
encoders. However, while talking about audio quality, high frequency components
could play critical role. That is why lots of traditional audio encoders have to use
a lot of bits encoding high frequency components to achieve required audio quality
which reduces their coding efficiency. A new tool, called SBR [2], comes in focus-
ing on improving coding efficiency of high frequency components. The principles
of SBR processing have been thoroughly discussed in lots of papers [3, 16–18],
and the algorithm details for SBR processing in MPEG-4 HE-AAC can be found
in [2]. In this chapter, just a high-level review is given. The basic idea behind SBR
is that audio signal between low frequency and high frequency could have strong
correlation and so it is possible to reconstruct high band signal based on low band
signal and some additional critical information about the similarity and/or relation-
ship between spectrum envelopes from high band and low band. High Efficiency
Advanced Audio Coding (HE-AAC) is actually composed of MPEG-4 core AAC
algorithm plus SBR processing. And SBR tool can improve coding efficiency for
high frequency portion of an audio signal significantly compared with traditional
audio compression tools.

21.3.2 HE-AAC, The Superset of MPEG-4 AAC

In MPEG-4 standard, SBR is an additional tool which can be combined with AAC.
Furthermore, SBR part can act as a pure “Plus” or a “postprocessor” of AAC, which
reconstructs high band from low band based on SBR-related side information. As
such, SBR can be applied or combined with different MPEG-4 AAC audio object
types, such as LC object, LTP object, and ER AAC LC objects. Therefore, HE-AAC
is a superset of AAC [5, 16]. It can improve AAC performance by either increasing
decoded audio bandwidth and thus improving audio quality with a given bit rate, or
reducing the encoded bit rate for a given quality requirement as only the low band
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Fig. 21.3 HE-AAC is the superset of AAC with SBR as “post-processor”

spectral data is actually AAC encoded and for high band, only limited information
to reconstruct high band from low band are transmitted as side information.

The relationship between SBR and AAC in an HE-AAC decoding system can be
illustrated as in Fig. 21.3.

21.3.3 HE-AAC, A Multirate System

Based on Fig. 21.3 and above description of HE-AAC decoder, it can be easily told
that HE-AAC system is actually running on different rates for core decoder part and
SBR part. In other words, HE-AAC is a dual rate system [3, 18]. The sampling rate
of the final output in the HE-AAC system is actually doubled compared with the
core AAC decoder sampling rate within the system. Thus, attention needs to be paid
while trying to figure out the final output sampling rate of an HE-AAC compliant
decoding system. Details will be further discussed in the following section along
with SBR signaling.

21.3.4 SBR Compatibility and Signaling

As HE-AAC is a superset of AAC, HE-AAC decoder should be able to decode
AAC bitstreams without restrictions. In other words, AAC only bitstream is com-
patible with HE-AAC decoding system. On the other hand, for HE-AAC bitstreams,
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to achieve maximum backward compatibility with existing MPEG-4 AAC system,
it can pack the additional SBR data into AAC bitstream in an AAC-backward-
compatible way, i.e., packing in AAC extension payload. As such, HE-AAC bit-
stream syntax can be compliant with AAC only decoder. For example, an MPEG-4
AAC only decoder can decode HE-AAC bitstream by decoding core AAC-related
bitstream portion only and skipping SBR-related payload and actual SBR process-
ing. Clearly, by doing this, the final audio output quality will be reduced as the
audio bandwidth is limited to the core AAC portion only and no high band of audio
signals can be reconstructed. In other words, even HE-AAC and AAC bitstreams
have maximum backward and forward compatibility with each other, HE-AAC-
compliant decoders are still required while decoding HE-AAC bitstreams in order
to achieve full output bandwidth and full audio quality.

There are different ways of signaling SBR content in the bitstream:

21.3.4.1 Implicit Signaling [5]

SBR content could be embedded in AAC extension payload with proper “ID” spe-
cific to SBR. In such cases, due to dual-rate feature of the HE-AAC system, the
final output sampling frequency of the system might be different from (for example,
might be doubled of) AAC core decoder sampling frequency (for applicable sam-
pling rates). Thus, for system settings of the final output sampling rate, it might be
required to perform precheck for SBR data in the bitstream. The precheck requires
overhead. And sometimes the overhead could be significant as SBR data is not nec-
essarily embedded in the bitstream from the first audio frame. In other words, it
might require partial or most of the bitstream to be predecoded to tell whether SBR
presents. In a real-time system, this might be difficult to achieve or sometimes even
impossible. An alternate way to it is to always assume SBR presents, i.e., to always
assume the system final output sampling rate is doubled of the original bitstream
for applicable sampling rates. In the latter case, if SBR data does not present, SBR
tool can be used as an upsampler with the upsampling factor of 2 to guarantee the
final resulting sampling rate matching the setting of the system. The disadvantage
of this method is that SBR processing is generally computationally complex, and it
is actually “wasting” mips by using SBR tool just to do upsampling. Thus, there is
a trade-off between system efficiency and compatibility.

The actual solution for a particular system supporting implicit signaling should
be based on its own application requirement and system functionality. However, it
has to be taken into account at the design stage as it is mandatory for HE-AAC
compliance decoder to support implicit signaling.

21.3.4.2 Explicit Signaling [5]

Explicit signaling is done by explicitly defining SBR audio object type in the bit-
stream in either backward compatible way or in hierarchical way. While explicit
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signaling is used, implicit signaling is not applied. And there is no ambiguity of the
system setting in this case.

21.3.5 SBR Decoding and Processing

Understanding the processing in encoder side can always help with a better under-
standing of decoder side. For an SBR encoder, audio samples are carefully analyzed
and crossover frequency between low band and high band is chosen based on actual
sampling frequency and target bit rate. AAC core encoder can run on low band and
get good coding efficiency as it is originally designed for. The similarity and dis-
similarity between high band spectrum envelope and low band spectrum envelope
are transformed into SBR data to be further encoded and packed into bitstream mul-
tiplexing with AAC encoded data [3]. Different Huffman codebooks are used for
various SBR data encoding.

On the decoder side, the bitstream deformatter will spit out AAC core decoder
data and SBR data. AAC core decoder data will then be fed into core AAC decoder
to generate an audio frame with one audio frame length of samples, which will be
further fed into analysis quadrature mirror filter (QMF) bank. On the other path,
SBR data goes through SBR bitstream parsing, Huffman decoder and inverse quan-
tization. The resulting SBR information will guide high frequency band generator
and envelope adjustor. High frequency band generator does transposition of low
band spectrum envelope to high band, based on QMF analysis filter output running
on low band audio frame generated by core decoder. The reconstructed high fre-
quency band spectrum then goes through envelope adjuster, which is also guided
by decoded SBR data. Finally synthesis QMF filter bank convert both the output of
analysis QMF bank (for low band) and output of envelope adjuster to get the final
audio PCM data [2].

21.3.6 Computational Complexity of SBR Processing

There are two versions of SBR processing available in MPEG-4 standard with dif-
ferent complexities: High Quality (HQ) SBR tool [2] and Low Power (LP) SBR
tool [2]. There is no difference between the two versions of SBR processing and bit-
stream packing part from SBR encoder side, as such both share the same bitstream
syntax. However, from decoder side, different versions adopt different processing
algorithms with different complexities and thus yield different audio outputs.

The major difference between HQ SBR and LP SBR is the feature of filter bank,
including both analysis QMF bank and synthesis QMF bank. They are just the coun-
terpart of each other. HQ analysis QMF filter bank splits time domain signal into 32
subbands by generating 32∗32 complex subband samples from 1,024 core decoded
time domain samples. Its synthesis part consists of a 64 subband QMF bank which
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transforms QMF domain signals into real-valued sample in time domain. On the
other hand, LP version of SBR processing only runs on real-valued samples for both
analysis QMF bank and corresponding synthesis bank. Thus, all imaginary valued
processing are skipped and computational complexity can be significantly reduced.
However, alias effect might present during pure real-valued processing, and hence
additional functional modules like alias detector and alias reduction needed [2].
Generally speaking, LP SBR is less complex in computation and consumes less
MIPs than HQ SBR. However, the HQ SBR offers higher audio quality. In a partic-
ular system, which version of SBR processing is used should be again based on the
actual application requirement such as demanded audio quality, computation abil-
ity available and complexity or power consumption requirement on the particular
platform.

In SBR implementation, the transposer and QMF filter bank for both analysis
and synthesis sides are good examples of computational complex modules [3].

21.4 HE-AAC V2

21.4.1 Overview

High Efficiency Advanced Audio Coding V2 (HE-AAC V2) is standardized via
applying another new tool called PS tool, which exploits more features from stereo
audio signals, on top of HE-AAC [4]. In other words, HE-AAC V2 is combining
AAC core algorithm, SBR tool, and PS tool together, with the latter two act as
“postprocessing” modules of AAC, to achieve further low bit rate for stereo signal
encoding on the basis of already-highly-coding-efficient AAC and HE-AAC system.
PS bitstream might maintain good audio quality at very low bit rate, for example, at
bit rates even below 10 kbps [19].

21.4.2 HE-AAC V2, A Superset of HE-AAC and MPEG-4 AAC

Just like HE-AAC adopts SBR on top of AAC core to make itself a superset of
MPEG-4 AAC, HE-AAC V2 applies PS on top of HE-AAC and becomes a super-
set of HE-AAC, and hierarchically again a true superset of MPEG-4 AAC [5].
Therefore, an HE-AAC V2 compliant decoder can decode both HE-AAC and AAC
bitstreams without restrictions. The relationship among AAC, SBR, and PS in an
HE-AAC V2 decoding system is illustrated in Fig. 21.4. It is very clear that HE-
AAC V2 system, as it completely contains HE-AAC system inside, is a multiple-
rate system. And the final channel settings of the audio output could be different
from what it presents in the original bitstream for core AAC portion too, due to PS
reconstruction of stereo information.
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Fig. 21.4 Relationship among AAC, SBR, and PS in an HE-AAC V2 system

21.4.3 Compatibility of HE-AAC V2

As HE-AAC V2 is proposed on top of HE-AAC and thus AAC core too, to achieve
maximum compatibility with existing HE-AAC system and MPEG-AAC only sys-
tem, from bitstream syntax point of view, HE-AAC V2 bitstream can pack the addi-
tional PS data in a backward compatible way, i.e., packing PS data into the SBR
extension payload of a mono HE-AAC stream. In the other words, a non-PS com-
pliant HE-AAC decoder system can decode HE-AAC V2 bitstream by focusing on
HE-AAC decoding and skipping PS-related information and processing, and finally
generates an audio output at full bandwidth, but with only mono signal. And a core
AAC only decoder system, which does not support either SBR or PS capability, can
decode HE-AAC V2 bitstream by skipping both SBR and PS-related information
and processing and generate final audio output with only half of the bandwidth and
mono signal. On the other hand, HE-AAC V2 compliant decoder can decode HE-
AAC bitstream or MPEG-AAC only bitstream and generate output at full bandwidth
and appropriate channel settings [4, 5].

21.4.4 Signaling for PS

Similarly to SBR, PS can be either implicitly signaled or explicitly signaled [4, 5].
For implicit signaling, PS data presents in SBR extension with proper “ID” spec-

ified to PS. In this case, there is no way to tell whether PS data is embedded or
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not without actual decoding or checking the bitstream in advance. Similarly as SBR
implicit signaling, for final channel settings, system might be required to either do
prechecking of PS data, or always assume nonmono output mode. In latter case, if
it turns out PS data not present in a bitstream, additional effort might be needed to
match the actual bitstream scenario with the assumed system presetting.

For explicit signaling of PS, audio object type for PS is explicitly specified in the
bitstream. There will be no ambiguity for channel settings in such case.

21.4.5 PS Processing and Complexity

Related studies conducted in PS algorithm and processing can be found in papers
like [19–21], and PS processing specific to MPEG-4 AAC standard is described
in [4]. This section only gives a simple overview as below: In encoder side, PS tool
is used to extract the stereo feature of audio signals into a small number of parame-
ters, such as inter-channel intensity difference (IID), inter-channel phase difference
(IPD), overall phase differences (OPD), and inter-channel coherence (ICC). These
PS data can cover the relative level, phase behavior, and the similarity between
left and right channels. They are the basis for reconstructing stereo signals from
the downmixed input. PS data is then encoded and packed with coded monaural
signal. In PS decoder side, monaural samples go through QMF analysis and low
frequency filtering to achieve high frequency resolution, and are further passed into
stereo processing together with stereo parameters after de-correlation. Thus, stereo
information in QMF domain is generated. These QMF domain signals further pass
through QMF synthesis filter bank and finally generate output samples for both left
and right channels in time domain.

Attention needs to be paid for implementing PS compliant audio decoder on top
of HE-AAC decoding system, as PS processing requires HQ SBR [4]. This affects
PS decoding complexity. However, as HE-AAC V2 system performs most decoding
and quite some computation-complex modules (for example, the entire HE-AAC
processing embedded in the system) on single channel, the overall computational
complexity is acceptable.

21.5 Conclusions

MPEG-4 AAC decoder family consists of three members: AAC, HE-AAC, and HE-
AAC V2, with each of the latter two being a true superset of its predecessor. Each of
the latter two members can achieve an overall higher coding efficiency than its pre-
decessor too. Furthermore, the bitstream syntax for AAC decoder family is designed
in a way to guarantee maximum compatibility. Thus, AAC decoder family codecs
are commonly adopted in a broad range of current mobile TV, portable media play-
ers, and internet applications.
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Moreover, related compression and coding techniques with the backward com-
patibility are still being employed in the development and standardization for audio
transmission, storage, and broadcasting. A good representative is the MPEG Spa-
tial Coding standard which allows the compression of multichannel audio down
to bit rates which so far are used for the compression of mono-channel or stereo-
channel through the above MPEG AAC family codec. More importantly, this back-
ward compatibility can be used to upgrade existing distribution infrastructures for
stereo or mono audio content (radio channels, Internet streaming, music downloads,
etc.) towards the delivery of multichannel audio while retaining full compatibility
with existing receivers [22–28].
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Only a Low-bitrate Codec?”, in 117th AES Convention, San Francisco, Oct 28–31, 2004.

19. Jeroen Breebaart, Steven van de Par, Armin Kohlrausch, Erik Schuijers, “High-Quality Para-
metric Spatial Audio Coding at Low Bitrates”, in 116th AES Convention, Berlin, May 8–
11, 2004.

20. Erik Schuijers, Jeroen Breebaart, Heiko Purnhagen, Jonas Engdegård, “Low Complexity Para-
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Chapter 22
Spatial Audio Coding and MPEG Surround

Christof Faller

22.1 Introduction

Surround sound has been widely utilized in cinemas for decades, but wide adop-
tion of home cinema surround was only enabled recently by the digital video disc
(DVD). While a compact disc (CD) stores its stereo audio content uncompressed
as 16-bit PCM at a sampling rate of 44.1 kHz, the DVD stores its six multichannel
surround channels (five main audio channels plus a low-frequency effects channel)
compressed with the perceptual audio coder AC-3 from Dolby Laboratories. The
multichannel surround signal would require too much storage space on the DVD
and thus it is compressed.

The most prominent perceptual audio coder is MP3 (MPEG-1 Layer 3). Being a
relatively old audio coder it only supports up to two audio channels. Many percep-
tual audio coders can also code multichannel surround signals and achieve roughly
a compression ratio of 10. Spatial audio coding is motivated by the need to code
multichannel audio at lower bitrates. It enables coding of multichannel audio at
bitrates comparable with mono or two-channel stereo bitrates. Thus, spatial audio
coding can enable multichannel surround for applications where the bitrate is con-
strained to a mono or stereo bitrate. Further, spatial audio coding can be compatible
with mono or stereo, facilitating upgrading of existing mono and stereo services to
multichannel surround.

This chapter is organized as follows. Section 22.2 discusses multichannel sur-
round and its benefits compared with the widely used stereo system. In Sect. 22.3,
spatial audio coding is discussed and motivated in the context of conventional per-
ceptual audio coding and matrix surround. In order to explain and motivate spatial
audio coding, basic spatial hearing knowledge is presented in Sect. 22.4. The appli-
cation of these principles to audio coding and spatial audio coding is explained in
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Sect. 22.5. Aspects of the commercially available MP3 Surround audio coder and
the standards-based MPEG Surround coder are discussed in Sect. 22.6. Conclusions
are presented in Sect. 22.7.

22.2 Multichannel Surround

A stereo audio playback system is illustrated in Fig. 22.1. Usually the loudspeakers
are located in the front, 30◦ to the left and right from the optimal listening posi-
tion. The listener and the two loudspeakers form a regular triangle. When a stereo
signal is appropriately recorded or mixed, a front sound stage can be realistically
reproduced. Different objects or instruments appear as virtual sources somewhere
between the two loudspeakers. Not only can the stereo system reproduce virtual
sources at any direction between the loudspeakers, but also ambience and a spa-
tial impression can be reproduced. Section 22.4 discusses in detail how stereo sig-
nal properties relate to virtual source positions and other perceived aspects.

The stereo playback system has three weaknesses, which are overcome or par-
tially overcome by a surround audio playback system:

• Positions of virtual sources are limited to directions between the two front loud-
speakers.

• The reproduction of spatial impression, i.e., the impression of being in a room or
concert hall is limited.

• When the listener position is not centered between the two loudspeakers center
virtual sources move to the nearer loudspeaker.

The third weakness is illustrated in Fig. 22.2. Panel (a) illustrates a perceived front
stage sound image for a listener in the optimal listening position (“sweet spot”).
Panel (b) illustrates how the center virtual sources are located close to the nearer
loudspeaker when the listener is not in the sweet spot.

For home music listening, often not much attention is paid to virtual source posi-
tions and many consumers do never or only seldomly listen to a stereo audio play-
back system from a sweet spot position. The afore mentioned weaknesses are more

Fig. 22.1 Stereo audio play-
back system
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Fig. 22.2 The sweet spot problem: (a) listener in an optimal listening position, (b) listener off
center
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Fig. 22.3 5.1 surround audio playback system

severe for a cinema application. In films usually the dialogue is located in the center
and thus should be perceived from the center of the movie screen. For all off-center
listeners the dialogue appears from the side when a stereo playback system is used.
This motivates why in cinemas an additional center loudspeaker has been used for
long. When the dialogue is given to the center loudspeaker all listeners perceive it
as being located in the center as is desired. Also it is desirable for a cinema audio
system to be able to play sound effects from different directions than only from front
directions. This motivates the use of surround (rear) loudspeakers. Surround loud-
speakers have the additional benefit that they can be used to improve also spatial
impression. By emitting simulated lateral reflected sound from the rear side concert
hall acoustics can be simulated.

Figure 22.3 illustrates a multichannel surround audio playback system. The front
left and right loudspeakers are at similar 30◦ left and right positions as for the stereo
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audio playback system, motivated by standard stereo backward compatibility. The
front center channel has the purpose to improve virtual source localization for lis-
teners who are not in the sweet spot. According to the 5.1 surround standard [1] the
surround left and right loudspeakers are at directions ±110◦ relative to the forward
axis. This is a compromise between loudspeakers on the side (important for spatial
impression) and loudspeakers in the rear (for rear sound effects). The LFE chan-
nel is for low-frequency effects for which the main loudspeakers usually can not
build enough sound pressure. A designated low-frequency loudspeaker (subwoofer)
is used to play back the LFE channel, which contains frequencies up to 120 Hz.
The LFE signal is boosted by 10 dB prior to amplification and playback to support
higher effective signal levels.

22.3 From Audio Coding and Matrix Surround to Spatial Audio
Coding

The goal of this section is to provide background and prior art knowledge for sur-
round audio signal representation and coding. First, conventional perceptual audio
coding is described as is used for storing surround audio on DVD. Second, matrix
surround, the original cinema and home surround audio system, is described. Matrix
surround has some conceptual similarities to spatial audio coding. Third, spatial
audio coding is briefly described in the context of perceptual audio coding and
matrix surround.

22.3.1 Conventional Perceptual Audio Coding

A major breakthrough in audio coding was enabled by incorporating a receiver
model into subband audio coders. The receiver model, usually denoted perceptual
model, determines the masked threshold as a function of frequency and time, i.e., the
level of noise that can be added at each frequency and time such that it is just not
noticeable. Coding efficiency is improved by controlling the quantization error such
that it is just below the masked threshold and thus not perceptible. Audio coders
employing this principle are denoted perceptual audio coders. This coding princi-
ple was introduced for speech coding by Zelinski [2]. Brandenburg [3] applied this
technique to wideband audio signals.

When several audio channels need to be encoded, such as when coding stereo or
multichannel surround audio signals, redundancy between the audio channels may
be explored for reducing the bitrate. Mid/side (M/S) coding [4] reduces the redun-
dancy between a correlated channel pair by transforming it to a sum/difference
channel pair prior to quantization and coding. The masked threshold depends
on the interaural signal properties of the signal (masker) and quantization noise
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(maskee). When coding stereo or multichannel audio signals, the perceptual
model needs to consider this interaural dependence of the masked threshold. This
dependence is often described by means of the binaural masking level difference
(BMLD) [5].

Today many proprietary perceptual audio coders [6–8] and international
standards-based perceptual audio coders [9–14] are commercially available. When
requiring that the coded audio signal can not be distinguished from the original
audio signal, state-of-the-art perceptual audio coders are able to reduce the bitrate
of CD audio signals by a factor of about 10. When higher compression ratios are
required, the audio bandwidth needs to be reduced or coding distortions will exceed
the masked threshold.

For many applications a compression factor of 10 is not sufficient. If lower bitrate
is to be achieved with perceptual audio coders, the coding distortions exceed the
masked threshold resulting in annoying artifacts. To avoid temporal and noise-
like artifacts at low bitrates, perceptual audio coders have been extended with
parametric coding principles. One such parametric technique applicable for stereo
or multichannel audio coding is intensity stereo coding (ISC) [15]. ISC is a para-
metric technique for coding of audio channel pairs. It can be viewed as a tech-
nique applying simple spatial audio coding principles. Since it considers only
interchannel level differences and operates in the critically sampled audio coder
spectral domain its performance is however very limited compared with spatial
audio coding. Another parametric technique that has been applied within the frame-
work of perceptual audio coders is denoted as spectral bandwidth replication (SBR)
[16]. SBR applies perceptual audio coding at frequencies below a certain frequency
(e.g., <4−12 kHz) and parametric coding above that frequency. Very little informa-
tion is used to parameterize the upper spectrum, and the decoder uses information
from the lower spectrum to generate a perceptually meaningful upper spectrum.
Ideas related to SBR were already introduced by Makhoul [17] in the context of
speech coding.

22.3.2 Matrix Surround

Matrix surround was the technology that enabled wide adoption of multichannel
surround sound in cinemas in the early 1970s. Matrix surround is backward com-
patible to stereo. A multichannel surround audio signal is downmixed to a stereo
signal using a specific linear matrix. This stereo signal can be used as a conven-
tional optical stereo track on movies. A matrix decoder, fed with this stereo signal
regenerates a multichannel surround signal. Later, matrix surround was also widely
used on VHS video tapes enabling early home cinema surround by means of using a
matrix surround decoder fed with the VHS stereo audio track. A similarity between
spatial audio coding and matrix surround is that both are based on a backward com-
patible downmix of the surround signal.
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22.3.2.1 Matrix Encoding

The audio channels are encoded as

[
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, (22.1)

where l(t), r(t), c(t), ls(t), rs(t) denote the front left, front right, front center, sur-
round left, and surround right audio channels, respectively. The j denotes a 90◦

phase shift.
Alternatively, (22.1) can be written as
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= vll(t)+vrr(t)+vcc(t)+vls ls(t)+vrsrs(t) , (22.2)

where the five vectors are unit vectors mapping the five input channels to the two
output channels. The vectors are shown relative to lt(t) and rt(t) in Fig. 22.4.

22.3.2.2 Passive and Active Matrix Decoding

The simplest way of decoding a matrix encoded signal is to apply a static decoder
matrix. Formulated in terms of the previously defined vectors, the matrix decoded
channels are as follows:

Fig. 22.4 The vectors for
matrix encoding the five main
channels of a 5.1 signal
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l̂(t) = [lt(t) rt(t)]vl

r̂(t) = [lt(t) rt(t)]vr

ĉ(t) = [lt(t) rt(t)]vc

l̂s(t) = [lt(t) rt(t)]vls

r̂s(t) = [lt(t) rt(t)]vrs . (22.3)

Each output channel is equal to the projection of the matrix encoded signal onto the
corresponding matrix encoding vector.

As can easily be verified, the described encoding/decoding strategy perfectly
reconstructs a channel in a scenario where only a single channel is active. How-
ever, the other channels are not zero in this case, i.e., there is a lot of crosstalk. The
situation when only one channel is active can easily be detected. In such a situa-
tion one could set all the other audio channels to zero and thus improve the channel
separation. This is a principle idea behind “active matrix decoders” [18].

Often the rear channels of matrix systems are low-pass filtered and delayed. The
low-pass filtering mimics late reverberation, which has high frequencies attenuated
due to more absorption of sound in air at high frequencies. The rear channels are
delayed to prevent that signal components are “jumping” between front and back
when the matrix decoder can not well separate the channels. Because of the prece-
dence effect [5, 19] front/back correlated signal components will always be per-
ceived from the front if the back channels are delayed. It is especially important for
dialogue in movie sound tracks to firmly always stay in front.

22.3.2.3 Parametric Matrix Decoding

Parametric matrix decoding [20] separates the matrix stereo signal into directional
and ambient/diffuse sound. For directional sound its direction in the original sur-
round signal is estimated and multichannel amplitude panning is applied to render
it at this direction. Ambient sound is mixed to the multichannel output signal with
the goal of generating a high-quality multichannel spatial impression.

In the following, it is shown that the matrix stereo signal as generated with (22.1)
indeed contains information to uniquely determine the direction of sound in the
original surround signal. A surround signal with directional sound from a specific
angle α is considered. It is assumed that the surround signal is generated by selecting
the two audio channels whose corresponding loudspeakers enclose α and applying
amplitude panning to this signal pair such that the virtual source is expected to
appear at angle α . The “tangent amplitude panning law” [21] is used to determine
the angle relative to the loudspeaker pair. The angle α is defined such that front
center corresponds to α = 0◦.

To such signals matrix encoding (22.1) is applied and the real-valued right/left
amplitude ratio r is determined. Figure 22.5 shows amplitude ratios as a function of
angle α of the virtual source. The loudspeaker directions are indicated as vertical
dotted lines. The horizontal dotted lines indicate values of −1, 0, and 1. Note that
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Fig. 22.5 The real-valued amplitude ratio as a function of direction of direct sound α in the original
surround audio signal

the amplitude ratio uniquely determines the direction of the virtual source and thus
the matrix stereo signal contains all information that is needed to render sources
correctly to their original direction.

22.3.3 Spatial Audio Coding

A very efficient way to represent surround audio signals is to use a matrix encoder
and then to apply a stereo perceptual audio coder. This not only allows to code
surround audio signals at a bitrate of stereo audio coding, but also has the benefit of
stereo backward compatibility (if no matrix surround decoder is used after the stereo
decoder then the matrix stereo signal is played back). The described approach has
the following drawbacks:

• The audio quality is limited by the modest performance of matrix encod-
ing/decoding processes.

• A matrix surround downmix is worse than a downmix optimized for stereo
quality (e.g., ITU downmix [1]) due to out-of-phase signal components in the
downmix.

Spatial audio coding overcomes both of these limitations. It uses a downmix opti-
mized for stereo quality. Some additional side information is used, which enables
higher surround audio quality than matrix surround. Further, spatial audio coding
can also be used with mono downmixes for even lower bitrates. On the other hand,
also downmixes with more than two channels may be used.
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22.4 Spatial Hearing

In this section, spatial hearing is reviewed. The focus is on phenomena that are
relevant for spatial audio coding. Similarly to the way humans perceive a visual
image, humans are also able to perceive an auditory spatial image. The different
objects that are part of the auditory spatial image are denoted as auditory objects.
When stereo or multichannel audio signals are played back over headphones or
loudspeakers they evoke an auditory spatial image in the listener.

22.4.1 Spatial Hearing with One Sound Source

The simplest listening scenario is when there is one sound source in free-field. In
this case, the ear input signals can be viewed as being filtered versions of the source
signal. The filters modeling the path of sound from a source to the left and right ear
entrances are commonly referred to as head-related transfer functions (HRTFs) [5].
For each source direction different HRTFs need to be used for modeling the ear
entrance signals.

A more intuitive but only approximately valid view for the relation between the
source angle φ and the ear entrance signals considers the difference in length of the
paths from the source to the two ear entrances as a function of the source angle φ [5].
As a result of the different path lengths, there is a difference in arrival time between
both ear entrances, denoted as interaural time difference (ITD). Additionally, the
shadowing of the head results in an intensity difference of the left and right ear
entrance signals, denoted as interaural level difference (ILD). For example, a source
to the left of a listener results in a higher intensity of the signal at the left ear than at
the right ear.

The following measures are used for ITD and ILD relative to the ear entrance
signals x̃1(n) and x̃2(n):

• ITD [samples]:
τ12(n) = argmax

d
{Φ12(d,n)} , (22.4)

with a short-time estimate of the normalized cross-correlation function

Φ12(d,n) =
E{x̃1(n−d1)x̃2(n−d2)}√

E{x̃2
1(n−d1)}E{x̃2

2(n−d2)}
, (22.5)

where

d1 = max{−d,0}
d2 = max{d,0} , (22.6)

and E{.} denotes time averaging.
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• ILD [dB]:

∆L12(n) = 10log10

(
E{x̃2

2(n−d2)}
E{x̃2

1(n−d1)}

)
. (22.7)

Diffraction, reflection, and resonance effects caused by the head, torso, and the
external ears of the listener result in that ITD and ILD not only depend on the source
angle φ but also on the source signal. Nevertheless, if ITD and ILD are considered
as a function of frequency, it is a reasonable approximation to say that the source
angle solely determines ITD and ILD as implied by data shown in [22]. When only
considering frontal directions (−90◦ ≤ φ ≤ 90◦) the source angle φ approximately
causally determines ITD and ILD. However, for each frontal direction there is a cor-
responding direction in the back of the listener resulting in a similar ITD-ILD pair.
Thus, the auditory system needs to rely on other cues for resolving this front/back
ambiguity. Examples of such cues are head movement cues, visual cues, and spec-
tral cues (different frequencies are emphasized or attenuated when a source is in
the front or back) [5]. The following discussion does not cover these other cues,
since these are not considered explicitly in spatial audio coding. For audio playback
systems with loudspeakers these other cues are automatically inherent in the ear
entrance signals due to the physical location of the loudspeakers.

22.4.2 Ear Entrance Signal Properties and Lateralization

Figure 22.6(a) illustrates perceived auditory objects for different ITD and ILD
[5] for two coherent left and right headphone signals. When left and right head-
phone signals are coherent, have the same level (ILD = 0), and no delay difference
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Fig. 22.6 (a) ILD and ITD between a pair of headphone signals determine the location of the audi-
tory object, which appears in the frontal section of the upper head. (b): The width of the auditory
object increases (1–3) as the interaural coherence (IC) between the left and right headphone signals
decreases, until two distinct auditory objects appear at the sides (4).
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(ITD = 0), an auditory object appears in the center between the left and right ears of
a listener. More specifically, the auditory object appears in the center of the frontal
section of the upper half of the head of a listener, as illustrated by region 1 in
Fig. 22.6(a). By increasing the level on one side, e.g., right, the auditory object
moves to that side as illustrated by region 2 in Fig. 22.6(a). In the extreme case,
when only the signal on the left is active, the auditory object appears at the left side
as illustrated by region 3 in Fig. 22.6(a). ITD can be used similarly to control the
position of the auditory object.

Another ear entrance signal property that is considered in this discussion is a
measure for the degree of “similarity” between the left and right ear entrance signals,
denoted as interaural coherence (IC). IC here is defined as the maximum value of
the normalized cross-correlation function,

c12(n) = max
d

Φ12(d,n) , (22.8)

where delays d corresponding to a range of ±1 ms are considered. IC as defined has
a range between 0 and 1. IC = 1 means that two signals are coherent (signals are
equal with possibly a different scaling and delay) and IC = 0 means that the signals
are independent.

When two identical signals (IC = 1) are emitted by the two transducers of
the headphones, a relatively compact auditory object is perceived. For noise the
width of the auditory object increases as the IC between the headphone signals
decreases until two distinct auditory objects are perceived at the sides, as illustrated
in Fig. 22.6(b) [23].

22.4.3 Two Sound Sources: Summing Localization

For two sources at a distance (e.g., loudspeaker pair), ITD, ILD, and IC are deter-
mined by the HRTFs of both sources and by the specific source signals. Neverthe-
less, it is interesting to assess the effect of cues similar to ITD, ILD, and IC, but
relative to the source signals and not ear entrance signals. To distinguish between
these same properties considered either between the two ear entrance signals or
two source signals, respectively, the latter are denoted ICTD (interchannel time dif-
ference), ICLD (interchannel level difference), and ICC (interchannel coherence).
For headphone playback, ITD, ILD, and IC are (ideally) the same as ICTD, ICLD,
and ICC. In the following a few phenomena related to ICTD, ICLD, and ICC are
reviewed for two sources located in the front of a listener.

Figure 22.7(a) illustrates the location of the perceived auditory objects for dif-
ferent ICLD for two coherent source signals [5]. When left and right source signals
are coherent (ICC = 1), have the same level (ICLD = 0), and no delay difference
(ICTD = 0), an auditory object appears in the center between the two sources as
illustrated by region 1 in Fig. 22.7(a). By increasing the level on one side, e.g., right,
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Fig. 22.7 (a) ICTD and ICLD between a pair of coherent source signals determine the location of
the auditory object, which appears between the two sources. (b) The width of the auditory object
increases (1–3) as the IC between left and right source signals decreases

the auditory object moves to that side as illustrated by region 2 in Fig. 22.7(a). In the
extreme case, when only the signal on the left is active, the auditory object appears
at the left source position as is illustrated by region 3 in Fig. 22.7(b). ICTD can be
used similarly to control the position of the auditory object. This principle of con-
trolling the location of an auditory object between a source pair is also applicable
when the source pair is not in front of the listener. However, some restrictions apply
for sources to the sides of a listener [24, 25]. There is an upper limit for the angle
between such a source pair beyond which localization of auditory objects between
the sources degrades.

When coherent wideband noise signals (ICC = 1) are simultaneously emitted by
a pair of sources, a relatively compact auditory object is perceived. When the ICC
is reduced between these signals, the width of the auditory object increases [5], as
illustrated in Fig. 22.7(b).

The insight that when signals with specific properties are emitted by two sources
the direction of the auditory object can be controlled is of high relevance for appli-
cations. It is this property that makes stereo audio playback possible. With two
appropriately placed loudspeakers, the illusion of auditory objects at any direction
between the two loudspeakers can be generated.

Another relevance of the described phenomena is that for loudspeaker playback
and headphone playback similar cues can be used for controlling the location of
an auditory object. This is the basis, which makes it possible to generate signal
pairs that evoke related illusions in terms of relative auditory object location for
both loudspeaker and headphone playback. If this were not the case, there would
be a need for different signals depending on whether a listener uses loudspeakers or
headphones.
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22.4.4 Spatial Impression

So far the discussion mostly focused on the attribute of perceived direction or lat-
eralization of auditory objects. One exception was the discussion of the role IC and
ICC play for noise signals in determining the extent of the auditory object. In the
following, other attributes related to auditory objects and the auditory spatial image
are briefly discussed. These attributes mostly depend on the properties of reflections
relative to the direct sound.

Spatial impression is defined as the impression a listener spontaneously gets
about type, size, and other properties of an actual or simulated space [5]. Note that
spatial impression is an attribute of auditory spatial images, which is not exclusively
associated with auditory object properties. It also includes properties more associ-
ated with the auditory spatial image as a whole than with the single auditory objects.
Spatial impression is largely determined by the relation between direct sounds and
reflections, and number, strength, and directions of reflections. In the following,
attributes related to spatial impression are briefly reviewed. More complete reviews
are given in [5, 26].

Coloration: The first early reflections up to about 20 ms later than the direct sound
can cause timbral colorization due to a “comb filter” effect, which attenuates and
amplifies frequency components in a frequency-periodic pattern.

Distance of auditory object: In free-field, the following two ear entrance signal
attributes change as a function of source distance: power of signal reaching the
ears and high-frequency content (air absorption). For a source for which a lis-
tener knows its likely level of emitted sound, such as speech, the overall sound
level at the ear entrances provides an absolute distance cue [27, 28]. However,
in situations when a listener does not expect a source to have a certain emitting
level, overall sound level at the ear entrances can not be used for judging absolute
distance [29].
On the other hand, in a reverberant environment there is more information avail-
able to the auditory system. The reverberation time and the timing of the first
reflections contain information about the size of a space and the distance to the
surfaces, thus giving an indication about the expected range of source distances.
For relatively distant sources the ratio of the power of direct to reflected sound is
a reliable distance cue; see e.g. [27, 28, 30].

Width of auditory objects and envelopment: As implied by the results presented
in Sects. 22.4.2 and 22.4.3 IC and ICC are related to the width of auditory
objects. IC can be related to the width of auditory objects and listener envel-
opment [31, 32] by computing it for the early and late part of binaural room
impulse responses (BRIRs) (e.g., up to 80 ms and later part). These two mea-
sures are often denoted early and late interaural cross-correlation coefficient
(IACC) [33, 34]. A thorough review of IACC and related measures is given
in [26].
Since IC and ICC are in many cases directly related, i.e., lower ICC between a
loudspeaker pair results in lower IC between the ear entrance signals [35], also
ICC can be related to the width of auditory objects and listener envelopment.
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22.4.5 Limitations of the Auditory System and Discussion

The periphery of the auditory system decomposes the ear input signals into fre-
quency bands [36]. It is often assumed that the frequency resolution at which
binaural cues are processed by the auditory system is related to these frequency
bands [37]. The temporal resolution at which the auditory system can track bin-
aural cues is often referred to as “binaural sluggishness.” The corresponding time
constants are between 30 and 100 ms [37].

Localization blur [5] (amount of directional change that is just noticeable) for
horizontal directions is smallest for sources in the front and back and largest for
sources at the sides. It is about 1–2◦ for a source in the front. Just noticeable differ-
ences for ITD and ILD are related to localization blur and are smallest for front and
rear sources and larger for side sources.

The sensitivity to changes in IC [38] is very high for a reference IC value of 1.
In this case, changes as small as 0.002 can be perceived. The smaller the reference
IC value the smaller is its sensitivity. For a reference value of 0, the change of
coherence must be about 100 times larger than for a reference value of 1.

When a surround audio signal is played back, one listens to this signal without
a reference. That is, small localization errors will not be noticed. Thus, for spatial
audio coding it is not necessary to consider the precisions of binaural cues as so
far discussed, but lower precision is often sufficient. Further, when there are mul-
tiple concurrently active sources, localization performance at best stays nearly the
same as for a single source and in many cases decreases [5]. Usually localization
performance slightly decreases in the presence of reflections [39].

An auditory model explaining aspects of source localization in complex listen-
ing scenarios (concurrent sound, reflections) has been presented in [40]. The model
hypothizes how the auditory system obtains source localization information in com-
plex listening scenarios. It assumes that the auditory system only processes ITD
and ILD at time instants when these correspond to a source direction. Time instants
when ITD and ILD are “corrupted” by concurrent sound or reflections are ignored.
These time instants are identified using a time-adaptively computed IC. This model
implies that the auditory system uses mostly only ITD, ILD, and IC for horizontal
source localization in complex listening scenarios.

22.5 Spatial Audio Coding

In this section basic spatial audio coding principles are described. The case of using
a single downmix channel is the fully perceptually motivated case of spatial audio
coding and is thus described first. Then, the case when more than one downmix
channel is used is discussed. Finally, complete spatial audio coding-based systems
incorporating a conventional audio coder for coding of the downmix signal are
described.
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As implied by the discussion of the previous section, the interchannel cues of
audio signals largely determine the aspects of the auditory spatial image that is
perceived when listening to such signals. The specific interchannel cues are ICTD
(interchannel time difference), ICLD (interchannel level difference), and ICC (inter-
channel coherence). The basic idea behind spatial audio coding is to represent a
stereo or multichannel signals as a mono downmix signal plus interchannel cues.
The interchannel cues are estimated from the audio signal to be coded. These esti-
mated cues (denoted spatial cues) are quantized and coded and transmitted to the
decoder along with the downmix signal. Given the downmix signal and the inter-
channel cues the decoder uses a spatial cue synthesis to obtain a stereo or multi-
channel audio signal, which is perceived as being similar to the original audio signal.
Using of spatial cues for multichannel audio coding has been introduced in [41–44]
as “binaural cue coding.”

22.5.1 Spatial Audio Analysis

Figure 22.8 illustrates the analysis process used in spatial audio coding. The input
channels are downmixed to a single audio channel. The downmix process may be
implemented as a sum or weighted sum of the input channels. Alternatively, time
and frequency adaptive equalization may be applied [45] to preserve total energy
in the downmix. Practical experience showed that for virtually all cases there is no
substantial benefit in using ICTD and thus usually only ICLD and ICC are estimated.

The estimation of ICLD and ICC between a channel pair is illustrated in
Fig. 22.9. The input audio channels are converted to a time–frequency signal repre-
sentation. Suitable time–frequency representations are the short time Fourier trans-
form (STFT) or other complex filterbanks. The uniformly spaced spectral STFT
coefficients are grouped to form subbands with a frequency resolution inspired by
the frequency resolution of the peripheral human auditory system [36]. ICLD and
ICC are estimated in each subband with a time resolution also motivated by the
limits of the auditory system.

Time–frequency processing suitable for spatial audio coding is described in detail
in [44,46,47]. Time and frequency resolution limitations of the auditory system have
been discussed in Sect. 22.4.5. The time and frequency resolution for estimating
ICLD and ICC is chosen as low as possible according to these limitations.
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Fig. 22.8 Spatial audio analysis process
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Fig. 22.9 Spatial audio analysis process. ICLD and ICC estimation is shown for a single subband
pair. Such estimation is also applied to all other subbands
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Fig. 22.10 Spatial audio analysis process

When there are more than two audio channels to be analyzed, there are numer-
ous possibilities to estimate ICLD and ICC. For ICLD it is sufficient to estimate it
between a reference channel and all the other channels. To completely describe the
coherence properties between the audio channels one would have to estimate ICC
between each possible audio channel pair. However, this is tedious and correspond-
ing ICC synthesis would be very complicated. In [44] it was proposed to estimate at
each time in each subband ICC only between the two strongest channels.

The MPEG Surround [48, 49] spatial audio coder simplifies the question on how
to estimate ICLD and ICC for the multichannel case by cascading stereo analysis
blocks. An example of such a cascade for four audio channels is shown in Fig. 22.10.
ICLD and ICC are estimated between the first two and last two input channels.
Further, ICLD and ICC are estimated between the downmixes of the two considered
input channel pairs.
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22.5.2 Spatial Audio Synthesis

The spatial audio synthesis process is illustrated in Fig. 22.11. The inputs of the
spatial audio synthesis are the downmix signal and the spatial cues (as a function
of time and frequency, estimated as described previously). The downmix signal is
processed such that the interchannel cues of the resulting multichannel surround
audio signal approximate the spatial cues estimated from the original audio signal.

An example for ICLD and ICC synthesis for two audio channels is shown in
Fig. 22.12. The same filterbank is used as for cue analysis (Fig. 22.9) in order to
match the time–frequency resolution of the estimated ICLD and ICC cues. The
shown scheme conceptually corresponds to what is used for parametric stereo (PS)
[46]. A slightly different cue synthesis was proposed in [50], using two filters as
opposed to one filter. The filter in Fig. 22.12 generates an independent audio chan-
nel. The two output channel subbands are then generated as a weighted sum of the
downmix and independent audio channel. The weights a1, a2, b1, and b2 are deter-
mined by the desired ICLD, ICC, and energy preservation (the sum of the two output
channels need to have same power as the downmix channel).

When more than two channels need to be synthesized, a process symmetric to
the ICLD and ICC estimation process is used. A general N-channel analysis and
synthesis process was proposed in [50]. The MPEG Surround spatial audio coder,
symmetric to its cue analysis cascade, uses a synthesis cascade with elements gen-
erating two channels from one channel [49].

Spatial Cue
Synthesis

Downmix

Spatial Cues

Fig. 22.11 Spatial audio synthesis process

Filter

Filterbank
Downmix

...

Inverse
Filterbank...

Inverse
Filterbank...

Channel 1

Channel 2

a1

a2

b2

b1

Fig. 22.12 Spatial audio synthesis process
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22.5.3 Using More than One Downmix Channel

Similar to matrix surround, spatial audio coding principles can also be applied
using a stereo downmix signal with advantages over matrix surround as discussed
in Sect. 22.3.3. Using a stereo downmix has not only the advantage of stereo
backwards compatibility, but also better audio quality is achieved since it is eas-
ier to generate a surround signal from two stereo channels than a single mono
channel.

As opposed to the matrix surround encoding matrix (22.1), the ITU downmix
matrix is usually used,

[
lt(t)
rt(t)

]
=

[
1 0 1√

2
1 0

0 1 1√
2

0 1

]
⎡
⎢⎢⎢⎢⎣

l(t)
r(t)
c(t)
ls(t)
rs(t)

⎤
⎥⎥⎥⎥⎦

, (22.9)

often yielding a higher quality stereo signal since there are no out-of-phase signal
components in the stereo downmix. Time and frequency adaptive equalization may
be used for energy preservation in the downmix [45].

MP3 Surround [51,52] and MPEG Surround [48,49] use (in most cases) a stereo
downmix. More details on 5.1 surround coding with stereo downmix with MP3
Surround and MPEG Surround are given in the next section.

22.5.4 Combining Spatial Processing and a Conventional
Audio Coder

Previously, principles were described that allow to reduce the number of channels
of a surround audio signal to a downmix with usually only one or two channels plus
spatial cues. It was also described how to recover a surround audio signal from the
downmix by means of spatial cue synthesis.

Figure 22.13 illustrates a complete audio coder, employing spatial audio coding
principles. The input surround audio signal is downmixed and the spatial cues are
estimated. The estimated spatial cues are quantized and coded and the downmix
signal is coded with a conventional perceptual audio coder. The coded spatial cues
side information is added to the encoded downmix audio bitstream.

The corresponding decoder is shown in Fig. 22.14. The combined bitstream is
parsed to obtain the bitstreams for the downmix audio decoder and spatial cues
decoder. The decoded downmix signal is processed with spatial cue synthesis to
recover the surround audio signal.
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Fig. 22.13 A surround audio encoder employing a conventional perceptual audio encoder and
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Fig. 22.14 A surround audio decoder employing a conventional perceptual audio decoder and
spatial audio coding

22.6 MP3 Surround and MPEG Surround

MP3 Surround [51, 52] and MPEG Surround [48, 49] utilize a MP3 and any MPEG
audio coder, respectively, for coding the stereo downmix signal (both coders also
support mono downmix, which is however much less often used due to lack of stereo
backward compatibility and lower audio quality). This section describes specific
aspects of these coders and assumes that the reader is familiar with the general
principles described in the previous section.

22.6.1 MP3 Surround

The most popular perceptual audio coder, MP3, supports only coding of mono and
two-channel stereo signals. MP3 Surround is an extension to MP3 (pre and post-
processor) which upgrades it to 5.1 surround. The spatial cues side information is
added to the MP3 bitstream as ancillary data, invisible to legacy decoders. Only
about 10–12 kb s−1 are needed in addition to the stereo downmix coding bitrate for
5.1 surround coding.
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Fig. 22.15 A MP3 Surround decoder conceptually uses two three-channel spatial cue synthesis
processes

An MP3 Surround decoder essentially applies two one-to-three channel spatial
audio synthesis processes to generate the five main audio channels of the 5.1 sur-
round audio signal from the stereo downmix. One spatial audio synthesis generates
left, surround left, and half of the center channel and the other spatial synthesis gen-
erates right, surround right, and the other half of the center channel as illustrated in
Fig. 22.15. Optionally, “center channel cancellation” is used [52] to reduce unde-
sired correlations between the center and side channels. Not shown in the figure, the
side information, extracted from the stereo MP3 bitstream, is decoded to obtain the
spatial cues, which control the two-to-three channel synthesis processes.

Generation of 5.1 audio channels is much more demanding for a device than
generating two stereo channels in terms of processing power and memory require-
ments. MP3 Surround was designed with low computational complexity in mind.
Thus, only ICLD are synthesized in the spatial audio synthesis (no computationally
intense ICC synthesis). To mitigate the effect that front and surround channels are
potentially more correlated than desired, the rear channels are delayed.

The MP3 Surround encoder generates the downmix as described in Sect. 22.5.3.
Further, the spatial cues are analyzed using conceptually two three-channel ICLD
analysis processes in the subband domain.
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22.6.2 MPEG Surround

Similarly to MP3 Surround, MPEG Surround adds the side information to the bit-
stream of the encoded downmix signal, invisibly to the downmix signal decoder for
backward compatibility. MPEG Surround features a number of improvements and
addition to the so far described spatial audio coding principles. These improvements
enable higher audio quality and more versatility as is discussed in the following. The
descriptions in the following are brief and many more details are given in [49] or in
the following specific references on the various techniques.

22.6.2.1 Sophisticated Time–Frequency Processing

As opposed to a STFT, a quadrature mirror filter (QMF) bank with 32 bands is used.
To increase frequency resolution, additional QMF banks are cascaded at the lower
frequencies. The ICLD and ICC analysis and synthesis is carried out with a signal
adaptive time–frequency resolution. For example, when transients occur the time
resolution is increased.

22.6.2.2 Three-Channel Analysis and Synthesis

Synthesis of the center channel is particularly difficult. When the center channel is
more correlated with the other channels than in the original surround signal, the spa-
tial image appears as being too narrow. This is particularly noticeable in audio sig-
nals with virtually independent channels, e.g., signals with applause. As mentioned
in Sect. 22.5.2, MPEG Surround uses a cascade of one-to-two channel synthesis
blocks. Additionally, MPEG Surround incorporates a two-to-three channel synthesis
block, based on prediction. Figure 22.16 illustrates the spatial synthesis process used
in MPEG Surround for generating the five main audio channels of a 5.1 surround
signal. The two-to-three synthesis block generates the center channel subbands and
total left and total right audio signal subbands. The total left and total right sub-
bands are further processed with one-to-two spatial synthesis processes to generate
the front and surround channel subbands. On the analysis side, MPEG Surround
uses a similar cascade to obtain the prediction gains, ICLD, and ICC. Details on the
two-to-three channel synthesis and its corresponding analysis are given in [53].

22.6.2.3 Support for Various Surround Formats

MPEG Surround supports a wide range of configurations using different cascades
of the described two-to-three channel and one-to-two channel analysis and synthe-
sis processes, supporting various surround formats (e.g., 7.1, 10.1 surround) and
different numbers of downmix channels.
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Fig. 22.16 A MPEG Surround decoder uses one two-to-three channel prediction process and two
one-to-two channel spatial cue synthesis processes for 5.1 surround synthesis

22.6.2.4 Residual Coding

While spatial audio coding achieves good audio quality at low bitrates, it is usually
not scalable to be transparent (not distinguishable from the original audio signal). To
enable scalability, MPEG Surround features residual coding where residual signals
are added to the spatial synthesis output to force the waveforms to be more similar
to the original surround signal waveforms. Of course this is at the cost of a higher
overall bitrate.

22.6.2.5 Matrix Decoding

The sophisticated spatial synthesis of MPEG Surround can also be applied for
matrix surround (Sect. 22.3.2) decoding. The principle is the following. The ICLD
and ICC between the matrix stereo input channels are estimated. A lookup table is
used to generate all the cues needed for the MPEG Surround signal synthesis. These
cues are applied (as opposed to using these cues from side information). The lookup
table in MPEG Surround contains values of the multi-channel spatial cues that were
determined by means of training.
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22.6.2.6 Binaural Audio

While the low bitrate of MPEG Surround potentially enables multichannel surround
on mobile devices, multiloudspeaker surround is in principle not mobile. Binaural
audio (often also denoted 3D audio) [54] is a technology that enables playback of
surround audio over conventional two-channel headphones. Each channel of the
surround audio signal is filtered with HRTFs (measured anechoically or in a room)
simulating the acoustic transfer of sound from that specific loudspeaker to the left
and right ear entrances.

While such HRTF filtering can be applied to the MPEG Surround decoder out-
put signals, the computational complexity of this process is high. MPEG Surround
features a unique technology to convert the stereo downmix signal directly and with
low computational complexity to a binaural audio surround signal for headphone
playback. A two-by-two channel processor (complex two-by-two matrix) is applied
in the MPEG Surround subband domain. This matrix is determined as a function of
the surround ICLD and ICC spatial cues. This process is described in detail in [55].

22.7 Conclusions

Similarly as perceptual audio coding revolutionized mono and stereo audio coding
by enabling high quality at low bitrates, spatial audio coding revolutionizes surround
audio coding by enabling coding of multichannel audio at much lower bitrates than
conventional techniques. This is made possible by consideration of human spatial
hearing. Spatial audio coding is not based on accurately representing the waveform
of each audio channel, but merely synthesizes interchannel properties of surround
audio signals such that they are perceived similarly as the original signals.

This chapter described spatial audio coding, MP3 Surround, and MPEG Sur-
round. The emphasis was on context and the goal was not to describe all mechan-
ical details of these audio coders. The advantages of surround sound over stereo
were discussed. Aspects of spatial hearing relevant for spatial audio coding were
reviewed. The general concepts behind spatial audio coding were explained and
specific aspects of MP3 Surround and MPEG Surround were discussed.
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time-frequency resource, 213–214

Macroblock and block, syntax of, 494–496
Macroblock (MB)

JM 9.7 decoder, 479
partitioning, 493
received frame, 479
SAD values, comparing, 481–482
slice, decoding process, 491
spatial error concealment methods for,

330–331
Main service channel, 78, 289
Martens, L., 3
Masking curves

of critical bands, 565
for different time-width, 564

Masking, depends on, 558
Masking procedure, flow chart of, 566
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Masking threshold, 562
combined TiQ, 557
and signal to mask ratio, 557

Matrix decoding, 650
Matrix surround technology, in mobile

multimedia broadcasting, 633–636
Ma, W., 587
Maximum A Posteriori (MAP) estimator, 468
Maximum-likelihood decoding algorithm. See

Viterbi algorithm
Maximum likelihood estimation (MLE), 103
Maximum likelihood (ML), 170
Maximum ratio combing, 170
Maximum transmission unit, 261
MDCT. See Modified discrete cosine transform
MDCT-based existing techniques, 552
Mean opinion score ratings, description of, 572
Mean PQoS (MPQoS), 428–429
Mean squared error, 319
Media access control, 163
Media FLO. See Media forward-link-only
MediaFLO Technology, 189–190

control layer in, 214–215
data encapsulation, 215–216

FLO air interface handling
MLC reception, 216–217
service channel switching, 217–218

MAC layer
data encapsulation, 207–211
Reed–Solomon code, 211–213
time-frequency resource, 213–214

physical layer
FDM pilots, 204–206
interlace structure, 196
OFDM modulation characteristics,

192–196
superframe structure, 196–200
waveform generation, 200–204

stream layer, 216
MediaFLO transport mechanism

in mobile broadcasting system, 292–293
Media forward-link-only, 282
Medium access control, 236
Mel-frequency cepstral coefficients, 575
Memory access performance, 526
Memory bandwidth, 515
Memory components, 526
Memory efficiency, improvement, 516
Memory-intensive applications, 526
Memoryless AWGN channel

channel capacity of, 342–343
model of coded transceiver system for, 341
word and bit error probabilities for, 362

Memoryless probabilistic channel, 339–340

Memory management interface (MMI) bus,
513

MFCC. See Mel-frequency cepstral coefficients
MIMO filter, 404
MIMO technology and mobile WiMAX,

169–170
Minimum audible amplitude level, 560
Misclassified signals, 583
MLC. See Multicast logical channel
MMC. See Multiport memory controller
Mobile antenna reception, 4
Mobile broadcasting system, 281–282

DAB-IP transport mechanism in, 289–292
MediaFLO transport, mechanism of,

292–293
MPEG-2 transport stream in

A-VSB enhancement, 284–285
DVB-H extensions to, 288–289
mapping of non-IP multimedia streams on,

285–286
MPE encapsulation of IP streams, 286–287
structure and framing, 282–284
ULE encapsulation of IP streams, 287–288

Mobile, experimental results of, 505–507
Mobile multimedia broadcasting

MP3 and MPEG surround
MPEG surround, 649–651
MP3 surround, 647–648

multichannel surround in, 630–632
spatial audio coding, 642–643

downmix channel, 646
spatial audio analysis, 643–644
spatial audio synthesis, 645
spatial processing and conventional audio

coder, 646–647
spatial hearing

auditory system, limitations of, 642
ear entrance signal properties

and lateralization, 638–639
one sound source and, 637–638
spatial impression, 641
two sound sources, 639–640

surround audio signal and coding
conventional perceptual audio coding,

632–633
matrix surround, 633–636
spatial audio coding, 636

Mobile reception, inside cars, 6
Mobile station (MS), 168
Mobile TV, 135

standard requirements for, 138–141
Mobile WiMAX, 164–171

baseband receiver block diagram, 174
DL baseband receiver chain, 175–177
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FEC, 166–167
H-ARQ, 169
multiple antenna schemes in, 169–170
QAM modulation and subcarrier randomiza-

tion, 167
randomization, 165–166
ranging, 168
sandbridge technologies in, 183–185
structure of, 170–171
subchannelization and subcarrier mapping,

167–168
system parameters in, 165

Modified cosine transform (MDCT), 590
Modified discrete cosine transform, 550, 569,

587
Modulated signals, 297

transmitters and receiver, 408
Mondin, M., 337
More probable symbol (MPS), 524
Morlet wavelet, with different scaling, 544
MOS choices, block diagram of, 571
Most significant bits (MSB), 310
Motion compensation (MC), 509

worst-case memory access of, 515
Moudgille, M., 77
Moudgill, M., 163
MPE. See Multi-protocol encapsulation
MPE-FEC. See Multi-protocol encapsulation

forward error correction
MPEG-4 AAC decoder, 609–611

bit rate allowed in, 611
computational complexity of, 618–619
error resilience tools in, 614–616
program flow and major modules, 611–618
sampling rates supported in, 611

MPEG-2 Advanced Audio Coding (MPEG-2
AAC), 607

MpegDataLock, 28
MPEG-4 decoders, 516
MPEG-2 demultiplexer, 249–251, 273
MPEG-Layer 3(MP3) coding, 540
MpegLock, 27
MPEG-2 transport stream, 50, 112

A-VSB enhancement, 284–285
DVB-H extensions to, 288–289
mapping of non-IP multimedia streams on,

285–286
MPE encapsulation of IP streams, 286–287
structure and framing, 282–284
ULE encapsulation of IP streams, 287–288

MPE time slicing, in DVB-H, 289
MP3 surround decoder and encoder, 648
MRC. See Maximum ratio combing
MSC. See Main service channel

MSC data groups, IP multimedia stream
and fragmentation of, 291

MSE. See Mean squared error
MTU. See Maximum transmission unit
Multicarrier modulation (MCM), 54
Multicast logical channel, 190, 292

generate data channel waveform by, 201
time-frequency resource allocation to,

213–214
Multidimensional array signals

data transfer and storage, 512
Multifrequency networks (MFNs), 17
Multimedia broadcasting and communications,

WiMAX and, 163–165
DL baseband receiver, 173–174

fixed WiMAX, 177–178
mobile WiMAX, 175–177

SandBridge DSP, downlink baseband
receiver on

receiver baseband processing, software
implementation of, 180–185

Sandbridge SB3011 platform, 179–180
WiMAX, downlink physical layer of

fixed WiMAX, 171–173
mobile WiMAX, 165–171

Multimedia broadcasting receiver, components
of, 391

Multimedia systems
typical heterogeneous platform design for,

511
Multipath scattering, 16
Multiple description coding through FEC, 320
Multiple-input–multiple-output filter. See

MIMO filter
Multiple parallel data channels

serial processing of, 404–405
Multiplex configuration information (MCI), 78
Multiplexer, 601–602
Multiplier-accumulator (MAC) blocks, 62
Multiply and accumulate, 179
Multiport memory controller, 179
Multi-protocol decapsulation buffer (MDB),

116
Multi-protocol encapsulation, 224, 286

syntax, 234–235
Multi-protocol encapsulation forward error

correction, 3, 30, 109, 223, 224
algorithm, 244
decoding, 269, 273
frame error rate, 234
frame memory, 253–254
in mobile reception, 288–289
syntax, 237
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Multi-protocol encapsulation frame error rate
(MFER), 8

Multi-protocol encapsulation info structure,
syntax for, 247

Multi-protocol encapsulation (MPE), 111
Multistandard tuner, 152–153

architecture of, 153–154
circuit design of, 154–155
process considerations at 65 nm, 155–157

Multiview video coding (MVC), 441

N
NAL. See Network abstraction layer
NAL unit type, syntax of, 488
Negative bias temperature instability (NBTI),

156
Neighbor list description message, 215
Network abstraction layer, 462
Network information table, 227, 243
Network Point of Attachment, 287
Network QoS (NQoS)

to AppQoS mapping
application-level metric, 431
video quality estimation, 430

metrics of, 427
NIT. See Network information table
Noise figure (NF), 135
Noiseless coding algorithms, 610
Noiseless decoding, 614
Noise masking, 556
Noise substitution, perceptual, 616–617
Noise-to-mask ratio, 570
Noncoherent structures, 574
NPA. See Network Point of Attachment
NTSC Analog Television

color field blanking sequence for, 97
digital implementation of

parallel implementation, 104–105
single threaded software implementation

on SB3011, 103–104
system algorithms, 99–103

NTSC Spectruma, 91–94
synchronization and timing, 95–98
video signals, 94–95

Nyquist pulse shaping, 62

O
Objective assessment methods, 425

classification of, 421
full reference methods

with multiple channels, 422
with single channels, 423

reduced reference methods, 424

Octave distributions
comparison of, 579
three frequency bands

for classical signal, 581
for rock signal, 580

Octave parameter, 548
Octave/Scaling parameter, 577
OFDM. See Orthogonal frequency-division

multiplexing
OFDM chips, 194
Off-chip DRAMs, 530
Off-chip memory, 526
O-FUSC. See Optional FUSC
OIS. See Overhead information symbol
OIS channel MAC, 210–211
On- and off-chip memories, 512
On-chip communication, 512
Open Systems Interconnection, 224, 281
Optical flow (OF) estimation

error concealment, 474
Optional FUSC, 168
Optional PUSC, 168
O-PUSC. See Optional PUSC
Orthogonal frequency-division multiplexing,

3, 16, 190, 293, 295
advantages of, 55
demodulators, 65
2K mode of, 53
parameters, 18
peak-to-average power ratio of, 55
structure, 54–55

OSI. See Open Systems Interconnection
OSI layer, in DVB-H link layer

DVB-H broadcast protocol stack, 241–243
DVB-H service information, 243–248

OSI Layer-3 (network layer), 225
OSI Layer-1 (radio layer), 225
Overall phase differences (OPD), 625
Overhead information symbol, 190

P
Packet data unit, 173
Packet error rate (PER), 8, 35, 40
Packet identifier, 226, 284
Packetized elementary stream, 224, 285
Packet loss probability receivers, 325–326
Packet loss recovery, RS coding for, 315–316
Parallel concatenated convolutional codes. See

PCCCs
Parallel multiple-symbol decoding scheme,

523
Parallel processing, 402–404
Parallel streaming data, 179
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Parametric matrix decoding technology,
in mobile multimedia broadcasting,
635–636

Parametric stereo (PS) tool, 608
processing and complexity, 625
signaling for, 624–625

Partial Usage of SubChannels, 168
Passband distortion, 62
Passive antenna systems, 7
PAT. See Program association table
Path loss (PL) models, 4

Cost 231 Hata-Model, 11
coverage measurements for

data processing, 21–22
equivalent field strength, 24
measurement site and measurement

equipment, 20–21
path loss, 22–23

Ghent Model, 11–14
ITU-R P.1546 model, 10–11

Pattern classification
linear discriminant analysis (LDA), 580
motivation for, 579

Pattern-search method, 521
PCCCs

BER and FER of, 367
simulated, 376

components of, 366–367
design of

constituent convolutional encoders in,
367–369

dithered-diagonal interleaver, 371
EICO interleavers, 371
interleaver design techniques for, 369–370
interleavers based on IGA, 371–374
prunable interleavers for, 375
S-random interleaver, 370

PCM. See Pulse code modulation
PCR. See Program clock reference
PDA. See Personal digital assistant
PDU. See Packet data unit
Peak signal-to-noise ratio, 319, 469

error concealment algorithm, 472, 473
frame, comparison of, 480
packet loss rate, PLR, 470
for several video sequences, 475
simulated packet loss distribution, 472, 473

Peak-to-average power ratio (PAPR), 55
Perceived Quality of Service. See PQoS
Perceptual audio coders, 632
Perceptual noise substitution (PNS), 607
Personal digital assistant, 230
PES. See Packetized elementary stream
Phase lock loop (PLL), 146, 151

Phase shift keying, 296
Physical layer packet, 202, 207
Physical layer (PHY) bit rates, 18–19
Picture header, syntax of, 491
PID. See Packet identifier
Piecewise-linear interpolation method, 71
Pipelined processing

FIR filter, 402
implementation for high data throughput,

403
Pipelining, 401
PLP. See Physical layer packet
PMT. See Program map table
Polyphase decimators, 67
Portable antenna reception, 4, 5
Positioning pilot channel, 197
Postmasking, 558
Power reduction techniques

design complexity and risk with, 397
PPC. See Positioning pilot channel
P-picture

macroblock types of, 494
submacroblock types of, 494

PQoS
to AppQoS mapping, 428–430
evaluation of, 418, 427

PRBS. See Pseudo random binary sequence
Preamble sequences, detection of, 177
Preamble subcarriers sets, 171
Preecho suppression, 593
Prescaled integer transform (PIT) technology,

494
Priority codewords (PCWs), 615
Priority encoding transmission

data protection, 319
Probability density function (PDF), 588
Program association table, 227
Program clock reference, 239
Programmable gain amplifiers (PGA), 143
Programmable gain block (PGA2), 145
Program map table, 228
Program specific information, 225
Projection Onto Convex Sets (POCS) method,

468
PSD. See Parallel streaming data
Pseudo random binary sequence, 50, 79–81,

165
Pseudo-Random (PN), 171
PSI. See Program specific information
PSI/SI and a DVB network, relation in,

227–228
PSK. See Phase shift keying
8PSK signal, in digital mobile multimedia

broadcasting systems, 305
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PSNR. See Peak signal-to-noise ratio
Psychoacoustics, 551, 553, 610
Psychoacoustic thresholds, 565
Pulse code modulation, 79, 550
Punctured convolutional codes

design approaches, 364
mathematical notation for, 364–366

PUSC. See Partial Usage of SubChannels

Q
QAM. See Quadrature amplitude modulation
QAM modulated symbols, steps in, 167–168
QCIF frame, 478
Q coder, 524
QMF. See Quadrature mirror filter
QoS layer mapping, broadcasting service

AppQoS, 426–427
to NQoS, 429

NQoS, 427
to AppQoS, 430–432

PQoS, 426
to AppQoS, 428–429

QPSK. See Quadrature phase shift keying
Quadrature amplitude modulation, 297

hierarchical modulation, 310
square QAM, 306–309
start QAM, 309–310
VSB, 310–312

Quadrature amplitude shift keying. See
Quadrature amplitude modulation

Quadrature mirror filter, 622, 649
Quadrature phase shift keying, 15–16, 19, 38,

297
digital mobile multimedia broadcasting

systems, 302–303
Quality-of-Service (QoS), 257
Quantization noise, 614
Quantization parameter (QP), 124
Quasi-error-free (QEF) criterion, 28
Queue manager, role of, 255–256

R
Radio frequency (RF) chip, 178
Rain multipath fading, 15
Random signals, 540
Rate-compatible punctured convolutional

codes. See RCPC codes
Rayleigh channel, 8, 40
RBSP trailing bits, syntax of, 490
RCPC codes, 364
Real-time media transport, 120
Real-time multidimensional signal processing,

526
Real-time multimedia applications, 511

Real-time transport protocol, 462
Real-world multimedia SoC platform, 512
Received signal-strength indicators, 257
Receiver antenna

gain, 7
height loss for different environments, 11

Receiver-driven layered multicast
servers and users, 321

Receive signal strength indicator (RSSI), 142
Receive transition gap, 170
Recovered Stefan CIF sequence, 469
Recursive systematic convolutional, 167
Recursive systematic convolutional codes. See

RSC codes
Redundant dictionary, 547
Redundant intrapicture insertion, 122–123
Reed–Solomon codes, 34, 52, 78, 202,

211–213
encoding for packet loss protection, 315
serial concatenation between turbo code

and, 378
systematic, 314–315

Reed–Solomon convolutional codes, 172
Reed–Solomon decoders, 71, 74–75
Reed–Solomon link layer, FEC code, 466
Reference pictures

error concealment, 331
inapplicable for multicast, 332
positions of integer, 499, 500
and variable positions

relationship between, 500
Reference Software version JM9.7

hybrid concealment solution
drawbacks of, 476

sub-sequence features, 478
Reliable multicast transport protocol (RMTP),

317–318
receivers and, 325

Retiming, 401, 403
Retransmission-based error control

in automatic repeat request form, 322
for realtime multicast, 325–326

Reversible variable length coding (RVLC), 615
Rezaei, M., 109
RF channel description message, 215
RGB signals, 94
RLM. See Receiver-driven layered multicast
Rock signal, octave distribution, 580
Root-mean-square (rms) delay, 16
RSC. See Recursive systematic convolutional
RS-CC. See Reed–Solomon convolutional

codes
RSC codes, 366–367
RS codes. See Reed–Solomon codes
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RS data table (RSDT), 114
RSSI. See Received signal-strength indicators
RTG. See Receive transition gap
RTP. See Real-time transport protocol
RTP packets, 478
Run before VLC tables, 522

S
SAD computation, 482
SAD values, 481
Sample music signal

and reconstructed version, 578
Sample original (/’HARP’/)

and reconstructed signal, 571
Sample signal, energy cutoff of, 553
SandBridge DSP, downlink baseband

receiver on
receiver baseband processing, software

implementation of, 180–185
Sandbridge SB3011 platform, 179–180

Satellite digital radio systems, 78
Satellite-terrestrial broadcasting, 83
SBR. See Spectral bandwidth replication
Scalable OFDMA, 164
Scalable sampling rate (SSR) profile, 608
Scalable turbo stream, 285
Scalable video bit streams, 319
Scalable video coding, 441
Scene change

detectors, 474, 477
visual comparison, 480, 481

SDG. See Subjective difference grades
SDP. See Session description protocol
SDRAM access

access latencies of, 529
commands, 528, 529

SDRAM bandwidth, 529
SDT. See Service description table
SEI message gradual random access, 489, 490
SEI payload, 490
SEI RBSP, 490
SEI, syntax of, 490
Senthilvelan, M., 163
Sequential video decoding algorithms, 104
Serial peripheral interface, 256
Service description table, 236
Service information (SI), 78, 225
Session description protocol, 226, 462
Session initiation protocol, 462
SFN. See Single frequency networks
Shannon–Hartley theorem, 296
Shannon’s model, 338–339
Shan, P., 391
Short time fourier transform, 541, 542, 643

Shrilling sounds, 574
Signal processing

algorithms, 463
techniques, 541

Signals
classification of, 540
decomposition parameters, 577
sampling rate, 402

Signal-to-noise ratio, 295
SIMD. See Single instruction multiple data
Simplified bank state diagram, 529
Simultaneous masking, 556
Single frequency networks, 3, 17, 82, 111, 192
Single instruction multiple data, 179
SIP. See Session initiation protocol
Slice data, 492
Slice header, 492
Slice layer RBSP, 492
Slice structure, 492
SOFDMA. See Scalable OFDMA
Software defined radio (SDR), 77
Song, Y., 49
Sound pressure level (SPL), 554
Space time coding, in WiMAX, 169
Spatial audio analysis process, 643–645
Spatial audio coding, in mobile multimedia

broadcasting, 642–643
downmix channel, 646
spatial audio analysis, 643–644
spatial audio synthesis, 645
spatial processing and conventional audio

coder, 646–647
Spatial error concealment, 471
Spatial hearing, in mobile multimedia

broadcasting
auditory system, limitations of, 642
ear entrance signal properties

and lateralization, 638–639
one sound source and, 637–638
spatial impression, 641
two sound sources, 639–640

Spatial impression, definition of, 641
Spectral band replication (SBR), 79, 608–609

computational complexity of, 622–623
decoding and processing of, 622

Spectral bandwidth replication, 633
SPI. See Serial peripheral interface
Spinsante, S., 461
Spliceable bit stream (SBS), 121
Spurious free dynamic range (SFDR), 63
SQCIF video

Level 1.0 and Level 1.1, 501
Level 1.x, limits of, 502
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SQCIF video (Continued)
Level 2.x, limits of, 503
Level 3.x, limits of, 503

Square-root raised cosine, 300
Squaring method, in BPSK, 300
S-random interleaver, design of, 370
SRS. See Supplementary reference sequence
Standard definition TV (SDTV) programmes,

49
State diagram, associated with convolutional

encoder, 348
State Lab for DTV System Testing (SLDST),

604
Statistical goodness-of-fit test, 23
Stefan CIF sequence, 470
Stereo downmix signal, 646
STFT. See Short time fourier transform
STFT technique

TF tiling
with long time window, 543
with short time window, 543

Stockholm, experimental results of, 507
Strong signal masker, 555
STS. See Scalable turbo stream
Subdivision of picture, 438
Subjective assessment methods, 420–421
Subjective difference grades

compression ratio (CR), 572, 574
Subjective evaluation method, ITU-R

standards, 570
Sub-macroblock partitioning, 493
Sum–product algorithm. See Belief

propagation algorithm
Supplemental enhancement information (SEI),

122
Supplementary reference sequence, 285
Surface acoustic wave (SAW) filters, 64
SVC. See Scalable video coding
Symbol boundary, 175
Symbol synchronization, stages of, 67
Symbol synchronization tracking (SST), 88, 91
Symbol timing synchronization, role of, 300
Synchronization channel (SC), 78
Syntax data broadcast descriptor, 246
Syntax MPEG-2 transport stream, 264
Syntax time slice FEC identifier descriptor,

244
System-in-package (SiP), 137
System-on-a-chip (SoC), 509

T
Tansceiver system

model for memoryless AWGN channel,
341–342

Tapped delay line structure, 398–400
TDM. See Time division multiplexing
TDM1. See TDM pilot 1
TDM2. See TDM pilot 2
T-DMB. See Terrestrial digital multimedia

broadcasting
TDM pilot 1, 197
TDM pilot 2, 197
TEI. See Transport error indicator
Telecommunications Industry Association, 189
Temporal error concealment methods, 467
Temporal masking, 558
Temporal noise shaping (TNS), 592, 607
Tensilica’s Diamond processor family, 514
TEP. See Turbo encoded packets
Terrestrial digital multimedia broadcasting,

134, 281, 295, 377
TF decomposition parameter, 576
TF function

masker and maskee, 562, 563
masking curves, 564
masking thresholds for, 560
sample music signal, 578
with time-widths, 560, 561

TF transformations, classification of, 541
Threshold-in-quiet (TiQ) curve, 554
TIA. See Telecommunications Industry

Association
Time division multiplexing, 49, 129, 179, 223
Time domain chroma phase extraction, 102
Time–frequency analysis

ATFT algorithm, 547–550
psychoacoustic masking properties, 559
signals, 540
time–frequency theory, 541–547

Time-scale analysis, 544
Time slice fec identifier descriptor, 243–246
Timeslicing, 223

in mobile reception, 288
Timing synchronization, steps in, 175
TIQ curve, average thresholding in, 561
TNS processing, 617–618
Total harmonic distortion (THD), 570
Traceback block (TB), 72
Transform-based audio coder, 574
Transition pilot channel (TPC), 197
Transmission error packet loss, 476
Transmission parameter signaling (TPS), 54,

86, 223
Transmitter parameter signaling (TPS), 111
Transmitting antenna (Tx), 20
Transmit transition gap, 170
Transport error indicator, 265
Transport stream packet error count, 258
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Transport stream (TS), 225
synchronization, 27, 28

Transposing, 400
Trellis description, one stage

associated with convolutional encoder,
348–349

TS-level IP de-encapsulation, performance of,
269–271

TS-packet-level IP de-encapsulation, 267–269
TS-PER. See Transport stream packet error

count
TTG. See Transmit transition gap
TU6. See Typical Urban 6-paths model
TU6 channel model, 465
Turbo codes, 202
Turbo encoded packets, 202
“TV on Mobile” technology

Internet Protocol (IP), 461
Two-bank SDRAM, simplified architecture of,

528
Two banks of DRAM

tile-based mapping, 530
Typical masking pattern, 558
Typical Urban 6-paths model, 465

U
UDP. See User datagram protocol
UHF channel filter, 65
UHF channels, 6
UHF/VHF channel filters, 75
ULE. See Unidirectional lightweight

encapsulation
ULE sub-network data unit (ULE SNDU),

287–288
Umapathy, K., 539
Unequal-error-protection (UEP) algorithms,

111
Unidirectional lightweight encapsulation,

287–288
Upper neighboring pixels for deblocking, 527
Upper neighboring pixels for IP, 527
User datagram protocol, 242–243

V
Variable bit rate (VBR), 569
Variable length decoding (VLD), 509
Variable rate coding, 364
Vassiliou, I., 133
Vavelidis, K., 133
VBER. See Bit Error Count before Viterbi

decoding
VCL. See Video coding layer
VCO. See Voltage-controlled oscillator
Vehicle entry loss, 6–7

Vehicle penetration loss. See Vehicle entry loss
Verizon Wireless, 189
Vertical synchronization, 101
Vestigial sideband, 91–94, 295
VGA. See Voltage controlled gain amplifier
Video coding

definition of, 417
using H.264/AVC standard (see H.264/AVC

standard)
Video coding layer

coded video signal, 462
Video coding technology, 462
Video communications

conversational and nonconversational, 462
low bit rate packet, 474

Video compression
standards, 417–418
techniques, 462

Video decoder, 467
Video decoding systems

interleaved method, 516
Video frame, 431

decoding, 101
Video multicast

centralized and distributed error control
schemes for, 328–329

FEC application to, 316–317
feedback implosion problem in (see

Feedback implosion problem)
illustration of, 313, 314
with ULP, 321

Video quality
assessment methods

at encoding/generation phase (see Objec-
tive assessment methods; Subjective
assessment methods)

issues during service transmission
QoS layers, mapping of (see QoS layer

mapping, broadcasting service)
transmission errors, 425–426

Video resolution, 502
Video splicing, 120–122
Video transmission, flexible framework for,

319
Viper, 512
Virtual Codebook 11 (VCB11), 615
Visible erroneous seconds, ratios of, 466
Viterbi algorithm, 72, 354–356

simulated bit error probabilities obtained
with, 362–363

Viterbi decoder, 28, 72–73
VLC decoder, bit stream decoding in, 329
VLC synchronization, methods to solve, 329
VLIW DSP core, 513
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Voice over Internet Protocol (VoIP), 163
Voltage controlled gain amplifier, 174
Voltage-controlled oscillator, 142, 300
Voltage-to-frequency gain, 147
VSB. See Vestigial sideband

W
Wait-for-All Multicast (WAM), 326
Walker, K., 189
WAN. See Wide area networks
Wavelet, dyadic scaling of, 545
Wavelet packet, TF tiling for, 546, 547
Wavelets signals, 544
Weak signals maskee, 555
Well proximity effect (WPE), 156
Wide-area differentiator (WID), 197
Wide-area identification channel (WIC), 197
Wide area networks, 164
Wideband audio signals, 568
WiMAX. See Worldwide Interoperability

for Microwave Access
WiMAX and multimedia broadcasting

and communications, 163–165
WiMAX, downlink physical layer of

fixed WiMAX, 171–173

mobile WiMAX, 165–171
WiMAX duo-binary turbo coder, 167
WiMAX fixed installation receiver perfor-

mance, 184
Window sequencing, 594–595

indication to decoder, 595–597
Wireless communication, multipath fading in,

54
Wireless video communication, H.264/AVC

standard in, 462–464
de With, Peter H.N., 223

Word error probability, of convolutional codes,
361

Worldwide Interoperability for Microwave
Access, 163

X
XML. See eXtended Markup Language

Y
Ye, H., 77, 163
You, Y., 587

Z
Zhang, Y., 49
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