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Preface

State-of-the-art automatic speech recognition (ASR) systems use statistical
data-driven methods based on hidden Markov models (HMMs). Although such
approaches have proved to be efficient choices, ASR systems often perform
much worse than human listeners, especially in the presence of unexpected
acoustic variability. To improve performance, we usually rely on collecting
more data to train more detailed models. However, such resources are rarely
available, since the presence of variabilities in speech arise from many differ-
ent factors, and thus a huge amount of training data is required to cover all
possible variabilities. In other words, it is not enough to handle these vari-
abilities by relying solely on statistical models. The systems need additional
knowledge on speech that could help to handle these sources of variability.
Otherwise, only a limited level of success could be achieved.

Many researchers are aware of this problem, and thus various attempts
to integrate more explicitly knowledge-based and statistical approaches have
been made. However, incorporating various additional knowledge sources often
leads to a complicated model, where achieving optimal performance is not
feasible due to insufficient resources or data sparseness. As a result, input
space resolution may be lost due to non-robust estimates and the increased
number of unseen patterns. Moreover, decoding with large models may also
become cumbersome and sometimes even impossible.

This book addresses the problem of developing efficient ASR systems that
can maintain a balance between utilizing wide-ranging knowledge of speech
variability while keeping the training/recognition effort feasible, of course
while also improving speech recognition performance. In this book, an ef-
ficient general framework to incorporate additional knowledge sources into
state-of-the-art statistical ASR systems is provided. It can be applied to many
existing ASR problems with their respective model-based likelihood functions
in flexible ways.

Since there are various types of knowledge sources from different domains,
it may be difficult to formulate a probabilistic model without learning the de-
pendencies between the sources. To solve such problems in a unified way, the



VIII PREFACE

work reported in this book adopts the Bayesian network (BN) framework. This
approach allows the probabilistic relationship between information sources to
be learned. Another advantage of the BN framework lies in the fact that it
facilitates the decomposition of the joint probability density function (PDF)
into a linked set of local conditional PDFs based on the junction tree algo-
rithm. Consequently, a simplified form of the model can be constructed and
reliably estimated using a limited amount of training data.

This book focuses on the acoustic modeling problem as arguably the cen-
tral part of any speech recognition system. The incorporation of various knowl-
edge sources, including background noises, accent, gender and wide phonetic
knowledge information, in modeling is also discusses. Such an application
often suffers from a sparseness of data and memory constraints. First, the
additional sources of knowledge are incorporated at the HMM state distri-
bution. Then, these additional sources of knowledge are incorporated at the
HMM phonetic modeling. The presented approaches are experimentally veri-
fied in the large-vocabulary continuous-speech recognition (LVCSR) task. The
book closes with a summary of the described methods and the results of the
evaluations.
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Introduction and Book Overview

1.1 Automatic Speech Recognition - A Way of
Human-Machine Communication

The continuous growth of information technology is having an increasingly
large impact on many aspects of our daily lives. The issue of communication
via speech between human beings and information-processing machines is also
becoming more important (Holmes and Holmes, 2001).

A common dream is to realize a technology that allows humans to com-
municate or have dialogs with machines through natural and spontaneous
speech, since in many cases of human-machine communication, speech is the
most convenient way. It is the most natural modality for humans and thus
requires no special user training (Lea, 1986). As a communication channel
for human expression, speech also provides the highest capacity. This has
been quantitatively demonstrated by Pierce and Kerlin (1957) and also Turn
(1974), where spontaneous speech was shown to have a typical transmission
rate of around 2.0 to 3.6 words per second; in contrast, handwriting conveys
only about 0.4 words per second, and typing, by a skilled typist, achieves
about 1.6 to 2.5 words per second. Speech communication also offers obvious
benefits for individuals challenged with a variety of physical disabilities, such
as loss of sight or limitations in physical motion and motor skills (Lea, 1986).

A fundamental technology for achieving a speech-oriented interface is de-
velopment of automatic speech recognition (ASR): A machine that can au-
tomatically recognize naturally spoken words uttered by humans. A speech
waveform is produced by a sound source that propagates though the vocal
tract (from larynx to lips) with different resonance properties (e.g. differ-
ent formant frequencies for different vowel sound). Designing an ASR system
mostly involves dealing with the acoustic properties of speech sounds and their
relationship to the basic sounds of a human language including phonemes,
words, phrases, and sentences (Juang and Rabiner, 2005). Figure 1.1 shows
an example of a machine that recognizes the speech waveform of a human
utterance as “Good night.”

©  Springer Science + Business Media, LLC 2009
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Fig. 1.1. A machine that recognizes the speech waveform of a human utterances as
“Good night.”

Researchers have been working in speech recognition technology for many
decades. Let’s take a brief look at some of the major milestones in the history
of this work:

• In the 1920s: single-word recognition

The first machine to recognize speech to any significant degree may have
been a commercial dog toy named “Rex,” which was manufactured in
the 1920s. As described in a review paper by Davis and Selfridge (1962),
this canine machine would respond only to acoustic energy around 500
Hz, which is expressed in the vowel sound of the dog’s single-word name
“Rex.” However, this simple machine was unable to reject many other
words or non-speech sounds that produced sufficient 500-Hz energy (Gold
and Morgan, 1999).

• In the 1950s: Single-speaker, isolated-digit (order of 10 words) recognition

Many works related to speech analysis were also carried out in the 1930s
and 1940s, but the next complete system of any significance was isolated-
digit recognition (order of 10 words) for a single speaker, developed at Bell
Labs in the early 1950s and published in (Davis et al., 1952). Juang and
Rabiner (2005) explained how it used the formant frequency estimated
during the vowel regions of each digit, and this may have been the first
true word recognizer.

• In the 1960s: Multiple-speaker, small-vocabulary (order of 10-100 words)
isolated-word recognition

In the 1960s, digit recognizers become better, achieving good accuracy
for multiple speakers (Juang and Rabiner, 2005). Many ASR systems
were able to recognize small vocabularies (order of 10-100 words) of iso-
lated words, based on simple acoustic-phonetic properties of speech sounds
(Hughes, 1959; Denes and Mathews, 1960; Petrick and Willet, 1960).
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• In the 1970s: Multiple-speaker, medium-vocabulary (order of 100-1000
words) continuous-speech recognition

Speech recognition research in the 1970s achieved a number of significant
milestones, and several ASR systems were able to recognize medium-sized
vocabularies (order of 100-1000 words) for multiple speakers (Lesser et al.,
1975; Lowerre, 1976; Wolf and Woods, 1977). This period began to focus
on more difficult continuous speech recognition tasks, where speech input
was uttered in its normal, connected form (Newell et al., 1971). The key
technologies based on codification of human knowledge, typically in the
form of rules, become widely used in a number of disciplines.

• In the 1980s: Multiple-speaker, large-vocabulary (order of 1000-10,000
words) continuous-speech recognition

Researchers started to tackle speaker-independent continuous-speech recog-
nition on large-sized vocabularies (order of 1000-10,000 words) in the 1980s
(Chow et al., 1987; Lee and Rabiner, 1989; Weintraub et al., 1989). This
period was also characterized by a shift in methodology from the more in-
tuitive knowledge-based approach toward a more rigorous statistical model
framework (Ferguson, 1980; Rabiner, 1989). These methods were actually
developed in the 1970s (Baker, 1975; Jelinek, 1976), but their widespread
utilization took root in the mid 1980s.

• In the 1990s: Multiple-speaker, large-vocabulary (order of 10,000-20,000
words) continuous-speech recognition under adverse conditions.

The research of the 1990s was marked by the deployment of real speech-
enabled applications for specific/limited tasks, such as user-system dialog
in an air travel information application and the extension of ASR systems
to very large vocabularies (order of 10,000 and above) for dictation pur-
poses (Makhoul and Schwartz, 1994). Another major trend of this decade
was the use of ASR systems within public telephone networks (Wilpon and
Rabiner, 1994). As a result, these emerged an increasing interest in speech
processing under noisy and adverse conditions, as well as for spontaneous
speech recognition.

• In recent years: Multilingual- and multiaccent-speaker, large-vocabulary
(above 20,000 words) continuous-speech (conversational/dialog) recogni-
tion under adverse conditions.

Finally, in the last few years, research activities have continued to improve
the performance of ASR systems used to recognize very-large-vocabulary
continuous speech, dealing with multilingual and multiaccent speakers
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(Huang et al., 2004; Bouselmi et al., 2006; Loof et al., 2006), as well as
adverse conditions (Matsuda et al., 2006; Morgan and Gold, 1999).

To summarize, the problem of ASR has been approached progressively,
from a simple machine that responds to a small set of sounds to a more
sophisticated system that responds to real spoken language. Moreover, many
methods and algorithms have been developed for ASR. Broadly speaking,
those methods can be classified into two main approaches: “knowledge-based”
and “corpus-based.” The key technologies of both approaches are overviewed
in the following section.

1.2 Approaches to Speech Recognition

1.2.1 Knowledge-based Approaches

The idea behind the knowledge-based approaches involves the direct and ex-
plicit incorporation of experts’ speech knowledge in a rule-based recognition
system, as outlined in Figure 1.2.

Expert

Knowledge 

 

Rule-based
 

ASR system
 

[  If then else... ] 

  

Speech waveform
 

Recognized  

words  

hypothesis  

Fig. 1.2. Knowledge-based ASR system.

This knowledge, which is mostly related to the acoustic-phonetic proper-
ties of speech signals, is usually derived from a careful analysis of spectro-
grams (Zue, 1985; Klatt, 1977). A spectrogram is basically presented as a
three-dimensional time-frequency-intensity representation of an acoustic sig-
nal, which provides a visual display of its relevant temporal and spectral
characteristics. Figure 1.3 shows an example of a speech spectrogram reading,
which corresponds to the word sequence of “Good night”. The dark areas in
the spectrogram show high intensity, and the horizontal dark bands show the
formant peaks (F1, F2, etc) or the vocal tract resonances. Thus, by visually
analyzing the spectrogram, human experts may determine phonetic identities
and their realization in a language. This involves multiple knowledge sources,
including articulatory movements, acoustic phonetics, phonotactics, and lin-
guistics (Zue and Lamel, 1986).
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Fig. 1.3. Speech spectrogram reading, which corresponds to the word sequence of
“Good night”.

While such an approach appears manageable for small vocabularies and
isolated words, the task becomes intractable when confronted with the huge
number of acoustic-phonetic, lexical, and syntactic characteristics involved in
large-vocabulary continuous-speech applications (Waibel and Lee, 1990). As
a result, the required computation processes are expensive, and recognition
performance has been relatively poor.

In general, knowledge-based approaches face the following major obstacles:

1. Since these approaches highly depend on the ability of human experts to
interpret spectrograms, there is an inevitable loss of generality.

2. The knowledge has to be manually entered, so the rules are usually lim-
ited in number and scope.

3. As the number of rules increases, inconsistencies may occur among them.

4. Covering a wide range of domains appears to be difficult. Currently, it is es-
timated that an effort of around 15 years is required to obtain a sufficiently
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large amount of knowledge for speaker-independent large-vocabulary con-
tinuous speech recognition (Mariani, 1991). Other work (Stern et al., 1986)
concluded that, generally, this type of approach only studies a specific set
of phonemes for a specific speaker.

1.2.2 Corpus-based Approaches

In contrast, the corpus-based, or statistical, approaches are usually based on
modeling the speech signal using well-defined statistical algorithms as outlined
in Figure 1.4. This is similar to the process in Figure 1.2, but instead of
manually entering the experts’ knowledge, the system can automatically learn
and extract knowledge from a data corpus.

Corpus
 

data
 

Train 

 

Statistical
 

ASR system
 

[arg max P(W|X  ) ]

  

Speech waveform
 

Recognized  

words  

hypothesis  

Xs

∧

W

s

 

 

Fig. 1.4. Corpus-based statistical ASR system.

The statistical approaches may also be generally viewed as a way of solv-
ing a pattern recognition problem, where the pattern of speech signal Xs is
mapped into a set of strings of known words Ŵ . However, since the stochastic
variables in the pattern of the speech signal Xs are affected by many fac-
tors, pattern recognition is in general more complex than simply deciding
on whether an input vector belongs to a known word, and thus the system
needs to know the stochastic rules - encoded in the acoustic parameters of
the system - that perform the mapping. In practical applications, however,
these stochastic rules are never explicitly known. Therefore, the common core
of the statistical classification perspective (Schuermann, 1996) is “learning by
examples” from a collection of data.

The statistical approaches to continuous-speech recognition involve spec-
tral analysis, acoustic modeling, pronunciation matching, language modeling,
and search. Here, the statistical formulation is calculated for the given acous-
tic observation sequence, Xs = x1, x2, ..., xT ; from this, the most probable
word sequence, P (W |Xs), that a human might utter, Ŵ = w1, w2, ..., wn, is
chosen from all word sequences.
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This modeling approach has achieved encouraging results, and it outper-
forms the knowledge-based approach. Today’s state-of-the-art ASR systems
achieve very good performance in controlled conditions (Pallett, 2003; Juang
and Rabiner, 2005; Tolba and O’Shaughnessy, 2001). The following section
describes the performance of statistical ASR systems in more detail.

1.3 State-of-the-art ASR Performance

Despite the rapid progress made in statistical speech recognition, many chal-
lenges still need to be overcome before ASR systems can reach their full po-
tential in widespread everyday use. The desired goal of a machine that can un-
derstand the spontaneous speech of different speakers using various languages
in different environments is still far from reality (Tolba and O’Shaughnessy,
2001).

Figure 1.5 depicts the reported results of the best systems on the 2003
NIST’s benchmark ASR test history, including read speech and conversational
speech (Pallett et al., 1999; Pallett, 2003). The figure shows that error rates on
the spontaneous speech portion of the test set were nearly double those of the
portion conducted under planned, studio-recorded conditions. Furthermore, in
the presence of unexpected acoustic variability, ASR systems often perform
much worse than human listeners (Lippmann, 1997; Weintraub et al., 1996).

Fig. 1.5. 2003 NIST’s benchmark ASR test history (After Pallett, 2003, c©2003
IEEE).
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Recently, the TC-STAR (Technology and Corpora for Speech to Speech
Translation) ASR evaluation campaign assessed speech recognition perfor-
mance for three languages (English, Spanish, and Mandarin). It used three
evaluation tasks (Lamel et al., 2006; Docio-Fernandez et al., 2006; Loof et al.,
2006; Kiss et al., 2006; Ramabdharan et al., 2006):

• European Parliament Plenary Sessions (EPPS). This consisted of audio
recordings of the EPPS for English and Spanish, obtained from the origi-
nal channel of the parliamentary debates.

• CORTES Spanish Parliament Sessions. Since there are few Spanish speeches
in EPPS, the audio recordings of the Spanish Parliament (Congreso de Los
Diputados) were included.

• Broadcast news. This consisted of audio recordings of broadcast news from
Mandarin “Voice of America” (VOA) radio stations.

The reported results for the best systems are outlined in Figure 1.6
(Choukri, 2007). From the performance analyzes of each speaker, it was found
that one factor causing performance degradation was the effect of accents and
speaking style (Mostefa et al., 2006).

Fig. 1.6. TC-STAR ASR evaluation campaign (After Choukri, 2007, c©TC-STAR).
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In summary, the performance of statistical ASR systems drops as the task
constraints are relaxed, such as, going from isolated speech to continuous
speech, single speaker to multiple speakers, single accent to multi-accent and
multilingual, small vocabulary to large vocabulary, and clean conditions to
noisy conditions (Doss, 2005). One main reason for such reduced performance
is that the statistical ASR systems highly depend on training data, and thus
they are not robust to interference that does not exist in the training data. To
improve performance, we usually rely on collecting more data to train more
detailed models (Li et al., 2005). However, such resources are rarely available,
since the presence of variabilities in speech arise from many different factors,
and thus a huge amount of training data is required to cover all variabilities.
In other words, it is not enough in handling these variabilities by relying
solely on statistical models. The systems need more additional knowledge on
speech, which could help to handle these sources of variability. Otherwise,
only a limited level of success could be achieved. Figure 1.7 illustrates an
abstract “S” curve of the progress in current ASR technology (inspired by the
ideas from Lee (2004)). Combining advantages of both knowledge-based and
statistical approach may be a good candidate for the next generation of ASR
technology, and may capable to go beyond the current limitations.

1960      1970      1980      1990      2000      2010          Year

ASR 
capability

Knowledge-based
approach

Corpus-based 
approach

Human performance

Single speaker
Small-vocabulary (~10 words)
Isolated-word recognition
Clean condition

Multi-speakers, multi-lingual and multi-accent
Large-vocabulary (> 20k words)
Continuous-word recognition
Adverse environments

What next?

Fig. 1.7. “S” curve of ASR technology progress and the predicted performance from
combining deep knowledge with a statistical approach.
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Many researchers are aware of the need to incorporate knowledge into cur-
rent ASR systems, so explicit efforts have been made to integrate knowledge-
based and statistical approaches. We explore these existing methods more
details in the following section. We first describe different sources of variabil-
ity that might be present in the speech signal. Then we investigate existing
ways of incorporating knowledge sources that have been pursued by other
researchers.

1.4 Studies on Incorporating Knowledge Sources

1.4.1 Sources of Variability in Speech

Numerous sources of variability are contained in a speech signal (Holmes and
Huckvale, 1994; Huang et al., 2001). The major classes of the variabilities
inherent in acoustic speech signals are:

1. Contextual variability

The acoustic realization of a given phoneme depends on its neighboring
context (coarticulation). This is a fundamental part of language sound
systems that allows for dynamic transitions between adjacent phoneme
segments (both within and across words) and that perhaps even makes
speaking easier (Scarborough, 2004). As a result, phonemes can have very
different waveforms when produced in the context of other phonemes (Ra-
biner and Juang, 1993).

These effects can be produced not only by the first preceding/succeeding
contexts but also from more distant neighboring contexts. Research by
Scripture (1902) found that a vowel may influence not only the preceding
consonant but also the vowel before that consonant. Records of /eli/ and
/ela/ or /ebi/ and /eba/ showed that the articulatory setting for /e/ was
different according to the second vowel in the sequence: the tongue rose
higher and nearer to the /i/ in /eli/ and /ebi/ than in tokens in which the
last sound constituted an /a/ (Kuehner and Nolan, 1999). Other studies
by Heid and Hawkins (2000), as well as West (2000), found that English
consonants such as /l/ and /r/ exert long-distance coarticulation effects
across syllables, or “resonance.”

2. Speaker variability

Speaker variability can be further categorized as within-speaker or across-
speakers types:
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• Intra-speaker (stylistic) variability

The main sources of variability with a single, individual speaker are
commonly called speaking styles. A speaker may modify his/her voice
quality, speaking rate, fundamental frequency or even articulatory pat-
terns depending on the physiological and psychological state of the
speaker while still transmitting the same linguistic message (Junqua
and Haton, 1996). Lexical stress, which is the relative emphasis that
may be given to certain syllables in a word, also varies within an indi-
vidual speaker. A study by Aull and Zue (1985) shows that knowing
the stress pattern of a word can greatly reduce the number of compet-
ing word candidates.

• Inter-speaker variability

Speech produced by an individual speaker differs from that of others
because it reflects the physical vocal tract, gender, age, accent, and
so on. Several researchers (Klatt and Klatt, 1990; Henton, 1992) have
reported voice quality differences among male and female speakers. Av-
erage female speakers have higher formant frequencies and breathier
quality than male speakers. Female speakers typically tend to articu-
late more than males do (Beinum, 1980). Studies of the effects of age
on speech acoustics have also been presented in (Lee et al., 1999; Iseli
et al., 2006). Another study (Ghorshi et al., 2006) compares the effect
of three different major English accents, namely British, Australian
and American. Results show that the formants of the vowel play an
important role in conveying the differences between English accents.

3. Channel and environmental variability

There is a wide variety of noises in everyday-life environments, such as
engine noise from vehicles, street traffic noise, and even radio, television,
and air conditioning noise. This background noise may mask sounds or
even entire words. Changes in duration and amplitude were also found
in echoey environments (Howell et al., 1992). As reviewed by Junqua and
Haton (1996), a number of studies quantified the acoustic changes induced
by noises (Hansen, 1988; Summers et al., 1988). Another source of noises
is characterized by channel transmission (e.g., over telephone lines). Tele-
phone speech is more difficult to recognize than high-quality clean speech
due to bandwidth limitation, handset and connection quality variations
and increased background noise (Junqua and Haton, 1996). Some stud-
ies evaluated the problems of ASR specific to telephone speech (Wilpon,
1989; Chigier and Spitz, 1990).
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1.4.2 Existing Ways of Incorporating Knowledge Sources

Many techniques have been proposed to incorporate knowledge sources in
order to handle the variabilities of speech. These are described as follows.

a. Incorporating contextual information

To deal with contextual variabilities, there is obvious need for LVCSR
systems that can accurately capture coarticulation effects. The wider the
acoustic unit models, the better the capturing of the coarticulation effects
(Pfau et al., 1997). Word unit models are impractical for LVCSR sys-
tems due to the large amount of training data needed, the large decoding
search space, and the inefficiency of expanding the vocabulary system.
Syllable-based (Shafran and Ostendorf, 2000; Ganapathiraju et al., 2001)
and multiphone (Messina and Jouvet, 2004) units are smaller than words,
both in number and duration, although there are still too many of them
and, like words, they lack generality (O’Neill et al., 1998). For example,
in the large SWITCHBOARD (SWB) corpus developed by Godfrey et al.
(1992), there are about 9,000 syllables appearing in the training database,
but over 8,000 of these have fewer than 100 training tokens (Ganapathi-
raju et al., 2001).

The phonetic units are thus a natural choice since there are only a few
of them and their frequency of appearance in the training data is much
higher. A standard solution to the coarticulation problem is to extend the
phonetic units to include context (Smith et al., 2001). Most of the current
LVCSR systems use the context-dependent triphone as the fundamental
acoustic unit. Context-dependent triphone units have the same structure
as context-independent phonetic (monophone) units, but are trained on
data with immediately preceding and following phonetic context informa-
tion (O’Neill et al., 1998).

Although such triphones have proved to be an efficient choice, it is be-
lieved that they are insufficient for capturing all of the coarticulation
effects. Some research works reported by Finke and Rogina (1997) and
by Bahl et al. (1991) have attempted to improve acoustic models by in-
corporating a wider-than-triphone context, such as a tetraphone, quin-
phone/pentaphone, or still larger system. The IBM, Philips/RWTH, and
AT&T LVCSR systems have also been quite successful in using penta-
phone models (Neti et al., 2000; Beyerlein et al., 1999; Ljolje et al., 2000).
However, to properly train the model parameters and to use them in
cross-word decoding, large amounts of training data and memory space
are usually required. For large-scale systems, a simple procedure to avoid
decoding complexity is to apply wide-context models in the rescoring pass.
In this case, the decoding will use knowledge sources of progressively in-
creasing complexity to decrease the size of the search space (Hori et al.,
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2003). Another possibility is to use only intra-word wide-context units
(Beyerlein et al., 1999).

Mohri et al. (2002) and Riley et al. (1997) proposed to compile wide-
context-dependent models into a network of Weighted Finite State Trans-
ducers (WFST), in order to completely decouple the decoding process
from the wide context. However, when higher-order models are used, diffi-
culties lie in the compilation itself. The work by Schuster and Hori (2005)
was thus conducted as an attempt to simplify the compilation method.

Furthermore, the incorporation of higher-level linguistic information re-
lated to syllable structure and word position, using decision-tree-based
acoustic modeling, has also been proposed by Ostendorf (2000), Fosler-
Lussier et al. (1999), Reichl and W.Chou (1999) and also Shafran and
Ostendorf (2000). Word position information appears to be useful, but
information on syllable position leads to small gains.

b. Incorporating speaker information

Several methods have been proposed to incorporate auxiliary information,
including pitch frequency (Doss et al., 2003; Doss, 2005), lexical stress
(Wang and Seneff, 2001), and contour of the lips (Dupont and Luettin,
2000). Another method proposed by Li et al. (2005) is to classify manners
and places of articulation by incorporating sources of acoustic-phonetic
knowledge using neural networks for rescoring purposes. The work by
Siniscalchi et al. (2006) attempts to build embedded knowledge-based
speech detectors for real-time execution.

The most common solution for dealing with inter-speaker variability is
to incorporate gender information by building gender-dependent systems
(Vergin et al., 1996). These are usually created by splitting the training
data into the two genders and building a separate acoustic model for each
gender. Another study (Neti and Roukos, 1997) attempted to build phone-
specific gender-dependent acoustic models where the gender information
was included in addition to phone context questions in the context deci-
sion tree.

Some studies have attempted to handle accented speech by modeling pho-
netic changes where the phoneme set is extended to include accent-specific
units (Liu and Pascale, 2006). As a consequence, however, the extended
phone set may introduce more lexical confusion in the decoder. Another
common technique is to apply adaptation techniques (Huang et al., 2000;
Wang et al., 2003; Leggetter and Woodland, 1995) to modify acoustic
model parameters to fit the characteristics of a particular accents. How-
ever, the parameters of acoustic models undergo an irreversible change,
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and the models lose their ability to cover other accents. Other studies
then prefer to build new recognizers for specific accent regions, either to
be used independently as accent-dependent models (Beattie et al., 1995)
or in conjunction with an accent-switch (Kumpf and King, 1997).

c. Incorporating channel or environmental information

A review by Gong (1995) described the various techniques that have been
used to improve robustness against noise. Basically, we may remove noise
from the signal (speech enhancement) or transform speech models to ac-
commodate noise. These techniques are called feature-based methods and
model-based methods, respectively. Since this book focuses on incorporat-
ing knowledge sources into the model, these feature-based techniques are
not discussed here.

Acoustic modeling techniques for improving noise robustness may be done
by multi-condition training, where a single acoustic model is estimated
with a large database that contains several environments including differ-
ent noise types and noise levels. However, Matsuda et al. (2006) showed
that the variety of speaking environments for which a single model can
have high performance is limited. One solution is to employ multiple
acoustic models, one model for each different condition. Their experiments
revealed that it could achieved higher recognition performance than the
single model.

Other methods have been use to adapt acoustic models to particular envi-
ronmental conditions. These techniques include PMC (Gales and Young,
1992, 1995), NOVO (Martin et al., 1993), and MLLR (Leggetter and
Woodland, 1995). However, these methods tend to require a considerable
amount of noise-sample training data and too much computation to allow
real-time monitoring of instantaneous changes in the noise spectrum. A
study by Sagayama et al. (1997) proposed a fast adaptation method using
a Jacobian matrix.

The above methods and techniques were mainly proposed to handle partic-
ular sources of variability (i.e., robust to coarticulation effects only or robust
to the noise environment only). Although they have proven to be useful, diffi-
culties arise when several types of knowledge sources need to be incorporated.

Recently, the use of probabilistic graphical methods such as Bayesian net-
works (BNs) in ASR, has gained attention (Bilmes, 1999; Zweig and Russell,
1998). It appears that dynamic BNs (DBN), which can be regarded as a
generalization of hidden Markov models (HMMs), can be used to easily incor-
porate various additional types of knowledge, such as auxiliary Information,
sub-band correlation, and speaking rates (Stephenson et al., 2001; Daoudi
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et al., 2000; Shinozaki and Furui, 2000). This alternative modeling approach
seems to be an ideal candidate for incorporating various types of knowledge
sources. However, when many knowledge sources are incorporated, the com-
putational complexity and memory requirements of model inference tends to
increase exponentially in the number of nodes. In such cases, the models often
become impracticable. Consequently, the lack of efficient techniques has lim-
ited the application of BNs to large-vocabulary continuous-speech recognition
(LVCSR) in the past. The work reported in this book attempts to resolve
these issues, the most critical of which are set out in the following section.

1.4.3 Major Challenges to Overcome

Generally speaking, incorporating various additional knowledge sources leads
to improvements in the recognition rate, but there have often been cases
where developing such models and achieving optimal performance have not
been feasible. This situation might be due to the following reasons. First, the
models are robust only to a particular source of variability, having little or
no ability to handle other factors. Second, the models may be able to handle
various sources of variability, but thus become too complicated. When there
are insufficient resources for proper training of model parameters (i.e., the
amount of training data and memory space available), input-space resolution
may be lost due to non-robust estimates and the increasing number of unseen
patterns. Moreover, decoding with large models may also become cumbersome
and sometimes even impossible.

Therefore, developing an efficient modeling method that can maintain a
delicate balance, between obtaining various kind of deep knowledge and the
feasibility of the training and recognition effort, is one of the most important
problems to overcome for a realistic application of ASR systems. Here, we
outline three major challenges that have to be faced when developing such
systems:

• How can we incorporate various knowledge sources from different domains
in an efficient and unified way?

• At which level of an ASR system can we incorporate these additional
knowledge sources?

• How can we solve the model complexity issues arising from the incor-
poration of a significant number of additional knowledge sources? These
issues include the availability of training data, as well as the training and
recognition effort.
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1.5 Book Outline

The book addressed a problem of developing a novel ASR technology that
can exploit wide-ranging knowledge of speech variability while keeping the
training and recognition effort to a feasible cost, leading to the delivery of
solutions for the major challenges described above. Naturally, this work aims
to achieve this goal while improving the robustness of speech recognition in
term of accuracy.

Therefore, in this book, a new efficient general framework to incorporate
additional knowledge sources in state-of-the-art statistical ASR systems (Fig-
ure 1.8) is provided, investigated and evaluated. Since it is based on a graphical
model, the framework is called GFIKS (graphical framework to incorporate
knowledge sources).
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Fig. 1.8. Incorporating knowledge into a corpus-based statistical ASR system.

This book is organized as described below.
In Chapter 2, we describe the state-of-the-art statistical ASR technol-

ogy based on HMMs. After an overview of pattern recognition, we briefly re-
view the basic theory of HMMs, including the fundamental theory of Markov
chains, the general form of HMMs, and three practical problems in using
HMMs for ASR systems. Finally, we describe the pattern recognition task for
HMM-based ASR systems, including feature extraction, HMM-based acoustic
modeling, language modeling, pronunciation dictionary and the search algo-
rithm. Descriptions of phone-unit-dependent models, speech observation den-
sity, and various approaches to parameter tying are also provided.

In Chapter 3, we introduce the design of our proposed GFIKS framework.
Since this framework is based on a graphical model, we first provide a review
of Bayesian statistical theory and graphical model representation, including
the Bayesian network and junction tree decomposition. Then, we introduce a
procedure for incorporating knowledge sources, including defining the causal
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relationships between information sources, performing inference on a BN, and
also finding solutions when direct inference is intractable. Finally, we dis-
cuss the general issues and potential of incorporating knowledge sources in
an HMM acoustic model. This includes the type of knowledge sources to be
incorporated and the level of HMMs where these sources need to be incorpo-
rated.

In Chapter 4, we show how to incorporate additional knowledge sources
in a statistical speech recognition system by utilizing GFIKS. First, we in-
corporate additional sources of knowledge at the HMM state level. Then,
we incorporate additional sources of knowledge at the HMM phonetic unit
level. The descriptions at both levels include acoustic model topology, infer-
ence, training issues, and parameter reduction. We also present experimental
results by incorporating various knowledge sources, including noise, accent,
gender and wide-phonetic context information.

In Chapter 5, the conclusions of the book are presented. Future directions
are also discussed, focusing on how to incorporate the developed approaches
in spoken language dialog systems.



2

Statistical Speech Recognition

This chapter describes the state-of-the-art technology for statistical ASR
based on the pattern recognition paradigm. The most widely used core tech-
nology is the hidden Markov model (HMM). This is basically a Markov chain
that characterizes a speech signal in a mathematically tractable way.

Section 2.1 provides an overview of pattern recognition. In Section 2.2,
we review the theory of Markov chains and the general form of an HMM, in-
cluding three practical problems in using HMMs. In Section 2.3, we describe
in detail the pattern recognition task for HMM-based ASR systems, starting
from feature extraction, which processes the speech signal into a set of feature
patterns, up through the search algorithm, which maps those features into the
most probable strings of words. We also explain language modeling, the pro-
nunciation dictionary, and acoustic modeling, including phone-unit-dependent
models, speech observation density, and various approaches to parameter ty-
ing.

2.1 Pattern Recognition Overview

A variety of technological approaches to speech recognition have been de-
veloped within the context of a long history of pattern recognition studies.
Although specific methods continue to evolve, pattern recognition remains a
useful perspective for describing many problems and their solutions.

As used here, the word pattern means something that exhibits certain
regularities, something that can serve as a model or an object, or something
that represents the concept of what is observed. The word recognition refers
to the task of understanding in a meaningful way the kind of object we have
observed (Schuermann, 1996).

Pattern recognition may also be described in terms of successfully classi-
fying a set of measurements into categories. The fundamental approach is to
consider the pattern as having two different linked worlds that belong to each
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other like the two sides of a coin: A world of physical observations and a world
of concepts and ideas.

Using the fundamental notions of pattern classification (Schuermann,
1996), there exist :

• a world of physical observations x,

x = [x1, x2, ..., xn, ..., xN ], (2.1)

where N is the number of measurements taken, and
• a world of possible target categories or classes y

y = [y1, y2, ..., yk, ..., yK ], (2.2)

where the K classes are mutually exclusive and complete.

From this viewpoint, we may consider the pattern a pair of variables compris-
ing an observation and a meaning,

Pattern = [x, y], (2.3)

and thus the task of pattern classification may be considered as the mapping
of x → y.

In a mathematical sense, the two worlds of physical observations, on the
one hand, and concepts, names, and meanings, on the other, correspond to
two spaces. Designing a pattern recognition system amounts to establishing
a mapping of x → y from a measurement space X into a decision space Y ,
containing K discrete points, each representing one of the K classes. Figure
2.1 shows an example of mapping multi-dimensional measurement space X to
three-class target vectors in decision space Y .
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Fig. 2.1. Pattern recognition: Establishing mapping from multi-dimensional mea-
surement space X to three-class target decision space Y .
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The mapping x → y should, in as many cases as possible, match the corre-
sponding vector in Y , representing one of the K classes. However, the difficulty
of the classification task, expressed in terms of the minimum achievable er-
ror rate, depends on whether these distributions are locally concentrated or
spread out over a wide region of X, and specifically on the degree of their mu-
tual penetration. Since pattern recognition is in general more complex than
simply deciding on whether an input vector belongs to one of the K classes,
the statistical classification perspective is useful (Schuermann, 1996). In this
case, we have an underlying probability model, which tells us the optimum
classifier with a given probability of being in each class rather than simply a
classification.

Using the fundamental notation of the statistical framework, we denote
the probability of a measurement vectors xn belonging to class yk as:

p(yk|xn) where 0 ≤ p(yk|xn) ≤ 1 and
K∑

k=1

p(yk|xn) = 1. (2.4)

Since this probability can only be estimated after the data has been seen, it
is generally referred to as the posterior or a posteriori probability of class
yk (Bourlard and Morgan, 1994). Consequently, we can find the optimum
decision that assigns xn to class yk if

p(yk|xn) > p(yj |xn), where ∀j = 1, 2, . . . ,K, and j 6= k. (2.5)

This optimum strategy is often called “Bayes” decision rule, which assigns the
class yk that yields the highest posterior probability, given the measurement
vector xn (Fukunaga, 1990).

The pattern itself is represented by a stochastic variable, and there are
a variety of different patterns, each yielding a certain probability of being
observed (Schuermann, 1996). A pattern consists of a discrete number of self-
identical objects provided with a number of fixed or very slowly changing
attributes. Some of these represent the peculiarity of a specific object; the
remainder, which may be called “features,” determine the class the object
belongs to. Therefore, this mapping must take into account knowledge on the
variabilities of patterns, which characterize the vector x for each of the classes
y it may be assigned to. In other words, it is necessary to determine the correct
meaning y of those patterns that are similar to the given examples of a feature
x.

From this point of view, it makes no difference what type of observations
are considered and to what meaning they may be linked. The same approach
applies for recognizing written text, spoken language, camera images, or any
other type of multidimensional signal interpretation. For our purposes, we
adopt the pattern recognition approach for ASR, we substitute “x” with a
“speech signal of spoken utterance” and “y” with “strings of words.” Then,
the pattern recognition approach is used to map a speech signal into a set of
meaningful strings of words (see Figure 2.2).
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Fig. 2.2. Pattern recognition approach for ASR: Establish mapping from measure-
ment space X of speech signal to target decision space Y of word strings.

Before further discussing the matter of pattern recognition approach for
ASR in more detail, we first review the HMM theory in the next section.

2.2 Theory of Hidden Markov Models

2.2.1 Markov Chain

A Markov chain is a finite-state system with stochastic transitions, yielding
associated probabilities (Gold and Morgan, 1999). The output of each Markov
state corresponds to a deterministic event.

Let W = {sunny, cloudy, rainy} be the deterministic event of the weather.
Then, a simple example of a three-state Markov chain, in which each Markov
state corresponds to one weather event, is shown in Figure 2.3.
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Fig. 2.3. Simple three-state Markov chain for daily weather.
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The Markov state at time t is denoted as qt, with a stochastic state-
transition probability matrix:

A = {aij} = P (qt = j|qt−1 = i) =




a11 a12 a13

a21 a22 a23

a31 a32 a33




and initial state probability matrix:

π = {πi} = P (q1 = i) =




π1

π2

π3


 .

The probability P (q1, q2, ..., qT ) of a possible sequence of weather on day
1,2,..., until day T is calculated as:

P (q1, q2, ..., qT ) = P (q1)
T∏

t=2

P (qt|q1, q2, ..., qt−1). (2.6)

Using the first-order Markov assumption, the probability of the random vari-
able at a given time depends only on the value at the preceding time, and
thus Eq. (2.6) may be simplified as:

P (q1, q2, ..., qT ) = P (q1)
T∏

t=2

P (qt|qt−1) = πi

T∏
t=2

aij . (2.7)

More details on the basic theory of Markov chains may be found in (Gold and
Morgan, 1999; Meyn and Tweedie., 1993; Booth, 1967).

2.2.2 General form of an HMM

An HMM represents an extension of a Markov Model, where each Markov
state corresponds to a non-deterministic event with an associated observation
probability and where the generating state sequence becomes unobserved or
hidden (Huang et al., 2001).

An HMM may also be viewed as a double stochastic process, since for
each point in time the process undergoes a change of state according to a set
of state transition probabilities. After each transition, the process produces
a symbol of the state according to an observation probability (Rabiner and
Juang, 1993).

Formally speaking, the elements of an HMM are:

1. A set of a finite number of states
Ω = 1, 2, ..., N ; where N is the total number of states,

and a state sequence of time length T is denoted as
Q = q1, q2, ..., qT ; where qt is the state at time t.
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2. A set of distinct observation symbols for each state that correspond to
the physical output of the system being modeled.

O = 1, 2, ..., M ; M = total number of symbols,
and the observed output sequence of time length T is denoted as

Xs = x1, x2, ..., xT ; where xt = the observed output at time t.
3. The transition probabilities from state i to state j

A = {aij}; where aij = P (qt = j|qt−1 = i).
4. The observation symbol probability distribution in state j

B = {bj(xt)}; where bj(xt) = P (xt|qt = j).
5. The initial state distribution

π = {πi}; where πi = P (q1 = i).

It can be seen that a complete definition of an HMM requires specification
of two model parameters (N and M), specification of observation symbols,
and specification of three probability measures A, B, and π. For convenience,
we use the compact notation

λ = (A,B, π) (2.8)

to indicate the complete parameter set of the model.
An example HMM for the weather problem is shown in Figure 2.4. It is

similar to the one presented in Figure 2.3, but there is no longer a one-to-one
correspondence between the Markov state and the output symbol.
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Fig. 2.4. HMM of the daily weather, where there is no deterministic meaning on
any state.
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Each Markov state can now generate all three output symbols: {sunny,
cloudy, rainy}, according to its observation probability function

B = {bj(xt)} = P (xt|qt = j) =




bj(sunny)
bj(cloudy)
bj(rainy)


 .

If the index of the Markov states increases or remains unchanged as time
increases, leading to a move from left to right on the chain shown in Figure
2.5, the model is called a left-to-right or Bakis HMM model.
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Fig. 2.5. Left-to-right HMM of the daily weather.

2.2.3 Principle Cases of HMM

There are three principal cases that must be dealt with when using an HMM
(Huang et al., 2001; Rabiner and Juang, 1993). Each of these are reviewed in
the following.

1. Evaluation issue: How to estimate the HMM total likelihood
P (Xs|λ)

Given an HMM λ, the estimation of the probability (likelihood), P (Xs|λ),
of the observation sequence Xs can be solved as follows:

• Direct calculation for full length time T

The most straightforward way consists of enumerating all possible
state sequences Q = (q1, q2, ..., qT ), that generate the observation se-
quence Xs = (x1, x2, ..., xT ), and then summing all of the probabilities:
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P (Xs|λ) =
∑

Q

P (X|Q, λ)P (Q|λ)

=
∑

Q

P (X|Q)P (Q|λ), (2.9)

where P (X|Q) is the probability of observation variable X that can be
derived from all possible B = {bqt(xt)}, and P (Q|λ) is the probability
of state Q that can be derived from all possible A = {aqt−1qt}. Thus,
we get

P (Xs|λ) =
∑

Q

[bq1(x1)bq2(x2)...bqT
(xT )][πq1aq1q2aq2q3 ...aqT−1qT

]

=
∑

Q

πq1bq1(x1)aq1q2bq2(x2)...aqT−1qT
bqT

(xT )

=
∑

Q

T∏
t=1

aqt−1qtbqt(xt), (2.10)

where aq0q1 denotes πq1 .

Figure 2.6 shows the process flow on the trellis diagram of a 3-state
HMM with time length T. At each point in time t = 1, 2, ..., T , there
are N possible states that can be reached. Therefore, this involves an
enumeration of O(NT ), and the total number of possibilities increases
exponentially with the increasing number of states and observation
instances. Consequently, the use of this algorithm seems to be imprac-
ticable.
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Fig. 2.6. Process flow on trellis diagram of 3-state HMM with time length T.
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• Recursive forward calculation

A more efficient algorithm, the so-called forward algorithm, can be used
to calculate P (Xs|λ). Its approach is to store intermediate results and
to use them for subsequent state-sequence calculations in order to save
computational resources (Huang et al., 2001).

Let us define a forward probability αt(j), which is the probability that
the HMM is in state j at time t having generated partial observation
xt

1 (namely x1, x2, ..., xt):

αt(j) = P (xt
1, qt = j|λ). (2.11)

Then, the complete likelihood P (Xs|λ) can be calculated from t = 1
with this forward recurrence:

αt(j) =





πjbj(x1); for t = 1; 1 ≤ j ≤ N[
N∑

i=1

αt−1(i)aij

]
bj(xt); for 2 ≤ t ≤ T ; 1 ≤ j ≤ N,

(2.12)

which terminates in the final column:

P (Xs|λ) =
N∑

j=1

αT (j).

Figure 2.7 shows the induction step graphically. Since the probabil-
ity at each cell t − 1 has been computed before proceeding to t, the
complexity for the forward algorithm is only O(N2T ), rather than
exponential.

HMM  
state

 
1  

2  

3  

b1(xt) 

x t-1
 x t

 

Observation
vector X  

a11

 

a21

 

a31

 

α
t-1 (i )

 
α

t(j)
 

α
t-1(1)

α
t-1(2)

α
t-1(3)

Fig. 2.7. Forward probability function representation (for j=1).
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• Recursive backward calculation

In a similar manner, we may consider backward calculation to deter-
mine P (Xs|λ). This is the so called backward algorithm. A backward
probability βt(i) is the probability that the HMM is in state i at t,
having generated a partial observation xT

t+1 (from t +1 to the end T ):

βt(i) = P (xT
t+1|qt = i, λ). (2.13)

Then, the complete likelihood P (Xs|λ) can be calculated from t = T
using this backward recurrence:

βt(i) =





1; for t = T ; 1 ≤ i ≤ N[
N∑

j=1

aijbj(xt+1)βt+1(j)

]
; for t = T − 1, ..., 1; 1 ≤ i ≤ N,

(2.14)

which terminates in the first column:

P (Xs|λ) =
N∑

i=1

β1(i)πibi(x1).

Figure 2.8 shows the induction step graphically. Similar to the forward
algorithm, the complexity of the backward algorithm is O(N2T ).
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2. Decoding issue: How to find the optimum HMM state sequence

A formal technique to determine the single optimum Q = (q1, q2, ..., qT )
state sequence exists, and it is the so-called Viterbi algorithm (Viterbi,
1967; Fomey, 1973). This technique can also be regarded as a modified
forward algorithm, since instead of summing up probabilities from dif-
ferent paths, the Viterbi algorithm chooses and only remembers the best
path (Huang et al., 2001). In other words, it simply requires modifying
the forward recurrence by replacing all of the summations with the max
function.

Let us define the best path probability δt(j), which is the most likely state
sequence probability at t, having generated partial observation xt

1 (until
t) and ending in state j:

δt(j) = P (xt
1, q

t−1
1 , qt = j|λ), (2.15)

and ψt(j) is the array used to keep track of it.

Then, the complete procedure for finding the optimum state sequence can
be calculated recursively as follows:
• for the δt(j) probability:

δt(j) =

{
πjbj(x1); for t = 1; 1 ≤ j ≤ N

max
1≤i≤N

[δt−1(i)aij ] bj(xt); for 2 ≤ t ≤ T ; 1 ≤ j ≤ N.(2.16)

• for the ψt(j) probability:

ψt(j) =

{
0; for t = 1; 1 ≤ j ≤ N

arg max
1≤i≤N

[δt−1(i)aij ] ; for 2 ≤ t ≤ T ; 1 ≤ j ≤ N, (2.17)

which terminates in the final column:

The best score = max
1≤j≤N

[δT (j)] ,

q̂T = arg max
1≤j≤N

[ψT (j)] .

By backtracking the best state for each time unit t using:

q̂t = ψt+1( ˆqt+1); t = T − 1, T − 2, ..., 1

we obtain the optimum state sequence:

Q̂ = (q̂1, q̂2, ..., q̂T ).

Figure 2.9 shows an example of finding the best path on a trellis diagram.
The Viterbi algorithm also yields the complexity of O(N2T ).
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Fig. 2.9. Example of finding the best path on a trellis diagram using the Viterbi
algorithm.

3. Training issue: How to adjust the HMM parameters

Given a finite observation data sequence Xs, and an underlying state
sequence Q = (q1, q2, ..., qT ) that is considered to be hidden or unob-
served, we try to find the HMM parameters λ = (A,B, π) that maximize
the likelihood of the observed data. The incomplete-data likelihood func-
tion is given by P (Xs|λ) whereas the complete-data likelihood function is
P (Xs, Q|λ) (Bilmes, 1998).

A general approach to iterative computation of the maximum-likelihood
estimates, when the observations are viewed as incomplete data, is the so-
called expectation-maximization (EM) algorithm (Dempster et al., 1977)
(also often referred to as the Baum-Welch algorithm (Baum, 1972)).

The EM algorithm formally consists of the following two steps:

a) E-step: Determine the auxiliary function G(λ, λm), which is the con-
ditional expectation of the complete data likelihood P (Xs, Q|λ) with
respect to the unknown data Q given the observed data Xs and the
current parameter estimates λm. That is, we define:

G(λ, λm) = EQ [logP (Xs, Q|λ)|Xs, λ
m] . (2.18)

b) M-step: Calculate a new parameter λm+1 that maximizes G(λ, λm).
That is, we find:

λm+1 = arg max
λ

G(λ, λm). (2.19)

The log likelihood is often used since it is analytically easier, and the
maximum of the log likelihood that also has to be the maximum of the
likelihood itself.
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The graphical interpretation of the EM algorithm is outlined in Fig-
ure 2.10. The goal is to find the global maximum λ of the likelihood
L(λ) = P (Xs|λ). However, since the likelihood function can be arbitrary,
the global maximum is difficult to obtain. Instead, by iteratively con-
structing the corresponding auxiliary function G(λ, λm) and maximizing
it, we may climb the surface of L(λ) to arrive at local optimum.

λ λ λ
1 2 3

(λ,λ )G 1

(λ,λ )G 2

(λ)LLocal optimum

Global maximum

M-Step: Calculate 

E-Step:

λ

Likelihood

m

λ
m+1

Determine (λ,λ  )G
m

Fig. 2.10. Graphical interpretation of the EM algorithm.

Before describing the calculations in more detail, we define the variable
ξt(i, j) as the probability of taking the transition from state i at t− 1 to
state j at t. This is the so-called forward-backward probability function
(see Figure 2.11):

ξt(i, j) = P (qt−1 = i, qt = j|Xs, λ) =
P (Xs, qt−1 = i, qt = j|λ)

P (Xs|λ)

=
αt−1(i)aijbj(xt)βt(j)

N∑
i=1

N∑
j=1

αt−1(i)aijbj(xt)βt(j)
. (2.20)

Then we also define γt(i) as the probability of being in state i at time t,
as

γt(i) =
N∑

j=1

ξt(i, j). (2.21)
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Fig. 2.11. Forward-backward probability function representation.

The details of the HMM parameter calculation are described in the fol-
lowing.

• E-step: Determine the G(λ, λm) given Xs and λm

Following Eq. (2.18), the G function is determined as:

G(λ, λm) = EQ [logP (Xs, Q|λ)|Xs, λ
m]

=
∑

Q

logP (Xs, Q|λ)P (Q|Xs, λ
m)

=
∑

Q

logP (Xs, Q|λ)
P (Xs, Q, |λm)

P (Xs|λm)
. (2.22)

In terms of the HMM parameter as described in Eq. (2.10), P (Xs, Q|λ)
may be expressed as

P (Xs, Q|λ) =
T∏

t=1

aqt−1qtbqt(xt), (2.23)

where aq0q1 denotes πq1 , and thus

logP (Xs, Q|λ)=log πq1 +
T∑

t=2

log aqt−1qt
+

T∑
t=1

log bqt
(xt). (2.24)

The G function then becomes:
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G(λ, λm) = G(πi, λ
m) + G(aij , λ

m) + G(bj , λ
m), (2.25)

where

G(πi|λm)=
∑

Q

[log πq1 ]
P (Xs, Q, |λm)

P (Xs|λm)
=

N∑

i=1

log πi
P (Xs, q1 = i|λm)

P (Xs|λm)
,

G(aij , λ
m)=

∑

Q

[
T∑

t=2

log aqt−1qt

]
P (Xs, Q, |λm)

P (Xs|λm)

=
N∑

i=1

N∑

j=1

T∑
t=2

log aij
P (Xs, qt−1 = i, qt = j|λm)

P (Xs|λm)
,

G(bj , λ
m)=

∑

Q

[
T∑

t=1

log bqt
(xt)

]
P (Xs, Q, |λm)

P (Xs|λm)

=
N∑

j=1

T∑
t=1

log bj(xt)
P (Xs, qt = j|λm)

P (Xs|λm)
.

• M-step: Calculate λm+1 that maximizes G(λ, λm)

Following Eq. (2.19), we calculate λm+1 as:

λm+1 =arg max
λ

G(λ, λm)

=arg max
πi

G(πi, λ
m) + arg max

aij

G(aij , λ
m) + arg max

bj

G(bj , λ
m).

(2.26)

We can then maximize G(λ, λm) by maximizing the individual terms
separately, subject to probability constraint (assuming discrete distri-
butions):

N∑

i=1

πi = 1;
N∑

j=1

aij = 1 for ∀ i; and
K∑

k=1

bj(k) = 1 for ∀ j,

and set the derivative equal to zero:

∂G(πi, λ
m)

∂πi
= 0;

∂G(aij , λ
m)

∂aij
= 0; and

∂G(bj , λ
m)

∂bj
= 0.

By using the Lagrange multipliers ψ, a function such that

F (x) =
∑

i

yilog(xi); where
∑

i

xi = 1, (2.27)

and the derivative
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∂

∂xi

[∑

i

yilog(xi) + ψ(
∑

i

xi − 1)

]
= 0, (2.28)

can be proven to achieve maximum value at

xi =
yi∑
i

yi
. (2.29)

Thus, using this formation, we obtain the new estimate of the model
parameters λm+1 = (π,A, B) as:

π =
1

P (Xs|λm)P (Xs, q1 = i|λm)
1

P (Xs|λm)P (Xs|λm)
= γ1(i), (2.30)

aij =

1
P (Xs|λm)

T∑
t=2

P (Xs, qt−1 = i, qt = j|λm)

1
P (Xs|λm)

T∑
t=2

P (Xs, qt−1 = i|λm)

=

T∑
t=2

ξt−1(i, j)

T∑
t=2

γt−1(i)
, (2.31)

bj(xt) =

1
P (Xs|λm)

T∑
t=1

P (Xs, qt = j|λm)δ(xt, vk)

1
P (Xs|λm)

T∑
t=1

P (Xs, qt = j|λm)

=

∑
t∈xt=vk

γt(j)

T∑
t=1

γt(j)
, (2.32)

where

δ(xt, vk) = 1 if xt = vk

= 0 otherwise. (2.33)

Further details of the HMM theory may be found in (Rabiner and Juang,
1993; Seymore et al., 1999; Ephraim and Merhav, 2002), and the EM algorithm
is described in (Dempster et al., 1977; Baum, 1972; Bilmes, 1998).
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2.3 Pattern Recognition for HMM-Based ASR Systems

We have shown in Section 2.1 that pattern recognition may be described in
terms of mapping x → y from a measurement space X into a decision space
Y . In the context of HMM-based speech recognition, we substitute “x” with
a “speech signal of spoken utterance” and “y” with “strings of words.” Then,
the pattern recognition approach is used to map a speech signal into a set of
meaningful strings of words.

Mapping a speech signal into meaningful words can be performed using
multi-level pattern recognition, since the acoustic speech signals can be struc-
tured into a hierarchy of speech units such as subwords (phonemes), words,
and strings of words (sentences) (Werner, 2000). A generic automatic speech
recognition system, as shown in Figure 2.12, is composed of five components:

1. Feature extraction, which processes the speech signal into a set of obser-
vation feature vectors Xs by removing redundant or unimportant infor-
mation such as the fundamental frequencies or noise,

2. Acoustic model, which estimates the acoustic probabilities P (Xs|λ) that
the observation feature vectors Xs have been generated by the subword
(phoneme) models λ,

3. Pronunciation lexicon, which estimates the word probabilities P (λ|W )
given the sequence of subwords (phonemes) generated by the model λ,

4. Language model, which estimates the prior probability of sequences of
words P (W ), and

5. Search algorithm, which determines the most probable string of words Ŵ
among all possible word strings W given the observation feature vector
Xs, which can be estimated from the evidence of the acoustic modeling,
the lexicon, and the language modeling.

To recognize the speech signal as the correct meaning in words, the ASR
system (or more precisely the acoustic model, lexicon, and language model)
needs to know the stochastic laws - encoded in the parameters - that govern the
mapping. In practical applications, however, these stochastic laws are never
explicitly known. The common core is “learning by examples” where all such
parameters in the acoustic model, the lexicon and the language model have
to be learned from a collection of samples in the training set. The following
sections describe each of these five components in turn.
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Fig. 2.12. A generic automatic speech recognition system, composed of five com-
ponents: feature extraction, acoustic model, pronunciation lexicon, language model
and search algorithm.

2.3.1 Front-end Feature Extraction

The purposes of the first stage of the speech recognition process are to ex-
tract those features that carry as much “important” information as possible
about the linguistic content of the speech signal, and to suppress or eliminate
“irrelevant” (non-linguistic) features.

Many variants of feature extraction techniques have been developed, e.g.,
linear prediction coefficients (LPC) (Markel and Jr., 1976), cepstrum anal-
ysis (Oppenheim and Schafer, 1975; Fukada et al., 1992), perceptual linear
prediction (PLP) (Hermansky, 1990), and modulation-filtered spectrograms
(MSG) (Kingsbury, 1998). The most widely used feature extraction technique
in speech recognition is based on mel-frequency cepstral coefficients (MFCC)
(Seltzer, 1999). It combines the cepstrum analysis with a nonlinear weighting
in frequency (filter-bank) (Deng and O’Shaughnessy, 2003).

According to Chen (2004), many speech sounds may be considered as a
convolution of two independent components (see Figure 2.13):

• a source e[n], which is the air flow at the vocal chords (excitation).
• a filter h[n], which is the resonance of the vocal tract which changes over

time.
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Vocal tract filter

h[n] e[n] x[n] = e[n]*h[n] 

Excitation 
signal Speech

Fig. 2.13. Source-Filter model of the speech signal x[n] = e[n] ∗ h[n].

The linguistic content of the speech signal, i.e., phoneme classification, is
mostly dependent on the characteristics of the vocal tract filter. Thus, the
technique of cepstral analysis is basically used to extract the desirable in-
formation. This requires separate estimation of the individual components;
hence a deconvolution of the source and the filter (Deng and O’Shaughnessy,
2003) is necessary. Although such deconvolution is generally nondeterminis-
tic, it has some success when applied to speech because the relevant convolved
signals forming speech have very different time-frequency behavior (Deng and
O’Shaughnessy, 2003). In principle, cepstral deconvolution transforms a con-
volution into a sum of two signals using a discrete Fourier transform (DFT),
a logarithm function, and an inverse DFT (IDFT), as illustrated in Figure
2.14.

DFT 
x[n] 
= e[n]*h[n] 

Speech

X[k]
=E[k].H[k] 

log|.| IDFT
log|X[k]|
=log|E[k]|+log|H[k]|

c  [n] 
=c  [n]+c  [n]e h 

x 

CepstrumSpectrum Log spectrum

Fig. 2.14. Source-filter separation by cepstral analysis.

Figure 2.15(a) shows an example of a windowed speech waveform. After
the DFT is performed, the two convolved components have multiplicative cor-
relates in the speech spectrum, where the “quickly varying” part represents
the excitation signals of the sources, and the “slowly varying” part (spectral
envelope) represents the vocal tract filter (see Figure 2.15(b)). Once the loga-
rithm of the spectral magnitude is taken, the multiplicative relation between
the excitation signal and the spectral envelope are transformed into an addi-
tive relation. Then, by performing the IDFT on logarithm of spectral magni-
tude, one separates the slowly varying part from the quickly varying part. The
slowly varying part results the cepstral components at low quefrency, while
the quickly varying part results the cepstral components at high quefrency
(see Figure 2.15(c)). Finally, the goal is to capture only the low-quefrency
part of the cepstrum which is the gross spectral envelope of the input speech
signal (see Figure 2.15(d)), and therefore represents an approximation of the
vocal tract transfer function.
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Fig. 2.15. (a) A windowed speech waveform. (b) The spectrum of Figure 2.15(a).
(c) The resulting cepstrum. (d) The Fourier transform of the low-quefrency compo-
nent.

The detailed processing steps for MFCC are illustrated in Figure 2.16 and
described as follows:

1. Spectral shaping

This is the process of converting the analogue speech signal into a digital
signal or A/D conversion (Rosell, 2006), which consists as follows:

• Filtering (Pre-processing)
First, the analog speech signal is passed through a low-pass filter with
a cutoff frequency fm typically in the region of 5.6 kHz, to reduce the
high-frequency noise. This seems reasonable since the frequency range
of the human voice does not extend much beyond 5 kHz (Werner,
2000).

• Digitization (A/D Conversion)
The next step is analog to digital conversion, known as sampling and
quantization. Usually, speech is recorded or sampled at a sampling
rate fs of 16 kHz over a microphone or 8 kHz over a standard tele-
phone (Werner, 2000). This over-sampling satisfies the Nyquist cri-
terion, fs ≥ 2fm, to avoid the aliasing phenomenon. For a 16-kHz
sampling rate and 16-bit quantization, the bit rate equals 256 kbits/s.
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• Preemphasis
The preemphasis filter is intended to boost the high frequency of the
signal spectrum approximately 20 dB per decade (an order of mag-
nitude increment in frequency), since voiced sections of speech signal
naturally have an attenuation of approximately 20 dB per decade due
to physiological characteristics of the speech production system (Pi-
cone, 1993; Jurafsky, 2007).

• Framing
The sampled waveform is then divided into successive overlapping

frames. Although speech is non-stationary through the movement
of the articulations, overall it can be considered quasi-stationary
(Bourlard and Morgan, 1994). This means, over a short period of time,
the statistics of the speech signal do not differ significantly from sample
to sample (piecewise stationary process). Most ASR systems measure
the feature vector over segments, called frames, of around 16-32 ms and
are updated every 8-16 ms (Kingsbury, 1998). The frames are taken
at distances less than a frame length. By introducing overlapping, the
transitions between frames can be smoothed (Maekinen, 2000). In our
case, a frame length of 20 ms and a frame shift of 10 ms are used.

• Windowing
Each frame is then fed to a Hamming window (Harris, 1978) to en-

hance the harmonics and to eliminate discontinuities at the edges for
subsequent Fourier transforms. A common Hamming window, which
was used in this work, is defined as

w[n] = 0.54 + 0.46 cos
(

2πn

N − 1

)
. (2.34)

2. Spectral Analysis

The spectral analysis processes the spectrum in order to capture the im-
portant aspects of the signal using a deconvolution technique as described
earlier. The process include:

• Discrete Fourier transform (DFT)
The standard algorithm to compute DFT is the fast Fourier transform
(FFT) (Brenner and Rader, 1976). It is applied to the windowed frames
and compute a short time power spectrum.

X[k] =
N−1∑
n=0

x[n]w[n]e−j2πkn/N ,

P [k] = |X[k]|2 = Re2 (X[k]) + Im2 (X[k]) , (2.35)
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where n denotes the sample time, and w[n] denotes the Hamming win-
dow frame, k denotes the discrete frequency f(k) = kfs

N , fs denotes
the sampling frequency, and N is the length of the FFT .

• Filter bank
A critical-band-like spectrum is derived by multiplying the power

spectrum with a bank of overlapping triangular weighting filters using
the mel scale, and integrating the result

P̃ [l] =
K−1∑

k=0

P [k]Ml[k], for l = 1, 2, . . . , L, (2.36)

where L is the total number of triangular filter banks M [k], and a scale
is used to define the spacing of the filter bandwidths. That is, filters at
higher frequencies have wider bandwidths than at lower frequencies.
Using the mel scale, the spacing is close to linear for the center fre-
quency fc below about 1 kHz, and is close to logarithmic for fc above
1 kHz. The analytical expression defining 1 mel scale is

mel(fc) = 2595 · log(1 +
fc

700
). (2.37)

This is done since human hearing is not equally sensitive to all fre-
quencies (less sensitive to higher frequencies).

• Log spectrum computation and inverse DFT (IDFT)
The dynamic range of the critical-band-like spectrum is compressed

when applying the logarithm. Then, cepstral coefficients are computed
by applying IDFT. Since the log power spectrum is real and symmetric,
the IDFT reduces to a discrete cosine transform (DCT). (Ahmed et al.,
1974):

cn = c[n] =
L−1∑

l=0

ln P̃ [l]. cos
(πn

2L
(2l + 1)

)
, (2.38)

where cn is the nth component of the cepstral coefficients, for n =
0, . . . , N − 1.

3. Parametric transform

The parametric transform codes the measurements achieved through spec-
tral analysis, and produces a feature vector, as follows:
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Analog speech signal

Low pass filter
 

Short-time Fourier power spectrum

Preemphasis 
 

Hamming window
 

Critical-band filtering (Mel scale)
 

Discrete Cosine transform
 

Cepstral processing and CMN
 

25 dimensional MFCC
 

feature vector  

xt = [c1,c2 ,...,c25] 

and Digitization

Framing and 

Spectral 

shaping

Spectral 

analysis

Parametric

transform

Fig. 2.16. MFCC feature extraction technique, which generates a 25-dimensional
feature vector xt for each frame.
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• Low order cepstral coefficients
As described previously, the envelope of the vocal tract filter changes
slowly, and thus correspond to lower order of cepstral coefficients, while
the periodic excitation signal (the sources) are at higher order cepstral
coefficients (see the cepstrum illustration in Figure 2.15). Thus, in gen-
eral, only the low order of the cepstral coefficients are used (typically
only the first 12 cepstral coefficients).

• Energy coefficient
The coefficient c0 is usually not used (Maekinen, 2000), and it is some-
times replaced by the logarithm of the total intensity of the vector,
called the energy coefficient (log power):

cE = ln
L−1∑

l=0

P̃ [l]. (2.39)

• Cepstral mean subtraction (CMS)
In a way of normalizing for channel effects, a CMS technique is applied,
where a time average of the cepstral values is subtracted from the
values at each frame :

c̄n =
1
T

∑

T

cn,

cnew
n = cn − c̄n. (2.40)

This is computed over the length T of a complete utterance.

• Dynamic features
The features described so far have not captured the dynamics of the
spectral changes (the slopes). Thus, first and second-order dynamic
features (delta and delta-delta coefficients) are usually appended also
to the acoustic vector (Furui, 1986).

Based on our experimental measurements, the optimal MFCC feature
vector is composed of a 12-order MFCC, 12-order ∆ MFCC, and ∆ log
power, resulting in a total of 25 components in total: xt = [c1, c2, · · · c25].

In summary, the spectrum is captured over frames, then the spectral prop-
erties are analyzed, producing a feature vector which correspond to one point
in a multi-dimensional space (see Figure 2.17).
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Fig. 2.17. A summary of feature extraction process, producing a feature vector
which correspond to one point in a multi-dimensional space.

2.3.2 HMM-Based Acoustic Model

The function of an acoustic model (AM) is to provide the probability of the
observation feature vectors Xs, which have been generated by the models λ.
HMMs are typically employed as representations of acoustic models λ, where:

1. the short-term speech spectral characteristics are modeled with HMM
state distribution, while

2. the temporal speech characteristics are governed by HMM state transi-
tions.

After feature extraction, every frame t of the speech signal (every 10 ms)
is represented by a feature vector xt = [c1, c2, · · · c25] in a multi-dimensional
continuous space. In our system, the HMMs perform a state transition ev-
ery frame, that is, every 10 ms, according to the transition probabilities
aij = P (qt = j|qt−1 = i). Then the state qj of the process emits a symbol,
which is in our case a feature vector xt, according to a certain emission prob-
ability of state j for the vector xt, bj(xt) = P (X = xt|qt = j).

The HMMs used to represent the acoustic speech model are in accordance
with the Bakis model (see Section 2.5). The state index of the HMM Bakis
model increases or remains unchanged as the time increases, leading to a
move from left to right on the Markov chain. This traduces the causality of
the speech production process:

i > j → aij = 0. (2.41)

Several types of HMMs may be applied, depending on whether the HMM
state distribution observes a certain feature vector or symbol and the type
of speech units it represents. The following sections describe the observation
density and the speech units in more detail.
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Observation Density

The HMM state distribution may use either a discrete or a continuous density
to observe a certain feature vector or symbol.

1. Discrete observation feature vector

The discrete approach considers the case where the observation sequence
of each state j belongs to a finite set V of K possible observations Vj =
Vj1, Vj2, ..., VjK as outlined in Figure 2.18.

q
1

q
2

q
3

   

Discrete vector Vjk

HMM state 

Fig. 2.18. Discrete HMM observation density where the emission statistics or HMM
state output probabilities are represented by discrete symbols.

In this case, the HMM state output probability is defined as

p(xt|qj) = P (X = xt|Q = qj)
= P (xt = Vjk|qt = j) (2.42)

Since a feature vector represents a point in a multi-dimensional continu-
ous space, the number of different possible vectors are infinite. Therefore,
a vector quantization (VQ) (Billi, 1982) technique is usually applied to
quantize the input to the system.

Although this approach significantly reduces computational speed, there
is obviously significant reduction in the dimensionality of the original con-
tinuous data, at the cost of a certain loss of signal information. Indeed, at
least for some applications, there might be a serious degradation associ-
ated with such a discretization of the continuous signal.
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2. Continuous observation feature vector

A typical use in LVCSR is the continuous Gaussian mixture model (GMM)
approach. Here, instead of partitioning the space into discrete clusters,
the continuous observation space is modeled using Gaussian multivariate
densities, which are in turn weighted and added to compute the emission
likelihoods of each of the states or the state output probability.

The Gaussian components are state-specific (see Figure 2.19) and param-
eterized by the mean vector (representing the mean of the component as a
d-dimensional vector) and by the covariance matrix (describing the metric
of the space spanned by d-dimension). The training procedure is based on
the EM algorithm which corresponds to the training method of the HMM
described in section 2.2.3.

q
1

q
2

q
3

   

Mixtue weight w

Continuous
Gaussian component

jk

HMM state 

Fig. 2.19. Continuous GMM, where the continuous observation space is modeled
using mixture Gaussians (state-specific). They are weighted and added to compute
the emission statistic likelihoods (HMM state output probabilities).

The HMM state output probability, p(xt|qj), is usually calculated from
the state PDF, P (X|Q), as

p(xt|qj) = P (X = xt|Q = qj)

=
K∑

k=1

wjkN (xt;µjk, Σjk), (2.43)

where wjk is the mixture weight for the kth mixture in state qj , and
N (.) is a Gaussian function with mean vector µjk and covariance matrix
Σjk. The HMM segmental likelihood, P (Xs|λ), is then calculated from
the joint probability of observation and the state sequence, taken over
all state sequences (total likelihood) or approximately over just the most
likely state sequence (Viterbi path) (Holmes and Huckvale, 1994).
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Speech Unit Representation

As an acoustic model, an HMM may be associated with any temporal prop-
erty of the speech unit, such as words, syllables or sub-words (phonemes). In
the word-unit model, an HMM is associated with each word, whereas in the
phoneme-unit model the HMM is associated with each phoneme.

A good acoustic model is able to accurately capture coarticulation effects;
i.e., the acoustic and articulatory variability that arises when the articulatory
patterns of neighboring speech segments overlap. This represents a funda-
mental part of language sound systems that allows for dynamic transitions
between adjacent phoneme segments (both within and across words) (Scar-
borough, 2004). As a result, phonemes may have very different waveforms
when produced in the context of other phonemes (Rabiner and Juang, 1993).
Therefore, wider unit models, allow for a better capturing of the coarticulation
effects (Pfau et al., 1997).

However, as described in Section 1.4.1, word-unit and syllable-unit models
are impractical for LVCSR systems due to the large amount of training data
needed, the large decoding search space, and the inefficiency of expanding the
vocabulary system. The phoneme units are thus a natural choice since there
are only a few of them and their frequency of appearance in the training data
is much higher. Figure 2.20 illustrates an example of a monophone acoustic
model. A standard solution to the coarticulation problem is to extend the
phoneme units to include context (Smith et al., 2001).

/ ay /

/ uh /

/ zh /

Fig. 2.20. Structure example of the monophone /a/ HMM acoustic model.

Most of the current LVCSR systems use the context-dependent triphone as
the fundamental acoustic unit. Context-dependent triphone units (see Figure
2.21) have the same structure as context-independent phonetic (monophone)
units, but are trained on data with immediately preceding and following pho-
netic contextual information (O’Neill et al., 1998).
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/ ay /

/ uh /

/ zh /

/ n-ay+t / / p-ay+n / / w-ay+r /

/ k-uh+t / / g-uh+d / / aa-uh+r /

/ uh-zh+ax / / ih-zh+ih / / ow-zh+er /

Fig. 2.21. Structure example of the triphone /a−, a, a+/ HMM acoustic model.

Parameter Tying

If the amount of training data is not sufficient to obtain a reliable estimate
of the model parameters, the overall performance may degrade significantly.
It seems therefore necessary to reduce the model size. The most common
solution is to share some of the model parameters by tying the state output
probability distributions among different HMMs as illustrated in Figure 2.22.

/ ay /

/ uh /

/ zh /

/ n-ay+t / / p-ay+n / / w-ay+r /

/ k-uh+t / / g-uh+d / / aa-uh+r /

/ uh-zh+ax / / ih-zh+ih / / ow-zh+er /

Fig. 2.22. Shared-state structures of the triphone /a−, a, a+/ HMM acoustic model.
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There are two major methods to create shared-state structures, i.e., the
decision tree clustering (Sagayama, 1989; Lee et al., 1990; Young et al., 1994;
Zhao et al., 1999) and the successive state splitting (SSS) algorithms (Takami
and Sagayama, 1992; Girardi, 2001; Jitsuhiro et al., 2004).

Figure 2.23 shows an example of the phonetic decision tree for HMM state
of triphone with the central phoneme /ay/. By asking questions, the states
which have similar acoustic contexts enter into the same leaf node and are tied
together. There are acoustically similar, hence it make sense to allow them
share the same distribution (Zhao et al., 1999).

/ n-ay+s /

/ ng-ay+l /

L-Nasal?

R-Plosives?

L-/w/?

R-Liquid?

R-/n/?

HMM state of /-ay+/

/ n-ay+t /

/ m-ay+dh /

/ m-ay+k /

/ w-ay+n /

/ w-ay+t /

/ r-ay+ch /
/ s-ay+zh /

/ n-ay+n /
/ m-ay+n /

/ n-ay+f /
/ ng-ay+s /

Yes

Yes

Yes

No

No

No

Yes No

Yes No

/ p-ay+n /
/ p-ay+d /
/ l-ay+d /

Fig. 2.23. An example of a phonetic decision tree for HMM state of the triphone
with the central phoneme /ay/.
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The phonetic decision tree clustering can only create contextual variations,
while in contrast the SSS algorithm can create both contextual and tempo-
ral variations (see Figure 2.24). This method use the maximum likelihood
(ML) criterion to choose a model. However, owing to the nature of the ML
estimation, the likelihood value for training data increases as the number of
parameters increases. In our case, the SSS algorithm used here was based on
the minimum description length (MDL) optimization criterion. Details on
the MDL-SSS can be found elsewhere (Jitsuhiro et al., 2004).

Contextual 
        splitting

Temporal 
        splitting

 q i

 q i 1

 q i 2

 q i 1  q i 2

Fig. 2.24. Contextual splitting and temporal splitting of SSS algorithm (After
Jitsuhiro, 2005).

2.3.3 Pronunciation Lexicon

The lexicon describes the pronunciation of all words in the vocabulary, which
is achieved through in the implementation of a lexical tree-based search (Fet-
ter, 1998). An example of a lexicon tree using sub-word (phoneme) units is
illustrated in Figure 2.25. As can be seen, the lexical tree contains all of the
words along with their pronunciation dictionary (often there are multiple pro-
nunciations of a word). Here, each node may be associated with a subword
(phoneme) and be shared by multiple words with the same partial pronunci-
ation. A terminal node of the lexical tree signifies a unique word.

In this way, we can estimate the word probabilities P (λ|W ) given the
sequence of subwords (phonemes) generated by the HMM model λ.
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UH

 
G

 

D

 
K

 

N

 

AY

 

T

 

AA

 

IY

 

DH

 

"GOOD"
 

"GOOD"

"NIGHT"

Fig. 2.25. Example of a tree-based pronunciation lexicon.

2.3.4 Language Model

The function of a language model (LM) is to provide the speech recog-
nizer with the a priori probability P (W ) of a hypothesized word sequence
W = w1, w2, ..., wn (Fetter, 1998). This tells us, whether we heard “bad boy”
or “pad boy.” P (W ) can be decomposed into the product of the word proba-
bilities that make up the word sequence W :

P (W ) = P (w1)P (w2|w1)P (w3|w1w2) · · ·P (wn|w1w2 . . . wn−1)

=
n∏

i=1

P (wi|w1 . . . wi−1). (2.44)

However, such expressions cannot lead to reliable probability estimates,
given the arbitrarily long word histories that would require enormous amounts
of training data. Fortunately, the formula can be approximated using an N-
gram model. One popular and effective approach is the bigram or trigram LM,
which assumes that the probability of any given word is determined by the
N-previous word strings. The bigram LM provides a probability of a complete
word string W , given a one word history:

P (W ) = P (w1)P (w2|w1)P (w3|w2) · · ·P (wn|wn−1)

=
n∏

i=1

P (wi|wi−1). (2.45)
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Furthermore, the trigram LM provides a probability of a complete word
string W , given a two-word history:

P (W ) = P (w1)P (w2|w1)P (w3|w2, w1) · · ·P (wn|wn−1, wn−2)

=
n∏

i=1

P (wi|wi−1, wi−2). (2.46)

Typically, the LM grammar does not need to contain probabilities for all
possible word pairs, but only for the most frequently occurring N-grams. Then,
it uses a back-off mechanism to fall back on unigram probability if the desired
N-gram is not found. Further details are provided in (Fetter, 1998; Russel and
Norvig, 1995).

2.3.5 Search Algorithm

The search algorithm of a statistical framework for speech recognition prob-
lems is to choose the most probable string of words Ŵ among all possible word
strings W , given the observation feature vector Xs, the so-called maximum a
posteriori (MAP) (DeGroot, 1970; Sorenson, 1980):

Ŵ = arg max
W

P (W |Xs). (2.47)

Using the Bayes rule, we have:

Ŵ = arg max
W

P (Xs|W )P (W )
P (Xs)

= arg max
W

P (Xs|λ)P (λ|W )P (W )
P (Xs)

. (2.48)

Since the probability of the sequence utterances P (Xs) is constant for all
words during recognition, it can be ignored, resulting in

Ŵ = arg max
W

P (Xs|λ)P (λ|W )P (W ), (2.49)

where
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P (W |Xs) is the global posterior probability of the word string W given
the observation feature vector Xs,

P (Xs|W ) is the global likelihood that the observation feature vector Xs

was produced by the word string W ,
P (Xs|λ) is the likelihood that the observation feature vector Xs was

generated by the model λ, which is provided by an acoustic
model,

P (λ|W ) is the word probabilities given the sequence of subwords
(phonemes), which is provided by the pronunciation lexicon,

P (W ) is the a priori probability of the word string W , which is pro-
vided by the language model, and

P (Xs) is the probability of the sequence Xs.

The multi-level probability estimation of this statistical framework is out-
lined in Figure 2.26.

W   =    argmax P(W |X  )

       argmax P(W)P(X |W)

 λ

Π

Π Π

λ

 λ    

λLanguage model

Word model
Pronunciation Lexicon

Phone-unit acoustic model

HMM state sequences
HMM state output probability

Sentence
level

Word
level

Phonetic
unit

level

State
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w
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       P(q |q   ,    )        P(X = x |q = j)
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Fig. 2.26. Multi-level probability estimation of statistical ASR.

One problem for the search algorithm is to determine at which point a
speaker starts and finishes an utterance. While the recognizer allows users to
speak naturally (the word boundaries are not well known), the machine needs
to determine the content and utilize special methods to determine utterance
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boundaries. An ASR system may perform continuous speech recognition of-
fline or online. In offline recognition, the recognition takes places at the end of
the sequence of words. In online recognition, the system performs recognition
every time it detects a pause in the speech production. In both cases, the
goal is to find the most probable sequence of the words spoken from among
all possible sequences. Different techniques of decoding or search algorithms
have been proposed. The most often used approach, however, is the Viterbi
algorithm, which corresponds to the decoding method of the HMM Problem
(see Section 2.2.3 for more details).
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Graphical Framework to Incorporate
Knowledge Sources

In this chapter, we introduce the design of our proposed framework, the
so called GFIKS (graphical framework to incorporate additional knowledge
sources). It is based on a graphical model representation that makes use of
additional knowledge sources in a statistical model as shown in Figure 3.1.
This approach is meant to be broadly useful in the sense that it can be ap-
plied to many existing modeling problems with their respective model-based
likelihood functions.

Corpus
 

data
 

Train
 

 

Statistical
 

ASR system
 

[arg max P(W|X  ) ]

  

Speech waveform
 

Recognized  

words  

hypothesis  

Xs

∧

W

s

 

 

Additional 
 

knowledge 
 

sources
 

 

Fig. 3.1. Incorporating knowledge into corpus-based statistical ASR system.

In Section 3.1, we review graphical model representation, including prob-
ability theory and graph theory. In Section 3.2, we introduce GFIKS’s pro-
cedure for knowledge incorporation, including how to define the causal rela-
tionships between information sources (Section 3.2.1), how to do direct infer-
ence (Section 3.2.2), and how to proceed when direct inference is intractable
(Sections 3.2.3 and 3.2.4). In Section 3.3, we discuss the general issues and
possibilities of incorporating knowledge sources in the statistical ASR system,
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such as what type of knowledge sources are important (Section 3.3.1) and at
which level of ASR they should be incorporated (Section 3.3.2).

3.1 Graphical Model Representation

Graphical models, a marriage between probability theory and graph theory,
provide a natural tool for dealing with two problems: uncertainty and com-
plexity. Fundamental to the idea of a graphical model is the notion of mod-
ularity: a complex system is built by combining simpler parts. Probability
theory serves as the glue whereby the parts are combined, ensuring that the
system as a whole is consistent and providing ways to interface models to
data. Graph theory provides both an intuitively appealing interface by which
humans can model highly interacting sets of variables and a data structure
that lends itself naturally to the design of efficient general-purpose algorithms
(Jordan, 1999).

In the following, we first review the probability theory in Section 3.1.1 and
then describe in Section 3.1.2 how a graphical model can compactly represent
a joint probability distribution.

3.1.1 Probability Theory

Over the last decade, the Bayesian approach has become increasingly popular
in many application areas. This statistical method provides a paradigm for
both statistical inference and decision making under conditions of uncertainty
(Bernardo, 2001). It is based on a probabilistic framework that encodes our
beliefs or actions in situations of uncertainty. Information from several models
may also be combined based on the Bayesian framework to achieve better
inference and to better account for modeling uncertainty.

Learning a Probability

The basic axioms in classical probability calculus (Kjaerulff and Madsen, 2005)
are described as follows:

1. Normality

A probability of an event a, P (a), is a number in the unit interval [0, 1];
a non-negative real number less than or equal to 1.

0 ≤ P (a) ≤ 1.
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2. Certainty

A probability equals 1 if and only if the associated event has happened
for sure:

P (a) = 1 if and only if a is certain.

3. Additivity

If two events cannot co-occur, i.e. they are mutually exclusive, then the
probability that either one of them occurs equals the sum of the proba-
bilities of their individual occurrences:

P (a or b) ≡ P (a ∨ b) = P (a) + P (b).

4. Conditional probability

The probability of the co-occurrence of two events, a and b, may be com-
puted as the product of the probability of event a occurring conditionally
on the fact that event b has already occurred and the probability of event
b occurring. It may also be computed conversely, as the product of the
probability of event b occurring conditionally on the fact that event a has
already occurred and the probability of event a occurring.

P (a and b) ≡ P (a ∧ b) ≡ P (a, b) = P (a|b)P (b) = P (b|a)P (a),

where

P (a, b) is called the joint probability of the events a and b.
P (a|b) is called the conditional probability of event a given the occurrence

of b.

This conditional probability is the basic concept in the Bayesian treatment
of certainties. Given event b, the conditional probability of event a is x,
written as

P (a|b) = x.

This means that if event b is true and everything else known is irrelevant
for event a, then the probability of event a is x. This conditional proba-
bility P (a|b) can be obtained from the joint probability P (a, b) through
conditional normalization with respect to P (b):

P (a|b) =
P (a, b)
P (b)

.
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Bayes’s Rule

The fundamental rule of probability calculus, based on Axiom 4 described in
the previous section, can be written as

P (a, b) = P (a|b)P (b) = P (b|a)P (a). (3.1)

Bayes’s rule follows immediately:

P (b|a) =
P (a|b)P (b)

P (a)
. (3.2)

The prior distribution, P (b), expresses our initial belief about b, and the pos-
terior distribution, P (b|a), expresses our revised belief about b after obtaining
a. The quantity P (a|b) = L(b|a) is called the likelihood for a given b, since it
is a measure of how likely that for a, b is the cause. Bayes’s rule then tells us
how to obtain the posterior distribution by multiplying the prior P (b) by the
ratio P (a|b)/P (a). In general (Kjaerulff and Madsen, 2005),

posterior ∝ likelihood x prior knowledge.

In training a model from data based on the principle of pattern recognition,
we can consider a prior distribution, P (M), for a random model variable M ,
as expressing a set of possible models. For any value D, expressing data, the
quantity P (D|M) is the likelihood function for M given data D. The posterior
distribution for M given data D is then

P (M |D) ∝ P (D|M)P (M),

which provides a set of goodness-of-fit measures for models M. Having spec-
ified P (D|M) and P (M), the mechanism of the theorem provides a solution
to the problem of how to learn from data (Bernardo and Smith, 1994).

Chain Rule of the Probability Product

1, Z2, ..., ZK),
can decompose it into the product of conditional probability distributions by
using the chain rule:

P (Z1, Z2, ..., ZK) = P (Z1|Z2, ..., ZK)P (Z2, ..., ZK)
= P (Z1|Z2, ..., ZK)P (Z2|Z3, ..., ZK)...P (ZK−1|ZK)P (ZK)

=
K∏

k=1

P (Zk|Zk+1, ..., ZK) (3.3)

It should be noted that the actual conditional distributions that comprise
the factors of the decomposition are determined by the order in which we
select the head variables of the conditional distributions. Thus, there are K
different factorizations of P (Z1, Z2, ..., ZK); accordingly, they represent no
independence statement (Kjaerulff and Madsen, 2005).

In general, for a PDF, P (Z), over a set of random variables Z = (Z
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3.1.2 Graphical Model

Graph theory provides an excellent language for communicating and dis-
cussing dependence and independence relations among problem-domain vari-
ables. Consequently, it gives us a very intuitive language for representing such
dependence and independence statements (Jensen, 1998).

There are two major kinds of graphical models: those based on undirected
graphs and those based on directed graphs. Our main focus is on directed
graphs, the so-called Bayesian network (BN) (Jensen, 2001; Heckerman, 1995;
Murphy, 2001).

Bayesian networks, also known as probabilistic networks, are graphical
models of causal interactions among a set of variables, where the variables are
represented as nodes (also known as vertices) of a graph and the interactions
(direct dependencies) as directed links (also known as arcs and edges) between
the nodes. Any pair of unconnected/nonadjacent nodes of such a graph in-
dicates conditional independence between the variables represented by these
nodes under particular circumstances, which can be easily read from the graph
(Kjaerulff and Madsen, 2005). Therefore, probabilistic networks capture a set
of conditional dependence and independence properties associated with the
variables represented in the network. The representation of those probability
properties in the Bayesian network is described in the following sections.

Bayes’s Rule Through Arc Reversal

The application of Bayes’s rule can also be given a graphical interpreta-
tion. Consider, for example, two variables a and b and a model P (a, b) =
P (b|a)P (a). Again, following the discussion in Section 3.1.2, this model can
be represented graphically as indicated in Figure 3.2(a).

To apply Bayes’s rule on this model, we perform the following calculations:

1. P (a, b) = P (b|a)P (a),

2. P (b) =
∑
a

P (a, b), and

3. P (a|b) = P (a,b)
P (b) ,

whereby we obtain the equivalent model shown in Figure 3.2(b). Thus, one
way of interpreting the application of Bayes’s rule is through the so-called
arc reversal. The work in (Shachter, 1990) has exploited this approach in its
proposed arc reversal algorithm for inference in probabilistic networks.
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a

b
 

a

 

P(a,b) =P(b|a) P(a) P(b,a) =P(a|b) P(b) 

(a) (b)

b

Fig. 3.2. Two equivalent models that can be obtained from each other through arc
reversal of Bayes’s rule, since P(a,b)=P(b,a).

Conditional Probability

The conditional probability distributions of probabilistic networks are of the
form P (a|b), where a is a single variable and b is a (possibly empty) set of
variables. a and b are sometimes called the head and the tail, respectively, of
P (a|b).

b1 b2 bn...

a
 

Fig. 3.3. Graphical representation of P (a|b1, b2, ..., bn).

The relation between a and b = b1, b2, ..., bn can be represented graphically
as a DAG (directed acyclic graph) illustrated in Figure 3.3, where the child
node is labeled a and the parent nodes are labeled b1, b2, ..., bn. The set of
parents and children of these nodes can be denoted by Pa(b) and Ch(a),
respectively.

In addition to the structure, it is also necessary to specify the parameters
of the model. In our work, we use a circle node to denote a continuous variable
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and a square node to denote a discrete variable. The variable values at each
node are specified by a conditional probability distribution (CPD). This can
be represented with a table (CPT) or a Gaussian distribution for a discrete
or continuous variable, respectively.

Conditional Independence

Figure 3.4 shows three BNs with different arrow directions over the same
random variables a, b, and c.

b ca

b

ca

b

ca

(a) Serial 

(b) Diverging (c) Converging 

Fig. 3.4. Three BNs with different arrow directions over the same random variables
a, b, and c. They appear in the case of serial, diverging, and converging connection,
respectively.

Conditional independence appears in the case of serial and diverging con-
nection, though one of the arrow directions has been reversed (see Figure
3.4(a) and (b)). Both networks have a common property: if the state of b is
known, then no knowledge of c will alter the probability of a. In other words,
the variables a and c are independent given the variable b (symbolized as
“a ‖ c | b”) if

P (a|b) = P (a|c, b). (3.4)
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By the conditioned Bayes’s rule we get

P (a|c, b) =
P (c|a, b)P (a|b)

P (c|b)
=

P (c|b)P (a|b)
P (c|b)

= P (a|b). (3.5)

The joint probability function, P (a, b, c), of both networks can be written
as

P (a, b, c) = P (a|c, b)P (c|b)P (b) = P (a|b)P (c|b)P (b). (3.6)

This can be compared with the converging connection where a and c are
parents of b (see Figure 3.4(c)). This network corresponds to the property
“a ‖ c” (a and c are independent) but not to “a ‖ c | b” (a and c are
independent given b); consequently,

P (a|c) = P (a), (3.7)

and

P (a, c) = P (a)P (c), (3.8)

so that the joint probability function, P (a, b, c), of Figure 3.4(c) can be written
as

P (a, b, c) = P (b|a, c)P (a, c) = P (b|a, c)P (a)P (c) (3.9)

BN Joint PDF

In general, a BN joint PDF implicitly portrays factorizations that are simpli-
fications of the chain rule of probability, namely

P (Z1, Z2, ..., ZK)

=
K∏

k=1

P (Zk|Zk+1, ..., ZK)

=
K∏

k=1

P (Zk|Pa(Zk)). (3.10)

The first equality is derived from the probabilistic chain rule (see Eq. (3.3))
and the second equality holds under a particular BN, where Pa(Zk) denotes
the parents of BN variable Zk.
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Figure 3.5 shows an example of a BN topology that describes the condi-
tional relationship among a, b, c, d, e, f , g and h. By the probabilistic chain
rule, we get

P (a, b, c, d, e, f, g, h)
= P (a)P (b|a)P (c|a, b)P (d|a, b, c)P (e|a, b, c, d)P (f |a, b, c, d, e)

P (g|a, b, c, d, e, f)P (h|a, b, c, d, e, f, g) (3.11)

and then by BN the factorization of the joint PDF can be simplified as

P (a, b, c, d, e, f, g, h)
= P (a)P (b)P (c)P (d|a, b)P (e|b, c)P (f)P (g|e)P (h|e, f). (3.12)

ba

d e

g

c

f

h

Fig. 3.5. Example of BN topology describing conditional relationship among a, b,
c, d, e, f , g and h.

3.1.3 Junction Tree Algorithm

The are several algorithms that automatically perform an inference on the
graph. Some of these directly operate on the directed graph. However, in many
cases, performing inference by carrying out global computations directly on
the graph has shown to be difficult (Roberts, 2005).

The most popular algorithm, known as the junction tree algorithm, uses
graph theory to form undirected graphs that have the same information-
coupling properties as the original graph but are simpler to deal with (Roberts,
2005). This approach allows a decomposition of the joint PDF into a linked
set of local conditional PDFs. Accordingly, a simplified form of the model can
be constructed and reliably estimated.
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The key in junction tree algorithms (Roberts, 2005) is to form a graph
that has the same global properties as the original graph and that allows
local representation to avoid brute force inference. Forming the junction tree
is known as compiling the Bayesian network, and this is achieved by applying
several types of graphical transformation (Jensen, 1998; Huang and Darwiche,
1994), as follows:

1. Moralization of the graph.
2. Triangulation of the graph.
3. Identifying cliques in the graph.
4. Joining the cliques and forming the junction tree.

In the following sections, we deal with each of these graph representations
in turn and consider the original graph outlined in Figure 3.5.

Moral Graph

The term “moralization” is coined from work in the United States (US), where
having children out of wedlock is widely seen as “immoral” (Roberts, 2005).
Thus, a moral graph is achieved by:

• Marrying the parents by adding a link between any pair of variables with
a common child, and

• Forming an undirected graph by dropping the direction of the links.

From Figure 3.5, we can see that nodes [a] and [b] are parents of node
[d], nodes [b] and [c] are parents of node [e], and that nodes [e] and [f] are
parents of node [h]. Consequently, by adding a link between the node pairs
[a,b], [b,c] and [e,f] and then dropping the direction of the links, the resulting
graph (Figure 3.6) is called a moral graph.

ba

d e

g

c

f

h

Fig. 3.6. Moral and triangulated graph of Figure 3.5.
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Triangulated Graph

As described previously, the resulting junction tree should have the same
global properties as the original graph, which in this case is the BN. Here, the
algorithm introduces a triangulation step in which selected arcs are added to
the moral graph so that sets of maximally connected subgraphs are formed.
The idea is to obtain a representation based on a number of maximally con-
nected subgraphs, which form the basis of local representation and which are
connected such that the global properties are preserved (Roberts, 2005).

In practice, a graph is triangulated (chordal, decomposable) if there are no
“chordless cycles”, where a chord is an edge connecting two nonconsecutive
vertices in a cycle of length > 3 (Bartels et al., 2005). This means that we
need to form triplets of nodes. Since there is already no “chordless cycles” in
Figure 3.6, we call the resulting graph a moral and triangulated graph.

Cliques

In graph theory, a maximally connected graph is also called a clique. To
identify a clique, for each variable A with Pa(A) 6= 0 in the triangulated
graph, we form a subset containing Pa(A)

⋃
A.

In our example of Figure 3.6, the cliques are formed as

C1 = [a, b, d]
C2 = [b, c, e]
C3 = [e, g]
C4 = [e, f, h] (3.13)

Junction Tree

In the last step, we join the cliques to form a junction tree. We start with
cliques as the nodes, in which each link between two cliques is labeled by
using a separator of a non-empty intersection between those cliques. The
resulting graph (Figure 3.7) is called a junction graph, where the cliques
are represented by the oval nodes and the separator sets are represented by
the square nodes.

If the junction graph has cycles, then all separators on the cycles contain
the same variables. Therefore, any of the links can be removed to break a
cycle, and by removing the links we eventually obtain a tree, which is called
a junction tree (see Figure 3.8).
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bce

eg efh

e e

e

abd

b

Fig. 3.7. Junction graph of Figure 3.5.

bce

eg efh

e e

abd

b

Fig. 3.8. The resulting junction tree.

Inference on Junction Tree

The joint probability function on a junction tree is defined as the product
of all cluster potentials, divided by the product of the separator potentials
(Huang and Darwiche, 1994), as follows:
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P (Z1, Z2, ..., ZK) =
∏

i φCi∏
j φSi

, (3.14)

where φCi is the cluster potential (the probability over the cluster Ci), and
φSi is the separator potential (the probability over the separator Si). Thus,
from Figure 3.7 we get

P (a, b, c, d, e, f, g, h) =
φC1φC2φC3φC4

φS1φS2φS3

=
P (a, b, d)P (b, c, e)P (e, g)P (e, f, h)

P (b)P (e)P (e)
. (3.15)

This clique potential is only a function of the local variables in the clique.
It is obtained by considering just those nodes in the original BN. For example,
considering clique C1 = [a, b, d], the three nodes in this clique yield the same
structure as those shown in Figure 3.9.

d
 

ba

Fig. 3.9. Clique C1 = [a, b, d] in the original graph of Figure 3.5.

By applying the rules of directed graph models to this subgraph, we then
obtain

φC1 = P (a, b, d) = P (d|a, b)P (a)P (b). (3.16)

Following the same procedure for cliques C2, C3 and C4, we get
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φC2 = P (b, c, e) = P (e|b, c)P (b)P (c),
φC3 = P (e, g) = P (g|e)P (e),
φC4 = P (e, f, h) = P (h|e, f)P (e)P (f). (3.17)

Thus the PDF over all the variables is

P (a, b, c, d, e, f, g, h) =
φC1φC2φC3φC4

φS1φS2φS3

=
P (a, b, d)P (b, c, e)P (e, g)P (e, f, h)

P (b)P (e)P (e)

=
[P (d|a, b)P (a)P (b)][P (e|b, c)P (b)P (c)]

P (b)
·

[P (g|e)P (e)][P (h|e, f)P (e)P (f)]
P (e)P (e)

= P (a)P (b)P (c)P (d|a, b)P (e|b, c)P (f)P (g|e)P (h|e, f)
(3.18)

which is exactly the global property we obtained in Eq. (3.12). This shows
that the global properties are preserved even while local computation of the
subgraphs proceeds.

3.2 Procedure of GFIKS

.
We now introduce the design of our proposed framework, GFIKS. It

is based on the graphical model described in the previous section. In the
statistics-based approach, given some observation data D, we train a model
M . One key problem is the computing of the likelihood, P (D|M), that pre-
dicts the data based on the current knowledge of the model.

We can model the probability density function, P (D|M), in simple cases
by using CPT (if D is discrete) or continuous functions such as Gaussian
densities (if D is continuous); the output probability for given data d and
model parameter m is then simply calculated as

p(d|m) = P (D = d|M = m). (3.19)

Then, assume that we want to incorporate additional knowledge sources
in the model. The procedure of GFIKS, as shown in the flow of Figure 3.10,
consists of several steps:
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Fig. 3.10. General procedure of GFIKS (graphical framework to incorporate addi-
tional knowledge sources).

• Step 1:

Designing causal relationships among information sources, the model, and
the data using BN.

• Step 2:

Analyzing the network. If direct BN inference is tractable, we can perform
direct inference on BN. Otherwise, go to Step 3.

Defining causal relationships
among information sources, 
model and the data using BN

[See Section 3.2.1 ]

Decompose the network into 
a linked set of clusters using 

junction tree algorithm

[See Section 3.2.3 ]

Is direct
BN inference 

tractable?

Do direct inference

[See Section 3.2.2 ]

Finished

Yes

No

Do inference on junction tree

[See Section 3.2.4 ]

Finished
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• Step 3:

If direct BN inference is intractable, the network has to be decomposed
into a linked set of clusters using the junction tree algorithm described in
Section 3.1.3.

• Step 4:

Carrying out inference on the junction tree.

Each step is described in more detail in the following sections.

3.2.1 Causal Relationship between Information Sources

Let us start from a simple case, where the causal relationship between D
and M is described using BN, like the one shown in Figure 3.11(a); here, we
assume M to be a discrete variable denoted by the square node and D to be
a continuous variable denoted by the oval node.

The BN joint probability function can be factorized as Eq. (3.10), and thus
we obtain

P (D,M) = P (D|M)P (M), (3.20)

from Figure 3.11(a). Accordingly, we simply define the conditional relationship
among D, M , and K to incorporate additional knowledge K in P (D,M), and
then we express the joint probability model in a similar way. The conditional
relationship among D, M , and K, for example, can be described by the BN
in Figure 3.11(b). Consequently, the BN joint probability function becomes

P (D,K, M) = P (D|K,M)P (K|M)P (M). (3.21)

D

M

D

M

K

(a) (b)

Fig. 3.11. (a) BN topology describing the conditional relationship between data D
and model M . (b) BN topology describing the conditional relationship among D,
M , and additional knowledge K.
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Now, let us consider a more detailed example, where we assume that there
are K1,K2, ..., KN knowledge sources. Here, we also assume that they are
all conditionally independent. Figure 3.12 shows two examples of conditional
relationship structures for D, M , and K1, K2, ..., KN .

Then, the joint PDF becomes

P (D, K1, ..., KN ,M)
= P (D|K1, ...,KN ,M)P (K1|M)...P (KN |M)P (M) (3.22)

for the BN of Figure 3.12(a), according to Eq. (3.10). If there are some Ki

that receive no causal impact from M , as shown in Figure 3.12(b) (see K1

and KN ), then the joint probability function becomes

P (D,K1, ..., KN ,M)
= P (D|K1, ...,KN ,M)P (K1)P (K2|M)...P (KN )P (M). (3.23)

 

 

K1 K2

(a)

 

KN

 

 

K1

 
K2

 

(b)

 

KN

  

M M

D D

... ...

Fig. 3.12. Examples of BN topologies describing the conditional relationship among
data D, model M , and several knowledge sources K1, K2, ..., KN .

As can be seen, different conditional independence assumptions may lead
to different probability function decompositions (see Eqs. (3.22) and (3.23)).

3.2.2 Direct Inference on Bayesian Network

Our primary interest during inference is to calculate the global conditional
probability, P (D|K1, ...,KN ,M). If direct calculation of the PDF is possible
to perform, the following two cases may be considered.
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1. All variables can be observed.

In this case, the PDF may simply be calculated as in Eq. (3.19)

p(d|k1j
, ..., kNj

,m)
= P (D = d|K1 = k1j

, ...,KN = kNj
,M = m). (3.24)

2. Some variables, such as K1, ..., KN of additional knowledge sources
cannot be observed or are hidden.

In this case, the PDF calculation is done using Eq. (3.22) and by marginal-
ization over all possible Ki : ki1 , ki2 , ..., kiM

for all Ki

p(d|m) =
p(d,m)
p(m)

=

∑M1
1j=1 ...

∑MN

Nj=1 p(d, k1j , ..., kNj ,m)

p(m)

=
M1∑

1j=1

...

MN∑

Nj=1

p(d|k1j , ..., kNj , m)p(k1j |m)...p(kNj |m), (3.25)

where for simplicity, we use d, m and kij instead of 〈D = d〉, 〈M = m〉,
and 〈Ki = kij 〉.

1 N ,M)
is occasionally not trivial, due to the significant number of variables and/or
the computational complexity. In this case, directed graphs need to be de-
composed into clusters of variables, on which the relevant computations can
be carried out. This may be done with the junction tree algorithm (Jensen,
1998), which is briefly described in the following section.

3.2.3 Junction Tree Decomposition

Consider a simple case where we only incorporate two additional knowledge
sources, K1 and K2. The causal relationship among D, M , K1, and K2 is
described by the BN in Figure 3.13(a). Here, M , K1, and K2 are discrete
variables denoted by the square nodes, and D is a continuous variable denoted
by the oval node.

P (D|K ,...,KHowever, the calculation of the global conditional probability
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According to the junction tree algorithm described in Section 3.1.3, several
graphical transformations have to be applied in order to obtain a junction
tree. Figure 3.13(b) shows a moral and triangulated version of the BN from
Figure 3.13(a). However, we can only obtain one cluster/clique with the full
set of variables {D, M , K1, and K2} from this triangulated graph without the
ability to decompose this set any further. Fortunately, since K1 and K2 are
assumed to be independent, we can obtain an equivalent graph, like the one in
Figure 3.13(c), by reversing some arrows. Figure 3.13(d) shows the moral and
triangulated version of this graph. We can then identify the clusters/cliques
and obtain the junction tree outlined in Figure 3.13(e), where the cluster sets
are represented by the oval nodes and the separator sets are represented by
the square nodes.

K2
 K1

 

 

 

 

 

(e)

 

K2
 K1

 

 

 

(d) (c) 

K2
 K1

  K2
 K1

 

 

 

(b) (a) 

DK1MM

D

M

D

M

D

M

D

DK2M

DM

Fig. 3.13. (a) BN topology describing conditional relationship among D, M , K1,
and K2. (b) Moral and triangulated graph of Figure 3.13(a). (c) Equivalent BN
topology. (d) Moral and triangulated graph of Figure 3.13(c). (e) Junction tree of
Figure 3.13(d).

Thus, the joint probability function, P (D,K1,K2,M), according to Eq.
(3.14), becomes

P (D, K1, K2,M) =
P (D, K1,M)P (D, K2, M)

P (D, M)
, (3.26)
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according to Figure 3.13(e), where P (D, K1,M) and P (D, K2, M) are the
cluster potentials and P (D,M) is the separator potential.

The equivalent BN topology of the BN shown in Figure 3.12(a) can be de-
scribed as in Figure 3.14(a) based on similar assumptions and considerations.
The corresponding junction tree is given in Figure 3.14(b), where there are
N clusters of variables {{D, K1, M},{D,K2,M}, ...{D,KN , M}} and N − 1
separators {D, M}.

 DK1M

DM
 

 

 

K1 K2

(a)

 

KN
 

M

D

...

 DKNM

 DK2M

(b)

...
DM

Fig. 3.14. (a) Equivalent BN topology of the BN shown in Figure 3.12(a). (b)
Corresponding junction tree.

The joint probability function of Eq. (3.22) may then be decomposed into

P (D, K1, ...,KN ,M)

=
∏N

i=1 P (D,Ki,M)∏N−1
i=1 P (D, M)

=
∏N

i=1 P (D,Ki,M)

P (D, M)N−1
. (3.27)

This provides a new way of representing, P (D, K1, ..., KN , M), the joint
probability function as a composition of several local joint probability func-
tions P (D,K1,M), ..., P (D,KN ,M), which correspond to the probability of
observational data D given the specific additional knowledge of K1,K2, ..., KN .
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3.2.4 Junction Tree Inference

We obtain

P (D, Ki,M) = P (D|Ki, M)P (Ki|M)P (M), (3.28)

for all P (D, Ki,M) using the chain rule, and thus Eq. (3.27) becomes

P (D,K1, ..., KN ,M)

=
∏N

i=1 P (D, Ki,M)

P (D, M)N−1

=
∏N

i=1{P (D|Ki,M)P (Ki|M)P (M)}
{P (D|M)P (M)}N−1

=
∏N

i=1 P (D|Ki,M)

P (D|M)N−1
P (K1|M)...P (KN |M)P (M).

(3.29)

Comparing this with Eq. (3.22), we observe that

P (D|K1, ...,KN ,M) =
∏N

i=1 P (D|Ki,M)

P (D|M)N−1
, (3.30)

which indicates that P (D|K1, ..., KN ,M) may be decomposed into separate
terms, corresponding to the probability of observing data D given the specific
additional knowledge of K1,K2, ...,KN .

It is now much easier to define, estimate, and calculate several simple in-
stances of P (D|Ki,M) rather than a single but complex P (D|K1, ..., KN , M).

The output probability during inference for given data d, model parameter
m, and additional knowledge source k1j is then calculated as

p(d|k1j
, ..., kNj

,m) =
∏N

i=1 P (D = d|Ki = kij
,M = m)

P (D = d|M = m)N−1
. (3.31)

3.3 Practical Issues of GFIKS

3.3.1 Types of Knowledge Sources

As described in Section 1.4, there exist numerous sources of variability con-
tained in the speech signal that have to be handled by an ASR, in order to
successfully parse a speech stream and extract sequences of words. Thus, to
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examine the efficiency of our proposed framework in handling this issue, we
intend to incorporate various knowledge sources that come from different do-
main, including:

1. Contextual variability:

Wide phonetic-context information, i.e., previous and following context
information.

2. Speaker variability:

• Gender information,
i.e., female and male.

• Accent information,
i.e., American English and Australian English.

3. Environmental variability:

• noise type information,
i.e., subway, babble, car, exhibition hall, restaurant, street, airport and
train station noise.

• noise level information,
i.e., signal-to-noise ratio (SNR) from clean to -5dB.

By applying GFIKS, we attempt to incorporate, not only a single type
of knowledge source, but also the possibility to combine different type of
knowledge sources.

3.3.2 Different Levels of Incorporation

As mentioned in Section 2.3.5, statistical speech recognition consists of multi-
level probability estimation, including estimations at the state, phonetic-unit,
word and sentence levels. Here, we apply our framework starting from the
lowest level of the ASR system, i.e., the acoustic model, because it is arguably
the central part of any speech recognition system (Huang et al., 2001).

Therefore, we attempt to incorporate various knowledge sources, at several
levels of the acoustic model, including:

1. HMM states
2. HMM phonetic unit models
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Fig. 3.15. Incorporating knowledge sources into HMM state (denoted by a small
box) and phonetic unit level (denoted by a large box).

The scheme of incorporation is illustrated in Figure 3.15. We first focus on
how the additional sources of knowledge are incorporated in the HMM state
distribution, denoted by the small box in the figure, and then we focus on
how the additional sources of knowledge are incorporated in HMM phonetic
modeling, denoted by the large box in the figure. Both issues are described in
the following chapter.
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Speech Recognition Using GFIKS

In this chapter, we demonstrate how the statistical speech recognition system
may incorporate additional sources by utilizing GFIKS at different levels,
HMM state and phonetic-unit. We also present some experimental results of
incorporating various knowledge sources, including environmental variability
(i.e., background noise information), speaker variability (i.e., accent and gen-
der information) and contextual variability (i.e., wide-phonetic information).
The incorporation of these knowledge sources may be done only for a single
type of knowledge source, or even the combination between different type of
knowledge sources.

We describe some common considerations of using GFIKS at the HMM
state level in Section 4.1 and at the HMM phonetic-unit level in Section 4.2.
These issues include defining causal relationships between information sources,
inference, training issues, and enhancing model reliability. Then, in Section
4.3, we describe an experimental evaluation of applying the proposed GFIKS
to the task of incorporating various knowledge sources. Finally, in Section 4.4,
the summary of the experiments are presented and the comparison between
different level of incorporation is also discussed.

4.1 Applying GFIKS at the HMM State Level

To apply GFIKS at the HMM state level, we focus solely only on a single
HMM state, as shown by the shaded box in Figure 4.1(a). Corresponding
to the illustration in Figure 3.11(a), the BN topology structure is shown in
Figure 4.1(b), where model M is now our HMM state Q, and D is observation
variable X. Following our presentation of the GFIKS procedure (Section 3.2),
we define the causal relationship and inference.
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Fig. 4.1. (a) Applying GFIKS at the HMM state level. (b) BN topology structure
describing the conditional relationship between HMM state Q and observation vector
X.

4.1.1 Causal Relationship Between Information Sources

Given the BN topology structure shown in Figure 4.1(b), the HMM state PDF
is now represented by the BN joint probability function, which is similar to
Eq. (3.20):

P (X, Q) = P (X|Q)P (Q). (4.1)

We can simply follow Eq. (3.22), giving

P (X, K1, ..., KN , Q)
= P (X|K1, ...,KN , Q)P (K1|Q)...P (KN |Q)P (Q), (4.2)

to incorporate additional knowledge sources K1,K2, ..., KN in our HMM state
distribution P (X,Q) (assuming that all K1,K2, ...,KN are independent given
Q) as shown in Figure 4.2.
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Fig. 4.2. BN topology structure after incorporating additional knowledge sources
K1, K2, ..., KN in HMM state distribution P (X, Q) (assuming that all K1, K2, ..., KN

are independent given Q).

4.1.2 Inference

Our primary interest is to calculate the P (X|K1, ..., KN , Q) of the HMM state
output probability, that can easily be modeled with a Gaussian function. We
thus directly obtain the state output.

If all additional knowledge sources K1, ...,KN are assumed to be hidden as
described in Section 3.2.2, the state output probability is obtained as indicated
in Eq. (3.25), by marginalization over all possible Ki : ki1 , ki2 , ..., kiM

for all
Ki, 1 ≤ i ≤ N :

p(xt|qt) =
M1∑

1j=1

...

MN∑

Nj=1

p(xt|k1j , ..., kNj , qt)p(k1j |qt)...p(kNj |qt). (4.3)

We observe that Eq. (4.3) is equivalent to the state output probability of
the conventional HMM of Eq. (2.43) if we treat term p(k1j

|qt)...p(kNj
|qt) as a

mixture weight coefficients for the Gaussian component P (X|k1j
, ..., kNj

, qt).
Since expressions such as Eq. (4.3) represent a mixture of Gaussians, we are
able to perform recognition using existing HMM-based decoders without the
need for any modification. Furthermore, since the BN is used only to infer the
state output likelihood, we can retain our HMM-based acoustic model topol-
ogy, where HMM state transitions are still used to govern temporal speech
characteristics. This approach is also known as the hybrid HMM/BN mod-
eling framework and is described in (Markov and Nakamura, 2006; Markov
et al., 2003; Markov and Nakamura, 2005). We call this the model obtained by
incorporating additional knowledge at the state level the HMM/BN model.

4.1.3 Enhancing Model Reliability

According to Eq. (4.3), for each value kij
of the additional knowledge source

Ki, there is a corresponding Gaussian mixture component. An example of
observation space modeling by BN with one additional knowledge source Ki
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is shown in Figure 4.3. If all instances of Ki yield M values, then the number
of Gaussians for each Ki may be M . Therefore, the total number of Gaussians
for each state with N knowledge may become MN . If the amount of train-
ing data is not sufficient to obtain a reliable estimate of the increased model
parameters, the overall performance may significantly degrade. It is thus nec-
essary to reduce the number of Gaussians. Any type of clustering technique,
e.g., knowledge-based or data-driven clustering, can be applied here.
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Fig. 4.3. Example of observation space modeling by BN, where each value of Ki

corresponds to a different Gaussian.

4.1.4 Training and Recognition Issues

The parameter training of the HMM/BN model is based on the forward-
backward algorithm, which consists of BN training and updating of the HMM
transition probabilities. This algorithm consists of the following steps:

1. Initialization:
Initialize HMM/BN parameters using the bootstrapping of the conven-
tional HMM model.

2. Forward-Backward algorithm:
Obtain a time-aligned state segmentation of the training data.

3. BN training:
Train the BN using state-labeled training data.

4. Transition probability updating.
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5. Embedded BN/HMM training.

6. Convergence check:
Stop if the convergence criterion is met, otherwise go to step 2.

The training of the state BN in step 3 is done using standard statistical
methods. ML parameter estimation is applied when all variables are observ-
able during training; however, if some variables are hidden, the parameters
may then be estimated using the standard EM algorithm.

For the recognition issues, all of the additional knowledge sources K1, ...,KN

are assumed to be hidden, so the state output probability can be treated as
the state output probability of the conventional HMM (see Section 4.1.1).
Consequently, we simply undertake recognition using existing HMM based
decoders without the need for any modifications.

4.2 Applying GFIKS at the HMM Phonetic-unit Level

To apply GFIKS at the HMM phonetic-unit level, we focus on a single phonetic
unit from the entire HMM as shown in the shaded box in Figure 4.4(a). Similar
to the configuration shown in Figure 3.11(a), the BN topology structure of the
statistical acoustic model is described in Figure 4.4(b), where M is currently
our HMM phonetic model λ, and D is observation segment Xs. Then, following
the GFIKS procedure given in Section 3.2, we define the causal relationship
and inference in the following sections.

4.2.1 Causal Relationship between Information Sources

According to the BN topology structure shown in Figure 4.4(b), the proba-
bility function of HMM phonetic units is now represented by the BN joint
probability function, similar to Eq. (3.20):

P (Xs, λ) = P (Xs|λ)P (λ). (4.4)

We can simply follow Eq. (3.22), giving

P (Xs,K1, ..., KN , λ)
= P (Xs|K1, ..., KN , λ)P (K1|λ)...P (KN |λ)P (λ), (4.5)

to incorporate additional knowledge sources K1,K2, ...,KN in our HMM pho-
netic model, P (Xs, λ) (assuming that all K1,K2, ..., KN are independent given
λ), as shown in Figure 4.5.
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Fig. 4.4. (a) Applying GFIKS at the HMM phonetic-unit level. (b) BN topology
structure describing the conditional relationship between HMM phonetic model λ
and observation segment Xs.
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4.2.2 Inference

Our primary interest is to calculate P (Xs|K1, ..., KN , λ) given input segment
Xs. However, it is difficult to obtain a simple functional form for this con-
ditional PDF, because it involves an HMM model, λ, and a segment, Xs, of
variable duration. Accordingly, we need to decompose P (Xs|K1, ..., KN , λ) by
the junction tree algorithm as described in Section 3.1.3. It can be decomposed
as

P (Xs|K1,K2, ...,KN , λ) =
∏N

i=1 P (Xs|Ki, λ)

P (Xs|λ)N−1
, (4.6)

according to Eq. (3.30), which indicates a new way of representing the HMM
phonetic likelihood P (Xs|K1, K2, ..., KN , λ) through the composition of sev-
eral less complex dependencies, i.e., P (Xs|K1, λ), ..., P (Xs|KN , λ). This corre-
sponds to the likelihood of segment observation data Xs, given the respective
specific additional knowledge of K1,K2,..., or KN .

4.2.3 Enhancing the Model Reliability

The estimates of parameters of knowledge-rich model P (Xs|K1,K2, ..., KN , λ)
(even for the composition model) may become unreliable for insufficient
amounts of training data; this may also be the case for the state output.
The common approach to improve model reliability is to apply a smooth-
ing technique, such as back-off or interpolation. We have investigated three
different approaches:

1. “No decision”:
In this case, no smoothing technique is applied. We always accept the
output value from the composition model P (Xs|K1,K2, ..., KN , λ) as the
final output, so that

P (Xs|λ) = P (Xs|K1,K2, ...,KN , λ). (4.7)

2. “Hard decision”:
Here, we accept only the output value from P (Xs|K1,K2, ..., KN , λ) of
the composition model when it is larger than the output from the base
model P (Xs|λ). Otherwise, we fall back to P (Xs|λ). This is similar to the
back-off technique, but in this case, the back-off weight is either 0 or 1.

P (Xs|λ)

=





P (Xs|K1,K2, ..., KN , λ),
if P (Xs|K1,K2, ..., KN , λ) ≥ P (Xs|λ)

P (Xs|λ),
otherwise

(4.8)

3. “Soft decision”:
Here, we use deleted interpolation, which is described below.
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4.2.4 Deleted Interpolation

Deleted interpolation (DI) is an efficient technique that allows us to fall back
to the more reliable model when the supposedly more precise model is, in fact,
unreliable (Huang et al., 2001).

The concept involves interpolating two separately trained models with
one being more reliably trained than the other. However, instead of inter-
polating the two models, we apply this approach to interpolating two pho-
netic likelihoods, where the phonetic likelihood of the composition model,
P (Xs|K1,K2, ...,KN , λ), is the precise one, while the conventional HMM like-
lihood, P (Xs|λ), is the more reliable one; accordingly, the interpolation pho-
netic likelihood, P (Xs|λ), is obtained as

P (Xs|λ̂) = αP (Xs|K1,K2, ..., KN , λ) + (1− α)P (Xs|λ), (4.9)

where α represents the weight of the HMM phonetic likelihood of the proposed
composition model, and (1 − α) represents the weight of the HMM phonetic
likelihood of the conventional HMM model. If there is a sufficiently large
amount of training data, P (Xs|K1,K2, ...,KN , λ) becomes more reliable and
α is expected to tend towards 1.0. Otherwise, α will tend towards 0.0 so as to
fall back to the more reliable model, P (Xs|λ).

The optimal value of interpolation weights may be estimated using a de-
velopment rather than a training set or using the cross-validation method
(Huang et al., 2001). In this method, the training data is divided into M
parts, and models are trained from each combination of M − 1 parts, with
the deleted part serving as development data to estimate the interpolation
weights. These M sets of interpolation weights are then averaged to obtain
the final weight.

4.2.5 Training and Recognition Issues

All components of the composition model P (Xs|K1, λ), ..., P (Xs|KN , λ) have
been trained separately given the segment observation data Xs and the re-
spective specific additional knowledge of K1,K2,..., or KN .

The implementation of the proposed composition model in an ASR sys-
tem requires a special decoder that can work with several models. This can
be avoided if the proposed models are applied by rescoring the N-best list
generated by a standard HMM-based decoding system. Figure 4.6 shows a
block diagram of such a rescoring procedure.

For each utterance in the test data, an N-best recognition (at the word
level) of the baseline system is performed using a conventional HMM model
and standard two-pass Viterbi decoding. Each N-best hypothesis includes an
AM score, a LM score and a Viterbi segmentation of each phoneme. Then
each phoneme segment in each hypothesis is rescored using the composition
model. In each rescoring, we applied “no decision,” “hard decision,” and “soft
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decision” mechanisms to enhance the model reliability (see Section 4.2.3).
Then, the new scores are combined with the LM score for this hypothesis.
The hypothesis achieving the highest total utterance score among the N-best
is selected as the new recognition output.

N- best

 

list

 

New

 

hypothesis

 

 
Speech waveform

 

Standard decoding
(search algorithm)

 

 

N-best rescoring
with 

composition models

Fig. 4.6. Rescoring procedure with the composition models.

4.3 Experiments with Various Knowledge Sources

4.3.1 Incorporating Knowledge at the HMM State Level

We have incorporated various additional knowledge sources, including back-
ground noise, accent, gender and wide-phonetic knowledge information, by
following a common method of applying GFIKS at the HMM state level as
described in Section 4.1.

Incorporating Gender Information

Every individual person speaks differently. His/her speech reflects physical
characteristics including age, gender, dialect, health, education and personal
style (Huang et al., 2001). This is most noticeably expressed in the difference
between the pitch levels produced by men and women. In general, women
speak with a relatively high-pitched voice and men with a low-pitched voice.
By applying GFIKS as described in the procedure below, we can incorporate
gender information at each HMM state.

a. Causal Relationship and Inference

When we incorporate gender information G in a conventional HMM state,
the BN topology for each HMM state may come to resemble the one shown
in Figure 4.7, where X has the two parents Q and G.
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Fig. 4.7. BN topology structure showing the conditional relationship among HMM
state Q, observation vector X, and additional knowledge source of gender informa-
tion G.

The HMM state PDF is now the BN joint probability model, which is
expressed as:

P (X,G, Q) = P (X|G,Q)P (G)P (Q), (4.10)

where the PDF also depends on gender information G. When G is observ-
able during inference, the HMM state output probability is simply

p(xt|gm, qj) = P (X = xt|G = gm, Q = qj). (4.11)

However, when gender information G is assumed hidden (unknown) during
recognition, the state output probability is calculated by marginalization
over G:

p(xt|qj) =
M∑

m=1

p(gm)p(xt|gm, qj), (4.12)

where, for simplicity, we use the xt, qj , and gm notations instead of 〈X =
xt〉, 〈Q = qj〉, and 〈G = gm〉, respectively. p(gm) is the probability that the
state qj has gender gm (male or female), and p(xt|gm, qj) is the probability
of observation xt given that we are in state qj having gender gm. Here, we
can see that Eq. (4.12) is equivalent to the state output probability of the
conventional HMM of Eq. (2.43), provided we treat the term p(gm|qj) as
a mixture weight coefficient for the Gaussian component P (X|gm, qj).

b. Enhancing Model Reliability

As described in Section 4.1.3, for each value kij of the additional knowl-
edge source Ki, there is a corresponding Gaussian mixture component.
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Here, gender G has two values: M for male and F for female. This means
that the model will only have two gaussian mixture components per state.
Thus, no type of clustering technique needs to be performed here.

c. Training and Recognition Issues

The training procedure is based on the algorithm described in Section
4.1.4. Since all variables, that is, HMM state Q, gender information G
and feature variable X, are observable during training, only simple ML
parameter estimation is applied to the training of the state BN in step 3
of the algorithm.

Recognition is performed using the existing HMM-based decoders without
any modification by applying the above expression (Eq. (4.12)), since it
represent a mixture of Gaussians as used in a standard triphone HMM
acoustic model.

d. Experimental Set-Up

The experiments were conducted on the Wall Street Journal (WSJ0 and
WSJ1) speech corpus task (Paul and Baker, 1992), closely following the
evaluation scenario suggested by “The 1993 Hub and Spoke Paradigm for
Continuous Speech Recognition Evaluation” (Kubala et al., 1994; Pallett
et al., 1994). A brief explanation of the WSJ corpus task may also be
found in Appendix A.3.

The pronunciation dictionary and LM used here are those used in the of-
ficial evaluation. However, since the feature parameter and phoneme-unit
set of an HMM model are not strictly defined in the official evaluation,
we used the basic ATR parameter set-up. These parameters are defined
as follows:

• Front-End Parameters

For feature extraction, we used a sampling frequency of 16 kHz, a
frame length of a 20-ms Hamming window, a frame shift of 10 ms,
and 25 dimensional feature parameters consisting of 12-order MFCC,
∆ MFCC and ∆ log power.

• Unit Set

The phoneme set used here consists of 43 English phonemes plus one
silence (SIL). These are listed in Table 4.1.
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Table 4.1. English phoneme set.

Phn E.g. Trans Phn E.g. Trans

AA odd AA D JH gee JH IY
AE at AE T K key K IY
AH hut HH AH T L lee L IY
AO ought AO T M me M IY
AW cow K AW N knee N IY
AX of AX V NG ping P IH NG
AXR are AXR OW oat OW T
AY hide HH AY D OY toy T OY
B be B IY P pee P IY
CH cheese CH IY Z R read R IY D
D dee D IY S sea S IY
DH thee DH IY SH she SH IY
DX body B AO DX IY T tea T IY
EH ed EH D TH theta TH EY T AH
ER hurt HH ER T UH hood HH UH D
EY ate EY T UW two T UW
F fee F IY V vee V IY
G green G R IY N W we W IY
HH he HH IY Y yield Y IY L D
IH it IH T Z zee Z IY
IX acid AE S IX D ZH seizure S IY ZH ER
IY eat IY T SIL - -

• Acoustic Model Topology Training

Three states were used as the initial HMM for each phoneme. Then,
a shared-state HMnet topology was obtained using an SSS training
algorithm. Since the SSS training algorithm used here is based on the
MDL optimization criterion, the number of shared HMM states is de-
termined automatically by the algorithm. We call this the “MDL-SSS
training algorithm.” Details on MDL-SSS can be found in (Jitsuhiro
et al., 2004).

• Pronunciation Dictionary

Our pronunciation dictionary is the one used in the official “Hub and
Spoke WSJ CSR Evaluation” (Kubala et al., 1994). It has been con-
structed by including all words from the test texts and then adding
words from the WSJ0 word frequency list until 5,000 words are accu-
mulated. Due to subject variability in reading the prompting texts, a
few words have been generated that are outside the specified vocabu-
lary.
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• Language Model

The common 5k-word bigram and trigram LM for the WSJ CSR eval-
uation have been generated at the MIT Lincoln Laboratory. Both are
nominally closed-vocabulary grammars.

e. Accuracy of Recognition

The official “Hub and Spoke Paradigm for Continuous Speech Recognition
Evaluation” used in 1993 for Hub 2 test data had been prepared with the
participation of several institutes:

• Boston University (BU) in Boston, USA (Ostendorf and Digalakis,
1991),

• Cambridge University (CU) in Cambridge, UK (Woodland et al., 1994;
Robinson et al., 1994),

• The International Computer Science Institute (ICSI) in Berkeley, USA
(Morgan et al., 1994),

• France’s National Center for Scientific Research (CNRS-LIMSI) in
Paris, France (Gauvain et al., 1994),

• The Philips GmbH Research Laboratories in Aachen, Germany (Aubert
et al., 1994).

The evaluation has been conducted under two different conditions:

• Primary condition:
Any grammar language model or acoustic training data are allowed to
be used.

• Contrast condition:
Only the standard 5k bigram closed-vocabulary grammar and WSJ0
(7.2k utterances) are used.

Table 4.2 compares the performance of systems evaluated under these
two conditions. The word error rate (WER) for contrast condition ranged
from 17.7% to 8.7%, and the primary condition ranged from 9.2% to
4.9%. The lowest rate for either condition was reported by Cambridge
University’s HTK research group (Woodland et al., 1994). For the primary
condition, evaluation has been conducted using WSJ0 and WSJ1 (SI-284)
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with more than 60 hours of speech. The model was a cross-word triphone,
which consisted of 7,558 tied states with 10 mixture components per state.
Evaluation has been done using a 5k trigram grammar.

Table 4.2. 1993 Hub and Spoke CSR evaluation on Hub 2: 5k read WSJ task
(Kubala et al., 1994; Pallett et al., 1994).

Systems Primary Contrast
WER (%) WER (%)

BU(1) 6.7 11.6
BU(2) 5.4 10.3
BU(3) 5.8 10.8
CU(CON1) 13.5
CU(HTK2) 4.9 8.7
CU(HTK3) 12.5
ICSI 17.7
LIMSI 5.2 9.3
Phillips(1) 9.2 12.3
Phillips(2) 6.4

For our system, we first trained the baseline triphone HMM acoustic model
using the same WSJ0 and WSJ1 (SI-284) training speech data (Paul and
Baker, 1992) without any knowledge of speaker’s gender. We call this
model “gender-independent HMM” or “GIHMM.” The acoustic model
is trained using the “MDL-SSS training algorithm” previously described.
The total number of states is 7097, with four different numbers of Gaussian
mixture components per state: 5, 10, 15, and 20. We have also incorpo-
rated additional knowledge of gender information in the baseline HMM
acoustic model by training gender-dependent AMs. We call this model
“gender-dependent HMM” or “GDHMM.” Only embedded training has
been conducted using gender-specific training data to ensure the same
topology structure for all models.

Next, we obtained time-aligned state segmentation from the same WSJ
training corpus and trained the HMM/BN acoustic model. The model
topology, the total number of states, and the transition probabilities are all
the same as those of the baseline with 7097 states. However, the HMM/BN
state conditional distribution has been trained with dependence on gender
information (male or female). In order to obtain the same total number
of Gaussians, each gender condition (male or female) was trained corre-
sponding to a 5-, 10-, 15-, and 20-mixture component baseline. The main
functional difference between these two systems is that the HMM/BN sys-
tem explores the hidden dependencies of the gender condition.
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The results from the 5k Hub WSJ task are shown in Table 4.3. The best
GIHMM baseline performance was obtained by the model with 7097 states
with 15 and 20 mixture components per state obtaining 6.2% WER. The
gender-dependent model (GDHMM) could slightly improve this perfor-
mance. However, by changing the probability distribution of states to in-
corporate the gender information through BN (and keeping the other pa-
rameters the same), we improved recognition performance from the base-
line by up to 12.9% in terms of relative WER reduction. This shows that
by explicitly conditioning each Gaussian on each gender condition depen-
dency, instead of just implicitly learning it by the EM algorithm, we can
better model the overall PDF, thus achieving higher performance.

Table 4.3. HMM/BN system performance on Hub 2: 5k read WSJ task.

GIHMM GDHMM Proposed
#States #Mixtures baseline baseline HMM/BN

5 6.5 6.2 6.2
7097 10 6.5 5.9 5.4

15 6.2 6.3 5.9
20 6.2 6.2 5.9

The best results of our HMM baseline systems and the proposed HMM/BN
model are illustrated in Figure 4.8, together with all systems from the
“Hub and Spoke Paradigm for Continuous Speech Recognition Evalua-
tion” for the primary condition of the WSJ Hub2-5k task. This figure
shows that our systems performed competitively, and with HMM/BN we
have been able to improve our position to roughly the third ranking one.

Fig. 4.8. Recognition accuracy rates of proposed HMM/BN, which are comparable
with those of other systems from the “Hub and Spoke Paradigm for Continuous
Speech Recognition Evaluation” for primary condition of WSJ Hub2-5k task.
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Incorporating Background Noise Information

When speech is contaminated by background noise, feature vectors change
their distributions, and this change depends on the noise type as well as on
the signal-to-noise ratio (SNR) (Markov and Nakamura, 2003). By applying
GFIKS, we can incorporate both noise type and SNR information at each
HMM state and then express their dependencies as defined below.

a. Causal Relationship and Inference

The causal relationship between HMM state Q, observation vector X, and
additional knowledge sources of noise type N and SNR value S may be
described with the BN topology shown in Figure 4.9.

SN  Q

X

 

Fig. 4.9. BN topology structure describing the conditional relationship between
HMM state Q, observation vector X, and additional knowledge sources of noise
type N and SNR value S.

Following Eq. (4.2), the HMM state PDF is the BN joint probability
model, which is expressed as

P (X, N, S, Q) = P (X|N, S, Q)P (N)P (S)P (Q), (4.13)

where the model depends on noisy type N and SNR value S. When N
and S are observable during inference, the HMM state output probability
is simply

p(xt|nm, sn, qj) = P (X = xt|N = nm, S = sn, Q = qj). (4.14)

However, assuming N and S to be hidden (unknown) during recognition,
the state output probability is then calculated by marginalization over N
and S:

p(xt|qj) =
MN∑
m=1

MS∑
n=1

p(nm)p(sn)p(xt|nm, sn, qj), (4.15)

where, for simplicity, we use the xt, qj , nm and sn notations instead of
〈X = xt〉, 〈Q = qj〉, 〈N = nm〉 and 〈S = sn〉, respectively. p(nm) is the
probability that state qj has noisy type nm, p(sn) is the probability that
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state qj has SNR value sn, and p(xt|nm, sn, qj) is the probability of ob-
servation xt given that we are in state qj having noise type nm and SNR
value sn. Here, we can see that Eq. (4.15) is equivalent to the state output
probability of the conventional HMM of Eq. (2.43) if we treat the term
p(nm|qj)p(sn|qj) as a mixture weight coefficient for the Gaussian compo-
nent P (X|nm, sn, qj).

b. Enhancing Model Reliability

Different real-world noises N are selected over a range of SNR S values.
Since the total number of corresponding Gaussian mixture components
will also be limited, no clustering technique needs to be performed here.

c. Training and Recognition Issues

The training procedure is based on the algorithm described in Section
4.1.4. Since all variables, including triphone state Q, noise type N , SNR
value S, and feature variable X, are observable during training, only sim-
ple ML parameter estimation is applied to the training of the state BN in
step 3 of the algorithm.
Recognition is performed using the existing HMM-based decoders without
any modification. The HMM state output probability is calculated using
Eq. (4.15).

d. Experimental Set-Up

The experimental set-up followed closely the evaluation scenario used for
the well-known AURORA2 evaluation task (Hirsch and Pearce, 2000).
This is a noisy-speech speaker-independent digits task, generated by Er-
icsson Eurolab as a contribution to the ETSI STQ-AURORA DSR Work-
ing Group. The source speech of this database is TIDigits, consisting of
a connected-digits task using the following eleven words: “zero,” “oh,”
“one,” “two,” “three,” “four,” “five,” “six,” “seven,” “eight,” and “nine,”
spoken by American English talkers (a brief explanation can also be found
in Appendix A.1).

The detailed parameter set-up is defined as follows:

• Front-End Parameters

For feature extraction, we used a sampling frequency of 16 kHz, a
frame length of a 20-ms Hamming window, a frame shift of 10 ms, and
standard 39-dimensional feature parameters consisting of 12 MFCC
coefficients plus power, as well as ∆ and ∆∆ MFCC.



96 4 Speech Recognition Using GFIKS

• Unit Set

No phoneme set has been used here, since only eleven words can be
recognized. Each word is modeled by each HMM.

• Acoustic Model Topology Training

Since this is based on a word model, 16-state HMMs have been used
for each word. No special state-tying training algorithm has been per-
formed here.

• Pronunciation Dictionary

No pronunciation dictionary has been used here, since it is only a
word-based HMM of digits.

• Language Model

Furthermore, no LM has been used here, since there is no syntactical
or semantical restriction on the sequence of digits.

e. Accuracy of Recognition

Prior work by Markov and Nakamura (2003) describes some experimental
results on incorporating noise information in the HMM state. A summary
of these experiments is presented here.

The primary interest is to compare the HMM/BN system with a multi-
condition trained HMM system. The training set consists of 8440 utter-
ances (about 4.167 hours of speech time), which are spoken by 55 female
and 55 male speakers. A selection of 8 different real-world noises is added
over a range of SNR ratios, which consists of four different noises (subway,
babble, car, exhibition hall), and four SNR values (20 dB, 15 dB, 10 dB,
5 dB).

Each word in the multi-conditional HMM baseline system is modeled by
a 16-state HMM with 3 mixtures per state. Only the silence model uses
3 states with 6 mixtures per state. Using the same training set, we have
obtained time-aligned state segmentation. The model topology, the to-
tal number of states, and the transition probabilities are all the same as
those of the HMM baseline. The training set has been divided by noise
type and SNR value, and the HMM/BN state conditional distribution has
been trained for each condition separately.
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Test sets A and B were used here, where test set A contains the same noise
types used in multi-condition training, while test set B contains four dif-
ferent noises: restaurant, street, airport and train station. In both test
sets, two SNR values, 0 dB and -5 dB, are added.

Table 4.4 summarizes the recognition results for both test sets A and B.
As discussed in (Markov and Nakamura, 2003), the HMM/BN model per-
formance was much higher than the baseline HMM system for the closed
noise condition test (test set A), especially for the low SNR conditions.
This shows that by incorporating the noise type and SNR value informa-
tion, the state Gaussian mixtures of the HMM/BN model could model
the complex distribution of multiple-noise and SNR conditions in a better
way. On average, this yielded 36.4% relative improvement. However, in the
mismatch noise condition (test set B), performance degradation occurred.
One reason for this was the fact that the state Gaussian mixtures of the
HMM/BN model have no knowledge available on the new noise types. On
the other hand, the state Gaussian mixtures of the HMM baseline clearly
do not model very well the complex distribution from multiple-noise and
SNR conditions, which, however, makes it easier to generalize over unseen
data.

Table 4.4. Recognition accuracy rates (%) for proposed HMM/BN on AURORA2
task.

SNR Test set A Test set B
HMM HMM/BN HMM HMM/BN

Clean 98.54 98.83 98.54 98.83
20 dB 97.52 98.12 96.96 97.26
15 dB 96.94 97.65 95.38 95.05
10 dB 94.59 96.04 92.58 90.27
5 dB 87.51 91.70 83.50 78.00
0 dB 59.84 76.11 58.91 48.70
-5 dB 23.46 35.79 23.86 3.18

In addition, we compared the performances of three different systems:
HMM, DBN (Bilmes et al., 2001), and the proposed HMM/BN (Figure
4.10). As can be seen by the results, the proposed HMM/BN performs
even better than DBN, especially at low SNRs.More detailed experiments
can be found in (Markov and Nakamura, 2003).
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Fig. 4.10. Comparison of different systems: HMM, DBN (Bilmes et al., 2001), and
proposed HMM/BN

Incorporating Wide-phonetic Context Information

As discussed in Section 3.3.1, by incorporating a wider context than the tri-
phone, more than just one preceding and one following phonetic context may
be taken into account. It may be possible to improve the acoustic capability to
handle the coarticulation effects that exist in everyday conversational speech.
In this work, we attempted to incorporate a pentaphone context having the
form /a−−, a−, a, a+, a++/.

a. Causal Relationship and Inference

Based on our GFIKS approach, we have extended our conventional HMM
with triphone /a−, a, a+/ to the pentaphone /a−−, a−, a, a+, a++/. This
has been achieved by adding second preceding and succeeding contexts,
CL (/a−−/) and CR (/a++/), to the triphone state PDF using the BN.

One possible implementation of this approach is the assumption that the
added preceding and following contexts mainly affect the outer states of
the triphone HMM model, so that only the left and right states have
additional knowledge. The left, center, and right state output probability
distributions can be represented by three different BN topologies as shown
in Figure 4.11(a), (b) and (c), respectively.
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Fig. 4.11. BN topologies of the left state (a), center state (b), and right state (c)
of LR-HMM/BN for modeling a pentaphone context /a−−, a−, a, a+, a++/.

As can be seen, only BNL and BNR have an additional discrete variable
CL and CR associated with the second preceding and following contexts,
respectively. BNC does not have any additional context variable. We call
this model LR-HMM/BN.

The state PDF of the pentaphone HMM/BN model is the BN joint prob-
ability model, which is expressed as:

P (X, C,Q) = P (X|C, Q)P (C|Q)P (Q), (4.16)

where the model depends on the second preceding or succeeding context
C. When C is observable, the left/right state output probability is simply

p(xt|cm, qj) = P (X = xt|C = cm, Q = qj). (4.17)

However, since the second preceding/following context C (CL or CR) is
assumed hidden during recognition, the left/right state output probability
is then calculated by marginalization over C:

p(xt|qj) =
M∑

m=1

p(cm|qj)p(xt|cm, qj), (4.18)

where, for simplicity, we use the xt, qj , and cm notations instead of
〈X = xt〉, 〈Q = qj〉, and 〈C = cm〉, respectively. p(cm|qj) is the prob-
ability that state qj has the second preceding/following contexts cm, and
p(xt|cm, qj) is the probability of observation xt given that we are in state
qj having the second preceding/following contexts cm. Here, we can see
that Eq. (4.18) is equivalent to the state output probability of the con-
ventional HMM of Eq. (2.43) if we treat the term p(cm|qj) as a mixture
weight coefficient for the Gaussian component P (X|cm, qj).
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We then incorporated the wide-context dependencies into the center state
of the triphone HMM model. The state BN topologies for this case are
shown in Figure 4.12. BNL and BNR are the same as before, while BNC

has two additional context variables: the second preceding (CL) and the
second following (CR) contexts. Since all states have wide-context vari-
ables, we call this model LRC-HMM/BN.

(a) BN L
(b) BNC (c) BNR
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Fig. 4.12. BN topologies of the left state (a), center state (b), and right state (c)
of LRC-HMM/BN, for modeling a pentaphone context /a−−, a−, a, a+, a++/.

The output probability for the left/right state is obtained as in LR-
HMM/BN. Here, the center state output probability is obtained from
BNC , assuming also that both additional knowledge CL and CR are hid-
den during recognition and take NL and NR values:

p(xt|qj) =
ML∑

l=1

MR∑
r=1

p(cl|qj)P (cr|qj)p(xt|cl, cr, qj), (4.19)

where, we use xt, qj , cl, and cr notations instead of 〈X = xt〉, 〈Q = qj〉,
〈CL = cl〉, and 〈CR = cr〉, respectively. p(cl|Q)p(cr|qj) are the proba-
bilities that the center state qj has the second preceding and following
contexts (cl and cr), and p(xt|cl, cr, qj) is the probability of observation
xt given that we are in the center state qj having the second preceding and
following contexts, cl and cr, respectively. Here, we can see that Eq. (4.19)
is also equivalent to the state output probability of the conventional HMM
of Eq. (2.43) if we treat the term p(cl|qj)P (cr|qj) as a mixture weight co-
efficient for the Gaussian component P (X|cl, cr, qj).

b. Enhancing Model Reliability

The observation space modeling by BN, where a different value of the
second following context CR corresponds to a different Gaussian is shown
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in Figure 4.13. Here, for this additional context, we used both knowledge-
based phoneme classes and data-driven clustering techniques.
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Fig. 4.13. Observation space modeling by BN, where a different value of second
following context CR corresponds to a different Gaussian.

• Knowledge-based Approach

In this method, the specific knowledge of the contextual unit is explic-
itly used to guide the classification procedure (Huang et al., 2001). For
example, if our additional knowledge Ki represents phoneme contexts,
then we can use major distinctions in the manner of articulation. Many
phonemes having the same location of articulation tend to have sim-
ilar effects on the neighboring phonemes. For example, /b/ and /p/
have similar effects on the following vowel, as do /n/ and /m/. Here,
in order to reduce the parameter size, we group the phoneme contexts
based on major distinctions in the manner of articulation. Table 4.5
shows an example of knowledge-based phoneme classes adapted from
the classification in (Odell, 1995).

Table 4.5. Knowledge-based phoneme classes based on manner of articulation.

Classes Phonemes

Plosives b, d, g, k, p, t
Nasal m, n, ng
Fricatives ch, dh, f, jh, s, sh, th, v, z, zh
Liquid hh, l, r, w, y
Vowels ih, ix, iy, eh, ey, aa, ae, aw, axr,

ay, er, ao, ow, oy, uh, ah, ax, uw
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By also considering the amount of training data, each of these termi-
nal nodes is divided into more detailed nodes, such as plosive bilabials,
plosive velars, and fricative glottals. Based on this tree, we can clus-
ter N (NL or NR) second preceding/following contexts into L classes
where L < N as shown in Figure 4.14.
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Fig. 4.14. Knowledge-based phoneme classes of the observation space.

• Data-driven Approach

Data-driven clustering is also a common approach to parameter ty-
ing. Instead of clustering the data based on specific knowledge, they
are clustered based on some similarity measure, regardless of the pho-
netic context they represent (Friedman and Goldszmidt, 1998). Ini-
tially, each Gaussian is placed in a separate cluster, and then the clus-
ters that would form the smallest resulting cluster when combined are
merged. The distance metric is determined by the Euclidean distance
between the Gaussian means as shown in Figure 4.15.

This process is repeated until the total number of clusters falls below
a certain threshold. With this clustering technique, we can set-up any
total number of Gaussian components so that it corresponds to the
averaged fixed number of mixture components per state, i.e., L mix-
ture components, where L < N as shown in Figure 4.16.
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Gaussian space

Fig. 4.15. Determining distance metric by Euclidean distance.
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Fig. 4.16. Data-driven phoneme classes of observation space.

c. Training and Recognition Issues

The training procedure is based on the algorithm described in Section
4.1.4. Since all variables, including triphone state Q, second preceding
(CL) context, second following (CR) context, and feature variable X, are
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observable during training, only simple ML parameter estimation is ap-
plied to the training of the state BN in step 3 of the algorithm.
We perform recognition using the existing triphone HMM-based decoders
without any modification. The state output probability is calculated using
Eqs. (4.18) and (4.19).

d. Experimental Set-Up

These experiments were conducted on the ATR basic travel expression
corpus (BTEC) task. The ATR basic parameter set-up can be described
as follows:

• Front-End Parameters

Speech data are processed with 16 kHz sampling frequency, a frame
length of a 20-ms Hamming window, a frame shift of 10 ms, and
25-dimensional feature parameters consisting of 12-order MFCCs, ∆
MFCCs and ∆ log power.

• Phoneme Set

The phoneme set used here consists of 43 English phonemes plus one
silence (SIL) as listed in Table 4.1.

• Acoustic Model Topology Training

Acoustic models have been trained using the “MDL-SSS training al-
gorithm.”

• Pronunciation Dictionary

The pronunciation dictionary used here consists of about 37 k words
and is based on US-accented pronunciations.

• Language Model

We have used both bigram and trigram language models that have
been trained on about 150,000 travel-related sentences.

e. Accuracy of Recognition

We have used SI-284 WSJ training speech data to train our baseline tri-
phone HMM acoustic model (see Section A.3). As our standard mecha-
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nism, three states have been used in the initial HMM for each phoneme.
Then, a shared-state HMnet topology was obtained using an SSS train-
ing algorithm. Since incorporating wide-phonetic context information in-
creases the number of parameters, we set up the MDL parameter to reduce
the number of states, i.e., 1,144. Four different numbers of Gaussian mix-
ture components per state have been generated: 5, 10, 15, and 20. Each
Gaussian distribution has a diagonal-covariance matrix.

The performances of the models have been tested on the ATR BTEC
(Takezawa et al., 2002, a brief explanation can also be found in Appendix
A.4), which is quite different from the training corpus. In this study, we
randomly selected 200 utterances from 4,080 utterances spoken by 40 dif-
ferent speakers (20 Males, 20 Females). The best baseline HMM perfor-
mance was 87.98% word accuracy, obtained by a triphone HMM with 15
Gaussians per state.

Using the same database corpus, we obtained time-aligned state segmen-
tation. First, we evaluated the hybrid pentaphone LR-HMM/BN and
trained BNL/BNR with second preceding/following contexts as addi-
tional discrete variables. The center state BNC is equivalent to the stan-
dard HMM state PDF modeled as a mixture of Gaussians. Thus, as a cen-
ter state of the HMM/BN model, we have used the five corresponding com-
ponent mixture states from the baseline acoustic model. The HMM/BN
state topology, the total number of states, and the transition probabilities
are all the same as those of the baseline.

The initial HMM/BN model used a 44-phoneme context set for C (C =
c1, c2, ..., c44). During training, some phoneme contexts cn did not exist
due to grammatical rules or were unseen in the training data, which after
training resulted in about 30 Gaussians on average per left/right state.
Since the center-state parameters remain the same as those of the base-
line triphone 5-mixture-component HMM, the final hybrid LR-HMM/BN
model has about 24 mixtures per state (on average).

Then, as described in part (b.)“Enhancing Model Reliability” above, we
have reduced the 44-phoneme set to 30, 20, 10, and 6 classes by using
knowledge-based phoneme clustering. Keeping the center state at five
Gaussians per state resulted in hybrid LR-HMM/BN models with 18,
13, 8, and 5 component mixtures on average, respectively. The results of
the pentaphone LR-HMM/BN with different kinds of phoneme class sets
are shown in Figure 4.17. For comparison, we have included the HMM tri-
phone baseline with the 15 component mixtures, which showed optimum
performance.
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Fig. 4.17. Recognition accuracy rates of pentaphone LR-HMM/BN using
knowledge-based second preceding and following context clustering.

We have also evaluated the hybrid pentaphone LRC-HMM/BN model and
trained the BNC with both second preceding and following contexts as
additional discrete variables. The left and right states (BNL and BNR)
are the same as in the hybrid pentaphone LR-HMM/BN. The HMM/BN
state topology, the total number of states, and the transition probabil-
ity are also those of the baseline. The initial HMM/BN model used a
44-phoneme context set for C (C = c1, c2, ..., c44). During training, some
phoneme contexts cn did not exist due to grammatical rules or were unseen
in the training data, which after training resulted in about 412 Gaussians
on average per center state and 30 Gaussians on average per left/right
state. The average for the final hybrid pentaphone LRC-HMM/BN model
was about 142 mixtures per state. To reduce the number of Gaussians, we
clustered the 44-phoneme-context set into 30, 20, 10, and 6 classes using
knowledge-based phoneme clustering. As a result, the hybrid pentaphone
LRC-HMM/BN models had 108, 70, 29, and 13 component mixtures, re-
spectively.

The results of the pentaphone LRC-HMM/BN with different kinds of
phoneme class sets are shown in Figure 4.18. By changing only the prob-
ability distribution of states to incorporate a wider phonetic context
through BN (and keeping the other parameters the same), the recog-
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nition performance could be improved. The pentaphone LR-HMM/BN
with 30 classes is the best, and further reducing the number of param-
eters degrades performance. Nevertheless, even the worst performance is
still better than the baseline. The pentaphone LRC-HMM/BN with a
44-phoneme set (142 mixtures per state) performed only slightly better
than the HMM baseline due to the huge number of parameters. By reduc-
ing the number of Gaussians, the resulting performance can be improved
from 88.05% to 88.82%. This best performance of the pentaphone LRC-
HMM/BN is obtained with 10 classes (29 Gaussians per state). For the
optimal size of CL and CR using the knowledge-based phoneme clustering,
both LRC-HMM/BN and LR-HMM/BN models achieved similar perfor-
mance.

Fig. 4.18. Recognition accuracy rates of pentaphone LRC-HMM/BN using
knowledge-based second preceding and following context clustering.

In order to compare the pentaphone HMM/BN model and the baseline
having the same total number of Gaussians, we used data-driven cluster-
ing to reduce the size of the initial HMM/BN model to correspond to a
5-, 10-, 15-, and 20-mixture component baseline. The center state of the
pentaphone LR-HMM/BN also had the corresponding mixture compo-
nent size.

The results of the triphone HMM baseline, the pentaphone LR-HMM/BN,
and the pentaphone LRC-HMM/BN are shown in Figure 4.19. It can be
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seen that within the same number of parameters, both types of pentaphone
HMM/BN outperform the baseline. The best performance of the penta-
phone LR-HMM/BN is obtained with 15 Gaussian mixtures, which pro-
vides about a 9% reduction in relative WER, while the best performance
of the pentaphone LRC-HMM/BN is obtained with 20 Gaussian mixtures,
which gives about a 10% reduction in relative WER. Both differences are
significant at the 5% level calculated using the Sign test (Hays, 1988). A
brief explanation of significant hypothesis can also be found in Appendix
D. On average, both the LRC-HMM/BN and LR-HMM/BN models also
achieved similar performances as before, indicating that knowledge-based
and data-driven clustering techniques are equally efficient in reducing the
number of Gaussian components.

Fig. 4.19. Recognition accuracy rates of pentaphone LR-HMM/BN and LRC-
HMM/BN using data-driven Gaussian clustering.

Work by other researchers has indicated that a model with a varied num-
ber of mixture components often outperforms a model with a fixed num-
ber of mixture components, when both models have almost the same total
number of Gaussians (Valtchev et al., 1997). To confirm that the superior
performance of our proposed models is not caused by this effect, we con-
ducted additional experiments using a triphone HMM model with a varied
number of mixture components per state. This model was trained by sim-
ply assigning the number of mixture components per state depending on
the amount of training data for that state. The LR-HMM/BN had a fixed
number of mixture components per state trained by applying data-driven
clustering for each state.
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With both models having approximately 15 mixture components per state,
their performances were compared with the baseline and the previous pen-
taphone HMM/BN models, and the results are shown in Figure 4.20. The
performance of the LR-HMM/BN with a fixed number is still better than
that achieved by the triphone models with a varied number of mixture
components. This indicates that the coarticulation variability is higher
than the variability of most other factors. Thus, by explicitly condition-
ing each Gaussian on such pentaphone-context dependency, instead of just
implicitly learning it using the EM algorithm, we can better model the
overall PDF, thus achieving an improvement in performance.

Fig. 4.20. Comparing recognition accuracy rates of triphone HMM and pentaphone
HMM/BN models with a fixed and a varied number of mixture components per state,
but having the same 15 mixture components per state on average.

Incorporating Multiple Knowledge: Accent, Gender and
Wide-phonetic Context Information

a. Causal Relationship and Inference

Using the GFIKS framework, we may also further extend the pentaphone
BN with other additional knowledge variables, such as gender or accent
information. To simplify the topology, we first set-up the incorporation of
two additional knowledge, CL and CR, in the same way for each triphone
HMM state Q (left, center and right) as shown in Figure 4.21. We call
this the full LRC-HMM/BN, or fLRC-HMM/BN, topology.
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Fig. 4.21. Topology of fLRC-HMM/BN for modeling a pentaphone context
/a−−, a−, a, a+, a++/, where state PDF has additional variables CL and CR rep-
resenting the second preceding and following contexts, respectively.

Each HMM state PDF is currently represented by the BN joint probability,
which according to Eq. (4.2) can be decomposed as

P (X,CL, CR, Q)
= P (X|CL, CR, Q)P (CL|Q)P (CR|Q)P (Q), (4.20)

where X depends on both second preceding context CL and second fol-
lowing context CR. Since X is continuous and CL, CR, and Q are discrete
variables, P (X|CL, CR, Q) is modeled with a Gaussian function, and both
P (CL|Q) and P (CR|Q) are represented by a CPT.

The state output probability can be obtained from P (X|CL, CR, Q), and
assuming that the additional context variables, CL and CR, cannot be
observed (are hidden) during recognition, as in Eq. (4.3),

p(xt|qj) =
ML∑

l=1

MR∑
r=1

p(cl|qj)p(cr|qj)p(xt|cl, cr, qj), (4.21)

which is equivalent to the state output probability of the conventional
HMM in Eq. (2.43), if we treat term p(cl|qj)p(cr|qj) as a mixture weight
coefficient for the Gaussian component, P (X|cl, cr, qj). Consequently, here
a Gaussian PDF is trained for all combinations of cl, cr, qj .

We can now further extend the pentaphone BN with gender or accent in-
formation using this framework. Figure 4.22 describes several examples of
conditional relationship structures among triphone HMM state Q, obser-
vation data X, the two additional variables, CL and CR, and the gender,
G, or accent, A, variables. The BN topology becomes that illustrated in
Figure 4.22(a) by extending fLRC-HMM/BN with an additional variable
of gender G, and this is denoted as fLRCG-HMM/BN. The BN topology
becomes the one in Figure 4.22(b) by extending fLRC-HMM/BN with the
additional accent variable A, and this is called fLRCA-HMM/BN. The BN
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topology in Figure 4.22(c) is extended with both accent and gender vari-
ables, and this is called fLRCAG-HMM/BN.
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Fig. 4.22. (a) fLRCG-HMM/BN topology with additional knowledge G, CL and
CR, (b) fLRCA-HMM/BN topology with additional variables A, CL, and CR, and
(c) fLRCAG-HMM/BN topology with additional knowledge A, G, CL, and CR.

Each HMM state PDF for the fLRCAG-HMM/BN example (see Figure
4.22(c)) is expressed as

P (X, CL, CR, Q,A, G)
= P (X|CL, CR, Q, A, G)P (CL|Q)P (CR|Q)

P (Q)P (A)P (G), (4.22)

where X depends on accent A, gender G, the second preceding context,
CL, and the second following context, CR. The state output probability
can also be obtained from P (X|CL, CR, Q,A, G) in a similar way to that
in Eq. (4.21):

p(xt|qj) =
MA∑
n=1

MG∑
m=1

ML∑

l=1

MR∑
r=1

p(an)p(gm)p(cl|qj)p(cr|qj)

p(xt|cl, cr, qj , an, gm). (4.23)

Here, we also treat the term, p(an)p(gm)p(cl|qj)p(cr|qj), as a mixture
weight coefficient for the Gaussian component, P (X|cl, cr, qj , an, gm), so
that each Gaussian PDF is trained for each combination of cl, cr, qj , an, gm.

b. Enhancing Model Reliability

If the amount of training data is not enough to obtain a reliable estimate of
the increased model parameters, the overall performance may degrade sig-
nificantly. Any type of clustering technique as described in Section 4.3.1,
i.e., knowledge-based or data-driven clustering, can also be applied here.



112 4 Speech Recognition Using GFIKS

c. Training and Recognition Issues

The training procedure is also based on the algorithm described in Section
4.1.4. Since all variables, including triphone state Q, accent A, gender G,
second preceding (CL) context, second following (CR) context, and feature
variable X are observable during training, only simple ML parameter esti-
mation is applied to the training of the state BN in step 3 of the algorithm.

Recognition has been performed using existing triphone HMM based de-
coders without modification. The state output probability has been cal-
culated using Eqs. (4.21) and (4.23).

d. Experimental Set-Up

These experiments were conducted on accented speech of the ATR BTEC
task. The ATR basic parameter set-up is similar to the one described in
Section 4.3.1.

e. Accuracy of Recognition

The proposed pentaphone models have been trained using the same
amount of training data for all accent data labeled with phoneme-class
context variables. The model state topology, the total number of states,
and the transition probabilities were all identical to those of the triphone
HMM baseline. Therefore, they all had similar complexity in terms of the
number of parameters. The main difference is only in the probability dis-
tribution of states where each Gaussian has been explicitly conditioned
on CL or CR. All Gaussian components in the HMM baseline, in contrast,
have been learned implicitly by the EM algorithm, without any “mean-
ingful” interpretation of the mixture index.

Some phoneme context classes of CL or CR did not exist due to gram-
matical rules or did not appear in the training data, which after training
resulted in about 50 Gaussians per state on average. We used a data-driven
clustering technique and reduced the size of the pentaphone models to cor-
respond to 5, 10, 15, and 20 mixture components per state; this was done
to avoid unreliably estimated parameters and to compare in a valid way
the performance with that of the baseline system by having exactly the
same total number of Gaussians.

The performances for the models having 5, 10, and 20 mixture components
per state are shown in Figure 4.23. For the case of 5 mixture components
per state, the triphone baseline without any additional knowledge achieved
83.60% word accuracy. However, for the accent-gender-dependent models,
it decreased to 82.11% word accuracy. This may be due to the size of the
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Fig. 4.23. Recognition accuracy rates of proposed HMM/BN models having iden-
tical numbers of 5, 10, and 20 mixture components per state.
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training data, which is much smaller compared to the other baseline mod-
els. By changing only the probability distribution of states to incorporate
various types of knowledge sources through the BN, we obtained signif-
icantly improved recognition of 85.03% word accuracy. Overall, through
using different mixture components per state, the results show that, the
proposed pentaphone models consistently outperform the standard HMM
baseline. The differences are significant at the 5% level calculated using
the Sign test (see Appendix D).

To investigate the effect of using fLRC-HMM/BN in more detail, we have
evaluated it on a test set of matching accents, where the test data con-
sisted of 200 randomly selected utterances from each accent type (US and
AUS). The results obtained with models of different numbers of mixture
components are summarized in Table 4.6. It can be seen that the proposed
pentaphone models always performed better than the baseline with the
same number of parameters. The best performance for the US pentaphone
HMM/BN was obtained with 10 Gaussian mixtures, which resulted in a
relative reduction in WER of about 8%, and the best performance for the
AUS pentaphone was obtained with 20 Gaussian mixtures, which resulted
in a relative reduction in WER of about 11%.

Table 4.6. Recognition accuracy rates (%) for proposed pentaphone HMM/BN
model using fLRC-HMM/BN (see Figure 4.22) on a test set of matching accents
with different numbers of mixture components.

US accent AUS accent
Mixture Triphn Proposed Triphn Proposed
number baseline HMM/BN baseline HMM/BN

5 mix 84.30 85.19 82.33 84.24
10 mix 84.66 85.91 82.21 84.12
15 mix 84.78 85.55 83.46 84.18
20 mix 85.25 85.67 82.63 84.60

We have also evaluated the performance of these pentaphone models on
a test set of mismatched accents, e.g., the model trained on US speech
has been tested on the AUS speech test data and vice versa. The results
obtained using the models with 15 mixture components are summarized
in Table 4.7. The results from evaluating matching accents are also in-
cluded to enable easy comparison. We can see that the pentaphone model
on mismatched accents still consistently outperforms the standard HMM
triphone model.
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Table 4.7. Recognition accuracy rates (%) for proposed pentaphone HMM/BN
model using fLRC-HMM/BN (see Figure 4.22) on a test set of mismatched accents
with 15 mixture components.

US accent AUS accent
Accented Triphn Proposed Triphn Proposed
test set baseline HMM/BN baseline HMM/BN

US test 84.78 85.55 75.22 76.96
AUS test 64.78 65.43 83.46 84.18

We have conducted additional experiments on a conventional pentaphone
HMM model with 2,202 states, which has been trained from scratch using
MDL-SSS, to investigate whether the superior performance of our pro-
posed models is due mainly to the wide-phonetic context. In order to
avoid decoding complexity, the model has been implemented by rescor-
ing the N-best list generated from a standard and unmodified triphone
ASR system, as we did in our previous studies (Sakti et al., 2006). The
results for all types of models with five mixture components per state are
displayed in Figure 4.24.

Fig. 4.24. Comparing recognition accuracy rates of different systems: triphone
HMM baseline, pentaphone HMM baseline, and the proposed pentaphone HMM/BN
models having the same five mixture components per state.
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In the case of context dependencies only, the pentaphone HMM baseline
produced slight improvement over the triphone HMM baseline. This may be
due to the sparseness of training data. The resolution of the context was then
reduced, since there seemed to be too many different pentaphone contexts
sharing the same Gaussian components. By incorporating the pentaphone
knowledge in the triphone state PDF by means of a BN, a better performance
could be obtained. The performance of the pentaphone HMM baseline did
not decrease when gender and accent were incorporated, as was the case for
the triphone HMM baseline and the proposed HMM/BN model, which is
probably due to the use of interpolation in the rescoring process. However,
the best performance was still obtained by the proposed HMM/BN model.

4.3.2 Incorporating Knowledge at the HMM Phonetic-unit Level

We have applied GFIKS at the HMM phonetic-unit level following the com-
mon consideration described in Section 4.1. Here, we have also attempted
to incorporate various additional knowledge sources, including wide-phonetic
context, accent and gender information.

Incorporating Wide-phonetic Context Information

The GFIKS has been applied to the problem of extending triphone context
/a−, a, a+/ to the pentaphone /a−−, a−, a, a+, a++/.

a. Causal Relationship and Inference

We incorporate the additional second preceding context CL of /a−−/ and
succeeding context CR of /a++/ into the probability function P (Xs|λ)
using the proposed GFIKS framework. The causal relationship among
Xs, λ, CL, and CR is described by the BN shown in Figure 4.25 (similar
to the one in Figure 3.13(a)).

 

/a- -/

 
LC

/a++/

RC

/a-,a,a+/

λ

Xs

Fig. 4.25. BN topology structure describing the conditional relationship among Xs,
λ, CL, and CR.
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Here, we decompose P (Xs|CL, CR, λ) using the junction tree algorithm
as described in Section 3.2.3, since it is difficult to obtain a simple func-
tional form for this conditional PDF. Figure 4.26 shows the equivalent
BN topology, the moral and triangulated graph and also the final junc-
tion tree, which is similar to the one in Figure 3.13, where M is our current
HMM phonetic model, λ, and D is segment Xs.
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Xs
 

λ

λ

λ

 

λ
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LC
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/a-,a,a+/

Xs

Fig. 4.26. (a) Equivalent BN topology. (b) Moral and triangulated graph of Figure
4.26(a). (c) Junction tree of Figure 4.26(b).

The conditional probability function is then defined as

P (Xs|CL, CR, λ) =
P (Xs|CL, λ)P (Xs|CR, λ)

P (Xs|λ)
, (4.24)

according to Eq. (4.6). Since λ is associated with the triphone /a−, a, a+/,
the second preceding CL with /a−−/, and the second succeeding CR with
/a++/, we can write

P (Xs|CL, CR, λ)
= P (Xs|a−−, a++, [a−, a, a+])
= P (Xs|[a−−, a−, a, a+, a++]), (4.25)

and Eq. (4.25) becomes

P (Xs|[a−−, a−, a, a+, a++])

=
P (Xs|a−−, [a−, a, a+])P (Xs|a++, [a−, a, a+])

P (Xs|[a−, a, a+])

=
P (Xs|[a−−, a−, a, a+])P (Xs|[a−, a, a+, a++])

P (Xs|[a−, a, a+])
. (4.26)
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This indicates that a pentaphone model P (Xs|[a−−, a−, a, a+, a++]) may
be composed of the less complex models, including p(Xs|[a−−, a−, a, a+]),
p(Xs|[a−, a, a+, a++]), and p(Xs|[a−, a, a+]). They correspond to the like-
lihood of segment Xs given the left/preceding-tetraphone-context (L4),
right/ following-tetraphone-context (R4), and center-triphone-context units
(C3), the so-called C3L4R4 composition. However, developing tetraphone
models for [a−−, a−, a, a+] and [a−, a, a+, a++] may also be difficult due
to the sparsity of data.

Instead, let us use Eq. (4.25) and adjust λ to represent a monophone
/a/, and the second preceding and succeeding contexts, CL and CR, to
respectively represent /a−−, a−/ and /a+, a++/. Then,

P (Xs|[a−−, a−, a, a+, a++])

=
P (Xs|[a−−, a−], a)P (Xs|[a+, a++], a)

P (Xs|[a])

=
P (Xs|[a−−, a−, a])P (Xs|[a, a+, a++])

P (Xs|[a])
, (4.27)

which indicates that the pentaphone-context, /a−−, a−, a, a+, a++/, is
composed of p(Xs|[a−−, a−, a]), p(Xs|[a, a+, a++]), and p(Xs|[a]), which
correspond to the likelihood of observation Xs given the left/preceding-
triphone-context unit (L3), the right/following-triphone-context unit (R3),
and the monophone unit (C1). We call this composition C1L3R3, and it
is shown structurally in Figure 4.27(c).

As can be seen, the number of context units to be estimated is reduced
from N5 to (2N3 + N), without loss of context coverage, where N is the
number of phones. If we use a 44-phoneme set for English ASR, the total
number of different contexts that need to be estimated in the pentaphone
model is 445 =∼ 165, 000, 000 context units. A composition with triphone-
context units reduces the complexity to about 170,000 context units.

Structurally, the conventional HMM of a triphone-context unit model can
be described as in Figure 4.27(a), and that of a pentaphone-context unit
model can be described as in Figure 4.27(b).Analyzing Eqs. (4.26) and
(4.27), we can see that Eq. (4.24) can be used as a starting point for
deriving other compositions of the HMM phonetic model as well. When
we assume that λ is a monophone unit /a/ and that CL and CR are
preceding and following context units /a−/ and /a+/, respectively, we
can obtain the same factorization as that proposed by Ming et al. (1999);
Ming and Smith (1998) previously, known as the Bayesian triphone:
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P (Xs|[a−, a, a+]) =
P (Xs|[a−, a])P (Xs|[a, a+])

P (Xs|[a])
, (4.28)

where the triphone model is constructed from monophone and biphone
models. Hereinafter, any model composed in this way will also be called
a Bayesian models.
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Fig. 4.27. (a) Conventional triphone model, (b) Conventional pentaphone model,
(c) Bayesian pentaphone model composition C1L3R3, consisting of the preced-
ing/following triphone-context unit and center-monophone unit.

The extended version of the Bayesian triphone, the so-called Bayesian
wide-phonetic context model, can also be found in our previous study
(Sakti et al., 2006, 2005). This approach allows us to model a wide range
of phonetic contexts from less context-dependent models simply based on
Bayes’s rule (See Appendix C for more details). However, difficulties arise
when different types of knowledge sources need to be incorporated.
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b. Enhancing Model Reliability

To enhance model reliability, we apply the three smoothing techniques
described in Section 4.2.3, including the “No decision,” “hard decision,”
and “soft decision” mechanisms using deleted interpolation.

c. Training and Recognition Issues

All components of the pentaphone P (Xs|[a−−, a−, a, a+, a++]) model have
been trained separately, given the segment observation data Xs and the
respective specific additional phonetic context.

The proposed pentaphone models are applied by rescoring the N-best list
generated by a standard triphone-based HMM system as described in Sec-
tion 4.2.5. A block diagram of rescoring using the pentaphone composition
models is given in Figure 4.28.

C1L3R3
 

 
 

 
C1

 

L3
 

R3
 

 

 
 

 
C3

 

L4
R4

 

Proposed pentaphone models
C1L4R4

N- best

 

list

 New

 

hypothesis

 
 

Speech waveform
 

Standard decoding
(search algorithm)
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with 
composition models

Fig. 4.28. Rescoring procedure with pentaphone composition models: C1L3R3 or
C3L4R4.

Figure 4.29 illustrates the N-best rescoring mechanism, where every
phoneme segment in each hypothesis is rescored using the proposed pen-
taphone models. At the beginning/end of the utterance, all left/right con-
texts are filled by silence. Since we assume that there is no long silence
between adjacent words, the final phonetic context of the previous word
will also affect the beginning phonetic context of the current word. Thus,
this rescoring mechanism is performed in the same way for each segment
within and between words (cross-word model). Then, the new scores are
combined with the LM score for this hypothesis. The hypothesis achieving
the highest total utterance score among the N-best is selected as the new
recognition output.
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Fig. 4.29. N-best rescoring mechanism.

d. Experimental Set-Up

Similar to the experiments described in Section 4.3.1, we have conducted
experiments on the specific ATR BTEC task using the ATR basic param-
eter set-up.

e. Accuracy of Recognition

As training data, we again used 60 hours of native English speech data
from the SI-284 Wall Street Journal (WSJ0 and WSJ1) speech corpus
(Paul and Baker, 1992). Each component model of the Bayesian wide-
phonetic context models is trained separately using the same SSS training
algorithm, the same amount of training data, and the same number of 15
Gaussian mixture components per state as our optimum choice.

The performances of the models have been evaluated on the ATR BTEC
task (Takezawa et al., 2002), which is quite different from the training
corpus. The full BTEC test set1 consists of 4,080 read speech utterances
spoken by 40 different speakers (20 Males, 20 Females). In this study, in
order to reduce the training time, we simply selected 1,000 utterances spo-
ken by 20 different speakers (10 Males, 10 Females), and used them as a
development set to find the optimum λ parameter of the deleted interpo-
lation. Two hundred randomly selected utterances spoken by 40 different
speakers (20 Males, 20 Females) were used as a test set.
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In the first experiment, a context-independent monophone system with
132 total states was used as a baseline. Rescoring was done with the
Bayesian triphone C1L2R2 (with 2,700 states, sum of C1: 132 st., L2:
1,313 st., and R2: 1,255 st.) as described in Section 4.2.5. For comparison,
we also rescored using the conventional biphone C2 (1,313 states) and
triphone C3 (2,009 states) models. In each rescoring, we applied “no deci-
sion,” “hard decision,” and “soft decision” mechanisms (see Section 4.2.3).

The recognition results for all models, obtained with each decision mech-
anism, are shown in Figure 4.30. Bayesian C1L2R2 could achieve a sig-
nificant improvement of 5.6% relative to the baseline. Its performance is
better than the biphone C2 alone but still worse than the triphone C3.
According to our preliminary experiments, the WSJ database is more or
less suitable for training a conventional triphone model without losing
the context resolution, and the optimum model was the one with about
2,000-3,000 total states and 15 Gaussian mixture components. Therefore,
C3, with 2,009 states and 15 mixture components per state, is optimum
in terms of parameter number and context resolution. This may be the
reason why it yields the best result.

Fig. 4.30. Recognition accuracy rates of Bayesian triphone model.

The best performances have been obtained using the “hard decision”
mechanism. This resulted in a higher performance than using the “no
decision” and “soft decision” mechanisms with the optimal weight pa-
rameter λ = 0.5. This may be due to the following reasons. Considering
the amount of training data and the number of parameters, the triphone
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model is optimal and much more precise than the monophone model. But
it may give an unreliable estimation if there are some unseen phonetic
contexts in the testing data. Accordingly, the “hard decision,” or back-off
smoothing, seems to be the optimal choice because it only falls back to the
monophone model if the output from the triphone model is unreliable. On
the other hand, using the “no decision” mechanism, which always accepts
the output value from the triphone model, may contain some unreliable
outputs due to unseen contexts, and using the “soft decision” mechanism,
which always interpolates the triphone model with the monophone model
with equal weight (λ = 0.5), may hurt the recognition accuracy of the
triphone model.

Next, we experimented with wider context models, where we used the
context-dependent triphone system with 2,009 total states as the base-
line to generate new N-best lists for rescoring. As described in part (a.),
“Causal Relationship and Inference,” there are two types of Bayesian
pentaphone models: composition C1L3R3 and composition C3L4R4. We
also included two other Bayesian pentaphone models: C1Lsk3Rsk3 and
C1C3Csk3 (the details of these compositions can be found in Appendix
C.2), as well as a conventional full pentaphone model (C5) trained from
scratch. The C1L3R3 model has 3,175 states (sum of C1: 132 st., L3: 1,524
st., R3: 1,519 st.), the C3L4R4 model has 6,052 states (sum of C3: 2,009
st., L4: 2,021 st., R4: 2,022 st.), the C1Lsk3Rsk3 model has 3,333 states
(sum of C1: 132 st., Lsk3: 1,587 st., Rsk3: 1,614 st.), the C1C3Csk3 model
has 3,250 states (sum of C1: 132 st., C3: 2,009 st., Csk3: 1,109 st.), and,
finally, the full pentaphone C5 model has 2,040 total states. The recog-
nition results for all models, obtained by each decision mechanism, are
shown in Figure 4.31.

All of the pentaphone models could also achieve improvement relative to
the baseline. Here, the conventional pentaphone C5 gives a worse perfor-
mance than the Bayesian pentaphone models. This may be due to the
following reason. Given the amount of the WSJ training data, the opti-
mum pentaphone model achieved with the MDL-SSS algorithm has 2,040
total states, which is not so different from the total number of states in the
triphone C3. It seems that there are many different pentaphone contexts
sharing the same Gaussian components, and thus the context resolution
is reduced. Accordingly, approximating a pentaphone model using the
Bayesian composition of several less-context-dependent models such as
triphone models could help to reduce the loss of context resolution and
improve performance.

Among the Bayesian pentaphone models, the C1L3R3 model gives the
best result, and the worst is from the C3L4R4 model. The reason for this
may be that the WSJ training data are also not sufficient to properly train
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the model parameters of the tetraphone components L4 and R4. Their to-
tal number of states is only slightly different from the total number of
states of triphone C3. Consequently, as has been the case for C5, there
may be many tetraphone contexts that share the same Gaussian compo-
nents, thus reducing the context resolution. Another reason may be that
the triple phoneme overlap between the L4 and R4 component models
is too large, so composing these models could not give an optimum so-
lution. However, the other Bayesian models, C1L3R3, C1Lsk3Rsk3, and
C1C3Csk3, yield a similar number of total states, and the total amount
of training data would be sufficient to train the triphone contexts.

Fig. 4.31. Recognition accuracy rates of Bayesian pentaphone models.

Moreover, the C1L3R3, C1Lsk3Rsk3, and C1C3Csk3 compositions have
only a single-phoneme overlap between the model components. However,
considering a context’s phonetic dependency, the dependency between ad-
jacent phonetic contexts may have much stronger effects than the depen-
dency between skipped phonetic contexts. This means that the more adja-
cent phonetic contexts a model has, the better the model. Thus, C1C3Csk3
is better than C1Lsk3Rsk3, and the C1L3R3 model is the best among all
of the models. The differences are significant at the 5% level calculated
using the Sign test (see Appendix D).

In this case, the best performance has been obtained by the “soft de-
cision” mechanism using deleted interpolation. This shows that, if the
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estimation of the pentaphone model is less reliable, it is useful to interpo-
late the pentaphone model and the triphone model estimations, since the
triphone model can often provide useful information. The optimal weight
parameter λ has been about 0.3. Having a weight factor of 0.3 means that
the contribution of the pentaphone model is only about 30% of the total
score. However, even with this relatively small contribution, the results
show that it can still help to improve recognition performance.

Figure 4.32 compares the relative reduction in WER achieved by the
Bayesian triphone C1L2R2 model from the monophone baseline with that
by the Bayesian pentaphone C1L3R3 model from the triphone baseline.
The reduction in error rate by the Bayesian pentaphone model is smaller,
at about half the reduction in error rate by the Bayesian triphone model,
probably due to the following reasons. First, the coarticulation effect from
the second preceding and following contexts is less than the coarticula-
tion effect from the first preceding and following contexts. Second, the
variations in the read speech data due to longer coarticulation effects may
be less than in conversational speech. This can also be seen from the
weight factor of the deleted interpolation, which can be interpreted as a
confidence factor of only 30%. However, even with this relatively small
contribution, the results show that it can still help to improve recognition
performance.

Fig. 4.32. Relative reductions in WER by Bayesian triphone C1L2R2 model from
monophone baseline and by Bayesian pentaphone C1L3R3 model from triphone
baseline.
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To show the consistency of the effect of using the Bayesian composition, we
have performed another experimental evaluation on fewer training data.
Here, we chose the TIMIT acoustic-phonetic continuous speech corpus
(Garofolo et al., 1993) as another American-English and phonetically rich
corpus, but one smaller than the WSJ database corpus (see the brief
information in Appendix A.2). It contains only about seven hours of read
speech (6,300 utterances in total). Each component acoustic model has
been trained using the SSS algorithm as before. In this case, the triphone
baseline has 434 states, the conventional pentaphone C5 has 440 states,
and the proposed Bayesian pentaphone C1L3R3 has 850 states (sum of
C1: 132 st., L3: 369 st., R3: 349 st.). These models have been tested using
the same BTEC test set with “soft decision” only. The optimal weight
parameter λ was also 0.3. The results are shown in Figure 4.33. As can
be seen, with fewer training data, the performance difference between
the proposed C1L3R3 model and the conventional pentaphone C5 model
became more significant.

Fig. 4.33. Recognition accuracy rates of conventional pentaphone C5 and proposed
Bayesian pentaphone C1L3R3 models with different amounts of training data.

Incorporating Multiple Knowledge: Accent, Gender and
Wide-phonetic Context Information

Our proposed GFIKS unified framework gives us a more appropriate means of
incorporating various kinds of knowledge sources. For example, we can easily
further extend C1L3R3 with other additional knowledge variables, such as
gender or accent information. We can extend C1L3R3 with gender information
only (C1L3R3-G), with accent information only (C1L3R3-A), or with both
(C1L3R3-AG).
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a. Causal Relationship and Inference

For the case of C1L3R3-AG, the causal relationship among Xs, λ, CL,
CR, A and G is described by the BN shown in Figure 4.34.
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Fig. 4.34. BN topology structure describing the conditional relationship among Xs,
λ, CL, CR, A, and G.

Here, we decompose P (Xs|CL, CR, λ, A, G) using the junction tree algo-
rithm described in Section 3.2.3, where the equivalent BN topology, moral
and triangulated graph, and corresponding junction tree are shown in Fig-
ure 4.35.

AG

LC RC

Xs λLC

Xsλ GA

X λ

  

 

   

 

 

(b) (a) 

λ

Xs

LC RCλ

Xs AG
sX λs

Xs λRC

(c) 

Fig. 4.35. (a) Equivalent BN topology of Figure 4.34. (b) Moral and triangulated
graph of Figure 4.35(a). (c) Corresponding junction tree.

The conditional probability function is obtained as

P (Xs|CL, CR, λ, A,G)

= P (Xs|λ,A, G)
P (Xs|CL, λ)

P (Xs|λ)
P (Xs|CR, λ)

P (Xs|λ)

=
P (Xs|λ,A,G)P (Xs|CL, λ)

P (Xs|λ)
P (Xs|λ,A,G)P (Xs|CR, λ)

P (Xs|λ)

· 1
P (Xs|λ,A, G)

=
P (Xs|CL, λ, A, G)P (Xs|CRλ,A, G)

P (Xs|λ,A, G)
. (4.29)
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Accordingly, following the same setting as C1L3R3 for λ, CL, and CR, the
pentaphone likelihood of C1L3R3-AG becomes

P (Xs|[a−−, a−, a, a+, a++], A, G)

=
P (Xs|[a−−, a−, a], A,G)P (Xs|[a, a+, a++], A, G)

P (Xs|[a], A,G)
, (4.30)

which indicates that P (Xs|[a−−, a−, a, a+, a++], A,G) can be simplified
by factorizing it into P (Xs|[a−−, a−, a], A,G), P (Xs|[a, a+, a++], A,G),
and also P (Xs|[a], A,G).

b. Enhancing Model Reliability

To enhance the model reliability, we have applied the three smoothing
techniques described in Section 4.2.3, including the “No decision,” “hard
decision,” and “soft decision” mechanisms using deleted interpolation.

c. Training and Recognition Issues

All components of the accent-gender-dependent pentaphone model have
been trained separately given the segment observation data Xs and the
respective additional phonetic context, accent and gender information.
The proposed accent-gender-dependent pentaphone models have been ap-
plied by rescoring the N-best list generated by a standard triphone-based
HMM system as described in Section 4.2.5. A block diagram of rescoring
using accent-gender-dependent pentaphone composition models is given
in Figure 4.36.
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Fig. 4.36. Rescoring procedure with the accent-gender-dependent pentaphone com-
position models: C1L3R3, C1L3R3-A, C1L3R3-G, and C1L3R3-AG.

d. Experimental Set-Up

Similar to the experiments described in Section 4.3.1, we have conducted
an experiment on the accented speech of the ATR BTEC task using the
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ATR basic parameter set-up.

e. Accuracy of Recognition

We have investigated several different ways of decomposing pentaphone
models and found that the best was C1L3R3 composition (Sakti et al.,
2006, 2005). Here, we describe additional experiments using only the
C1L3R3 model.

All components of all accented pentaphone models have been trained sep-
arately using the same amount of training data and the same SSS train-
ing algorithm. There have been a total of 3,660 states (sum of C1: 132
states, L3: 1,746 states, R3: 1,782 states) with four different numbers of
Gaussian mixture components per state, i.e., 5, 10, 15, and 20. An embed-
ded training procedure was then carried out for pentaphones C1L3R3-A,
C1L3R3-G, and C1L3R3-AG with specific accent or gender training data.

The performance for each model with 5, 10, or 20 mixture components per
state is shown in Figure 4.37. For the case of 5 mixture components per
state, the triphone baseline without any additional knowledge achieved
83.60% word accuracy. However, for the accent-dependent models, word
accuracy decreased to 82.11%. This may be due to the size of training
data, which is much smaller compared to the other baseline models. By
rescoring with a more precise pentaphone model we would expect the
performance to improve. The differences are significant at the 5% level
calculated using the Sign test (see Appendix D). There is no performance
decrease when gender and accent are incorporated, as in the case of the
triphone baseline, which is probably due to the use of deleted interpola-
tion.

Among the pentaphone models, the performance of the proposed model
has always been better than that of the conventional pentaphone HMM.
This may be because, given the amount of training data, the training
of the conventional pentaphone model using the MDL-SSS algorithm re-
sulted in a model having 2,202 total states, which is not so different from
the total number of states in the triphone HMM. It seems that there have
been many different pentaphone contexts sharing the same Gaussian com-
ponents, and thus the context resolution has been reduced. Consequently,
approximating a pentaphone model using the composition of several less-
context-dependent models could help to reduce the loss of context resolu-
tion and improve performance. The best performance has been obtained
by the model that incorporated additional knowledge of accent A, gender
G, second preceding context CL, and succeeding context CR.
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Fig. 4.37. Comparing recognition accuracy rates of different systems triphone HMM
baseline, pentaphone HMM baseline, and proposed pentaphone models having the
same 5, 10, and 20 mixture components per state.
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Overall, through using different mixture components per state, the results
show that the proposed pentaphone models consistently outperform the
standard HMM baseline.

We then investigated in more detail how well C1L3R3-AG performed on all
accented test data, using the N-best (N=10) list. The weight parameter for
deleted interpolation, λ, was the same (0.3). Here, we measured both the
relative improvement (Rel-Imp) and the relative improvement to rescoring
(Rel-Resc-Imp) as used by Li et al. (2005):

RelRescImp =
Rescoring Result− Baseline

N-best List Upper Bound− Baseline
, (4.31)

where the N-best list upper bound is the N-best recognition result.

The results obtained with models having different numbers of mixture
components are summarized in Table 4.8. As can be seen, the proposed
pentaphone model consistently improved the performance of the ASR sys-
tem. The largest Rel-Resc-Imp has been achieved with 15 mixture models
for both US- and AUS-accented models at 37.92% and 38.04%, respec-
tively.

Table 4.8. Recognition accuracy rates (%) for proposed Bayesian pentaphone
C1L3R3-AG (see Eq. (4.30)) on a test set of matching accents with different numbers
of mixture components.

US accent
Mixture Upper Triphn Proposed Rel Rel
number bound baseline C1L3R3-AG Imp Resc-Imp

5 mix 87.52 84.30 85.19 5.67 27.64
10 mix 87.94 84.66 85.79 7.37 34.45
15 mix 87.76 84.78 85.91 7.42 37.92
20 mix 87.78 85.25 85.91 4.47 26.09

AUS accent
Mixture Upper Triphn Proposed Rel Rel
number bound baseline C1L3R3-AG Imp Resc-Imp

5 mix 85.79 82.33 83.76 8.09 41.33
10 mix 85.37 82.21 82.81 3.37 18.99
15 mix 86.93 83.46 84.78 7.98 38.04
20 mix 86.39 82.63 83.58 5.47 25.27

We have also evaluated how the proposed pentaphone C1L3R3-AG model
performs on a test set of mismatched accents. The results obtained us-
ing a model with 15 mixture components are summarized in Table 4.9.
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The results from evaluating matching accents are also included to allow
easy comparison. We can see that, the proposed pentaphone C1L3R3-AG
model also consistently outperforms the standard triphone model with
mismatched accents.

Table 4.9. Recognition accuracy rates (%) for proposed Bayesian pentaphone
C1L3R3-AG model (see Eq. (4.30)) on a test set of mismatched accents with 15
mixture components.

US accent
Accented Upper Triphn Proposed Rel Rel
test set bound baseline C1L3R3-AG Imp Resc-Imp

US test 87.76 84.78 85.91 7.42 37.92
AUS test 71.76 64.78 68.12 9.48 47.85

AUS accent
Accented Upper Triphn Proposed Rel Rel
test set bound baseline C1L3R3-AG Imp Resc-Imp

US test 80.60 75.22 77.31 8.43 38.85
AUS test 86.93 83.46 84.78 7.98 38.04

4.4 Experiments Summary and Discussion

In this chapter, we have demonstrated the incorporation of various knowledge
sources at the HMM state level. This method allows for easy integration of
additional information into existing HMM-based triphone acoustic models,
where additional knowledge sources are incorporated in the triphone state
PDF by means of the BN. In this approach, the temporal speech characteris-
tics are still governed by HMM state transitions, but HMM state probability
distributions are inferred from a BN, which is why this is called the HMM/BN
model. For issues of recognition, if we lack appropriate decoding for the pen-
taphone HMM/BN models, we can still use the standard decoding system
without modification, in which case the additional knowledge sources are as-
sumed hidden, and the state PDF can be calculated by marginalization over
those BN joint PDFs.

The recognition results reveal that ASR system performance can be im-
proved by incorporating wide-phonetic context units based on our proposed
framework in the term of a hybrid pentaphone HMM/BN model. This shows
that, by changing only the probability distribution, we can obtain improved
recognition, even when the model has the same number of Gaussians as
the baseline triphone HMM. The best performance among the pentaphone
HMM/BN models has been obtained by the one that incorporated additional
knowledge of second preceding context CL and succeeding context CR.
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We have also demonstrated the incorporation of various knowledge sources
at the HMM phonetic-unit level by constructing a model from several less
complex models. The composition framework is based on a junction tree al-
gorithm, which leads to a reduction in the number of context units to be
estimated, and thus a significant reduction in the loss of context resolution.
We applied these composition models at the post-processing stage with N-best
rescoring. Experimental results reveal that our method improves word accu-
racy compared to the standard HMM with or without additional knowledge
sources. The best performance has been obtained by the model that incorpo-
rates additional knowledge of accent A, gender G, second preceding context
CL, and second succeeding context CR.

Summaries of the experiments on incorporating various knowledge sources
at both the HMM state and phonetic-unit level can be seen in Table 4.10 and
Table 4.11, respectively. These tables’ summarization includes the following
descriptions:

1. Type of knowledge sources

This includes background noise, gender, accent and wide-phonetic context
information.

2. BN topology

This defines the causal relationship between information sources.

3. Inference

This may be done directly on BN or using junction tree decomposition

4. ASR task and performance

• Type of ASR task

This includes small vocabulary and LVCSR task.

• Type of speech data

This includes clean speech, noisy speech and accented speech.

• Training data including total hours of speech.

• Test data.

• Recognition performance and significance level.
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Table 4.10. Summary of incorporating various knowledge sources at the HMM
state level.

Knowledge ASR task and
sources BN topology Inference performance

Gender (G)

G

 

 Q

X

 
Direct inference (G is

assumed hidden)

p(xt|qj) =
M∑

m=1

p(gm)p(xt|gm, qj)

• LVCSR (official ARPA

benchmark test)
• Clean speech
• WSJ SI-284
(∼ 60 hours of speech)
• WSJ Hub2-5k
• Performed the 3rd world
rank

P (X, G, Q) =

P (X|G, Q)P (G)P (Q)

Noise (N),
SNR (S)

SN  Q

X

 Direct inference (N & S are

assumed hidden)

p(xt|qj) =
MN∑
m=1

MS∑
n=1

p(nm)p(sn)·

p(xt|nm, sn, qj)

• Connected digit (official

AURORA task)
• Noisy speech
• AURORA2
(∼ 4 hours of speech)
• AURORA2 Set A&B
• Performed the best
(Better than HMM & DBN,
specially in low SNR)

P (X, N, S, Q) =

P (X|N, S, Q)P (N)·
P (S)P (Q)

Wide-
phonetic
context (CL,
CR)

 Q

X

/a- -/

 
LC

/a++/

RC

/a-,a,a+/
Direct inference (CL & CR

are assumed hidden)

p(xt|qj) =
ML∑
l=1

MR∑
r=1

p(cl|qj)p(cr|qj)·

p(xt|cl, cr, qj)

• LVCSR

• Clean speech
• WSJ SI-284
(∼ 60 hours of speech)
• ATR BTEC (mismatched
test set)
• Up to 10% relative WER
reduction
• Significant (Sign test
α = 0.05) p ≤ 0.00226

P (X, CL, CR, Q) =

P (X|CL, CR, Q)·
P (CL|Q)P (CR|Q)P (Q)

Accent (A),
gender (G),
wide-
phonetic
context (CL,
CR)

 Q

X

/a- -/

 
LC

/a++/

RC

/a-,a,a+/

AG

Direct inference (CL, CR,
A, & G are assumed
hidden)

p(xt|qj) =
MA∑
n=1

MG∑
m=1

ML∑
l=1

MR∑
r=1

p(an)p(gm)·

p(cl|qj)p(cr|qj)·
p(xt|cl, cr, qj , an, gm)

• LVCSR

• Clean accented speech
• ATR accented EDB
(∼ 80 hours of speech)
• ATR accented EDB
• Up to 12% relative WER
reduction
• Significant (Sign test
α = 0.05) p ≤ 0.00289P (X, CL, CR, Q, A, G) =

P (X|CL, CR, Q, A, G)·
P (CL|Q)P (CR|Q)·
P (Q)P (A)P (G)
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Table 4.11. Summary of incorporating various knowledge sources at the HMM
phonetic unit level.

Knowledge ASR task and
sources BN topology Inference performance

Wide-
phonetic
context
(CL,CR)

λ
 

/a- -/

 
LC

/a++/

RC

/a-,a,a+/

Xs

Xs
 

Xs

Xs
 

λ

λ

λ

LC

RC

• LVCSR

• Clean speech
• WSJ SI-284
(∼ 60 hours of speech)
• ATR BTEC (mismatched
test set)
• Up to 9.5% relative WER
reduction
• Significant (Sign test
α = 0.05) p ≤ 0.000488

P (Xs, CL, CR, λ) = P (Xs|CL, CR, λ) =

P (Xs|CL, CR, λ)· P (Xs|CL,λ)P (Xs|CRλ)
P (Xs|λ)

P (CL|λ)P (CR|λ)P (λ) (Using junction tree*)

Accent (A),
gender (G),
wide-
phonetic
context
(CL,CR)

AG

λ
 

/a- -/

 
LC

/a++/

RC

/a-,a,a+/

Xs Xs λLC

Xsλ GA

X λsX λs

Xs λRC

• LVCSR

• Clean accented speech
• ATR accented EDB
(∼ 80 hours of speech)
• ATR accented EDB
• Up to 12.7% relative
WER reduction
• Significant (Sign test
α = 0.05) p ≤ 0.000286P (Xs, CL, CR, λ, A, G) = P (Xs|CL, CR, λ, A, G) =

P (Xs|CL, CR, λ, A, G)· P (Xs|CL,λ,A,G)P (Xs|CR,λ,A,G)
P (Xs|λ,A,G)

P (CL|λ)P (CR|λ)·
P (λ)P (A)P (G) (Using junction tree*)

*Resulted from equivalent BN topology (see Section 3.2.3)

A comparison of incorporating various knowledge sources at different levels
of the HMM is outlined in Figure 4.38. Four different systems are included:
triphone HMM baseline, pentaphone HMM baseline, and proposed models
incorporating knowledge sources at HMM state and phonetic unit levels. In
order to avoid decoding complexity, the pentaphone HMM baseline and the
proposed pentaphone C1L3R3 were implemented by rescoring the N-best list
generated from a standard and unmodified triphone ASR system. All models
had five mixture components per state and incorporated knowledge sources of
either phonetic-context information only or a combination of accent, gender
and phonetic context information.

In the case of context dependencies only, the pentaphone HMM base-
line produced only slight improvement over the triphone HMM baseline. This
may be due to the sparseness of training data. The resolution of the context
has been reduced, since there seemed to be too many different pentaphone
contexts sharing the same Gaussian components. Thus, approximating a pen-
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taphone model using the proposed Bayesian pentaphone C1L3R3 could help
to reduce the loss of context resolution and improve performance. However,
by incorporating the pentaphone knowledge in the triphone state PDF by
means of a BN, a larger improvement could be obtained. The best perfor-
mance that was achieved was a word accuracy of 85.03% with the proposed
fLRC-HMM/BN model.

Fig. 4.38. Comparing recognition accuracy rates of different systems: triphone
HMM baseline, pentaphone HMM baseline, and proposed models incorporating
knowledge sources at HMM state and phonetic unit levels.

In the case of incorporating a combination of accent, gender and wide-
phonetic information, the triphone HMM baseline could not achieve optimal
performance. Its performance even decreased to a word accuracy of 82.11%.
This might be due to the amount of accent and gender dependent training
data, which was much smaller compared to the previous baseline model. As
can be seen, we obtained improved recognition with fLRCAG-HMM/BN by
only changing the probability distribution of states to incorporate various
type of knowledge sources using BN. However, this performance of fLRCAG-
HMM/BN was not better than the recognition rate of the fLRC-HMM/BN.
This problem may again be related to the limited amount of training data for
each accent or gender dependent model. The performance of the pentaphone
HMM baseline and the proposed pentaphone C1L3R3-AG did not decrease
when gender and accent were incorporated, which is probably due to the use of
interpolation in the rescoring process. The best performance that was achieved
was a word accuracy of 84.38% with the proposed C1L3R3-AG model.
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These results reveal that additional knowledge sources of the second pre-
ceding context CL and succeeding context CR were appropriate to incorporate
at the HMM state level, while additional knowledge sources of accent A and
gender G were more appropriate to incorporate at the HMM phonetic model
level. One reason may be that within one utterance the wide phonetic context
information (CL and CR) often changes over time and thus is more appropri-
ately incorporated at the lower level, while accent A and gender G are more
constant and thus more appropriately to be incorporated at a higher level.
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Conclusions and Future Directions

In this last chapter, we draw our conclusions and discuss future directions
toward developing a spoken language dialog system.

5.1 Conclusions

This book offer a solution to enhance the robustness of a statistical auto-
matic speech recognition system by incorporating various additional knowl-
edge sources while keeping the training and recognition effort feasible. A new
unified framework has been proposed and the efficiency of its usage has also
been analyzed experimentally. A review of our work covering theoretical, ap-
plication, and experimental issues is given in the following sections.

5.1.1 Theoretical Issues

Despite the rapid progress made in statistical speech recognition, many chal-
lenges still need to be overcome before ASR systems can reach their full po-
tential in widespread everyday use.

We learned that only a limited level of success could be achieved by relying
solely on statistical models while ignoring additional knowledge sources that
may be available. However, there have often been cases where developing com-
plex models and achieving optimal performance have not been simultaneously
feasible. This especially applies when there are insufficient resources, i.e., the
amount of training data and memory space available, for proper training of
model parameters. As a result, input-space resolution may be lost due to non-
robust estimates and the increasing number of unseen patterns. Moreover,
decoding with large models may also become cumbersome and sometimes
even impossible.

Therefore, we developed a new efficient framework to incorporate knowl-
edge sources that can maintain a delicate balance between the ability to obtain
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deep knowledge and the feasibility of the training and recognition effort. This
proposed framework, GFIKS, was designed by utilizing the BN framework,
and it was formulated to answer some key problems:

• How can we incorporate various knowledge sources from different domains
in an efficient and unified way?

• At which level of the ASR system can we incorporate these additional
knowledge sources?

• How can we solve model complexity when incorporating a significant num-
ber of additional knowledge sources? Issues discussed include the availabil-
ity of training data as well as the training and recognition efforts.

Our framework allows probabilistic relationships among different information
sources to be learned. Therefore, various kinds of knowledge sources can be
incorporated, and a probabilistic function of the model can be formulated.
This framework was structured in a general way so that it could be applied
to many existing ASR problems with their respective model-based likelihood
functions, at any level and in flexible ways. Based on the BN framework,
the proposed framework also facilitates the decomposition of the joint PDF
into a linked set of local conditional PDFs using a junction tree algorithm.
Consequently, a simplified form of the model can be constructed and reliably
estimated using a limited amount of training data. In Chapter 3, we briefly
described the basic theory of BN and formulated the design of our proposed
general framework.

5.1.2 Application Issues

We examined the use of the proposed framework by incorporating various
additional knowledge sources at different levels of an acoustic model.

We first demonstrated in Section 4.1 how the additional sources of knowl-
edge are incorporated at the HMM state level. This was done by incorporating
noise, accent, gender and wide-phonetic context information, which often suf-
fers from a sparseness of data and memory constraints, in a triphone HMM
by means of BN. At this level, since the state output probability can still
be easily modeled with a Gaussian function, we can thus directly infer state
output from the BN. If the additional knowledge sources are assumed to be
hidden during recognition, our approach allows the use of the standard de-
coding system without modification.

We then demonstrated how additional knowledge sources are incorporated
at a higher level, the HMM-phonetic-model level, in Section 4.2. In contrast
to the state level, obtaining a simple functional form is difficult for the con-
ditional PDF here because it involves an HMM model and a speech segment
of variable duration. Therefore, we applied the form of the junction tree algo-
rithm where BN directed graphs are decomposed into clusters of variables on
which relevant computations can be carried out. As a result, a wide-phonetic
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context HMM model is constructed through composition of several other mod-
els with narrower contexts. Because this composition technique reduces the
number of context units to be estimated, the resolution of contexts was con-
siderably improved since only the less context-dependent models needed to
be estimated. To simplify the decoding mechanism, we applied these wide-
context-model compositions at the post-processing stage with N-best rescor-
ing.

5.1.3 Experimental Issues

We verified the proposed approaches in various English LVCSR tasks, using
accented or noisy speech data. These were tested under matching and mis-
matched conditions.

At the HMM-state level, we first incorporated gender, noise and wide-
phonetic context information independently. The proposed HMM/BN models
always performed better than did the triphone HMM baseline within the same
number of parameters. By changing only the probability distribution, we im-
proved recognition. For noisy speech on the AURORA task, The proposed
HMM/BN performs even better than DBN, especially at low SNRs. We then
incorporated together three different types of knowledge sources: accent, gen-
der and wide-phonetic context. However, compared with the incorporation of
wide-phonetic context only, the additional knowledge sources of gender and
accent variables did not improve the recognition rate of the proposed models
any further. This problem may be related to the limited amount of training
data for each accent- or gender-dependent pentaphone model. Consequently,
the best performance was obtained by incorporating only the wide-phonetic
context information.

Furthermore, at the HMM-phonetic-model level, by incorporating wide-
phonetic context information, the proposed Bayesian pentaphone model,
C1L3R3, always improved performance relative to the baseline, and this was
better than simply rescoring with a conventional pentaphone HMM. The con-
text resolution of a conventional pentaphone HMM was reduced, since there
seemed to be too many different pentaphone contexts sharing identical Gaus-
sian components. Thus, approximating a pentaphone model using the compo-
sition of several less-context-dependent models, such as the proposed Bayesian
pentaphone C1L3R3, could help increase the resolution of context and improve
performance. The performance also further improved when we combined the
model with other knowledge sources, including gender and accent informa-
tion. This was in contrast to the case using pentaphone HMM/BN, which
probably reflects the use of deleted interpolation. The best performance was
achieved with a C1L3R3-AG that incorporated additional knowledge of accent
A, gender G, second preceding context CL, and second succeeding context CR.

In summary, these experimental results revealed that wide-phonetic con-
text models, which were developed with the proposed framework, improved
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word accuracy in comparison to standard HMM models with and without
additional knowledge sources. Additional knowledge of the second preceding
context, CL, and that of the second succeeding context, CR, were appropriate
to incorporate at the HMM state level; on the other hand, additional knowl-
edge of accent A and that of gender G were more appropriate to incorporate
at the HMM-phonetic-model level.

5.2 Future Directions: A Roadmap to a Spoken
Language Dialog System

The future development of the presented ASR system includes its implementa-
tion in a spoken language dialog system. Even though the recognition system
described in this book offers many advances and successes, there is still room
for further enhancement.

If speech recognition systems were capable of interacting with humans,
it would seem reasonable for them to make use of the many modalities in-
herent in human communication, not only the acoustic-phonetic variabilities
of speech but also other speaker factors and emotions. According to Quast
(2001), information in the speech signal include:

1. Verbal content

Verbal content deals with the actual meaning of the spoken words or the
linguistic part, i.e., coarticulation (neighboring phonetic context).

2. Non-verbal content

Non-verbal content deals with the following two parts:
a) Extralinguistic

The speaker’s basic state, i.e., gender, accents, and so on.

b) Paralinguistic

The speaker’s expression of emotions, i.e., the prosody.

In this book, we presented applications for incorporating wide-phonetic
context information as well as gender and accent information, considering the
wide-phonetic context information as linguistic content and the gender-accent
information as extralinguistic content. Accordingly, further investigations that
incorporate other knowledge sources would be beneficial, especially the knowl-
edge sources of paralinguistic content, i.e., the prosody.

Toward the goal of developing a spontaneous ASR technology, ASR must
have the capability to capture wide knowledge sources on different ASR levels,
including:
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1. State level (HMM state)
2. Phonetic unit level (HMM phonetic unit model)
3. Word level (Pronunciation lexicon)
4. Sentence level (Language model)

In this book, we focused on acoustic models and demonstrated knowledge
incorporation at the HMM-states and phonetic-model levels. Consequently,
further investigations at higher ASR levels, i.e., a pronunciation lexicon and
language model, are also important.

The roadmap to a spoken-language dialog system is outlined in Figure 5.1,
highlighting further investigations that incorporate other knowledge sources
at other ASR levels. Our goal is advance toward higher ASR levels by using
more challenging knowledge sources.

Linguistic 
knowledge  

Extralinguistic 
knowledge  

Paralinguistic 
knowledge  

State level 

Phonetic 
unit level  

Word level 

Sentence 
level 

Current state

of work

(i.e., wide context) (i.e., accent, 
gender)

(i.e., emotion)

Fig. 5.1. Roadmap to spoken language dialog system incorporating other knowledge
sources at higher ASR levels.
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Speech Materials

A.1 AURORA TIDigit Corpus

The AURORA 2000 noisy-speech speaker-independent digits task was gener-
ated by Ericsson Eurolab, as a contribution to the ETSI STQ-AURORA DSR
Working Group (Hirsch and Pearce, 2000). AURORA is developing standards
for distributed speech recognition (DSR), where the speech analysis is done
in the telecommunication terminal and the recognition is done at a central lo-
cation in the telecom network. It belongs to the technical body STQ (Speech
processing, Transmission and Quality aspects) as ETSI standardization ac-
tivity. The database has been publicly available and widely used by speech
researchers as a standard database to evaluate the performance of speech-
recognition systems. The source speech of this database is TIDigits, consist-
ing of a connected-digits task using the following eleven words: “zero,” “oh,”
“one,” “two,” “three,” “four,” “five,” “six,” “seven,” “eight,” “nine,” which
are spoken by American English talkers.

TIDigits is taken as basis, since its data are considered as “clean.” Here,
additional filtering techniques, G.172 and MIRS, are applied to consider the
realistic frequency characteristics of terminals and equipment in the telecom-
munications domain. Then, the distortions are artificially added at a desired
SNR, where the noise signals are selected to represent the most probable ap-
plication scenarios for telecommunication terminals, such as:

• Suburban train
• Babble (crowd of people)
• Car
• Exhibition hall
• Restaurant
• Street
• Airport
• Train station

The database is separated into two sets :
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• Training set

This consists of 8,440 utterances spoken by 55 female and 55 male speakers
and filtered with G.172 frequency characteristics. These utterances, which
consist of about one half million frames or 4.167 hours of speech time, are
equally split into 20 subsets with 422 utterances in each subset. These 20
subsets represent four different noise scenarios: subway (suburban train),
babble (crowd of people), car and exhibition hall, at 5 different SNRs (20
dB, 15 dB, 10 dB, 5 dB, and clean condition).

• Testing set

The test sets consist of 4,004 utterances from another 52 males and 52
female speakers, which are equally split into four subsets with 1,001 utter-
ances in each. One noise signal is added to each subset of 1,001 utterances
at four different SNRs (20 dB, 10 dB, 0 dB, and clean condition). One
test set includes a total of 16,016 files, more or less twice the size of the
training set (about 8 hours of speech time). These test sets are:
1. Test set A

This test set leads to a high matching of training data, with the same
G.172 filter characteristics and the same kind of noise scenario (subur-
ban train, babble, car and exhibition hall).

2. Test set B

This test set shows the influence on recognition when considering dif-
ferent noises than those used for training. The additive noise scenario
is mismatched (restaurant, street, airport, and train station).

3. Test set C

This test set shows the influence on recognition performance when a
different frequency is present at the input of the recognizer. Here, only
two of the four subsets are used, and they are filtered with MIRS
characteristics.

Note that, in this research work, we evaluated only test sets A and B.

A.2 TIMIT Acoustic-Phonetic Speech Corpus

The DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus (Zue et al.,
1990) was designed in a joint effort among the Massachusetts Institute of
Technology (MIT), SRI International (SRI), and Texas Instruments (TI) to
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provide speech data for the acquisition of acoustic-phonetic knowledge and
for the development and evaluation of automatic speech-recognition systems.

The TIMIT corpus contains a total of 6300 sentences, 10 sentences spoken
by each of 630 speakers from 8 major dialect regions of the United States.
Table A.1 shows the number of speakers for the 8 dialect regions (dr), includes:

• dr1: New England
• dr2: Northern
• dr3: North Midland
• dr4: South Midland
• dr5: Southern
• dr6: New York City
• dr7: Western
• dr8: Army Brat (moved around)

Table A.1. Dialect distribution of speakers.

Dialect # Male # Female
region (dr) speaker speaker Total

1 31 (63%) 18 (27%) 49 (8%)
2 71 (70%) 31 (30%) 102 (16%)
3 79 (67%) 23 (23%) 102 (16%)
4 69 (69%) 31 (31%) 100 (16%)
5 62 (63%) 36 (37%) 98 (16%)
6 30 (65%) 16 (35%) 46 (7%)
7 74 (74%) 26 (26%) 100 (16%)
8 22 (67%) 11 (33%) 33 (5%)

Total 438 (70%) 192 (30%) 630 (100%)

The completed text material in the TIMIT prompts consists of 2 dialect
“shibboleth” sentences designed at SRI, 450 phonetically compact sentences
designed at MIT, and 1890 phonetically diverse sentences selected at TI. The
phonetically compact sentences were designed to provide a good coverage
of pairs of phones, with extra occurrences of phonetic contexts thought to
be either difficult or of particular interest. The phonetically diverse sentences
(the SI sentences) were selected from existing text sources - the Brown Corpus
(Kuchera and Francis, 1967) and the Playwrights Dialog (Hultzen et al., 1964)
- so as to add diversity in sentence types and phonetic contexts.

The dialect sentences (the SA sentences) are meant to reveal the dialectal
variants of the speakers and are read by all 630 speakers. For the phonetically-
compact sentences (the SX sentences), each sentence are read by seven differ-
ent speakers, while each speaker read five of these sentences. The phonetically
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diverse sentences (the SI sentences) are read by only a single speaker and
each speaker read three of these sentences. The total number of utterances is
summarized in Table A.2.

Table A.2. Speech materials of TIMIT database.

Type Sentence Speakers Total Sentences/speaker

Dialect (SA) 2 630 1260 2
Compact (SX) 450 7 3150 5
Diverse (SI) 1890 1 1890 3

Total 2342 6300 10

Each sentence in the TIMIT database has a time-aligned phoneme tran-
scription. Table A.3 contains detailed statistics of the subset of the TIMIT
comprised of the SX and SI sentences.

Table A.3. Statistics on the TIMIT database.

SX and SI set

Number of sentences 5040
Number of words 41161

Number of unique words 5107
Average number of words per sentence 8.2
Average number of syllables per word 1.5
Average number of phones per words 3.9

A.3 Wall Street Journal Corpus

The well-known continuous-speech recognition (CSR) Wall Street Journal
(WSJ) corpus (Paul and Baker, 1992) was designed by the DARPA CSR
Corpus Coordinating Committee (CCCC) and collected at the MIT, SRI In-
ternational, and TI.

The corpus materials consist primarily of native English (North American)
read speech with texts drawn from a machine-readable corpus of Wall Street
Journal news text. The articles were quality filtered to limit the vocabulary
to the 64,000 most frequently occurring words in the database, which consists
of approximately 37 million words of text.
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The corpus is scalable and built to accommodate variable size large vocab-
ulary, speaker-dependent (SD) and -independent (SI) training with variable
amounts of data (ranging from 100 to 9,600 sentences/speaker), including
equal portions of verbalized and non-verbalized punctuation (to reflect both
dictation mode and non-dictation mode application), a simultaneous standard
close-talking Sennheiser HMD414 microphone and multiple secondary micro-
phones, and equal numbers of male and female speakers chosen for diversity
of voice quality and dialect.

The collection of the database was performed in two phases (Odell, 1995)
as described in the following:

• CSR-WSJ0

The complete WSJ0 corpus was split almost equally into three sections:
– Longitudinal speaker dependent, LSD
– Long-term speaker independent, SI12
– Short-term speaker independent, SI84
In this study, only the short-term speaker-independent SI84 section was
used for training. It consists of 7,240 sentences from 84 different speakers
(42 males and 42 females) for a total of around 15.3 hours of speech.

• CSR-WSJ1

The CSR-WSJ1 corpus was split almost equally into two sections:
– Long-term speaker independent, SI25
– Short-term speaker independent, SI200
Again, of these only the short-term speaker independent SI200 section was
used. It consists of 29,320 sentences from 200 new speakers (100 males and
100 females) for a total 45.1 hours of speech.

The combination of both short-term speaker-independent portions of the
database, SI84 and SI200, are collectively referred to as SI284, with more
than 60 hours of speech in total.

The WSJ corpus includes several tests, known as the Hub and Spoke eval-
uation paradigm. The entire test suite for evaluation consists of two Hub tests
and nine Spoke tests. In this research work, only the smaller 5k Hub test was
used. It was created by using prompting texts from the 5k-word test pools
specified in the WSJ0 corpus. These articles were filtered to discard para-
graphs with more than one word outside of the 5k most frequent words in the
corpus.
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A.4 ATR Basic Travel Expression Corpus

The basic travel expression corpus (BTEC) described in (Kikui et al., 2003)
was planned to cover utterances for every potential subject in travel conver-
sations, together with their translations. Since it is rather infeasible to collect
them through transcribing actual conversations or simulated dialogues, ATR
decided to use sentences from the advice of bilingual travel experts, by inves-
tigating the “phrasebooks” containing Japanese/English sentence pairs that
those experts consider useful for tourists traveling abroad.

Currently, BTEC serves as the primary source for developing broad-
coverage speech-to-speech translation (S2ST). It is now being translated into
several languages including Chinese, French, German, Italian and Korean by
members of the C-STAR (International Consortium for Speech Translation
Advanced Research). In addition, it will be further translated into Indone-
sian, Thai, and Hindi by members of the A-STAR (International Consortium
of Speech Translation Advanced Research in Asia).

The full BTEC test set1 consists of 4,080 read speech utterances spoken
by 40 different speakers (20 males, 20 females). In this study, in order to
reduce the recognition time, we simply selected 1,000 utterances spoken by 20
different speakers (10 males, 10 females), and used them as a development set.
Two hundred randomly selected utterances spoken by 40 different speakers (20
males, 20 females) were used as a test set.

A.5 ATR English Database Corpus

The ATR English database (EDB) corpus was designed for speech-to-speech
translation in the travel conversation task. The text sentences were collected
from various different corpora as follows:

1. Basic travel expression corpus

See the description of BTEC in A.4.

2. TIMIT acoustic-phonetic continuous speech corpus

See the description of TIMIT in A.2.

3. Machine translation aided dialogue corpus

The machine translation aided dialogue (MAD) corpus described in (Kikui
et al., 2003) was designed by carrying out simulated (i.e. role play) dia-
logues between two native speakers of different mother tongues with a
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Japanese/English bi-directional S2ST system, instead of using human in-
terpreters. In order to concentrate on the effects of machine translation
(MT) by circumventing communication problems caused by speech recog-
nition errors, the speech recognition modules were replaced with human
typists. The resulting system is thus considered equivalent to using an
S2ST system whose speech recognition part is nearly perfect.

The number of sentences collected from each corpus is summarized in
Table A.4. In addition, 150 single-word sentences of place names are also in-
cluded. Based on these text materials, the speech corpora were collected from
accented English speakers: “American” (US), “British” (BRT), and “Aus-
tralian” (AUS). The total number of speakers and utterances, as well as speech
hours, are summarized in Table A.5.

Table A.4. Text sentence materials of ATR English speech database.

Corpus # Unique sentences

BTEC 2400
MAD 535
TIMIT 2342

Single words 150

Total 5427

Table A.5. Speech materials of ATR English speech database.

Accent # Speakers (M,F) # Utterances # Hour of speech

US 199 (99, 100) 91,484 88.9
BRT 100 (50, 50) 45,532 44.3
AUS 100 (50, 50) 45,934 44.7

Total 399 (199, 200) 182,950 177.9

In this study, in order to reduce the training time, we simply selected US
and AUS accented speech only, with about 45,000 utterances (∼ 44 speech
hours) spoken by 100 speakers (50 males and 50 females) for each accent. We
used 90% of the data (20,000 utterances spoken by 40 speakers for each US
male, US female, AUS male and AUS female) or about 80,000 utterances in
total (∼ 80 speech hours) as the training data.

For testing data of the accented read speech evaluation, we randomly se-
lected 200 utterances, spoken by 20 different speakers (10 males and 10 fe-
males) from the remaining 10% of the mixed-accent data (US and AUS) of
the ATR-EDB corpus.
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ATR Software Tools

This chapter describes a brief outline of ATR software tools, the so-called
“ATRASR”, and the way that they are used to construct and test the speech
recognizers.

B.1 Generic Properties of ATRASR

ATRASR consists of several functionality modules which are designed to run
with a traditional command-line style interface. Each module has a number
of required arguments plus optional arguments. As well as providing a consis-
tent interface, ATRASR support also multiple file formats allowing input and
output data with different file formats. Several modules can also be compiled
into one new module.

In addition to command line arguments, the operation of a tool can be con-
trolled by parameters stored in a configuration file. In this case, the ATRASR
will load the parameters stored in the configuration file config during its ini-
tialization procedures.

A description of any ATRASR modules can be obtained simply by exe-
cuting the module with no arguments.

B.2 Data Preparation

In order to create an acoustic model, the following data files are required:

1. Pronunciation dictionary (lexicon)

This is a sorted list of the words including their pronunciations. The
ATRASR lexicon dictionary format for phone-based model is :

<ID> [<Output Symbol>] <phone1> <phone2> ... {|SIL}
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It uses |S| as “START” symbol and |E| as “END” symbol which has a
silence model SIL as their pronunciation. Here is an example of AURORA2
phone-based lexicon dictionary:

|E| [] SIL
|S| [] SIL
ONE [ONE] W AH N {|SIL}
TWO [TWO] T UW {|SIL}
THREE [THREE] TH R IY {|SIL}
FOUR [FOUR] F AO R {|SIL}
FIVE [FIVE] F AY V {|SIL}
SIX [SIX] S IH K S {|SIL}
SEVEN [SEVEN] S EH V AX N {|SIL}
EIGHT [EIGHT] EY T {|SIL}
NINE [NINE] N AY N {|SIL}
ZERO [ZERO] Z IH R OW {|SIL}
ZERO [ZERO] Z IY R OW {|SIL}
OH [OH] OW {|SIL}

2. A set of speech data files

This is composed a speech database of recorded human utterances. ATR
mainly uses 16-kHz sampling frequency, 16-bit linear quantization, big en-
dian format and raw files.

3. A set of transcription files

To create a set of HMM-net acoustic modeling, both speech and text
database are necessary. Where the text database (transcription) is used
as an answer during learning process of speech data. In this case, every
file of speech data (“WAV” files training set) must have an association
with transcription text. There are several transcription format used dur-
ing training. One type of transcription file consists of acoustic-unit level
transcription with speech utterance starting time and ending time for the
whole utterance. These files are usually used during the embedded training
process. The ATRASR “TRS” file format is:

<start time [ms]> <phone sequence> <end time [ms]>

For example, here is “FAC 6O46A.TRS” in AURORA2 database :

0.000000 SIL,S,IH,K,S,OW,F,AO,R,S,IH,K,S,SIL 2.086375

The utterance starts at 0.000000 ms and ends at 2.086375 ms.
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Another type of transcription file consists of acoustic-unit level transcrip-
tion, where it gives time information for each phoneme called ATRASR
“SLF” file. These files will be used during the acoustic-unit topology and
label training process.

4. A set of text files

These text files are needed for language modeling training (see Section
B.5).

B.3 SSS Data Generating Tools

Before the training process, the utterances of speech data files must be seg-
mented into phoneme and word labels according to lexicon dictionary and the
speech association transcription text. This is done by forced alignment using
ATR trace module.

Then, the segmented utterances are converted into appropriate format,
where each segment should supplies information about phoneme context se-
quences followed by floating-point binary of the MFCC feature parameter.
The general structure of phone-based SSS data is as follows :

<speaker ID>
<# of phonemes>
<phone sequences>
<# of frames>
[Floating point binary data of MFCC feature parameter]

This performed using ATR labelSSS and ATR embSSS modules for each
phoneme sequence and each utterance phoneme sequences, respectively. An
example process of generating phoneme-based SSS data is shown in Figure
B.1.

B.4 Acoustic Model Training Tools

The creation of HMM-net acoustic modeling basically consists of four following
steps:

1. Step 1:

The first step of training process is to define the topology required for
each HMM, where in our case is each phoneme acoustic model (without
silence model).
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Fig. B.1. The ATRASR phoneme-based SSS data creation for phone-unit model
training.

ATRASR construct HMMs topology automatically based on MDL-SSS
algorithm (Jitsuhiro et al., 2004) in order to give an optimum number
of states for acoustic modeling. This process is performed with ATRASR
tool called ATR trainHMnet.

Then, each model parameters are trained using the data described in pre-
vious section. This process is performed with ATR retrainHMnet.

2. Step 2:

The silence acoustic model is constructed with a fixed standard HMM
topology. Two types of silence acoustic models: 1-state and 3-state mod-
els are generated.

3. Step 3:

In third step, all phoneme acoustic models are combined into one embed-
ded acoustic model. Then the 1-state silence acoustic model is added into
whole embedded acoustic model.
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This model is then retrained again in order to give a good recognition
performance on one complete utterance. This process was performed with
ATR retrainHMnet.

4. Step 4:

At last, the 1-state silence acoustic model is replaced with 3-state silence
acoustic model.

The topology training for each phone acoustic unit is illustrated in Figure
B.2, and the whole embedded training is illustrated in Figure B.3.

B.5 Language Model Training Tools

A language model for speech recognition is usually trained using a large
amounts of text data, and the process consists of following steps:

1. Step 1:

The first step in building a language model is counting the n-grams in
your training text using ATR L2train

2. Step 2:

The next step is constructs the actual language model using ATR L2smooth
from the resulted count files.

Note that, in some cases, in order to cope with the data sparseness problem,
class-based N-gram model was proposed. In this case, instead of dealing with
separated words, class-based N-gram estimates parameters for word classes.

B.6 Recognition Tools

To perform the Viterbi-based speech recognition, the following inputs are
required:

1. A set of speech files
2. A set of transcription files
3. An acoustic model
4. A pronunciation lexicon
5. A language model
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Fig. B.2. The ATRASR topology training for each phone acoustic-unit model.
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This recognition process, which is illustrated in Figure B.4, is performed
using ATR wcclrr module, which is composed from several modules, including:

• ATR wave2para to estimate MFCC feature parameter from WAV file of
test data,

• ATR lattice to generate lattice word network and calculate the probability
using bigram language model,

• ATR rescore to rescore the probability with trigram language model, and
ATR result to calculate the word error rate.
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Fig. B.4. The recognition process using ATRASR tools.
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An example of a word error rate summary in the output file is described
as follows:

# total utterances = 1001

# best accuracy = 98.001998, perfect = 981

# net accuracy = 99.400599, perfect = 995

# total words = 3257

# best accuracy = 99.355235, INS = 8, DEL = 6, SUB = 7

# best correct = 99.600860, DEL = 6, SUB = 7

# net accuracy = 99.815781, INS = 0, DEL = 5, SUB = 1

# net correct = 99.846484, DEL = 4, SUB = 1

It means that from 1001 sentences which consists of 3257 words, there are 8
insertion (INS), 6 deletion (DEL), and 7 substitution (SUB). So it gives the
best accuracy 99.36%.

A more detailed description of the ATR software tools can be found in
(Nakamura et al., 2006; Sakti, 2005).
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Composition of Bayesian Wide-phonetic
Context

As described in Section 4.3.2, a conditional probability function of a wide-
phonetic context model may be decomposed of several less complex models,
using junction tree algorithm, as

P (Xs|CL, λ, CR) =
P (Xs|CL, λ)P (Xs|λ,CR)

P (Xs|λ)
. (C.1)

In the case where we assume that λ is monophone unit /a/, and CL and CR

are the ones preceding and following context unit /a−/ and /a+/, respectively,
we can obtain the same factorization as one that has been proposed by Ming
et al. (1999); Ming and Smith (1998), and that is known as the Bayesian tri-
phone. The extended version of the Bayesian triphone, the so-called Bayesian
wide-phonetic context model, can also be found in our previous study (Sakti
et al., 2006, 2005). This approach allows us to model a wide range of phonetic
contexts from less context-dependent models simply based on Bayes’ rule.

In this chapter, we perform the proof using the Bayesian principle (Section
C.1), and define some variants of Bayesian Wide-phonetic Context which can
derived simply using Bayes’ rule (Section C.2).

C.1 Proof using Bayes’s Rule

Using the Bayesian principle:

P (Xs|CL, λ, CR) =
P (Xs, CL, λ, CR)

P (CL, λ, CR)

=
P (CL, CR|λ, Xs)P (λ,Xs)

P (CL, CR|λ)P (λ)
. (C.2)
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Assuming that CL and CR are independent given λ and Xs, P (CL, CR|λ) =
P (CL|λ)P (CR|λ), P (CL, CR|λ,Xs) = P (CL|λ,Xs)P (CR|λ, Xs), and Eq. (C.2)
becomes:

P (Xs|CL, λ, CR) =
P (CL|λ,Xs)P (CR|λ,Xs)P (λ,Xs)

P (CL|λ)P (CR|λ)P (λ)
. (C.3)

By multiplying both the numerator and denominator by P (λ,Xs)P (λ)
and applying Bayes’s rule, Eq. (C.3) becomes:

P (Xs|CL, λ, CR)

=
P (CL|λ,Xs)P (λ,Xs)

P (CL|λ)P (λ)
P (CR|λ,Xs)P (λ,Xs)

P (CR|λ)P (λ)
P (λ)

P (λ,Xs)

=
P (Xs|CL, λ)P (CL, λ)

P (CL, λ)
P (Xs|λ, CR)P (λ,CR)

P (λ,CR)
1

P (Xs|λ)

=
P (Xs|CL, λ)P (Xs|λ,CR)

P (Xs|λ)
, (C.4)

which is the same result as in Eq. (C.1).
As can be seen, a wide range of phonetic contexts may be decomposed from

less context-dependent models simply based on Bayes’ rule. However, difficul-
ties arise when different types of knowledge sources need to be incorporated.
In contrast, the current unified framework gives us a more appropriate means
of incorporating various kinds of knowledge sources. For example, we can eas-
ily extend further C1L3R3 with other additional knowledge variables, such as
gender or accent information (See Section 4.3.2).

C.2 Variants of Bayesian Wide-phonetic Context Model

Using Eq. (C.4), we set λ to be a triphone unit /a−, a, a+/, CL to be the
second preceding context /a−−/, and CR to be the second following context
/a++/, then P (Xs|CL, λ, CR) will become the C3L4R4 composition as derived
in Eq. (4.26)
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P (Xs|CL, λ, CR)

=
P (Xs|[a−−, a−, a, a+])P (Xs|[a−, a, a+, a++])

P (Xs|[a−, a, a+])
. (C.5)

more reduced models, such as P (Xs|[a−−, a−, a, a+]) with P (Xs|[a−−, a, a+]),
P (Xs|[a−, a, a+, a++]) with P (Xs|[a−, a, a++]), and P (Xs|[a−, a, a+]) with
P (Xs|[a]), Eq. (C.5) becomes:

P (Xs|CL, λ, CR)

=
P (Xs|CL, λ)P (Xs|λ, CR)

P (Xs|λ)

=
P (Xs|[a−−, a−, a, a+])P (Xs|[a−, a, a+, a++])

P (Xs|[a−, a, a+])

=
P (Xs|[a−−, a, a+])P (Xs|[a−, a, a++])

P (Xs|[a])
. (C.6)

This approximation gives another way of composing pentaphone models,
−−, a, a+]),P (X|[a−, a, a++]),

and P (X|[a]). These correspond to the PDFs of the observation X given the
left/preceding-skip-triphone-context (Lsk3), the right/following-skip-triphone-
context (Rsk3), and the center monophone unit (C1), respectively. The com-
position in Eq. (C.6) is called composition C1Lsk3Rsk3.

The above algorithms, such as compositions C1L3R3, C3L4R4, and also
C3Lsk3Rsk3, always follow the general representation P (Xs|CL, λ, CR), where
the wide-context model /CL, λ, CR/ is composed of left-context-dependent
unit /CL/, right-context-dependent unit /CR/, and center base context unit
/λ/. However, alternatives exist for composing wide-context models other
than those described above. For example, a wide-context model is composed
of several less-context-dependent models, where the center base unit /λ/ in
each model is the center point of each phonetic context. Then, the PDF of
X generated from the pentaphone /a−−, a−, a, a+, a++/ context unit can be
approximated as follows:

P (Xs|[a−−, a−, a, a+, a++])

=
P (Xs, [a−−, a−, a, a+, a++])

P ([a−−, a−, a, a+, a++])

=
P ([a−−, a−, a+, a++]|a,Xs)P ([a], Xs)

P ([a−−, a−, a+, a++]|[a])P ([a])

withBy approximating the probability distribution of composition C3L4R4

where a pentaphone model is composed of P (X|[a
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=
P ([a−−, a++]|[a], Xs)P ([a−, a+]|[a], Xs)P ([a], Xs)

P ([a−−, a++]|[a])P ([a−, a+]|[a])P ([a])

=
P (Xs|[a−−, a, a++])P (Xs|[a−, a, a+])

P (Xs|[a])
. (C.7)

The result indicates that a pentaphone /a−−, a−, a, a+, a++/ model can
be composed of P (Xs|[a−−, a, a++]), P (Xs|[a−, a, a+]), and P (Xs|[a]), which
correspond to the PDFs of the observation X given the center-skip-triphone-
context (Csk3), center-triphone-context (C3), and center monophone unit
(C1), respectively; this is called composition C1C3Csk3.

In these compositions, the number of context units to be estimated is re-
duced from N5 to (2N3 + N) for compositions C1L3R3, C1Lsk3Rsk3, and
C1C3Csk3, and to (2N4 + N3) for composition C3L4R4, without loss of con-
text coverage, where N is the number of phones. If we use a 44-phoneme set for
English ASR, the total number of different contexts that need to be estimated
in the pentaphone model is 445 =∼ 165 million context units. Composition
with triphone-context-units reduces the complexity to about 170,000 context
units, but composition with tetraphone-context-units reduces the complexity
to only about 7.5 million context units.

As summary, we depict Bayesian pentaphone models structure and PDF
in Figure C.1, including: Bayesian C1L3R3 which is composed of the pre-
ceding/following triphone-context unit and center-monophone unit, Bayesian
C3L4R4 which is composed of the preceding and following tetraphone-context
unit and the center-triphone-context unit, Bayesian C1Lsk3Rsk3 which is
composed of the preceding and following skip-triphone-context unit and the
center-monophone unit, and Bayesian C1C3Csk3 which is composed of the
center skip-triphone-context unit, the center triphone-context unit and the
center-monophone unit. Here we also include the conventional pentaphone C5
model.
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Fig. C.1. Bayesian pentaphone model composition. (a) is C5, the conventional
pentaphone model, (b) is Bayesian C1L3R3, which is composed of the preced-
ing/following triphone-context unit and center-monophone unit, (c) is Bayesian
C3L4R4, which is composed of the preceding/following tetraphone-context unit and
center-triphone-context unit, (d) is Bayesian C1Lsk3Rsk3, which is composed of the
preceding/following skip-triphone-context unit and center-monophone unit, and (e)
is Bayesian C1C3Csk3, which is composed of the center skip-triphone-context unit,
center triphone-context unit and center-monophone unit.
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Statistical Significance Testing

In this book, a statistical significance test was performed to determine whether
the performance improvement of our proposed models is statistically signifi-
cant in comparison with the baseline models. Various different types of signif-
icant test exist (Hays, 1988; Milton and Arnold, 1995). Here, we used one of
the simplest significant tests called the “Sign test.” A brief theory of general
statistical hypothesis testing and the use of Sign test for ASR are described
in Section D.1 and Section D.2, respectively.

D.1 Statistical Hypothesis Testing

A statistical hypothesis test is an inferential process, based on probability,
which allows us to use sample data to evaluate a hypothesis about a popula-
tion. The most basic approach to hypothesis testing consists of following steps:

1. State a research hypothesis

The first step is to state a null and an alternative hypothesis which refer-
ence the population values:

• Null hypothesis (H0) represents the status quo or a claim of “no dif-
ference.”

• Alternative hypothesis (H1) is the opposing hypothesis. That is, in
our case, it is a claim of “there is a difference, and our proposed model
significantly performed better” (upper-tail form).
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2. Collect evidence (data sample)

Evidence or data samples are collected from the population after the pro-
posed approach has been applied.

3. Perform test statistic and obtain probability value (P -value)

A test statistic is a numeric value used to decide whether to accept or
reject H0, by comparing the observed data samples to the population
when H0 is true. There are different types of test statistics depending
on the hypothesis and the data being tested. For a normal distribution,
the test statistic computes a zstat value by calculating the difference be-
tween the observed sample x̄ and the mean hypothesis value µ0 as follows:

zstat =
x̄− µ0

σx̄
(D.1)

where zstat follows the N (0, 1) standardized distribution.

The conditional probability of the observed sample given H0 is true is
called the P -value. It is the area under the curve beyond the zstat.

P (Z ≥ zstat| H0 true) (D.2)

The smaller the P -value (the proportion of sample data that are consis-
tent with the null hypothesis), the more likely that we will reject H0.

4. Define decision rule and level of significance

There is a chance that the hypothesis testing will yield inaccurate results,
and rejecting the null hypothesis when H0 is true is a serious mistake.

The probability of rejecting H0 when it is actually true is known as the
significance level and is abbreviated with the symbol α. The chance of
not committing this type of error is known as the confidence level, the
probability of which equals (1 − α). Thus, to measures the reliability of
the inference, α must be small. The commonly used levels of significance
are 5%, 1% and 10%.

5. Make a conclusion

Finally, the P -value is compared with probability threshold α (See Figure
D.1), and a decision is made to either accept or reject H0, as follows:
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• Rule 1:

If: Probability value ≤ significance level
where:

P (|Z| ≥ zstat) ≤ α
Then: Reject the null hypothesis H0.
Conclusion: The research finding is statistically significant.

• Rule 2:

If: Probability value > significance level
where:

P (|Z| ≥ zstat) > α
Then: Fail to reject the null hypothesis H0.
Conclusion: The research finding is not statistically significant.

Reject H Do not reject H 0 0 

critical 
value 

Z 

P-value  
≤ α 

σ 

µ 

Fig. D.1. The distribution of population according to the null hypothesis (H0 is
true), with upper-tail of rejection region for P ≤ α.
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D.2 The Use of the Sign Test for ASR

The Sign test is a nonparametric test that does not depend on a normal
assumption for the population of differences (Larget, 2005). It is usually used
for matched-pair data to discover if observed differences between two sets of
data are significant.

The Sign test, first suggested for use in ASR benchmark test in (Pallett
et al., 1992), is a test comparing WER on different speakers, conversation
sides, or pre-specified subsets of a test set. It looks simply at which systems
performs better. If there is systematic evidence of differences in a consistent
direction, this may prove to be significant even if the magnitudes of the differ-
ences are small. In practice, we performed the statistical sign test to compare
WER in each of the utterances of a test set.

Following the basic approach described in Section D.1, the hypothesis test-
ing is defined as follows:

1. Research hypothesis

Suppose there are two approaches, the baseline approach (A0) and the
proposed approach (A1), then the hypothesis are

H0: p ≤ 0.5
H1: p > 0.5

where:

p = the probability of performance improvement or success
(A1 is better than A0)

q = the proportion (probability) of failure
(A1 is not better than A0)

2. Collect evidence (data sample)

During recognition, both approaches (A0 and A1) output a sequence ut-
terances with the word labels. The total number of word errors (including
insertion, deletion, and substitution) in each utterance are described as

e0i = e01 , e02 , ..., e0n

e1i = e11 , e12 , ..., e1n

where e0i
is the total number of word errors in ith utterance of A0 output.

The evidence for matched pair samples is obtained as:
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• Calculate the differences of the paired observations (compare e01 with
e11 , e02 with e12 , and so on).

• Discard the differences that are equal to zero, leaving N observations
of pairs with nonzero differences.

• Count the sign of the differences, where:

n+ = the number of success (e1i
< e0i

)
n− = the number of failed (e1i > e0i)

3. Test statistic for the sign test

• For small samples

The test statistic is based on binomial distribution b(x; N, p), and P -
value is computed as

P -value = P (X ≥ n+|N, p)

• For large samples

The test statistic is based on a normal approximation (continuous) to
the binomial distribution

zstat =
x̄− µ0

σx̄
=

x̄∗ − 0.5N

0.5
√

N

=
(x̄− 0.5)− 0.5N

0.5
√

N
=

n+ − 0.5− 0.5(n+ + n−)
0.5
√

N

=
|n+ − n−| − 1√

N
(D.3)

where

µ0 = Np = 0.5N

σx̄ =
√

Npq = 0.5
√

N
x̄∗ = the corrected for continuity adjustment of discrete value x̄

Then the P -value is computed as

P -value = P (Z ≥ zstat)
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4. Significance level

α = 0.05 has been used in all our experiments.

5. Decision:

H0 is rejected if P -value ≤ 0.05.

A more detailed description of significant hypothesis and the sign test can
be found in (Hays, 1988; Milton and Arnold, 1995; Larget, 2005; Pallett et al.,
1992).
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Normal distribution, 170
NOVO, see Noise voice composition
Nyquist criterion, 38

Observation
density, 16, 19, 43–46
instances, 26
probability, 23
probability distribution, 24
probability function, 25
sequence, 6, 25, 30
symbols, 24
variable, 26

Observation feature vectors, 35, 43
Offline recognition, 53
Online recognition, 53
Oval nodes, 72

P-value, see Probability value
Parallel model combination (PMC), 14
Partial observation, 29
Pattern

definition of, 19
Pattern classification

decision space, 20
definition of, 20
fundamental notions, 20
measurement space, 20

Pattern recognition
definition of, 19
overview of, 19–22

Pentaphone, 12
Perceptual linear prediction (PLP), 36
Phoneme segments, 10
Phonetic unit, 12
Phonotactics, 4
Physiological state, 11
Pitch frequency, 13
PLP, see Perceptual linear prediction
PMC, see Parallel model combination
Prior distribution, 58
Priors, see A priori probability
Probabilistic networks, see Bayesian

network
Probability

axioms, 56–57
calculus, 56
emission, 43
likelihood, 58

posterior probability, 58
Probability density function (PDF), 68
Probability product, 58
Probability theory, 56–58
Probability value (P -value), 170, 173
Pronunciation lexicon, 35, 49

lexical tree-based search, 49
lexicon tree, 49

Psychological state, 11

Quasi-stationary, 39
Quinphone, 12

Recognition
definition of, 19

Rescoring, 86
N-best, 86
procedure, 86

Rex, 2

S2ST, see Speech-to-speech translation
SD, see Speaker dependent
Search algorithm, 35, 51–53

Viterbi, see Viterbi algorithm
Sennheiser microphone, 149
Separator potential, 67
SI, see Speaker independent
Sign test, 172–174
Signal-to-noise ratio (SNR), 76, 94–97
Significance level, 170, 174
Single-word recognition, 2
Small-vocabulary ASR, 2
SNR, see Signal-to-noise ratio
Sound source, 1, 2
Source-filter model, 36
Sources variability, 10
Speaker dependent (SD), 149
Speaker independent (SI), 149
Speaking rate, 11, 14
Spectral analysis, 39
Spectral shaping, 38
Spectrogram

definition of, 4
Spectrogram reading, 5
Speech enhancement, 14
Speech unit, 12
Speech-to-speech translation (S2ST),

150
Square nodes, 72
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SSS, see Successive state splitting
Stochastic rule, 6
Stochastic variables, 6
Sub-band correlation, 14
Subgraphs, 65, 67
Successive state splitting (SSS), 48, 49
SWB, see SWITCHBOARD
SWITCHBOARD (SWB), 12
Syllable unit, 12

TC-STAR, see Technology and
Corpora for Speech to Speech
Translation(TC-STAR)

Technology and Corpora for Speech to
Speech Translation(TC-STAR), 8

Telephone speech, 11
Tetraphone, 12
TIDigits, 145
TIMIT, 146
Transition probabilities, 24
Trellis diagram, 26, 29
Triangular filter bank, 40
Triangulated graph, 65
Triangulation, 65
Trigram, 50
Triphone, 12
Triplets of nodes, 65

Unigram, 51

Vector quantization (VQ), 44
Verbalized punctuation, 149
Viterbi algorithm, 29

best path probability, 29
Viterbi path, 45
VOA, see Voice of America
Vocal tract, 4, 11
Voice of America (VOA), 8
Voice quality, 11
Vowel, 10
VQ, see Vector quantization

Wall Street Journal (WSJ), 89, 90, 92,
104, 121, 148

Weighted Finite State Transducers
(WFST), 13

WER, see Word error rate
WFST, see Weighted Finite State

Transducers
Windowing, 39
Word error rate (WER), 91–93, 108,

114, 125, 172
Word position, 13
Word unit, 12
WSJ, see Wall Street Journal
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