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Preface

Despite long-standing assumptions, the work of many investigators over the past 10 years
has demonstrated that the bacterial chromosome is highly organized. The precise dynamic
organization of genes and domains has far reaching consequences for a wide range of
biological processes from those required for the successful transmission of heredity, i.e.,
DNA replication and chromosome segregation in coordination with cell division, to pro-
cesses ranging from gene regulation to pathogenicity. Bacterial chromosomes are condensed
by several factors including molecular crowding of the cytoplasm, DNA supercoiling,
nucleoid associated proteins, and condensins. These factors define layers of organization
of different sizes such as plectonemic DNA loops (few kb), microdomains or chromosome
interaction domains (CIDs) (few tens of kb), and macrodomains (hundreds of kb). Genetics
and molecular biology methods have paved the way for the understanding of chromosome
structuring and remain extremely powerful to reveal the molecular mechanisms involved in
this structuring. During the last 15 years new approaches, technologies, and insights have
revolutionized the field of chromosome folding. Imaging technologies have changed our
perception of the nucleoid; they revealed the spatial organization of the chromosome, the
dynamics of DNA and bacterial chromatin, and the coupling of nucleoid dynamics with cell
architecture and cell cycle. Moreover these observations opened a door for quantitative
analysis by biophysicists. More recently, super-resolution microscopy has been used to
visualize previously unresolved structure essential to understanding the bacterial chromo-
some. From the sequencing perspective, ChIP-seq, capture of chromosome conformation
(3C), and Hi-C, its deep-sequencing derivative, have enabled the capture of new types of
structural information on a genomic scale. These techniques, combined with state-of-the-
art genetic, genomic, molecular, and cell biology approaches, have provided a wealth of new
information about the chromosome. Meanwhile polymer physics models and physical nano-
manipulation of cells, protein, and DNA allow researchers to tackle questions that go far
beyond the traditional biological description of chromosome structure. This issue of Meth-
ods in Molecular Biology will propose state-of-the-art protocols for these key experiments
that have, over the last decade, revolutionized our understanding of the bacterial nucleoid.

Paris, France Olivier Espéli
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Université de Toulouse, UPS, Toulouse, France

JULIEN DORIER � Center for integrative Genomics, University of Lausanne, Lausanne,
Switzerland; Vital-IT, SIB Swiss Institute for Bioinformatics, Lausanne, Switzerland
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MARTIAL MARBOUTY � Département Génomes et Génétique, Groupe Régulation Spatiale des
Génomes, Institut Pasteur, Paris, France; CNRS, UMR 3525, Paris, France; Centre de
Bioinformatique, Biostatistique et Biologie Intégrative, Institut Pasteur, Paris, France
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Molecular Genetic Methods to Study Bacterial Nucleoid



Chapter 1

Homologous Recombineering to Generate Chromosomal
Deletions in Escherichia coli

Jack A. Bryant and David J. Lee

Abstract

Homologous recombination methods enable modifications to be made to the bacterial chromosome.
Commonly, the λ phage RED proteins are employed as a site-specific recombinase system, to facilitate
recombination of linear DNA fragments with targeted regions of the chromosome. Here we describe
methods for the efficient delivery of linear DNA segments containing homology to the chromosome into
the cell as substrates for the λRED proteins. Combined with antibiotic selection and counterselection, we
demonstrate that using this method facilitates accurate, rapid editing of the chromosome.

Key words Recombineering, Lambda RED, Escherichia coli, Chromosome, Deletion

1 Introduction

The λRED recombinase system consists of three gene products [1].
The gam gene, encodes a protein that protects linear, double-
stranded DNA from host cell-mediated degradation. The exo gene
product generates single-stranded DNA overhangs at each end of
the linear fragment, and the bet gene codes for a recombinase for
which the linear DNA fragment is a substrate for homologous
recombination with targeted regions of the chromosome [2]. Sev-
eral methods have been developed that exploit the λRED recombi-
nase system, which essentially all have the same requirements
[3–10]: The first is the requirement to have controlled, inducible
expression of the λRED genes. The second requirement is the
efficient delivery of a linear DNA fragment that contains the desired
homology to the chromosome target into the cell. The third is the
inclusion of a selectable marker, typically an antibiotic resistance
cassette, for the selection of recombinants. Finally, a PCR screen to
identify correctly modified chromosome as desired.

Here we describe a method for recombineering, termed Gene
Doctoring that we have previously employed to edit the chromo-
some of laboratory and pathogenic strains of Escherichia coli [6].

Olivier Espéli (ed.), The Bacterial Nucleoid: Methods and Protocols, Methods in Molecular Biology, vol. 1624,
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This method utilizes the λRED genes and, due to the incorporation
of counterselection markers in the system, results in the rapid
identification of recombinant clones. This technique has been
used previously to delete targeted regions of the chromosome
[11], to label proteins with epitope tags [12] and to insert promo-
ter–reporter gene fusions into different regions of the chromosome
while simultaneously deleting large sections of DNA [13]. The
gene doctoring method has also been used to modify pathogenic
bacteria, including Pseudomonas putida, Pseudomonas syringae, an
outbreak strain of Klebsiella pneumoniae and Escherichia coli strains
UPEC CFT073, ETEC H10407, EHEC O157:H7 [6, 14–19].
Here, we provide a worked example of how to generate a gene
deletion in the E. coli chromosome.

1.1 Two-Plasmid

System for Gene

Deletion

A λRED based recombination technique developed by Datsenko
and Wanner [3], relies upon electroporation of double stranded
DNA donor molecule, carrying an antibiotic resistance cassette
flanked by regions of homology to the chromosomal target, into
cells in which the expression of the λRED genes has been induced
[3]. This method yields a low recombination efficiency of 1 in every
3.5 � 107 cells, which correlates with the proportion of cells that
survive electroporation [3, 6]. The efficiency of λRED recombina-
tion was improved, by Herring and coworkers [5], who supplied
the target donor DNA for recombination by excising it from a
donor plasmid in vivo. This increases the efficiency of recombina-
tion to around 1–15%. However, since the target donor DNA is
supplied on a plasmid, any uncut plasmid retains the antibiotic
selection marker. Thus, the identification of recombinants that
have retained the antibiotic resistance marker, whilst having lost
the donor plasmid, requires the screening of a large number
(hundreds, sometimes thousands) of candidates [6].

The Gene Doctoring system was developed to increase the
efficiency of λRED-mediated recombination method of Herring
et al. [5]. The system is reliant on two plasmids: the first is a
pDONOR plasmid (Fig. 1a), which contains DNA that is homolo-
gous to the region of the chromosome where modifications are to
be made (Fig. 1a, b). These regions of DNA homology are cloned
either side of a kanamycin resistance cassette. Immediately adjacent
to the homology sequences are restriction sites for meganuclease
I-SceI. This pDONOR plasmid also carries an ampicillin resistance
cassette and the sacB gene from Bacillus subtilis. The gene doctor-
ing method has the same recombination efficiency as the method of
Herring et al. [5], but has improved selection efficiency due to the
incorporation of the sucrose sensitivity counterselective marker on
the donor plasmid [6]. The second plasmid is the gene recombi-
neering plasmid pACBSce, which carries resistance to chloram-
phenicol, the λRED genes as well as the gene coding for the
meganuclease I-SceI and an I-SceI restriction site (Fig. 1c).

4 Jack A. Bryant and David J. Lee
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Fig. 1 Gene Doctoring two-plasmid system for genomic deletions. Schematic representations of the two-
plasmid system used for homologous recombineering of chromosomal gene deletions. (a) Map of the pDONOR
plasmid used for creating chromosomal deletions. The vector encodes a kanamycin resistance marker, kanR,
flanked by flp recombinase recognition target sequences, FRT, and two regions of homology to the
chromosomal target, H1 and H2. These features are all flanked by two target sequences for the yeast
meganuclease I-SceI, which do not occur within the E. coli genome. Also represented are the origin of
replication, pMB1 Ori, ampicillin resistance marker, ampR, and the sucrose sensitivity determinant for
counterselection, sacB. (b) Representation of a typical chromosomal target sequence for creating genomic
deletions. Genes are represented by boxed arrows. H1 and H2 homology regions are represented by shaded
boxes. These regions can be separated by 0 kb or anywhere up to 40 Kbp apart (see Subheading 3.7).
(c) Schematic representation of the mutagenesis plasmid, pACBSce, which encodes the I-SceI meganuclease
and the λRED recombination system under control of the arabinose inducible araBAD promoter. Further to this,
the vector encodes a chloramphenicol resistance marker, CmR, and an I-SceI recognition target sequence to
allow curing of the vector during recombineering. (d) The homology regions to the target sequence, H1 and H2
are cloned in to the pDONOR vector flanking the kanR resistance marker and the linear donor molecule is
liberated from the plasmid in vivo by the I-SceI meganuclease. (e) The λRED recombination system facilitates
homologous recombination between the donor molecule and the chromosomal target sequence leading to
deletion of the region between H1 and H2
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The λRED genes and I-SceI are under the control of the araBAD
promoter and expression is induced by the presence of arabinose in
the growth medium.

During a recombineering experiment, addition of arabinose
induces the expression of λRED and I-SceI. Importantly, there
are no I-SceI restriction sites on the E. coli genome, and hence,
the genome is not affected and remains intact. I-SceI targets and
cleaves the donor plasmid, liberating a linear DNA fragment that
contains homology sequences to the chromosome proximal to each
end (Fig. 1d). The λRED gene products bind to the linear DNA
fragment to facilitate recombination with the target region of the
chromosome (Fig. 1e). I-SceI also targets the recombineering
plasmid pACBSce, thus, recombinants will be cured of both
donor plasmid and recombineering plasmid during the course of
the experiment.

There are features, built in to the system, that enable recombi-
nants to be readily identified. Once the donor plasmid is cleaved,
the backbone of the pDONOR plasmid will be lost from the cell
during subsequent rounds of cell division, whereas the linear frag-
ment containing homology to the chromosome will be recombined
onto the chromosome; hence, the kanamycin resistance cassette
will be maintained. Thus, growth of recombinants on medium
containing sucrose and kanamycin will select for recombinants
that have lost the donor plasmid, since the growth on sucrose of
cells that contain the sacB gene is inhibited. The subsequent patch-
ing of candidates onto medium containing ampicillin confirms that
the donor plasmid, hence the ampicillin resistance cassette, has
been lost by their inability to grow.

1.2 pDONOR Plasmid

Preparation

For homologous recombination to generate a gene deletion,
regions of homology to the target region of chromosome are
cloned into the donor plasmid (Fig. 2). Two pDOC plasmids are
required to generate the final donor plasmid [6]. The first is
pDOC-K (Fig. 2a). This plasmid contains a kanamycin cassette,
flanked by target sites for Flp recombinase. This plasmid is used as a
template in a PCR reaction with oligonucleotides that anneal to
pDOC-K and contain 40-bp regions of homology to the chromo-
somal target (sequences H1 and H2). Once the PCR product has
been generated (Fig. 2b), it is cloned into plasmid pDOC-C
(Fig. 2c). In the example shown, restriction sites EcoRI and SpeI
have been used for cloning. This positions the homology cassette
between two I-SceI target sites generating the pDONOR plasmid.
Clones can be selected on LB agar supplemented with kanamycin,
as the parent pDOC-C plasmid does not encode a kanamycin
resistance cassette. The example given below demonstrates how a
gene is deleted, by being replaced by the kanamycin resistance
cassette.
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Fig. 2 Construction method for the pDONOR plasmid. Schema for construction of the pDONOR plasmid for
deletion of chromosomal genes. (a) Representation of a typical chromosomal target region with the gene



2 Materials

All solutions should be made using ultra high quality water, unless
otherwise stated. Antibiotic stocks solutions should be stored at
�20 �C until required.

2.1 Growth Medium

and Supplements

1. Lennox Broth: 10 g/L tryptone, 5 g/L NaCl, 5 g/L yeast
extract, dissolved in water. Aliquot into 100 ml volumes and
autoclave at 15 psi/124 �C for 15 min.

2. 20% arabinose solution (w/v).

3. 55% sucrose solution (w/v).

4. Antibiotics stocks. Chloramphenicol: stock 35 mg/L dissolved
in ethanol working concentration, 35 μg/ml. Ampicillin: stock
100 mg/ml dissolved in water, working concentration,
100 μg/ml. Kanamycin: stock 50 mg/ml dissolved in water,
working concentration, 50 μg/ml.

5. Nutrient agar plates (N plates) and Nutrient Agar plates sup-
plemented with:

Ampicillin (NA plates).

Kanamycin (NK plates).

Ampicillin, chloramphenicol, and kanamycin (NACK plates).

5% Sucrose (w/v) and kanamycin (NSK plates) (see Note 1).

Agar should be autoclaved at 15 psi/124 �C for 15 min
(see Note 2).

2.2 Competent Cells

and Transformation

1. Competent Cell Buffer 1 (CCB1):
10 mM CaCl, 100 mM RbCl, 55 mM MnCl2. Adjusted to

pH 6 with HCl.

2. Competent Cell Buffer 2 (CCB2):
10 mM CaCl, 25 mM RbCl, 15% glycerol.
Sterilize by filtration.

�

Fig. 2 (continued) represented by a white block arrow and the regions of homology, H1 and H2 used for
deletion of the gene, indicated by shaded boxes. Also labeled are the positions of oligonucleotides used for
checking the deletion, C1 and C2 which anneal external to the region of the chromosome to be modified. The
k-fwd and k-rev sequences are labeled A and B on the map of the pDOC-K plasmid. The outline structure of
oligonucleotides used for creating the donor molecule is represented and each encodes a restriction enzyme
target site, a homology region and either the k-fwd or k-rev sequence (A and B). (b) The oligonucleotides
represented in part (a) are used to complete and PCR reaction to produce a PCR product encoding the
kanamycin resistance marker, kanR, flanked by homology regions H1 and H2 and restriction sites EcoRI and
SpeI. (c) The pDOC-C plasmid encodes a multiple cloning site between the I-sceI recognition sites, the DNA
base sequence of which is shown in the box. Two restriction enzymes are selected, EcoRI and SpeI, and used
to digest the pDOC-C plasmid. The digested pDOC-C plasmid and the PCR product are ligated to produce the
pDONOR plasmid
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2.3 PCR and Cloning 1. For PCR cloning, use a high-fidelity DNA Polymerase.
For recombinant checking, use a standard Taq Polymerase.

2. dNTPs: concentration as per DNA Polymerase requirements.

3. Restriction enzymes and DNA ligase as per manufacturers’
instruction.

3 Methods

3.1 pDONOR Plasmid

Preparation

1. Design oligonucleotide primers that contain the pDOC-K
priming sequences (sequences K-fwd and K-rev: see Note 3)
at the 30, homology DNA sequences for the chromosomal
target (sequences H1 and H2) and an appropriate restriction
enzyme site at the 50. This example uses restriction enzymes
EcoRI and SpeI (Fig. 2a). Other restriction sites, unique to
plasmid pDOC-K are available for cloning (Fig. 2c). Typically,
for a gene deletion, 40 bp of DNA homology is sufficient for
efficient recombination. Homology region H1 is the DNA
sequence immediately upstream of the start codon. Homology
region H2 is the DNA sequence including the last 10–15
codons of the gene (see Note 4).

2. In addition, design 2 oligonucleotide primers that will be used
to check that recombination has succeeded as expected (check
primers C1 and C2: Fig. 1a). These primers should be designed
to anneal to the region flanking the gene targeted for deletion,
such that they can be used in a PCR reaction to amplify the
target region. These primers will be used after recombination,
to amplify the target region to confirm recombination.

3. Amplify the kanamycin cassette using the guidelines provided
by the manufacture for the high-fidelity DNA Polymerase that
is used.

4. Purify the PCR product, Digest both pDOC-C and the PCR
product with EcoRI and SpeI restriction enzymes and ligate, to
create the final pDONOR plasmid (see Note 5).

5. Competent cells of the desired E. coli strain into which the
chromosomal modification is to be made are then cotrans-
formed with the final pDONOR plasmid and the recombineer-
ing plasmid pACBSce, as described below.

3.2 Preparation

of Competent Cells

1. Inoculate 5 ml of LB with one colony of bacteria of the E. coli
strain to be modified and incubate overnight at 37 �C with
aeration.

2. The following day, subculture 100 μl into 10 ml of fresh LB
and incubate at 37 �C with aeration until the OD650 reaches
0.5 (see Note 6).
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3. At this stage, rapidly chill the culture by swirling in iced water
bath for 2 min, then continue to incubate on ice for 5 min.

4. Transfer the culture to a precooled centrifuge tube and harvest
the cells at by centrifugation at 4000 � g for 10 min.

5. Dispose of all of the supernatant: gently tap the inverted tube
on a paper towel to remove any remaining LB.

6. Gently resuspend the cells in 5 ml of ice-cold CCB1. Do this by
pipetting up and down, whilst keeping the suspension ice-cold.

7. Incubate on ice for 30 min.

8. Harvest the cells at by centrifugation at 4000 � g for 10 min.

9. Dispose of all of the supernatant: gently tap the inverted tube
on a paper towel to remove any remaining CCB1

10. Gently resuspend the cells in CCB2, to a final volume of 350 μl.
Do this by using 250 μl of CCB2 ml to resuspend the cell
pellet. Once resuspended, determine the volume of the cell
suspension using a pipette, then add the appropriate amount
of CCB2 to make the volume up to 350 μl.

11. Aliquot the cells into 50 μl samples and store at �70 �C until
required. Each 50 μl aliquot is sufficient for two transforma-
tions, and is stable at �70 �C for several months.

3.3 Transformation

of Competent Cells

1. Aliquot the plasmid DNA to be transformed into a 1.5 ml tube
and incubate on ice. Typically, 1–100 ng of DNA should be
transformed, but the amount of pACBSce and pDONOR
plasmid should be roughly equivalent (see Note 7).

2. Add 25 μl of defrosted competent cells to the DNA and incu-
bate on ice for 15 min.

3. Heat-shock by placing the tube in a water bath set at 42 �C for
30 s; then return the tube to the ice for 5 min.

4. Add 750 μl of SOC solution, prewarmed to 37 �C, and incu-
bate at 37 �C for 1 h. During incubation, place the tubes, in a
shaking incubator set at 37 �C. Set the shaker so that the cell
suspension is gently swirling: this prevents the cells from
settling to the bottom of the tube during this outgrowth step.

5. After 1 h, harvest the cells by centrifugation and remove all but
100 μl of the supernatant.

6. Resuspend the cells in the remaining supernatant.

7. Pipette the cell suspension onto the surface of an NACK plate.
Spread the cells evenly across the surface of the agar plate.

8. Finally, invert the agar plate and incubate at 37 �C overnight,
or until colonies become visible (see Note 8).
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3.4 Prerecombi-

nation Quality Control

Before commencing with the recombination protocol, it is recom-
mended that the transformants are checked. Once the following
criteria have been confirmed, proceed with the recombineering
protocol.

1. Patch individual colonies onto nutrient agar plates containing
the following antibiotics:

Ampicillin, chloramphenicol, and kanamycin (NACK plates).

Kanamycin plus 5% sucrose (NSK plates).

Use a sterile loop to pick a colony and patch onto the NACK
plates first, then without flaming the loop, patch onto the
NSK plate.

2. The expected outcome is that colonies should be able to grow
on Chloramphenicol, due to the resistance cassette carried on
plasmid pACBSce, and also on ampicillin and kanamycin, due
to the resistance cassettes carried on the pDONOR plasmids.

3. Colonies should not be able to grow on the kanamy-
cin þ sucrose plate because, despite having resistance to kana-
mycin, carried by the pDONOR plasmid, the presence of sacB
in the pDONOR plasmid prevents growth on sucrose.

3.5 Recombineering 1. Inoculate 500 μl LB, supplemented with ampicillin and chlor-
amphenicol, with a single ampicillin, chloramphenicol, and
kanamycin-resistant, sucrose-sensitive colony.

2. Incubate at 37 �C with shaking for 2–4 h until the culture is
turbid (within the OD650 range of 0.2–0.5) (see Note 9).

3. Remove 1 μl of culture and dilute with 1 ml of LB (10�3

dilution). Make a tenfold serial dilution to 10�6, then plate
100 μl of the 10�4, 10�5, and 10�6 dilutions onto both an N
plate, and an NA plate. This step ensures that the pDONOR
plasmid has been maintained in the culture. Thus, the same
number of colonies, for each of the serial dilutions, should
grow on the N and NA plates (see Note 10).

4. Harvest cells by centrifugation and wash by resuspension with
500 μl 0.1 � LB. Repeat three times to remove any residual
antibiotics (see Note 11).

5. Resuspend cells in 500 μl 0.1 � LB supplemented with 0.3%
arabinose to induce the expression of the λRED genes and SceI
meganuclease from plasmid pACBSce. 0.1� LB is used during
this step as the cells are no longer required to divide rapidly.

6. Incubate the culture at 37 �C with shaking for a further 2–3 h.

7. Remove 1 μl of culture and dilute with 1 ml of LB (10�3

dilution). As before, make a tenfold serial dilution to 10�6,
then plate 100 μl of the 10�4, 10�5 and 10�6 dilutions onto
both an N plate, and an NA plate. This step is to ensure that the
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pDONOR plasmid has been digested by the I-SceI meganu-
clease. There should be significantly less colonies on the NA
plate than on the N plate. Typically, >95% of the pDONOR
plasmid is digested, and hence the ampicillin resistance cassette
has been lost.

8. Spread 125 μl of the remaining culture onto each of four NSK
plates.

9. Incubate plates at 30 �C or room temperature (preferable) until
colonies are visible (see Note 12).

3.6 Checking

Candidate Colonies

1. Identify candidate colonies on the NSK plate to be checked.
Patch the individual colonies first onto an NA plate, then onto
an NSK plate. To do this, use a sterile loop to pick a colony and
streak onto the NA plate. Then without flaming the loop,
streak immediately onto the NSK plate.

2. True recombinants will have lost the pDONOR plasmid back-
bone, hence will have lost the amp resistance cassette and the
sacB gene, and will therefore be able to grow on sucrose, but
not on ampicillin. True recombinants will have retained the
kanamycin cassette since it will have been inserted into the
chromosome through homologous recombination.

3. True recombinants should be purified to single colonies by
streaking onto NK plates. To do this, a sample from the
patched colonies which grew on NSK, but not on NA, is picked
with a sterile loop and streaked onto a fresh NK plate to single
colonies.

3.7 Confirmation

of Recombinants

by PCR

1. Select candidate colonies from the NK plate and resuspend
each separately in 100 μl of sterile water. Spot 2 μl of the
resuspension onto an NK plate for storage. Boil the remaining
solution for 5 min and briefly centrifuge the suspension to
pellet cell debris.

2. Repeat the same procedure for a colony of the parent E. coli
strain. Comparison of the PCR product generated from the
parent strain, and the recombineered candidates, will identify
successful clones (Fig. 3).

3. Use 2–10 μl of cell solution from the candidate colonies and
the parent strain in a PCR reaction, using oligonucleotide
primers C1 and C2 to amplify the target region of the chromo-
some. The annealing temperature used for the PCR will
depend on the sequences of primers C1 and C2 and the
extension time for the PCR will depend on the bp distance
between the annealing sites for primers C1 and C2 on the
chromosome.

4. The expected outcome is dependent upon the size of the gene
that was deleted. The length of the kanamycin insertion
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cassette between primer annealing sequences A and B on the
pDOC-K plasmid is 1327 bp. An example of the expected
outcomes from the check PCR is shown in Fig. 3.

5. Post recombination, the kanamycin cassette can be excised
from the chromosome (Fig. 3c). This is facilitated by the FLP
sites that flank the cassette. A plasmid, encoding the
FLP recombinase, is used to transform cells. Expression of
FLP recombinase results in excision of the kanamycin cassette,
leaving a “scar” of 85 bp. The procedure for removal is
described by Datsenko and Wanner [3].

3.8 Additional Uses

of the Gene Doctoring

Technique

1. The gene doctoring method can be exploited to edit the
genome to introduce DNA gene tags and to delete large por-
tions of the chromosome. Lengths of DNA, up to 11.5 Kbp
were deleted by Bryant et al. [13], and a 40-Kbp region of the
E. coli chromosome has been removed by the Grainger labora-
tory (unpublished personal communication). Introduction of
DNA gene tags is facilitated by a set of pDOC plasmids which
contain coding sequences for a 6xHistidine tag, a 3xFLAG tag,
a 4xProteinA tag, and a GFP tag. Using these plasmids, any
gene product can be tagged at the C-terminus [6].

Gene AChromosome
C1

C2

H1 H2

kanR

FRT FRT

C1

C2

Chromosome post 
recombination

Genne A

3000 bp 250 bp250 bp
Total expected size of 
PCR product = 3500 bp

2000 bp 250 bp250 bp
Total expected size of 
PCR product = 2500 bp

FRT

C1

C2

Recombination post 
Kanamycin cassette 

removal

85 bp
250 bp250 bp

Total expected size of 
PCR product = 585 bp

A

B

C

Fig. 3 Example of the expected fragment size after checking recombinant candidates by PCR. Schematic
representation of the expected outcome of check PCR reactions using oligonucleotide primers C1 and C2. (a)
The expected product size from the parent strain is 3500 bp. (b) The expected product size from a
recombineered candidate strain is 2500 bp. (c) The expected product size from a recombineered candidate
strain post kanamycin cassette removal is 585 bp
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4 Notes

1. The NSK plates work more effectively if they are poured thick
in the petri dish. The sacB gene will inhibit growth on the
sucrose media, and it is most effective when grown on a thick
agar plate.

2. It is important to allow the agar to cool to ~40 �C before
adding the antibiotics to the solution. If the solution is too
hot, there is a risk that the antibiotics may be degraded.

3. The nucleotide sequence of the oligonucleotide primer K-Fwd
is: 50 GACCGGTCAATTGGCTGGAG 30. The nucleotide
sequence of the oligonucleotide primer K-Rev. is: 50 AATAT
CCTCCTTAGTTCC 30. These sequences, incorporated at the
30 end of the PCR oligos, will amplify the kanamycin cassette
from pDOC-K.

4. The ATG start codon and the last 10–15 codons of the target
gene are maintained in order to avoid disrupting transcription
or translation of the neighboring genes.

5. For the digestion of pDOC plasmids and PCR products, and
the subsequent ligation, it is recommended that the manufac-
turers’ optimal enzyme working conditions are followed.

6. At this stage it is recommended that buffers CCB1 and CCB2
are incubated on ice, so that when required, they will be ice
cold. Maintaining the cells at ice cold conditions during prepa-
ration increases competency.

7. It is sufficient to quantify the DNA, using gel electrophoresis,
against commercial DNA ladders containing known quantities
of DNA.

8. If cotransformation of both pACBSce and the pDONOR plas-
mid is unsuccessful, it is recommended that cells are trans-
formed with pACBSce alone. Once transformants are
confirmed, competent cells can be prepared that contain
pACBSce. These cells can then be stored at �70 �C and used
as competent cells for transformation with pDONOR
plasmids.

9. This recombineering technique is most efficient when the cells
are harvested in the early to mid-logarithmic phase of growth.

10. It is recommended that, when following the procedure for the
first time, that all of the dilutions are plated. This is to ensure
that coverage of growth to single countable colonies is
achieved.

11. This step is included to ensure that traces of antibiotics are
removed from the growth medium. After induction with arab-
inose, which will result in plasmid loss and consequently loss of
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antibiotic resistance, the presence of antibiotics may be detri-
mental to bacterial growth.

12. Some E. coli strains may begin to overcome the counterselec-
tion and grow on sucrose containing media after long periods
of incubation, despite containing the sacB gene. This is typical
of wild-type strains, such as O157:H7 strains, whereas labora-
tory strains, such as MG1655, do not grow through. For this
reason, the agar plates are poured thick and slower colony
growth is favorable by incubation at a lower temperature.
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Chapter 2

Measuring In Vivo Supercoil Dynamics and Transcription
Elongation Rates in Bacterial Chromosomes

N. Patrick Higgins

Abstract

DNA gyrase is the only topoisomerase that can catalytically introduce negative supercoils into covalently
closed DNA. The enzyme plays a critical role in many phases of DNA biochemistry. There are only a few
methods that allow one to measure supercoiling in chromosomal DNA and analyze the role of gyrase in
transcription and its interaction with the other three bacterial topoisomerases. Here, we provide molecular
tools for measuring supercoil density in the chromosome and for connecting the dots between transcription
and DNA topology.

Key words Supercoiling, Transcription, Resolvase, Gyrase, Salmonella, Chromosome

1 Introduction

Site-specific recombination assays based on the γδ resolution
system have provided information about nucleoid structure and
quantitative estimates of supercoil density in living bacterial
cells [1]. The γδ resolvase system requires supercoiled substrates,
as do many transposons and other site-specific recombination
systems. There are three requirements for the γδ system. First,
two 114 bp γδ Res sites must be present in the DNA substrate,
arranged as direct repeats. Second, sufficient resolvase must be
present to saturate all chromosomal Res sites. A dimer of
resolvase must bind to Res sub-sites I, II, and III. Third, the
DNA substrate must be negatively supercoiled. Supercoiling is
needed to drive formation of a 3-node synapse (Fig. 1a), which
precisely aligns two directly repeated Res I sites for DNA breakage
and reunion cycles [2, 3]. Only resolvase dimers bound to Res
sub-site I can catalyze strand exchanges. Once the supercoiled
resolvase synapse is formed, the complex deletes the intervening
circular DNA segment and rejoins the substrate using no external
energy and leaving a single Res site scar. Formation of a three-node
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synapse involves movements called slithering and branching
(Fig. 1b). Branching rearranges the interwound DNA structure
by starting new loops that grow and recede laterally. Slithering is
a reptilian mode of writhe that displaces two opposing strands
along an axis of interwound loops. When branching and slithering
are unobstructed, resolution efficiency increases with the level of
diffusible negative supercoiling in vitro [4] and in vivo [1, 5] for
distances of 10 kb in log phase cells and up to 100 kb in stationary
phase cells [6]. This in vitro/in vivo relationship provides the basis
for estimating the in vivo supercoil density from resolution frequen-
cies [7].

Initially, the γδ resolvase system for in vivo chromosome
analysis had three of four characteristics that were essential for
measuring accurate supercoil differences over a 100-fold range of
sensitivity: 1—Tight repression of resolvase synthesis that generates
a low background in resolution assays; 2—A temperature-sensitive
repressor that dissociates from DNA at 42� and promotes rapid
high-level resolvase expression; 3—A cI857 repressor that refolds
rapidly to reestablish repression when cultures are shifted back
to 30�.

Fig. 1 Supercoil dynamics of the autocatalytic reaction of the γδ resolution system. (a) The topological structure
required for resolution juxtaposes two blue I sub-sites that become cleaved and rejoined by resolvase within
the three-supercoil synapse. (b) Dynamic DNA movements of branching and slithering promote the three-node
tangle (a) and release two singly catenated supercoiled circles as end products at right. (c) The negative
supercoil dependence is shown for in vitro (left) and in vivo (right) resolution reactions
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The fourth property required for an optimal system became
clear when cells induced for resolvase expression were tested for the
ability to make deletions in a plasmid substrate that was introduced
into cells by electroporation. WT resolvase catalyzed resolution
reactions for several hours after induction followed by growth at
30�. The enzyme was immortal and only became depleted by cell
division dilution. The significance of this result was that we could
not detect barriers that form and disappear over the time frame of a
cell generation, much less measure the time frame of gene expres-
sion [6]. Colony assays carried out with a WT resolvase were blind
to many of the most interesting temporal supercoil changes that
occur in a specific genome region.

Robert Stein solved this problem bymaking 5min, 15min, and
30 min time-restricted derivatives of γδ resolvase. He first added a
C-terminal extension to WT resolvase, which is the 11-amino acid
sequence that the SsrA system adds to translation fragments that
result from a stalled ribosome [8]. This sequence normally releases
the stalled ribosome by making ribosomes hop to a special RNA
that has a translation stop codon at the end of an 11 amino acid
sequence. Proteins with the 11 amino acid tag are efficiently
targeted for degradation by the ClpXP protease. Stein’s mutant
resolvase with C-terminal extension of Ala-Ala-Asn-Asp-Glu-Asn-
Tyr-Ala-Leu-Ala-Ala had a 5 min half-life in both E. coli and Salmo-
nella. He made a second mutant resolvase with the change in the
SsrA tag from A8-D, which produced a 15 min resolvase. A third
change of L9-D yielded a 30 min resolvase. The 30-min resolvase
provided a method to analyze the consequences of transcription
throughout a chromosome by transiently halting most transcrip-
tion for 30 min with rifampicin.

γδ resolvase experiments have provided critical data for five
discoveries in bacterial chromosome physiology. (1) Resolution
studies using the 5-, 15-, and 30-min derivatives provided the
compelling evidence that bacterial chromosomes are organized
into about 400 domains (@ 10 kb), which are stochastic in both
length and boundary positions during normal cell growth [1, 5, 9].
(2) Experiments using the 5-min resolvase showed that gene tran-
scription creates a supercoil diffusion barrier and that temporal
appearance and disappearance of boundaries coincide precisely
with transcription [10, 11]. (3) Resolution studies at the rrnG
operon proved that the model of transcription proposed by Liu
and Wang [12] generates a gradient with excess (�) supercoils
upstream and depleted levels of (�) supercoils in a 10 kb domain
downstream of ribosomal RNA operons in WT cells [7, 13].
Experiments with the 30 min resolvase demonstrated that the loss
of (�) supercoiling generated by RNA polymerase downstream of a
transcription terminator must match the rate of (�) supercoiling by
gyrase to maintain supercoil density throughout a chromosome
[7]. In this paper, we describe the strategy, basic modules, and
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methods that can be extended to other bacteria for systematic
analyses of chromosome mechanics [7, 14].

2 Materials

2.1 Res Modules Four selectable drug modules containing Res sites are illustrated in
Fig. 2. Modules in A, B, and C include IS10 terminal ends [15].
These modules can be introduced in to bacterial chromosomes
using Tn10 transposition reactions (1) Alternatively, they can be
introduced using homology-dependent λ red recombineering [16].
Recombineering of modules allows one to perform chromosome
walks along the bacterial genomes to search for supercoil barriers
[10, 11]. A chromosome walk can also identify essential genes that
block recovery of recombinants because the deletion is lethal. With
long inexpensive DNA synthetic blocks and Gibson assembly [17],
one can easily create new Res modules for many purposes.

The fourth element in Fig. 2 (D) is an 8998 bp supercoil sensor
that can be used to measure supercoil density of WT or mutant
strains at a specific point and to determine the speed of RNA
elongation at that same chromosomal location [18]. The sensor
has an entire lac operon (lacIZYA) plus a selectable Gentamycin
resistance gene (Gn) flanked by directly repeated res sites. Directly
repeated FRT sites make the ends of the element. the supercoil
sensor can be inserted into any chromosomal locus that has a single
FRT site using the yeast 2 μ FLP recombinase [18, 19]. The
resolution efficiency of the sensor increases in proportion to local
negative supercoil density, and the in vivo range of the sensor spans

Fig. 2 Modules for chromosome tagging with a single 114 bp γδ Res site (a–c) or the supercoil sensor which
has two Res sites (d)
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2 orders of magnitude from <1% to 100% resolution (Fig. 1). This
sensor is superior to supercoil-dependent promoter modules and
supercoil-dependent psoralen crosslinking methods that have a 2 or
3-fold range of detection [20–23].

2.2 Resolvase

Expression Plasmids

Four plasmids that encode time-restricted or WT γδ Resolvase
under λ cI857 are: pJB Res cI857-SsrA (500) Cm; pJB Res
c857I-SsrA-A8D (1500) Cm; pJB Res cI857-SsrA-L9D.

(30 “) Cm; and pJB RES cI857 (> 2 h).

2.3 Growth

Chambers, Culture

Media, and

Biochemical Solutions

Most of our experiments have been done with LB medium, which
results in very rapid growth. Supercoiling activity at certain chro-
mosomal positions changes dramatically when cells are grown in
minimal medium (see Note 1).

1. LB Medium: Dissolve 5 g NaCl, 10 g Tryptone, 5 g yeast
extract in 1 L of deionized H2O. Add 15 G Difco Agar to
1 L of LB in a 2 L flask for plates. Autoclave liquid and solid LB
for 20–30 min and pour plates when the agar is cool enough to
be handled without a glove (about 45 �C).

2. AB minimal medium: 5�A¼ 2 g (NH4)2SO4; 6 g Na2HPO4;
3 g KH2PO4; 3 g NaCl dissolved in 200 ml H2O and
autoclaved for 30 min. B ¼ 797 ml H2O autoclaved for
30 min. Add 1 ml 0.1 M CaCl2 (sterile); 1 ml 1.0 M MgCl2
(sterile); and 1 ml 0.003 M FeCl3 (sterile). Mix the 200 ml of
5 � A with 800 ml of B. Add a sterile carbon source of 0.05%
Glucose, 0.2% Alanine, or 0.2% Succinate plus any strain-
required amino acids and vitamins to support growth rate
doubling times of 90 min, 125 min, and 300 min, respectively.

3. Antibiotics Add antibiotics to LB liquid and solid medium at a
concentration of 20 μg/ml Tetracycline HCl; 50 μg/ml Kana-
mycin SO4; 20 μg/ml Chloramphenicol; and10 μg/ml Genta-
mycin. In liquid and solid minimal media, add drugs at
concentrations of 10 μg/ml Tetracycline HCl; 125 μg/ml
Kanamycin SO4; 5 μg/ml Chloramphenicol; and 10 μg/ml
Gentamycin.

4. Culture and spectrometer equipment and supplies. For culture
growth and easy measuring of cell concentration, 125 ml side
arm flasks and a Klett spectrophotometer permit rapid moni-
toring of culture growth rates without removing flask lids or
caps. However, one can monitor culture density using any type
of culture flask or tube and read the A650 in a standard spectro-
photometer with glass or plastic cuvettes or a nanodrop instru-
ment. An OD of 0.4 is a reasonable target for mid-log stage
experiments. For experiments that demand short time sam-
pling (transcription elongation), 50 ml media bottles with
reusable polypropylene screw tops removed during fast manip-
ulation are ideal.
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5. Fisher blue cap snap on culture tubes (17 � 100 mm) are ideal
for growing overnight cultures and β-Gal assays.

6. Two shaking incubators are required, preferably near each
other. Set one at 30� and set a shaking water bath incubator
at 42�.

3 Methods

γδ Resolution Assays.

3.1 Drug Module

Deletion Protocol

1. Streak out strains to be tested on LB plates containing the
drugs that select for Res module(s) plus chloramphenicol,
which selects for stable maintenance of the appropriate Resol-
vase expression plasmid.

2. For each strain to be tested, inoculate three blue cap tubes
containing 2 ml of the same medium in step one. Incubate
overnight at 30�.

3. For each test culture, preload the appropriate number of flasks
with 5–10 ml of LB + Cm medium. Inoculate each flask by
adding a portion of the fresh overnight culture at a ratio of
1:100 (50 μl overnight culture into 5 ml of LB + Cm).

4. Incubate cultures in a 30� shaking incubator and monitor the
cell growth by measuring culture OD600. For strains like WT E.
coli or Salmonella, it takes 4–5 h for cultures to reach mid log
phase, which equates to an OD600 of 0.4–0.5.

5. When cells reach the desired OD, take a sample of cells for an
un-induced control and place each flask in the 42� incubator
for 10 min.

6. Return each temperature-induced flask to the 30� incubator
and incubate for at least 2 h to allow recombinant chromosome
to segregate into daughter cells. Alternatively, let the flasks
incubate overnight, since the ratio of recombinants is stable
after the Resolvase enzyme is degraded.

7. Spread cells on plates after making appropriate dilutions to get
plates with 100–300 colonies/plate and incubate at 30�.

8. Use one sterile toothpick to patch a single colony on two plates
that contain the antibiotic for each drug module. Patch 100
colonies in this way and calculate the deletion efficiency.

3.2 Lac Deletion

Protocol

Steps 1–6 are the same.

7. Plate diluted cells on Lac indicator plates. Resolution efficiency is
determined by color. OnXGal, whites are recombinant and blues
are non-recombinants. On MacConkey the pattern is white and
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red, but colonies can be counted in 20 hwhereas it takes 2–3 days
to develop good color at 30� on XGal (seeNote 2).
An example of the lac method for measuring deletion efficien-
cies is shown above (Fig. 3) (see Notes 3 and 4).

3.3 Measure

Supercoil Dynamics

with the Supercoil

Sensor (Fig. 2d)

The supercoil sensor provides a way to monitor topological
dynamics at multiple positions in a chromosome. The sensor
enabled us to demonstrate that the Liu and Wang model of twin
domains of supercoiling [12] causes a gradient of supercoiling with
an excess upstream and a deficit downstream of highly expressed
genes even in WTcells [13]. The 3000 resolvase (pJB Res cI857-SsrA-
L9D Cm) is ideal for this experiment. One variation in the standard
experiment showed that the enzymatic rates of RNA polymerase
elongation and gyrase supercoiling are linked [7].

To test the hypothesis that transcription can produce a flat
chromosome without diffusible supercoils, a simple modification
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Fig. 3 Find supercoil barriers caused by gene expression [10]. An example of the
lac method for measuring deletion efficiencies is shown above. The Salmonella
strain NH3492 has a 12 kD chromosomal segment flanked by a Gn Res module
on the left and a Lac Res module on the right in addition to the 500 resolvase
plasmid. Tn10 repressor, TetR, regulates expression of β-Gal. The lacZ
gene becomes deleted by γδ resolution). In the experiment shown in Fig. 3,
three cultures (open squares) were initiated by diluting a fresh overnight culture
100-fold into LB + Cm medium and grown to 50 Klett in the absence of the
inducer chlorotetracycline (CLT). Each culture had a γδ resolution efficiency of
50%. CLT was added to the cultures (filled squares) and thermo-induced at
5 min intervals. Resolution rates dropped fivefold to 10%. The reciprocal
experiment was carried out by growing three cultures to 50 Klett in LB + CLT.
Assays of resolution in these cells occurred at a rate near 10% (open circles).
CLT was washed out of the cells and incubation continued at 30� in LB for
130 min (filled circles). The resolution efficiency rose quickly to 50% and
remained at this level for 2 h. This experiment was the first demonstration
that transcription creates its own barrier to supercoil diffusion in a bacterial
chromosome
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after the 10 min incubation at 42� provides the experimental
answer (Fig. 4). The test is to split the culture and add rifampicin
to one half during the post-induction 30 min incubation at 30�.
Rifampicin blocks initiation of RNA synthesis but not elongation
and termination. If transcription is responsible for running the
chromosome flat, supercoiling might restore resolution during
the 30 min half-life of resolvase. At 30 min, rifampicin was removed
from cells by centrifugation and resuspension in LB + Cm. Then
both cultures were handled with the normal protocol. For the
gyrB1820 strain in Fig. 5, 60% of the resolution efficiency was
restored by the Rif treatment. Although not all parts of the genome
recovered equally, this result proves that gyrase catalytic rates and
RNA polymerase rates must match to maintain WT supercoil levels
in a Salmonella chromosome.

3.4 Measuring

Transcription

Elongation

The observation that transcription can run the chromosome flat in
cells with a slow gyrase leads to a question. Does a mutant gyrase
affect the rate of transcription?

To measure transcription elongation rates, the Lac operons at
each location provides a way to test transcription elongation rates at
the same sites that were used to measure supercoiling.

Fig. 4 Chromosome supercoiling linked to RNA transcription and gyrase
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3.5 Protocol to Test

RNA Elongation

Rates, Adapted

from Vogel [24]

1. Inoculate a flask with 20 ml of minimal AB medium supple-
mented with selective drugs for the modules + Cm and 0.02%
glucose with 1 ml of an overnight culture.

2. Measure cell density and carry out the assay when the OD600 is
between 0.2 and 0.4. Record the OD600. It is important to use
an open culture vessel that allows rapid pipetting of 500 μl
samples from a culture every 10 s for 4 min.

3. Prepare enough blue cap tubes for the number of samples
needed plus 10% extras for mistakes. Add 500 μl of ice-cold
ZS-Cm buffer¼60 mMNa2HPO4; 40 mMNaH2PO4 10 mM
KCl; 1 mM MgSO4; 50 mM β-Mercaptoethanol; 0.01% SDS;
and 200 μg/ml chloramphenicol to block further protein
synthesis at 4�. Keep these tubes in an ice-cold bath.

4. Start by recording the culture OD600 and take three 500 μl
samples at 10 s intervals to establish the background subtrac-
tion. Place these tubes in a separate ice bath.

5. Add IPTG to the remaining culture in a shaking water bath at a
final concentration of 1.5 mM.

6. Remove 500 μl aliquots at 10 s intervals, placing each tube in
the second ice bath for the next 4 min. Once all samples are
in the ice bath, add 100 μl of chloroform, vortex, and incubate
the tubes for 2 min at 30�.

7. Start timed B-Gal assays on each set by adding 200 μl of ONPG
4 mg/ml. Place the tubes in a stationary 30� incubator for
1.5–4 h to allow development of appropriate levels of color.
Note the start time.

Fig. 5 Transcription elongation rates measured in WT and gyrB1820 strains of Salmonella
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8. Stop each reaction by adding 500 μl of 1 M Na2Co3 and mix
each tube. Centrifuge tubes for 5 min and then pipette the top
750 μl to a disposable plastic cuvette (see Note 5).

9. Measure OD420 and OD550 values of each reaction. Calculate
standard units as described by [25].

10. Calculate the standard LacZ Miller units [25] and divide 3072
nucleotides (nt) by the lag time in sec to get the elongation
rate.

When transcription elongation rates were measured at
8 positions in WT Salmonella (Fig. 5 red numbers), theWT average
for all eight sites was 55 nr/s. However, there was significant
variation in rates at different sites. For the supercoil sensor at Cs
85, which is in a hyper-supercoil zone because the sensor lies just
behind the highly transcribed ATP operon, the transcription rate
was 69 nt/s. At Cs 9 the transcription rate was about half that
at 38 nt/s. This suggests that supercoiling gradients in the WT
chromosome influence RNA polymerase. Data from the flat
chromosome gyrB1820 proves the case (Fig. 5 black numbers).
Transcription rates at 7 positions fell to 32 nt/s. The sensor at Cs
33 is very near the Dif site, and at this position transcription fells
to 16 nt/s. This position may become positively supercoiled due to
convergent replication forks.

4 Notes

1. Use fresh medium made within 1 month of an experiment.
Complex media like LB stored on lab a shelf develops toxic-free
radicals that result from exposure to fluorescent light. Diluting
cells into such medium changes cellular metabolism, and cells
can become induced for the RecA SOS response that can cleave
λ repressor.

2. Most strains show ratios of recombinant to non-recombinant
cells that remain stable after the resolvase is degraded. There-
fore, resolution rates measured 2 h after induction agree with
rates measured the following day in stationary culture.

3. Most strains give similar efficiencies from 1 h at 30� until they
reach mid log phase. As culture densities become high, growth
rates slow as cells enter stationary phase. Resolution efficiency
increases as transcription rates decrease going into stationary
phase.

4. When experiments are carried out with E. coli, the high super-
coil density of this organism (15% higher than Salmonella
Typhimurium) results in average dilution efficiencies of the
9 kD sensor of >80% throughout most of the genome. To
lower this rate it is advisable to use the 1500 or 500 resolvase and
construct supercoil sensors longer (15–20 kD) than the one
used in Salmonella.
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5. For the LacZ-transcription elongation assay, disposable 1.5 ml
plastic cuvettes for measuring a large number of color changes
are useful. Fisher supplies these cuvettes in convenient boxes that
are easy to handle (Cat no. 14–955-127 includes 500 cuvettes).
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Chapter 3

Revealing Sister Chromatid Interactions with the loxP/Cre
Recombination Assay

Elise Vickridge, Charlène Planchenault, and Olivier Espéli

Abstract

Sister chromatid cohesion is a transient state during replication in bacteria. It has been recently demon-
strated that the extent of contact between cohesive sisters during the cell cycle is dependent on topoisom-
erase IV activity, suggesting that topological links hold sister chromatids together. In the present protocol,
we describe a simple method to quantify the frequency of the contacts between two cohesive sister
chromatids. This method relies on a site specific recombination assay between loxP sites upon Cre
induction.

Key words loxP/Cre, Site-specific recombination, Sister chromatids, Cohesion, Segregation

1 Introduction

Site specific recombination methods have been used in several
occasions to probe chromosome structure. Site specific recombi-
nases only recognize DNA in an adequate structure. These proper-
ties have been used to reveal different DNA structuring features.
The supercoiling density of E. coli plasmids has been measured in
vivo and in vitro according to the recombination frequency of λ
Int/Xis recombinase on attL/R sites [1]. Biases in λ Int/Xis
mediated recombination also revealed macrodomain structures in
the E. coli chromosome [2]. Tn3/ gd recombination has been used
to monitor supercoiling microdomains [3, 4] in S. typhimurium.
In yeast, the loxP/Cre recombination system has allowed to mea-
sure interactions between homologous and ectopic loci [5]. Here
we describe a simple assay based on the loxP/Cre recombination
system that reveals interactions between sister chromatids and
allows to follow segregation of loci in a quantitative manner [6].
This method can be used to study sister chromatid interactions in a
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normal cell cycle, in response to genotoxic stress or in various
mutants. Technically, two consecutive loxP sites, spaced by only
20 bp, are cloned at a given site on the chromosome. In our original
setup they were cloned into an ectopic lacZ gene, thus preventing
its transcription. The plated colonies are white. When the two sister
chromatids are in very close proximity, the loxP sites from each
sister chromatid will be able to recombine with one another, once
Cre is induced with 0.1% arabinose. The products formed by this
recombination are a 1loxP site on one sister chromatid and 3loxP
sites on the other sister chromatid. These three loxP sites on one
sister chromatid will recombine together, eventually leading to a
1loxP site. When there is only one loxP site in the lacZ gene, the
open reading frame of lacZ is reconstituted and the colonies
become blue when plated on Xgal. The frequency of recombination
which is directly linked to the proximity between sister chromatids
can be assessed by a white/blue colony count (Fig. 1). In this
chapter, we also present a new method to immediately analyze
recombination products formed in the minutes following Cre
recombination with a semiquantitative PCR and a Bioanalyzer.
The amount of 1loxP product versus the total amount of DNA
gives the recombination frequency and thus, the amount of sister
chromatid interactions (Fig. 2).

lac2loxP
a

b

Lac-

lac3lox

lac1loxP

Lac+
Cre

LacloxP::rif

Rif Lac-

lac1loxP

Lac+

Rif

Cre

Fig. 1 (a) The intermolecular loxP recombination reaction occurs between two close sister chromatids.
The frequency of sister chromatid interactions can be assessed by a blue/white colony count or by a
semiquantitative PCR by amplifying the recombination products. (b) The intramolecular loxP recombination
frequency is measured by the loss of the rifampicin resistance gene by recombination of the two loxP sites
spaced by 1 kb
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2 Materials

Store all reagents as indicated on the product. The bioanalyzer
reagents must be equilibrated at room temperature for at least an
hour before use.

2.1 Plasmids,

Strains, and Primers

Strains:

MG1655 (E. coli K12).
MG1656 (E. coli K12 Δlac MluI).

Plasmids:

pGBKD3-LacloxP [6].
pGBKD3-Lacloxrif [7].
pCre [6].

Primers for insertion of loxP sites onto the chromosome:

LacloxP-ins-Forward: [50 nt of homology upstream of insertion
site—GAT TGT GTA GGC TGG AGC TGC].

LacloxP-ins-Reverse: [50 nt of homology downstream of insertion
site—GG TCT GCT ATG TGG TGC TAT CT].

Primers for analysis of loxP recombination products by PCR:

LacloxP-Forward: CTTCTGCTTCAATCAGCGTGCCGTC.
LacloxP-Reverse: GATCAGGATATGTGGCGGATGAGCGG.

2.2 Reagents: Stock

Solutions

All solutions must be prepared using ultrapure water (by purifying
deionized water, to attain a sensitivity of 18 MΩ-cm at 25 �C).

Prepare the following buffers and stock solutions. Unless oth-
erwise specified, filter solutions using a 0.2 μm low protein binding
non-pyrogenic membrane.

20% (w/v) Arabinose in H2O.

40% Glycerol in H2O.
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Fig. 2 (a) Typical Electrophoresis run of a wild-type strain upon Cre induction by arabinose. Cells were treated
for 10, 20, 30, or 40 min with 0.1% arabinose and analyzed with an agilent bioanalyzer. (b) Typical
electrophoregram of a wild-type strain upon Cre induction by arabinose. The result after 40 min of Cre
induction is shown. The results are shown as Fluorescence Units (FU) in function of the time of elution
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20% Glucose in H2O.

20 mg/ml Xgal (5-bromo-4-chloro-3-indolyl-β-D-galactopyrano-
side) in dimethylformamide.

20% Casaminoacids in H2O.

100 mg/ml Spectinomycin in H2O.

30 mg/ml Chloramphenicol in absolute Ethanol.

1 M MgSO4.

2 M MgCl2.

Dimethyl Sulfoxide (DMSO).

10� Minimum Medium A: 0.26 M KH2PO4, 0. 06 M K2HPO4,
0.01M tri sodium citrate, 2 mMMgSO4, 0.04M (NH4)2 SO4.

Transformation and Storage Solution (TSS): LB, 10% PEG 6000,
10 mM MgSO4, 10 mM MgCl2, 5% DMSO.

LB Broth (Lennox Broth).

Select agar.

10� TBE: 1 M Tris, 1 M Borate, 0.02 M EDTA.

1.7% Agarose (molecular grade) in 1� TBE.

DNA Ladder 100 bp DNA.

2.3 Medium For LoxP recombination assays in Escherichia coli and related bac-
teria, grow cells in 1� Minimum Medium A supplemented with
0.2% casaminoacids and 0.25% glycerol. pCre transformation and
measure of recombination can be performed in MinimumMedium
A supplemented with 0.2% glucose, 0.25% casaminoacids,
40 μg/ml Xgal and 100 μg/ml spectinomycin or on LB agar plates
supplemented with 40 μg/ml Xgal and 100 μg/ml spectinomycin.

2.4 Genomic DNA

Extractions

Liquid nitrogen.
Genomic DNA extraction kit.

2.5 Genomic DNA

and PCR Product

Quantification

DNA quantification using a Nanodrop (ThermoScientific).

2.6 PCR Primers for strain constructions (see Subheading 2.1).

Insertion of LacloxP and LacloxP-rif cassettes on the chromosome:

Four 50 μl reactions were assembled using 1 ng of plasmid
DNA as a matrix (pGBKD3-LacloxP or pGBKD3-LacloxP-rif),
primers LacloxP-ins-Forward and LacloxP-ins-Reverse (20 μM),
dNTPs (10 μM each), Mg2+ plus buffer and TaKaRa Ex Taq (see
Note 1).
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Amplification of loxP sites:

A 50 μl reaction mix was prepared using 1 μl of genomic DNA
at 2 ng/μl, primers LacloxP-Forward and LacloxP-Reverse
(20 μM), dNTPs (10 μM each) and Mg2+ plus buffer and TaKaRa
Ex Taq.

2.7 PCR Product

Verification on

Agarose Gel

1.7% agarose gel electrophoresis in 1� TBE.

2.8 Detection of loxP

Recombination Events

by Bioanalyzer

Agilent DNA 1000 kit.

3 Methods

3.1 Strain

Constructions

The LacloxP cassette that allows measuring of intermolecular
recombination was constructed by the integration of a double-
stranded oligonucleotide 5’CGTAATAACTTCGTATAATGTAT
GCTATACGAAGTTATGGATCCC.

CGGGTACCGAGCTCATAACTTCGTATAATGTATGCTA
TACGAAGTTATCCTA-30 into the ClaI restriction site of the
lacZ gene of the pGBKD3-lacZ plasmid. We called this plasmid
pGBKD3-LacloxP [6]. For the control of intramolecular recom-
bination, a rifampicin resistance gene (rif) and its promoter were
introduced between the 2 loxP sites by cloning into the BamHI
site of pGBKD3-Laclox. We called this plasmid pGBKD3-Laclox-
rif [6]. The pGBKD3-LacloxP or pGBKD3-Laclox-rif plas-
mids were used as matrices to insert the intermolecular and
intramolecular cassettes inside intergenic regions of nonessential
genes of the DY330 strain with the standard “lambda red”
method [8]. These vectors contained the LacloxP or the
LacloxP-rif cassettes adjacent to the chloramphenicol resistance
gene. The LacloxP::Cm or the LacloxP-rif::Cm cassettes were
then P1 transduced into the genome of an MG1656 strain.
Expression of the Cre recombinase was driven by an arabinose-
inducible promoter on a plasmid (pFX465) derived from
pSC101, we called this plasmid pCre [6]. pCre also contains a
PLac promoter antisens to cre that can be used to further repress
Cre expression with IPTG in some conditions (see Note 2).

3.2 Measuring LoxP

Recombination

as a Function

of the Number

of Lac þ colonies

on Plate

Day 1
Transformation of the pCre plasmid in the MG1656-

lacloxP and MG1656 LacloxP-rif strains.

1. Inoculate 100 ml of LB with 1 ml of overnight culture of
MG1656 LacloxP and MG1656 LacloxP-rif at 37 �C. Let the
cells grow to an OD600nm � 0.5–0.6.
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2. Centrifuge at 3400 � g, 10 min at 4 �C.

3. Resuspend the pellet in a 1/10 volume of cold TSS.

4. Leave the cells for 10 min on ice.

5. Mix 100 μl of cells with 2–4 ng of pCre plasmid.

6. Leave the cells with the plasmid for 10 min on ice.

7. Induce a heat shock at 37 �C for 3 min or 42 �C for 90 s.

8. Leave the sample on ice for 30 s and add 900 μl of LB.
9. Incubate for 60 min at 37 �C.

10. Plate 100 μl of the transformation on LB supplemented with
40 μg/ml Xgal and 100 μg/ml spectinomycin.

11. Incubate overnight at 37 �C (see Note 3).

Day 2

1. Select a white colony and streak on a fresh plate of Minimum
Medium A supplemented with 0.2% glucose, 0.25% casaminoa-
cids, 40 μg/ml Xgal and 100 μg/ml spectinomycin.

Day 3

1. Prepare three different 1.5 ml cultures from three different
white colonies in Minimum Medium A supplemented with
0.2% glucose, 0.25% casaminoacids, and 100 μg/ml spectino-
mycin final concentration for both the intramolecular strain
and the intermolecular strain.

2. Incubate overnight at 37 �C.

Day 4

1. Dilute the overnight cultures at 1/200 in minimummedium A
supplemented with 0.2% casaminoacids and 0.2% glycerol at
37 �C, under shaking. Use a 100 ml Erlenmeyer and 25 ml of
medium (see Note 4).

2. At OD600nm � 0.2 take two 100 μl aliquots of each culture;
dilute them at a convenient dilution to obtain about 200
colonies per 100 μl plating. This is the non induced recombi-
nation frequency reference. Add 0.1% arabinose to each culture
(see Notes 5 and 6).

This step is crucial because recombination occurs as soon
as the arabinose is added. Specific care must be taken for the
timing.

3. For each time-point 5, 10, 15, 20 min for intermolecular
recombination and between 3, 5, 10 min for intramolecular
recombination (see Notes 7 and 8), dilute samples 1/100 in
minimum medium A, casaminoacids and glycerol in order to
dilute the arabinose and stop Cre induction. We observed that
Cre recombination dramatically dropped down in the minutes
following the arrest of induction [6] (see Note 9).
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4. Then, dilute each sample at a convenient dilution to obtain
about 200 colonies per 100 μl plating (see Note 10).

5. Plate two times 100 μl of each sample on LB plates supplemen-
ted with 40 μg/ml Xgal and 100 μg/ml spectinomycin.

6. Incubate at 37 �C overnight.

7. Count the number of white and blue colonies for each plate
and each sample.

8. Quantification of recombination: (number of blue colonies/
number of white colonies INTER)/(number of blue colonies/
number of white colonies INTRA). The intramolecular recom-
bination rate serves as a normalization for Cre recombination
efficiency per se, which depends on the locus considered,
growth conditions, and the genetic background.

3.3 LacloxP Assay

by PCR Method

This alternative method relies on the quantification of the loxP
recombination products by combining a PCR amplification of the
loxP products with their quantification on an Agilent Bioanalyzer.
This method significantly facilitates interpretation of the results
when working with mutants whose viability is affected or with
drugs that affect the cell cycle. In addition, we observed a higher
reproducibility of the results with the PCR-Bioanalyzer method
than with the plating method.

For growth conditions and Cre induction, see Subheading 3.2
Day 3 and Day 4 (1–2)

1. Before Cre induction and at chosen time-points after induc-
tion, take 1.5 ml of the given samples and flash freeze them
immediately in liquid nitrogen in a 2 ml test tube. Frozen
samples may be stored at �20 �C for several weeks.

2. Gently thaw samples and centrifuge them for 3 min at
8000 � g. Remove the supernatant and proceed to genomic
DNA extraction according to manufacturer’s instructions.
Elute DNA in 100 μl of elution buffer (see Note 11).

3. Quantify DNA with the Thermo Fisher Scientific Nanodrop.
Expected DNA concentration is between 20 and 80 ng/μl.

4. Dilute all samples to 2 ng/μl in molecular grade water.

5. Perform a PCR on each sample using Ex Taq enzyme from
TaKaRa. Use 1 μl of diluted sample for each 50 μl reaction.
Tm ¼ 58 �C, 28 cycles. Elongation step is 30 s.

6. Verify the PCR products with a 1.7% agarose gel in TBE 1�
(see Note 12). Migration should be done at no more than
10 V/cm for 1 h in order to reveal the loxP recombination
products.

7. Take out the DNA 1000 agilent kit from 4 �C about 1 h before
use to equilibrate reagents to room temperature.
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8. Load chip with amplified PCR products according to the man-
ufacturer’s protocol (see Note 13).

9. Bioanalyzer software automatically performs DNA intensity
peak calling and quantification. Typical results are described
in Fig. 2a, b. Results are then expressed as a frequency of recom-
bination by the following formula: (Amount of 1loxP þ 3loxP
products (in ng/ml))/(amount of 1loxP þ 2loxP þ 3loxP pro-
ducts (in ng/ml)).

4 Notes

1. We noticed that many Taq polymerases failed to properly
amplify two and three successive loxP sites. The best results
were obtained with TaKaRa Ex Taq in Mg2+ plus buffer.

2. In some genetic backgrounds or growth conditions a high level
of Cre recombination of the Laclox-rif cassette can be observed
immediately after pCre transformation even in the absence of
induction. If required, IPTG 20 μg/ml can be used to further
repress Cre expression.

3. Strains with the pCre plasmid cannot be stored at �80 �C. The
pCre plasmid must be transformed fresh before each
experiment.

4. The induction of pCre by arabinose in LB medium rapidly
produces a high level of recombination. 100% of recombina-
tion products are observed in less than 10 min. We noticed that
such a short time window does not allow to obtain highly
reproducible results. We recommend performing the experi-
ments in minimum media A or M9 supplemented with casami-
noacids 0.2% and glycerol 0.2% or succinate 0.2% as a carbon
source. Avoid glucose to assure the proper induction of the
arabinose promoter.

5. A residual Cre recombination can be observed in some cases
even in the absence of induction. This background recombina-
tion should be kept below 5% and must be subtracted from the
recombination samples before analysis.

6. Growth conditions are critical for reproducibility. We recom-
mend the systematic usage of 100 ml erlenmeyers, with 8 ml of
culture for your experiment. Best results were obtained when
growth was carried in a water bath shaker (250 rpm).

7. Timing is very important when adding the arabinose and the
drug. Indeed, recombination occurs very quickly after arabi-
nose induction and a bias can occur between samples if not
timed properly.

8. The Cre induction length should be adjusted according to
the growth conditions and the genetic background.
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Recombination frequency is linear as a function of time
between 5% and 70%. We recommend using appropriate time
points for your experiments depending on the chosen condi-
tions. Recombination frequency is strongly affected by temper-
ature. Intra molecular normalization is required for each
temperature change.

9. When doing the experiment on plate, recombination rates are
higher than with the PCR method. Time points for kinetics
must be shorter than with the PCR method. We do not yet
fully understand this observation. Our current hypothesis is
that a significant part of the recombination reaction initiated
during the induction period only gives rise to resolved recom-
bination products after this induction period and therefore
could remain undetected by the PCR method [6].

10. When using the plate method, samples have to be diluted at
1/100e directly for each time point to stop the induction of
Cre as quickly as possible. When using drugs affecting cell
viability, make sure to calibrate dilutions for plating in order
to have a countable amount of bacteria on plate.

11. Variation between experiments can be observed when chang-
ing genomic extraction kits. We suggest you always use the
same supplier for your experiments.

12. TBE 1� rather than TAE 0.5� should be used for the agarose
gel verification for a better separation of the loxP products.

13. The DNA 1000 Agilent chip is sensitive. It is important to
avoid the amplification of nonspecific products by PCR. The
Tm and the number of cycles of the PCR are important factors
allowing optimization of this step. When using the piko PCR
machine from Thermo Scientific, optimal Tm is 58 �C and
28 cycles are enough. These parameters may need changing
and optimization if using a different PCR machine.
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Chapter 4

Transposon Insertion Site Sequencing for Synthetic Lethal
Screening

Yoshiharu Yamaichi and Tobias Dörr

Abstract

Transposon insertion site sequencing (TIS) permits genome-wide, quantitative fitness assessment of
individual genomic loci. In addition to the identification of essential genes in given growth conditions,
TIS enables the elucidation of genetic networks such as synthetic lethal or suppressor gene combinations.
Therefore, TIS becomes an exceptionally powerful tool for the high-throughput determination of
genotype-phenotype relationships in bacteria. Here, we describe a protocol for the generation of
high-density transposon insertion libraries and subsequent preparation of DNA samples for Illumina
sequencing using the Gram-negative bacterium Vibrio cholerae as an example.

Key words TnSeq, TIS, Mariner transposon, Transposon mutagenesis, Genomics, High-throughput
sequencing, Fitness

1 Introduction

Transposon insertion sequencing (TIS) enables genome-wide,
quantitative assessment of the effect of individual gene disruptions
on bacterial fitness under any chosen condition. Many different
approaches for TIS have been described ([1–4], with alternative
acronyms HITS, INSeq, TraDIS, and TnSeq, respectively), but the
underlying concept is always the same. First, a bacterial culture is
subjected to saturating transposon mutagenesis, then individual
transposon insertion events are identified and their abundances
within mutant pools quantified via massive parallel sequencing of
all transposon-chromosome junctions. In a transposon insertion
mutant pool, the number of sequences derived from each insertion
event is a direct measure of the abundance of the mutant carrying
the insertion and thus represents its relative fitness. Since Tn inser-
tions usually cause gene disruptions, TIS enables genome-wide
identification of genes conditionally required for growth or optimal
fitness. In our model organism Vibrio cholerae, the waterborne
pathogen that causes the diarrheal disease cholera, TIS, has been
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used to identify essential housekeeping genes [5] as well as
those crucial for host colonization [6, 7], growth in different
environments [7, 8], and survival of antibiotic stress [9]. TIS has
further been used extensively for genetic interaction mapping (e.g.,
synthetic lethality with a locus of interest [10–12]). Importantly, at
higher levels of saturation of the library, not only the contribution
to bacterial fitness of entire genes but also of gene subdomains as
well as intergenic regions can be assessed [5, 13].

Conducting a TIS experiment involves the following steps:
(1) Mutant library generation, (2) genomic DNA preparation,
(3) adapter ligation + PCR to enrich for Tn-chromosome
junctions, (4) sequencing, and (5) data analysis. In this protocol,
we describe the experimental procedures to perform TIS for the
purpose of synthetic lethal screening, using V. cholerae as an
example; for other applications and general experimental design
considerations, we refer the reader to recent excellent reviews on
the subject [14–16].

To ensure sufficient statistical power for data analysis, mutant
libraries (step 1) should be saturated, i.e., a transposon in each
nonessential insertion site should be represented at least once in the
mutant pool. To achieve this, the transposon used should not
exhibit strong bias toward certain genome regions (or so-called
hotspots). Here, we have employed the Himar1 mariner transpo-
son, which inserts into TA dinucleotide sites [17]. The genome of
V. cholerae, a low-GC Gram-negative bacterium, contains
~190,000 TA sites [18] and we generally aim at 2–3� coverage of
Tn insertion sites to ensure saturation, which is achieved by three
individual experiments of selecting 200,000 colonies each after Tn
mutagenesis.

We will focus here on the first four steps only, as several excel-
lent protocols detailing statistical analyses of TIS-derived sequenc-
ing datasets are available elsewhere ([14] and references therein). In
principle, the procedure described here can also be applied to
conditional essentiality/fitness screens, if the comparison is
between two wild-type libraries prepared from different conditions.

2 Materials

2.1 Handling

Bacteria

1. Mutant and corresponding parental V. cholerae strains (SmR);
“recipient” cells.

2. E. coli SM10 λ pir or MFDpir [19] harboring pSC189 for
delivering Tn via conjugation (AmpR, KmR); “donor” cells.

3. LB broth and agar media (Miller).

4. Ampicillin (Amp, 100 mg/mL) see Note 1.

5. Kanamycin (Km, 50 mg/mL) see Note 1.
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6. Streptomycin (Sm, 200 mg/mL) see Note 1.

7. Large square petri dish (500 cm2).

8. Cellulose filter membrane (0.45 μm pore size, e.g., MF-
Millipore HAWP02500).

2.2 Genomic DNA

(gDNA) Purification

1. Cell lysis buffer: 0.1 M EDTA (pH 8.0), 2% SDS.

2. RNase solution: 4 mg/mL in H2O. Store at �20 �C.

3. Protein precipitation solution: 7.5 M ammonium acetate.

4. 100% 2-propanol.

5. 70% ethanol.

6. 100% ethanol.

7. 9 in. Pasteur pipette, which is sealed by flaming the tip.

8. ½ � EB buffer: 5 mM Tris–HCl (pH 7.5).

2.3 Library

Construction

1. Bath sonicator/alternative: fragmentase enzyme kit (NEB).

2. Thermal cycler.

3. NEB quick blunting kit.

4. Taq DNA polymerase.

5. T4 DNA ligase.

6. Phusion high-fidelity DNA polymerase.

7. Spin-column PCR purification kit.

8. Thermal cycler.

9. Qubit or equivalent fluorescent-based DNA quantification
apparatus (see Note 2).

2.4 Oligo DNAs “chain terminator”: 50-TACCACGACCA-NH2–3
0.

“index fork adapter”: 50-GTGACTGGAGTTCAGACGTGT-
GCTCTTCCGATCTGGTCGTGGTAT-30.

“Himar3out primer”: 50-CGCCTTCTTGACGAGTTC-30

(see Note 3).
“Index R primer”: 50-GTGACTGGAGTTCAGACGTGTG-30.
“P5 spacer primers”: equimolar mixture of the following 6

oligos (varied with underlined sequence) 50-AATGATACGGC-
GACCACCGAGATCTACACTCTTTCCCTACACGACGCTCT-
TCCGATCTGACTTATCAGCCAACCTGT-30,

50-AATGATACGGCGACCACCGAGATCTACACTCTTTC-
CCTACACGACGCTCTTCCGATCTCGACTTATCAGCCAAC-
CTGT-30,

50-AATGATACGGCGACCACCGAGATCTACACTCTTTC-
CCTACACGACGCTCTTCCGATCTATGACTTATCAGCCAA-
CCTGT-30,
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50-AATGATACGGCGACCACCGAGATCTACACTCTTTC-
CCTACACGACGCTCTTCCGATCTTGTCGACTTATCAGCC-
AACCTGT-30,

50-AATGATACGGCGACCACCGAGATCTACACTCTTTC-
CCTACACGACGCTCTTCCGATCTTCGACGACTTATCAGC-
CAACCTGT-30,

50-AATGATACGGCGACCACCGAGATCTACACTCTTTC-
CCTACACGACGCTCTTCCGATCTGCAGCGACGACTTAT-
CAGCCAACCTGT-30.

“P7 barcode primer”: use one of these six primers for each
sample.

50-CAAGCAGAAGACGGCATACGAGATATTGGCGTGAC-
TGGAGTTCAGACGTGTGCTCTTCCGATC-30 (AD006).

50-CAAGCAGAAGACGGCATACGAGATTACAAGGTGA-
CTGGAGTTCAGACGTGTGCTCTTCCGATC-30 (AD012).

50-CAAGCAGAAGACGGCATACGAGATCACTGTGTGA-
CTGGAGTTCAGACGTGTGCTCTTCCGATC-30 (AD005).

50-CAAGCAGAAGACGGCATACGAGATTGACATGTGAC-
TGGAGTTCAGACGTGTGCTCTTCCGATC-30 (AD015).

50-CAAGCAGAAGACGGCATACGAGATACATCGGTGA-
CTGGAGTTCAGACGTGTGCTCTTCCGATC-30 (AD002).

50-CAAGCAGAAGACGGCATACGAGATGGACGGGTGA-
CTGGAGTTCAGACGTGTGCTCTTCCGATC-30 (AD016).

3 Methods

3.1 Pilot Experiment

(See Note 4)

1. Grow overnight culture of “donor” (in LB broth with Amp)
and “recipient” (in LB broth with Sm) cells.

2. Prepare three LB agar plates without antibiotics. Let them dry
well and place a 0.45 μm membrane filter on top of each plate.

3. Prepare three Eppendorf tubes and in each tube, add 500 μL of
each donor and recipient culture. Mix, then pellet with table-
top centrifuge at maximum speed for 2 min.

4. Remove the supernatants and then resuspend the pellets in
1 mL of LB broth. Mix and spin again.

5. Resuspend the pellets in 50 μL LB broth and place each cell
suspension onto the filter prepared in step 2.

6. Place these plates into a 37 �C incubator with care not to let the
cell suspension spill outside the membrane (do not flip the
plate).

7. Remove one plate each after 2, 4, and 6 h of incubation
respectively; transfer each filter into a 50-mL centrifuge tube
using forceps. Resuspend cells from the filter in 1 mL of LB
broth by pipetting up/down and vortexing.
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8. Make serial dilutions of resuspended cells and plate 100 μL of
1�, 1:10, and 1:100 dilutions onto LB agar plates containing
Sm and Km (to select against the donor strain and for Tn
insertion mutants). Incubate overnight at 30 �C.

9. Enumerate number of colonies obtained from each reaction in
the given incubation time (¼ # of colonies � 10 � dilution
factor).

10. Examine ~100 SmR KmR colonies for sensitivity to Amp by
patching the colonies onto an LB agar plate containing Amp
and Sm (SmR AmpR phenotype indicates retention of the
transposon delivery plasmid) (see Note 5).

11. Calculate number of reactions required to obtain 200,000 Tn-
insertion mutants. If only a small number of reactions is suffi-
cient, use shorter incubation time, but it is essential to use
identical conditions between mutant and wild-type samples.

3.2 Library

Construction

The entire library construction procedure should be done in dupli-
cate or triplicate for each sample (i.e., 2–3 independent libraries
with 200,000 colonies each for WT and the same for the mutant of
interest).

1. Grow overnight cultures of “donor” (in LB broth with Amp)
and “recipient” (in LB broth with Sm) cells.

2. Prepare LB agar plate(s) without antibiotics. Let them dry well
and place 0.45 μm membrane filters (as many as number of
reactions you defined by pilot experiment to obtain ~200.000
colonies) on top of the plate(s) (as many as four membranes can
be applied to each plate).

3. For each reaction, mix 500 μL of each, donor and recipient
cultures in Eppendorf tube. Mix, then spin down with table-
top centrifuge at max speed for 2 min.

4. Remove the supernatant and then resuspend the pellet in 1 mL
of LB broth. Mix and spin again.

5. Resuspend the pellet in 50 μL LB broth and place the cell
suspension onto the filter prepared above in step 2.

6. Place these plates in 37 �C incubator, use caution not to let the
cell suspension spill outside the membrane (do not flip the
plate).

7. After the incubation time determined in the pilot experiment,
remove the filter into 50-mL centrifuge tube by forceps. Resus-
pend cells from filters in 1 mL of LB broth by pipetting up/
down and vortexing.

8. Pool cell suspensions from all reactions for each strain and
adjust the volume to 6 mL. Centrifuge and resuspend cells if
necessary.
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9. Make 1:10 and 1:100 serial dilutions, and spread 100 μL onto
LB agar plates containing Sm and Km (to provide an estimate
of transposon insertion efficiency, as the actual library plates
can become too crowded to count colonies).

10. Spread cell suspensions onto 500 cm2 LB agar plate (make sure
to dry these well, e.g., leave open in 37 �C incubator for 1 h
prior to plating) containing Sm and Km, 2-mL each to three
plates. Make sure cells are spread evenly.

11. Incubate all plates overnight at 30 �C (to minimize crowding)
(see Note 6).

12. Enumerate colonies contained in resulting library (¼ # of
colonies � 60 � dilution factor), which should be more than
200,000.

13. After the library colonies are of a good size, add 5mL LB broth
to each plate and carefully mix the cells into suspension by a
glass spreader. Scrape all the cells to one corner and pipette out
the cell suspension into a new 50 mL centrifuge tube.

14. Take another 5 mL LB broth and resuspend the remaining cells
on the plate. Collect cells into the above-mentioned 50 mL
tube.

15. Repeat steps 11 and 12 for the remaining two library plates to
collect all cells into one tube. (Usually every 30 mL LB broth
used on three large square plates yields ~15mL of cells after the
scraping).

16. Vortex the collected library cells to disperse clumps and evenly
mix the mutants. Transfer 3 mL of the culture, which will be
used for gDNA extraction below, into 15-mL centrifuge tube,
then sediment cells by centrifugation. Remove the supernatant
and keep the pellet at �20 �C until you proceed with DNA
extraction.

17. (optional) mix 900 μL of cells with 300 μL of 80% glycerol into
cryotube to store a recoverable library at �80 �C.

3.3 gDNA Extraction 1. Thaw the cell pellet on ice. Then resuspend cells in 6 mL of cell
lysis buffer.

2. Incubate the tube at 80 �C for 5 min, shaking frequently.

3. Let lysate cool down to room temperature (RT).

4. Add 15 μL of RNase solution and incubate at 37 �C for
30–60 min.

5. Let reaction cool to RT, then add 2 mL of protein precipitation
solution. Mix the reaction thoroughly by shaking.

6. Incubate tube on ice for 5 min.
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7. Aliquot the lysate into 2-mL Eppendorf tubes and sediment
the aggregates with table-top centrifuge at max speed for
10 min.

8. Pipette out the supernatants from the tubes into a new 15-mL
centrifuge tube and add 6 mL of isopropanol. Invert the tube a
few times to precipitate gDNA, which will become visible as a
large, white, stringy mass.

9. Spool out the gDNA mass into a new 15-mL centrifuge tube
containing 10 mL of 70% ethanol, by using a sealed Pasteur
pipette.

10. Invert the tube and shake several times to wash the pellet.

11. Spool out the gDNA and transfer to an Eppendorf tube con-
taining 1 mL of 100% ethanol.

12. Invert the tube and shake several times to wash the gDNA,
then pellet by centrifugation.

13. Remove the ethanol and air-dry the gDNA for 15 min.

14. Resuspend the pellet in 1.5 mL of ½ � EB (see Note 7) and
incubate at 65 �C for 30–60 min or at room temperature
overnight.

3.4 DNA Shearing

(See Note 8)

1. Dilute gDNA in a fresh Eppendorf tube to a final concentration
of 25 μg of DNA per 100 μL of H2O.

2. Sonicate DNA to yield fragments of 200–800 bp (check effi-
ciency by running an aliquot on an agarose gel): e.g., Power:
80%, Time: 20min, Cycle: 30 s ON and 30 s OFFwith Qsonica
ultrasonic processor 800.

3.5 End Repair 1. Prepare blunting reaction, using NEB Quick Blunting Kit, in
PCR tube.

5 μg sheared gDNA.

4 μL dNTPs (stock concentration 1 mM each).

5.5 μL 10� reaction buffer.

Add H2O to 53 μL.
2 μL Blunting enzyme mix.

2. Incubate the reaction at RT for 30 min.

3. Column-purify DNA, elute with 35 μL pre-warmed H2O
(see Note 9).

3.6 A-Tailing 1. Prepare the A-tailing reaction in a PCR tube.

35 μL of blunted DNA.

5 μL 10� PCR buffer.

10 μL 10 mM dATP.

3 μL Taq DNA polymerase.
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2. Incubate the reaction at 72 �C for 45 min.

3. Column-purify DNA, elute with 50 μL pre-warmed H2O.

3.7 Adapter Ligation 1. Prepare the following adapter mixture in a PCR tube.

2.4 μL 100 μM “chain terminator”.

2.4 μL 100 μM “index fork adapter.”

0.2 μL 2 mM MgCl2.

2. Incubate the tube at 95 �C for 5 min, then slowly (1 �C/min)
decrease the temperature to 20 �C.

3. Prepare the following ligation reaction in a PCR tube.

1.2 μg purified DNA (from above Subheading 3.6)

0.8 μL adapter mix (from above Subheading 3.7, step 2).

1.5 μL 10� T4 DNA ligase buffer.

Add H2O to 14 μL.
1 μL T4 DNA ligase.

4. Incubate at 16 �C overnight.

5. After overnight incubation, add 8 μL H2O, 1 μL 10� T4 DNA
ligase buffer and 1 μL of T4 DNA ligase to spike ligation
reaction.

6. Incubate a further 2 h at 16 �C.

7. Column-purify DNA, elute with 50 μL pre-warmed (37 �C)
H2O.

3.8 Amplification

of Tn-Associated gDNA

1. Prepare the following PCR reaction in Eppendorf tube.

500 ng ligated DNA (from Subheading 3.7).

50 μL 5� Phusion high fidelity PCR buffer.

1.25 μL 100 μM Himar3out primer.

1.25 μL 100 μM Index R primer.

6.25 μL 10 mM dNTPs mix, H2O to 250 μL.
1.25 μL Phusion DNA polymerase.

2. Aliquot into 5 PCR tubes (50 μL each) and carry out pcr using
the following cycling conditions.

1 ¼ 98 �C for 1 min.

2 ¼ 98 �C for 10 s.

3 ¼ 53 �C for 30 s.

4 ¼ 72 �C for 30 s.

5 ¼ go to 2, 29 times.

6 ¼ 72 �C for 10 min

3. Pool the 5 PCR reactions and then column-purify the PCR
products, elute with 50 μL pre-warmed H2O.
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3.9 Second PCR to

Add Barcodes,

Illumina Attachment,

and Variability

Sequences

1. Prepare the following PCR reaction in Eppendorf tube.

500 ng purified PCR product (from Subheading 3.8).

50 μL 5� Phusion high fidelity PCR buffer.

1.25 μL 100 μM P5 spacer primers (equimolar mixture of 6).

1.25 μL 100 μM P7 barcode primer.

6.25 μL 10 mM dNTPs mix.

Add H2O to 250 μL.
1.25 μL Phusion DNA polymerase.

2. Aliquot into 5 PCR Tubes (50 μL each) and carry out pcr using
the following cycling conditions.

1 ¼ 98 �C for 1 min.

2 ¼ 98 �C for 10 s.

3 ¼ 55 �C for 30 s.

4 ¼ 72 �C for 30 s.

5 ¼ goto 2, 17 times.

6 ¼ 72 �C for 10 min.

3. Pool the 5 PCR reactions and then column-purify the PCR
products, elute with 50 μL pre-warmed (37 �C) H2O.

3.10 Size Selection 1. Run ~2 μg of purified PCR products on a 2% agarose gel in
0.5� TAE buffer.

2. Size select by cutting out the smear between 200 and 500-bp.
Make sure NOT to include the visible head-to-head primer
dimers around 200 bp.

3. Column-purify DNA using a standard gel extraction proce-
dure, elute with 50 μL pre-warmed H2O.

4. Quantify the DNA concentration by Qubit.

5. The DNA is now ready to be run on an Illumina benchtop
sequencer. We use the MiSeq v2 Reagent kit (50 cycle car-
tridge) with single read for 65 cycles. We routinely run 6
samples/chip in an equimolar fashion (so that total concentra-
tion of DNA/chip is 10 pM). We usually obtain ~1.5 M raw
reads/experimental duplicate, of which typically ~40–50% can
be mapped on the reference genome for each sample. After
combining data from triplicate samples, >40% of TA sites
should be covered for analysis.

4 Notes

1. Antibiotic stocks are 1000� concentrated.

2. When determining DNA concentration for Illumina sequenc-
ing (Subheading 3.10, step 4), it is critical to use the more
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sensitive fluorescent-based DNA quantification. For other
steps, a spectrometry-based DNA quantification apparatus
(such as Nanodrop) can be used.

3. The Himar primer amplifies from within the transposon; if a
different transposon is used, this primer sequence needs to be
modified accordingly.

4. The purpose of the pilot experiment is to determine the best
conditions to get the most colonies while minimizing mating
time. Increasing mating times is to be avoided as the mating
process by itself constitutes a selection process. Additionally,
increasing the incubation time and thus permitting growth of
the recipient strains may lead to an overestimation of library
diversity (the number of colonies does not accurately reflect the
number of insertion events due to multiplication of each inser-
tion mutant). Alternatively, other means of transposon delivery
such as electroporation and natural transformation can be used
instead of conjugation.

5. AmpR in SmR KmR colonies indicates integration of the whole
Tn delivery plasmid as opposed to successful transposition. A
few percent of AmpR is often seen and acceptable. However, if
>10% of the cells are AmpR, it is suggested to use an alternative
Tn-delivery plasmid. When using kanamycin as the selectable
marker, we often observe colonies that are not truly resistant
and are able to grow in the presence of Km even without
containing a transposon insertion (phenotypic resistance).
When estimating library diversity, it is advisable to also restreak
~20 colonies to single colony on fresh plates containing kana-
mycin/streptomycin to estimate the fraction of phenotypically
resistant colonies, which should be <1%.

6. The libraries can also be incubated at room temperature for
better separation of colonies; however, all libraries should be
treated the same way. Note that changing the incubation tem-
perature also imposes a selection.

7. It can be very difficult to bring a large amount of dry genomic
DNA into solution. We have obtained best results with half
concentrated EB buffer (5 mM Tris); however, pure water can
also be used. The solvent volume can also be increased to bring
all DNA into solution.

8. As an alternative to sonication, the NEB fragmentase kit fol-
lowing the manufacturer’s protocol can be used for genomic
DNA fragmentation.

9. In the elution step, the column can also be left standing at
37 �C for 10 min after addition of pre-warmedH2O to increase
yield.
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Chapter 5

WGADseq: Whole Genome Affinity Determination
of Protein-DNA Binding Sites

Mickaël Poidevin, Elisa Galli, Yoshiharu Yamaichi,
and François-Xavier Barre

Abstract

We present a method through which one may monitor the relative binding affinity of a given protein to
DNA motifs on the scale of a whole genome. Briefly, the protein of interest is incubated with fragmented
genomic DNA and then affixed to a column. Washes with buffers containing low salt concentrations will
remove nonbound DNA fragments, while stepwise washes with increasing salt concentrations will elute
more specifically bound fragments. Massive sequencing is used to identify eluted DNA fragments and map
them on the genome, which permits us to classify the different binding sites according to their affinity and
determine corresponding consensus motifs (if any).

Key words Next-generation sequencing (NGS), Genomics, High-throughput sequencing,
Site-specific DNA binding protein

1 Introduction

DNA binding proteins participate in a wide range of DNA-specific
processes, such as replication, recombination, repair, chromosome
segregation, and transcription. In addition, they play a role in
global cellular processes, such as the positioning and timing of
formation of the cell division apparatus in bacteria. A number of
classical methods have been developed to study the interaction of a
protein with DNA: Electrophoretic Mobility Shift Assay (EMSA)
and DNA pull down experiments are used to determine its binding
strength [1, 2]; chemical or nuclease footprints are used to deter-
mine the exact region of DNA it covers [1, 2]. However, they can
only be used to study the binding to a single DNA sequence motif
at a time, making it tedious to determine the range of DNA
sequences a given protein might bind to. With the development
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of high-throughput sequencing and data analysis methods,
Chromatin Immunoprecipitation (ChIP) has been used to deter-
mine which genomic positions a given DNA binding protein might
be bound to [1, 2]. However, the relative affinity of the protein for
each genomic position cannot be deduced from the data because
other proteins within the cell might alter its DNA binding proper-
ties or mask some of its target sites.

Here, we present a highly adaptable method that permits us to
determine if a given DNA binding protein targets a specific DNA
sequence motif and when this is the case, monitor its relative affinity
to each of the genomic positions in which such a motif is found.
The method, WGADseq, is based on standard protein purification
techniques and high-throughput sequencing. Our laboratory has
used the method described herein to identify the SlmA-DNA bind-
ing sites (SBSs) on the whole genome of Vibrio cholerae [3]. SlmA is
a Nucleoid Occlusion factor, it prevents placement of the cell
division machinery over unsegregated chromosomes [4]. Escheri-
chia coli SlmA binding sites were identified using ChIP and shown
to be distributed over the entire chromosome except the replication
terminus region [5, 6]. The genome of V. cholerae is divided into
two circular chromosomes, chr1 and chr2. Chr1 emanates from the
mono-chromosomal ancestor of V. cholerae, whereas chr2 derives
from a horizontally acquired plasmid. WGADseq results permitted
us to explain how the cell division was coordinated with the repli-
cation and segregation cycle of chr2.

In brief, WGDAseq consists in incubating the purified protein
of interest with sheared genomic DNA (gDNA) (Fig. 1a, i) and
purifying the protein-DNA complex by standard biochemical pro-
cedures such as affinity purification (Fig. 1a, ii). As an example, we
present the use of a recombinant peptide tagged at its N-terminus
with 6 histidine residues. As an alternative, chemical properties of
the purified protein or an antibody against it can be used. Unbound
DNA fragments are washed away and protein-bound DNA frag-
ments are recovered in a step-wise elution with buffers of increasing
salt concentration (Fig. 1a, iii). DNA fragments recovered in the
flow through (unbound) and in the elution fractions are subjected
to High-Throughput Sequencing (Fig. 1a, iv) and their relative
frequency is determined by informatics mapping (Fig. 1b, c).

2 Materials

2.1 DNA Shearing 1. TE 1� (10 mM Tris–HCl pH 7.5, 1 mM EDTA).

2. MilliTUBE 1 mL AFA Fiber (Covaris).

3. Sonicator S220 (Covaris).
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2.2 Protein

and Genomic DNA

(gDNA) Binding

1. Extinction buffer (6 M guadinine-HCl, 20 mM phosphate
buffer pH 6.4).

2. Spectrophotometer (Nanodrop).

3. Binding buffer (20 mM Tris–HCl, 1 mM EDTA, 80 mM
NaCl, 0.1 mg/mL BSA).

2.3 Loading

of Protein-DNA

Complexes and Elution

of Bound DNA

1. HisTrap HP 1 mL column (GE Healthcare).

2. Low Salt buffer (10 mM NaH2PO4, 100 mM NaCl, pH 8.0).

3. High Salt buffer (10 mM NaH2PO4, 1000 mM NaCl,
pH 8.0).

4. Phosphate buffer (10 mM NaH2PO4, 50 mM NaCl, pH 8.0).

5. Qubit dsDNA HS Assay Kit (Thermo Fisher Scientific)
(see Note 1).

6. Slide-A-Lyzer MINI Dialysis Device (Thermo Fisher
Scientific).

7. SpeedVac.

3 Methods

3.1 Protein

Purification

In the case of V. cholerae SlmA, we used a fully functional peptide
tagged on its N-terminus with 6 histidine residues, 6�His-SlmA
[3]. 6�His tag protein purification is not developed. Briefly,
6�His-SlmA was produced in E. coli BL21 DE3 ΔslmA in LB
broth (seeNote 2). Cells were lysed with a French press and purified
in two steps with an AKTA system (GE Healthcare, HisTrap HP
5 mL column and HiTrap Heparin HP 5 mL column).

�

Fig. 1 (continued) loaded on a Nickel column where the His-tagged protein of interest and the bound DNA are
retained, (iii) the DNA-protein complexes are eluted using step-wise increments of NaCl and (iv) the fractions
of interest are subjected to high-throughput sequencing. The elution fractions correspond to increasing NaCl
concentrations: it starts from a 200 mM NaCl fraction (black dot) that corresponds to the flow through and
contains the unbound DNA, up to 1 M concentration. The 500–550 mM NaCl fraction corresponds to low
stringency conditions (blue dot). It contains DNA sites with weak SlmA affinity. The fraction from 600 mM to
1 M corresponds to high stringency conditions. It contains DNA fragments bound to SlmA with high affinity (red
dot). (b) Analysis of the Marker Frequency (MF) data. MF profiles depicting peaks characteristic around SBS
with different fold enrichments. For the same gDNA region, in blue is represented the peak corresponding to
the DNA contained in the low stringency fraction and in red to the DNA eluted in the high stringency fraction.
The ratio of the height of a hat function centered on the peak of the high stringency fraction to the height of a
hat function centered on the peak of the flow through fraction was used to determine the fold of enrichment of
any gDNA locus (red peak height over black dot height) and the ratio of the heights of the hat function of the
high to low stringency fractions (red peak height over blue dot height) was used to classify the different
binding motifs. (c) DNA binding motifs determined using the MEME suite for the DNA fragments of the different
classes described in (b)
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3.2 DNA Shearing

(See Note 3)

1. Dilute gDNA in 15 mL tube to a final concentration of
500 μg/mL in TE 1�. Do not exceed 500 μg/mL concentra-
tion or gDNA shearing efficiency will be impacted negatively.

2. Fill milliTUBE AFA Fiber with 1 mL of gDNA at 500 μg/mL.

3. Sonicate with Covaris S220 (parameters: Duty cycle: 10%,
Cycle per burst: 200, Peak incident power: 140 W, Time:
20 min).

4. Repeat four times to prepare 2 mg of sheared gDNA.

5. Confirm gDNA shearing efficiency by running 1–2 μL aliquot
on 1.5% agarose gel. gDNA sheared profile should show yield
fragments of 50–300 bp with an average ~150 bp.

3.3 Protein

and gDNA Binding

We routinely used 1:20 molar ratio for protein-gDNA binding
reaction. Classically, 1 nmol of protein is mixed with 2 mg of
sheared gDNA (which corresponds to 20 nmol of DNA fragment
with an average size of 150 bp).

1. Spin the purified protein 10 min at 18,000 � g.

2. Dilute 1 μL of protein in 10 μL of Extinction buffer.

3. Measure OD at 280 nm with spectrophotometer.

4. Look for your protein extinction coefficient on website
(http://www.biomol.net/en/tools/proteinextinction.htm).

5. Apply the formula:

Protein concentration (M) ¼ (OD 280 nm � 10)/extinction
coefficient.

6. Mix 1 nmole of protein with 20 nmole of sheared gDNA to
5 mL of 1� Binding buffer.

7. Incubate gently under rotative shaking at 4 �C from 2 h to
overnight.

3.4 Protein-Sheared

gDNA Complex

Purification

1. Load slowly 5 mL mix on 1 mL HisTrap column (GE Health-
care, Ref# 17–5247-01) with 5 mL syringe.

2. Wash column with 10 V (10 mL) of Low Salt buffer.

3. Elute gDNA fragments with a range of 50 mM NaCl concen-
tration from 200 to 1000 mM. 1 mL of each concentration is
added to column with 1 mL syringe.

4. Recover each fraction in 1.5 mL eppendorf tube.

5. Quantify DNA in each fraction with Qubit dsDNA HS Assay
Kit.

6. Dialyze fractions against 0.1� TE with Slide-A-Lyzer MINI
Dialysis Device. Contiguous fractions can be combined
(see Fig. 1, blue and red fractions).

7. Concentrate fractions with SpeedVac from ~1 mL to 0.1 mL.
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3.5 High-Throughput

Sequencing

gDNA fragments recovered in the flow through and the different
elution fractions can be analyzed with any standard High-
Throughput Sequencing technique. In the V. cholerae SlmA exam-
ple presented here, the flow through (Fig. 1b, black dot), a fraction
eluted with low stringency buffers (Fig. 1b, blue dot) and a fraction
eluted with high stringency buffers (Fig. 1b, red dot) were
analyzed. DNA libraries were prepared with a Beckman Coulter
SPRIworks according to the supplier’s recommendations
(A84803). They were sequenced on Illumina Hiseq 2000 using
HiSeq SBS 50 Cycles Kit (FC-401-4001) with single read for
50 cycles.

3.6 Data Analysis 1. MF profiles calculation: MF profiles were created by counting
the total number of reads that start at a given genome position.
Because the total number of reads that is obtained can signifi-
cantly differ between samples, we divided the MF profile of
each sample by its total number of reads for quantitative com-
parison of the MF profiles of different fractions. The MF pro-
files were smoothed by attributing to each position the sum of
the relative reads obtained over a fixed window around this
region. In the example we present, we sequenced about 20
million reads for each sample for a total genome length of
about 4 million bp. The MF data was smoothed over a sliding
window of 40 bp. Examples of typical marker frequency pro-
files are shown in Fig. 1b.

2. Determination of the genomic DNA sequences corresponding
to putative binding sites: as the DNA fragments are in average
150 bp long,MF of positions in the 150 bp region surrounding
a motif bound by the protein of interest should be higher in the
high salt elution fractions than in the flow through. Based on
this assumption, regions of interests were searched in the
following recursive manner: (1) the genomic position with
the highest ratio between the high salt MF profile and the
flow through MF profile is selected; (2) the center, width,
and height of a hat function that best fit the MF ratio
within a 200 bp around this point are calculated; (3) the center,
width, and height of the hat function are stored and the MF
ratio data is set to zero in a 200 bp region surrounding its
center before proceeding to step (1). The loop is stopped
once no more positions with a MF ratio higher than a given
threshold are found. In the example presented, we used a
threshold of 3.5.

3. The recovered DNA sequences are submitted to the Multiple
EM for Motif Elicitation (MEME; [7]) on line server to deter-
mine any common DNA binding consensus motif. The dis-
tances between the center points of each peak (as calculated in
step 2) and its corresponding motif are calculated.
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4. Strength of the binding motif: the height of the hat function on
each peak reports the strength of the binding of the protein to
the motif found in the region of the peak. In the example, peaks
were determined for low stringency (blue MF profile) and high
stringency MF profile (red MF profile). Peak positions were
identical, demonstrating the validity of the procedure.
However, their height differed. In some, the height was
higher in the red MF profile. They correspond to the highest
affinity DNAmotif. In others, the height was higher in the blue
MF profile. They correspond to motifs with weaker affinity. In
the example we present, the peaks could be classified into four
categories based on the ratio of the heights of the hat functions
obtained with the red and flow through profiles (red dot height
over black dot height). In the two categories in which the ratio
between the heights of the hat functions in the red and blue
MF profiles (red dot height over blue dot height) was higher
than 1, we found a palindromic consensus. In the two other
categories (in which the ratio between the heights of the hat
functions in the red and blue MF profiles was lower than 1), we
found half of the palindromic motif, demonstrating that the
method could serve to monitor the relative affinity of a given
protein to all the DNAmotifs. These results were confirmed by
classical EMSA experiments [3].

4 Notes

1. When determining DNA concentration for Illumina sequenc-
ing, it is critical to use the more sensitive fluorescent-based
DNA quantification. For other steps, a spectrometry-based
DNA quantification apparatus (such as Nanodrop) can be used.

2. To avoid potential contamination of endogeneous (E. coli)
SlmA through conformation of heterologous dimer formation,
for the protein expression and purification of V. cholerae SlmA
we used bEYY1029, a strain derived from BL21 DE3 but in
which the slmA gene was deleted.

3. Alternatively, conventional sonication apparatus could be used,
but appropriate settings must be determined to obtain DNA
fragments with comparable sizes.
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Chapter 6

High-Resolution Chromatin Immunoprecipitation:
ChIP-Sequencing

Roxanne E. Diaz, Aurore Sanchez, Véronique Anton Le Berre,
and Jean-Yves Bouet

Abstract

Chromatin immunoprecipitation (ChIP) coupled with next-generation sequencing (NGS) is widely used
for studying the nucleoprotein components that are involved in the various cellular processes required for
shaping the bacterial nucleoid. This methodology, termed ChIP-sequencing (ChIP-seq), enables the
identification of the DNA targets of DNA binding proteins across genome-wide maps. Here, we describe
the steps necessary to obtain short, specific, high-quality immunoprecipitated DNA prior to DNA library
construction for NGS and high-resolution ChIP-seq data.

Key words Chromatin immunoprecipitation, Next-generation sequencing, Genome-wide maps,
DNA target, DNA fragmentation, DNA sonication, Affinity-purified antibody, Bacterial nucleoid

1 Introduction

ChIP-sequencing (ChIP-seq), which combines two methods,
chromatin immunoprecipitation and next-generation sequencing,
has made a tremendous impact in many biological research fields
from eukaryotes to prokaryotes. Knowing the locations where
proteins interact with DNA is essential for understanding their
functionality in a system. Many methods are available to study
their binding sites and specificity of interaction. However, only
ChIP-seq can give high-resolution in vivo data mapped across the
entirety of a genome. Since its first use in eukaryotes [1–4], to its
use in prokaryotes [5, 6], ChIP-seq technology has continued to
advance, while the cost of sequencing has decreased. Consequently,
ChIP-seq is becoming an increasingly accessible tool. Of note,
ChIP-seq has been successfully utilized to investigate nucleopro-
tein complexes that shape the bacterial nucleoid, giving insights
into a range of processes such as local and global organization,

Olivier Espéli (ed.), The Bacterial Nucleoid: Methods and Protocols, Methods in Molecular Biology, vol. 1624,
DOI 10.1007/978-1-4939-7098-8_6, © Springer Science+Business Media LLC 2017
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replication, segregation, as well as global regulation of gene expres-
sion by nucleoid-associated proteins.

Current and widely used methods to capture protein-DNA
interactions in a live cell population couple ChIP with the use of
covalent and reversible formaldehyde cross-linking, namely X-
ChIP. Following crosslinking, the cells are lysed and DNA is exten-
sively fragmented, through enzymatic digestion or sonication. In
this protocol, we describe DNA fragmentation through sonication
using an automated rotating water bath system. We have found this
method to be the most efficient and reproducible that results in a
uniform size of DNA among samples with an average of ~200 bp
required for high-resolution ChIP-seq data. Another key step
involves the selective immunoprecipitation of the fragmented
protein-DNA complexes using protein-specific antibodies. The
quality and specificity of antibodies used for this assay are of utmost
importance to prevent nonspecific pulldowns and datasets with a
low signal-to-noise ratio. Here, we also describe a method for
membrane strip affinity purification of antibodies using rabbit poly-
clonal sera raised against the protein of interest. Following immu-
noprecipitation, proteins are eliminated using a proteinase K
digestion and the samples are reverse cross-linked prior to DNA
purification. We have found that using a simple chloroform and
isoamyl alcohol purification followed by an isopropanol precipita-
tion, is a cost-efficient method that results in a high recovery of
quality DNA; however, other options such as bead and DNA
purification kits are effective alternatives.

The ChIP-seq protocol described here is adapted from Cho
et al. (2011) and has contributed to important achievements
related to bacterial nucleoids, such as the essential involvement of
SlmA in Escherichia coli in regulating FtsZ ring assembly [7]. More
recently, Sanchez et al. (2015) used high-resolution ChIP-seq data
that allowed for the physico-mathematical modeling of the ParBF

propagation along the DNA and the proposal of a new model of
stochastic self-assembly for the F plasmid partition complex [8].

2 Materials

Prepare all solutions using Milli-Q® or any form of ultra-pure water
with a sensitivity of 18.2 MΩ.cm and molecular grade reagents.
Unless otherwise specified, filter solutions using a 0.45 μm low
protein binding non-pyrogenic membranes and store them at
room temperature.

2.1 Antibody

Purification

Prepare the following buffers:

1. 2� sample buffer: 100 mM Tris pH 6.8, 5% SDS, 20% glycerol,
0.05%Bromo-phenol blue. Add β-mercaptoethanol (50μl.ml�1)
just before mixing with protein samples.
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2. Ponceau S: Mix 50 mg Ponceau S (Sigma-Aldrich), 2.5 ml
acetic acid (�99%) with 47.5 ml of water.

3. 10� Tris-Buffered Saline (TBS):Mix 20ml of 1MTris pH 7.6,
20 ml of 5 M NaCl with 960 ml of water.

4. TBS-Tween20: Dissolve 0.1% Tween20® in 1� TBS.

5. 0.1 M Glycine-HCl pH 2.2: Dissolve 1.5 g of glycine in water,
adjust to pH 2.2 with 5 M HCl, and add water up to a volume
of 200 ml.

6. 10 mM NaPhosphate buffer pH 7.2: for 100 ml, mix 72 ml of
0.1 M Na2PO4 with 28 ml of 0.1 M NaH2PO4.

2.2 Bacterial Culture

and Cross-Linking

1. For Escherichia coli and related bacteria, grow cells in LB
medium or other appropriate media specific of the tested
growth condition.

2. 36% formaldehyde commercial solution.

3. 2.5MGlycine: Dissolve 92.83 g of glycine powder in 400ml of
water. Transfer solution to a graduated cylinder and add water
up to a volume of 500 ml.

4. Cold TBS pH 7.6: See antibody purification (Subheading 2.1,
item 3).

2.3 Cell Lysis

and Sonication

1. 1.5 ml tubes with a low DNA binding grade.

2. Rotating water bath sonicator: We recommend the Bioruptor®
plus (Diagenode). The M220 Focused-ultrasonicator (Cov-
aris) also provides reproducible and accurate results.

3. Lysis buffer: 10 mM Tris–HCl pH 7.8, 100 mMNaCl, 10 mM
EDTA, 20% sucrose, 1 mg.ml�1 lysozyme (see Note 1).

4. 2� IP buffer: 50 mM Hepes-KOH pH 7.5, 150 mM NaCl,
1 mM EDTA, 1% Triton X-100, 0.1% sodium deoxycholate,
0.1% SDS, 1 mM PMSF (see Note 2).

2.4 Immuno-

precipitation

1. Magnetic rack.

2. Magnetic protein A beads (Ademtech).

3. Rocking tube agitator for use at 4 �C.

4. Blocking buffer: 0.1 μg.μl�1 BSA, 1 μg.μl�1 tRNA.

5. Wash buffer 2: 50 mM Hepes-KOH pH 7.5, 500 mM NaCl,
1 mM EDTA, 1% Triton X-100, 0.1% sodium deoxycholate,
0.1% SDS, 1 mM PMSF (see Note 2).

6. Wash buffer 3: 10 mM Tris–HCl pH 7.8, 250 mM LiCl, 1 mM
EDTA, 0.5% IGEPAL CA-630 (Sigma-Aldrich), 0.1% sodium
deoxycholate, 1 mM PMSF (see Note 2).

7. TE Buffer: 10 mM Tris pH 7.5, 1 mM EDTA.
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8. Elution buffer: 50 mM Tris–HCL pH 7.5, 10 mM EDTA, 1%
SDS.

9. 4� reducing buffer (Invitrogen).

2.5 Reverse

Crosslink

1. RNase: 10 mg.ml�1.

2. Proteinase K: 10 mg.ml�1.

2.6 DNA Purification 1. 5 M NaCl.

2. Pure chloroform (CHCl3) and Isoamyl alcohol solutions.

3. 20 mg.ml�1 Glycogen.

4. 70% ethanol and 100% Isopropanol.

5. 10 mM Tris–Cl pH 8.5.

3 Methods

Carry out all procedures at room temperature (23 �C) unless
otherwise specified.

3.1 Antibody

Purification

For high-quality ChIP-sequencing data, we recommend using
affinity-purified antibodies raised against the proteins of interest.

1. Recuperate 100 μg of the purified protein of interest and mix
with 300 μl of 2� sample buffer (see Note 3).

2. Load the protein sample on an appropriate 1-well SDS-PAGE.
Run the gel and transfer subsequently by Western blotting on
nitrocellulose membrane.

3. Rinse the membrane twice in 1� TBS for 5 min.

4. Cut a vertical strip at one extremity of the membrane. Rinse it
with 500 μl of Ponceau S to identify the location of the protein
band (see Note 4).

5. Align the colored strip to the full membrane and excise a
horizontal strip containing the protein band, as small as possi-
ble. Discard the colored strip.

6. Rinse the protein strip in 20 ml of 1� TBS for 10 min at room
temperature with gentle rocking.

7. Rinse with 20ml of 1�TBS-0.1% Tween20®with 10%milk for
1 h at room temperature with gentle rocking.

8. Rinse with 6 ml of 1� TBS-tween supplemented with 500 μl of
antibody serum, incubate for 3 h at room temperature on a
rocking platform with gentle rocking, or overnight in a cold
room with gentle rocking.

9. Wash the strip five times for 10min in 1� TBS-0.1% Tween20®.

10. Wash the strip two times for 5 min with 10 mM Na-phosphate
buffer pH 7.2.
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11. Place the strip on saran wrap and add 200 μl of 0.1 M Glycine
pH 2.2.

12. Recover and place the eluate in a 1.5 ml tube that contains
40 μl 1 M Na2HPO4.

13. Repeat step 13 and recuperate the second eluate in the same
tube.

14. Rinse the strip with 10 mM Na-Phosphate buffer pH 7.2 for
10 min.

15. Store the affinity-purified antibody at 4 �C or at �20 �C for
short- or long-term storage, respectively.

16. Place the strip on a paper towel and allow drying for several
minutes.

17. The strip can be reused, place in a sterile tube and store at 4 �C
(see Note 5).

3.2 ChIP-Sequencing All 1.5 ml tubes used are DNA low binding grade.

3.2.1 Bacterial Growth

Culture

1. Inoculate a 10 ml LB preculture, containing necessary antibio-
tics, with an isolated colony on LB agar of the bacterial strain to
be studied and incubate at the appropriate temperature under
agitation overnight.

2. Dilute the preculture 200-fold in 100 ml of fresh LB medium,
and incubate at 37 �C under agitation, until OD600 ~ 0.6.

3.2.2 Cross-Link 1. Aliquot 80 ml of the culture into an Erlenmeyer flask.

2. Add 2.2 ml of 36% formaldehyde solution (1% final concentra-
tion) per sample and incubate at room temperature (23 �C) for
30 min with gentle agitation (90 rpm).

3. Add 16 ml of 2.5 M glycine (0.5 M final concentration) to
quench the cross-linking reaction and incubate at room tem-
perature for 15 min with gentle agitation (90 rpm).

4. Transfer the entire cross-linked samples into appropriate cen-
trifuge tubes.

5. Centrifuge for 10 min 6,000 � g at 4 �C.

6. Discard the supernatant and resuspend the pellet with 96 ml of
cold TBS pH 7.6.

7. Centrifuge for 10 min 6,000 � g at 4 �C.

8. Discard the supernatant and resuspend the pellet in 1 ml of
cold TBS (see Note 6), and aliquot 500 μl into two separate
1.5 ml tubes.

9. Centrifuge for 10 min at 6,000 � g at 4 �C.

10. Carefully discard supernatants, no liquid should remain in the
bacterial pellets (see Note 7).
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3.2.3 Cell Lysis 1. Resuspend pellet in 500 μl of lysis buffer (see Note 8).

2. Add 50 μl of 10 mg.ml�1 lysozyme and incubate at 37 �C for
30 min.

3. Add 500 μl of IP buffer and 10 μl of 100 mM PMSF.

3.2.4 Sonication

( See Note 9)

1. Aliquot 130 μl of the sample into six 1.5 ml DNA low binding
grade tubes (six tubes per sample).

2. Set aside 100 μl of sample to serve as a non-sonicated control
and place on ice.

3. Sonicate samples using the Bioruptor® plus (Diagenode) or
equivalent apparatus. Sonication conditions for Bioruptor: 3
rounds of 28 cycles of 30 s on, 30 s off (see Note 10).

4. Pool the six sonicated samples tubes into one tube.

5. Centrifuge the sonicated and the non-sonicated sample for
30 min at 18,000 � g at 4 �C.

6. Recuperate the supernatant into a new 1.5 ml tube.

7. For the sonicated sample, aliquot 500 μl into 1.5 ml tube to
serve as the sample to be immunoprecipitated (IP), and aliquot
100 μl into 1.5 ml tube to serve as the input (see Note 11).

8. Test the efficiency of DNA fragmentation by either analyzing
the DNA size using a bioanalyzer (e.g., Agilent 2100) or
agarose gel electrophoresis (see Fig. 1).

3.2.5 Immuno-

precipitation

1. Combine 500 μl of IP sample with the application-specific
antibody at the required concentration (see Note 12), and
incubate overnight at 4 �C with gentle agitation (90 rpm).

2. In a separate tube, add 25 μl of Protein A magnetic beads to
225 μl of blocking buffer and incubate overnight at 4 �C with
gentle agitation (90 rpm).

3. For an IP negative control, prepare a tube containing 500 μl of
sonicated IP sample that will receive IgG antibodies and will go
through the same immunoprecipitation process as the IP sample.

4. Recover the blocked Protein A magnetic beads by pelleting
using a magnetic rack and discard the blocking buffer.

5. Add the IP sample and antibody mixture to tube containing
pre-blocked beads and incubate for 2 h at 4 �C with gentle
agitation (90 rpm).

6. Perform consecutive washes of the beads for 10 min with
gentle agitation at 4 �C, precipitating the beads for at least
5 min between each wash (see Notes 13–15).

(a) 1 wash with 300 μl 2� IP buffer.

(b) 2 washes with 300 μl buffer 2.
(c) 1 washes with 300 μl buffer 3.
(d) 1 wash with 300 μl TE buffer.
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3.2.6 IP Samples:

Elution, RNase, and

Proteinase K Digestion

1. After the final wash, resuspend the beads in 300 μl of elution
buffer (see Notes 16 and 17).

2. Add 1 μl of RNase A at 10 mg.ml�1 (33.3 μg.ml�1 final
concentration) and incubate for 1 h at 37 �C.

3. Add 3 μl of proteinase K at 10 mg.ml�1 (0.1 mg.ml�1 final
concentration), and incubate for 2 h at 37 �C.

4. Pellet the magnetic beads using the magnetic rack and recover
the supernatant in a new 1.5 ml tube (see Note 18).

3.2.7 Input Samples:

RNase and Proteinase K

Digestion

1. On ice, thaw the 100 μl of input and non-sonicated samples
that had been previously frozen (step 7 from Subheading
3.2.4; see Note 19).

2. Add 3.3 μl of 1 mg.ml�1 RNase A (dilute stock tenfold; 33.3 μg.
ml�1 final concentration) and incubate for 1 h at 37 �C.

3. Add 1 μl of 10 mg.ml�1 proteinase K (0.1 mg.ml�1 final
concentration) and 10 μl of 10% SDS (final 1%), and incubate
for 2 h at 37 �C.
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Fig. 1 DNA profiles of sonicated formaldehyde-treated cells prior (a) and after (b) library preparation. (a)
Sonicated and purified DNA fragments from the ChIP procedure prior to library preparation were analyzed by
1.8% agarose gel electrophoresis showing fragment sizes between 100 and 400 bp. Molecular weight (base
pair) markers are indicated on the right. The brightness and contrast of the image has been modified by linear
scaling for amplification of the signal. (b) Following library preparation, the size of DNA fragments, containing
an 80 bp barcode and sequencing adaptor, was controlled by Agilent 2100 Bioanalyzer using Agilent High
sensitivity DNA kit. Low- and high-DNA markers, noted 35-bp and 10,380-bp, respectively, were added in
each sample prior to electrophoresis. The average size of the sample after adaptor subtraction was ~170 bp
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3.2.8 Reverse Cross-Link 1. All samples are incubated at 65 �C overnight (~16 h) to reverse
formaldehyde cross-links.

3.2.9 DNA Purification 1. Add 5 M NaCl to the ~300 μl of IP and ~120 μl of input and
non-sonicated samples (1 M final concentration).

2. Vortex for 30 s.

3. Add one volume of CHCl3/Isoamyl Alcohol (24:1) mix.

4. Vortex for 30 s.

5. Centrifuge at 18,000 � g for 5 min at 4 �C.

6. Recuperate the aqueous phase and place in a new 1.5 ml tube.

7. Add 1 μl of glycogen at 20 mg.ml�1 and 0.7 volume of cold
100% isopropanol.

8. Incubate at �80 �C for 30 min.

9. Centrifuge at 18,000 � g for 30 min at 4 �C and remove the
supernatant.

10. Rinse the pellet two times with 1 ml of cold 70% ethanol,
centrifuging at 18,000 � g for 10 min at 4 �C between each
wash.

11. Resuspend the DNA pellet in 100 μl of 10 mM Tris–HCl,
pH 8.5. Check the DNA profile (see Note 20) and quantify
the amount of DNA recovered (see Note 21).

3.2.10 DNA Library

Preparation

1. Both immunoprecipitated (ChIP-DNA) and non-
immunoprecipitated (input DNA) are used to prepare the
DNA library for next-generation sequencing. Many new
sequencing machines can be used for the sequencing step
(Illumina, Ion Torrent, etc.), but the DNA Library preparation
always involves the following steps:

(a) Repair of 30 and 50 ends.

(b) Preparation of adaptor ligated DNA.

(c) Size selection.

(d) Amplification via Polymerase Chain Reaction (PCR) of
adaptor ligated DNA.

(e) Cleanup of amplified library.

2. Prepare the libraries according to the manufacturers’
instructions.

3.2.11 Next-Generation

Sequencing

1. Prepare templates for sequencing using the DNA libraries. For
this step the sequencing workflow differs depending on the
sequencing technology used. Briefly,
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(a) For the Ion Torrent technology, the library is clonally
amplified by emulsion PCR (emPCR) onto Ion
Sphere™ particles. In emulsion PCR methods, the sur-
face of the spheres contains oligonucleotide probes with
sequences that are complementary to the adaptors bind-
ing the DNA fragments. The spheres are then compart-
mentalized into water-oil emulsion droplets. Each of the
droplets capturing one bead is a PCR microreactor that
produces amplified copies of a single DNA template.
Then, spheres are inserted into the individual sensor
wells by spinning the chip in a centrifuge. Ion Torrent™
Technology directly translates chemically encoded infor-
mation (A, C, G, T) into digital information (0, 1) on a
semiconductor chip to provide the sequences of individ-
ual DNA fragments.

(b) For the Illumina technology, the DNA templates are
bridge amplified to form clonal clusters inside a flow
cell. The library is loaded into a flow cell, where frag-
ments are captured on a lawn of surface-bound primers
complementary to the library adapters. Each fragment is
then amplified into distinct, clonal clusters through
bridge amplification. Several million dense clusters of
DNA are generated in each channel of the flow cell.
Illumina technology utilizes a labeled reversible termi-
nator–based method that detects single bases as they are
incorporated into DNA template strands. Successive
sequencing cycles provide the sequence of individual
DNA fragments.

2. Perform high-throughput sequencing. We use single-ends
sequencing as paired-ends do not provide advantages in
ChIP-seq (for most cases). We recommend obtaining over
ten million reads for high-resolution ChIP-seq with bacterial
genomes, especially when more information in the ChIP-seq
pattern than just binding sites is sought after.

3.2.12 Software

Available for ChIP-Seq Data

Analysis and Publication

1. For peak visualization, convert ChIP-seq data file to the BED-
GRAPH format. This format allows for its use in Integrated
Genome Viewer, which displays the entirety of ChIP-seq data
with the possibility to view several datasets simultaneously.
Assess the reads quality using FastQC.

2. Map the reads to the reference genome. We used TMAP (Tor-
rent Suite Software) but other software packages are available
(BowTie, BWA). Reads count was determined using Genome-
cov bedtool. Alternatively, the Galaxy platform (https://
galaxyproject.org/) also offers a full workflow and data inte-
gration system.
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3. Use CLC sequence viewer to determine the exact sequence of
peaks on genome with the capability to select and copy
sequences. Reference genome of ChIP-seq experiments must
be in FASTA format.

4. To analyze specific sections of ChIP-seq data, we have found
that Excel (Microsoft) provides a user-friendly interface to
analyze in detail, portions of ChIP-seq data. The limitation of
Excel is that it is unable to show the entirety of data, as the file
size becomes too large. ChIP-seq data must be in.txt format.

5. R also works as a powerful tool to analyze ChIP-seq data, but
requires prior knowledge on the usage of the interface.

6. The Gene Expression Omnibus (GEO) database is a major
repository that stores high-throughput functional genomics
datasets that are generated using both microarray-based and
sequence-based technologies [9]. Datasets are submitted to
GEO to be made freely available to the reviewing process
of publication and subsequently for further analysis by the
scientific community. In addition to serving as a public archive
for these data, GEO has a suite of tools that allow users to
identify, analyze, and visualize data relevant to their specific
interests.

4 Notes

1. Lysozyme must be stored at �20 �C; therefore, the addition of
lysozyme to the lysis buffer is done at the time of the experi-
ment and is added to each sample individually.

2. PMSF must be stored at �20 �C; therefore, the addition of
PMSF to the 2� IP buffer is done at the time of the experiment
and is added to each sample individually.

3. A high level (~100 μg) of the protein of interest is required to
purify a large amount of specific, polyclonal antibodies from the
serum. Proteins can either be produced as a his-tagged recom-
binant, purified in a one-step procedure using Nickel-affinity
chromatography purification, or through a native purification
procedure. In this latter case, enriched side fractions that are
usually discarded could be used to avoid to wasting the protein
of interest. Crude extracts are not suitable for use in this
antibody purification procedure.

4. When rinsing the strip with Ponceau S, protein band may be
difficult to distinguish. To eliminate the staining of Ponceau S
on surrounding areas, rinse with sterile water.

70 Roxanne E. Diaz et al.



5. Protein strips can be stored at 4 �C and reused for antibody
purification up to seven times. To reuse a protein strip, start
antibody purification protocol at step 7.

6. Each sample is separated into two tubes. Tube 1 serves as the
experimental sample, and tube 2 serves as a safety sample.

7. This is a freeze point. Flash freezing of pellets must be done
with liquid nitrogen and stored at �80 �C until needed.

8. Some proteins may be sensitive to proteolysis during the lysis
step. In this case, we recommend the addition of Protease
Inhibitor Cocktail Tablets (cOmplete™, Mini, EDTA-free
Protease Inhibitor Cocktail (Roche)) in the lysis buffer.

9. We recommend using the Bioruptor® Plus. The described
sonication conditions that ensure reliable DNA fragmentation
are adapted to this instrument (see sonicator’s instructions) and
result in a similar distribution of the DNA fragments size.
Importantly, if using another instrument it is imperative to
properly adapt the sonication conditions. We recommend ver-
ifying the size of the DNA fragments of each sample after
sonication as variations may bias subsequent analyses. Set the
cooling device of the sonicator Bioruptor® Plus at 4 �C 30 min
before use.

10. During sonication, the sonicator water bath must be main-
tained at 4 �C, as it is critical to keep the samples at a low
temperature. In between sonication rounds let the sonicator
cool down for 10 min, as Bioruptor sonicator will shut off in
the middle of sonicating if overheated.

11. This is a freeze point. Samples can be stored at �20 �C or
�80 �C. Input and non-sonicated samples will rejoin the pro-
tocol at the DNA purification step.

12. Antibody concentration used for immunoprecipitation varies
based on protein of interest. It is recommended to perform
immunoprecipitations using purified protein and several con-
centrations of antibody to determine the amount needed for
ChIP (see Fig. 2).

13. When resuspending magnetic beads between washes, avoid
creating bubbles as this will result in inefficient bead pelleting
and bead loss.

14. Filter or low retention tips are not required, but can reduce
sample loss during resuspension steps.

15. Bead pelleting can be performed at room temperature.

16. From this point, it is possible to finish the procedure with the
IPure kit v2 (Diagenode) to complete the elution, reverse
cross-link, and purify DNA.
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17. To control immunoprecipitation efficiency, recover 5 μl of IP
elution sample and add 20 μl of elution buffer. Heat at 65 �C
for 15 min and then place the sample on magnetic rack, and
recuperate cleared sample. Mix with sample buffer and use
10 μl to analyze through Western blotting.

18. Reverse cross-link is performed in the absence of the magnetic
beads.

19. As a control of the protein baseline to test for immunoprecipi-
tation efficiency, recuperate 5 μl of input sample and add 20 μl
of 2� IP buffer. Heat at 65 �C for 15 min and then place the
sample on magnetic rack, and recuperate cleared sample. Mix
with sample buffer and use 10 μl to analyze through Western
blotting.

20. To determine the sonication profile of the input and non-
sonicated samples, purified DNA can be run on a 0.5� TBE,
1.8% agarose gel to observe a DNA smear indicating the aver-
age fragment size per sample. In addition, the use of a bioana-
lyzer is highly recommended for automated sizing with a more
precise and digital format of DNA sample fragment sizes.

21. For precise quantification of DNA quantity, we strongly rec-
ommend the use of the Qubit® 3.0 Fluorometer for Input and
IP samples prior to library preparation. DNA recovery for IP
samples can vary significantly, from 2 ng up to 200 ng, as it
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Fig. 2 Optimization step and control of immunoprecipitation. Western blot
analysis of ParBVc1 proteins from crude cell extracts of Vibrio cholerae (lanes
1–2) or purified ParBVc1 protein (0.38 μg; lanes 3–7) after SDS-PAGE (4–16%).
ParBVc1 proteins are from the ParABS system present on chromosome 1 of V.
cholerae. Protein samples were subjected (þ) or not (�) to immunoprecipitation
(IP) using the indicated amount (μg) of purified anti-ParBVc1 antibody. The
optimal antibody concentration for immunoprecipitation was determined with
increasing amount of antibody. The total amount of ParBVc1 contained in the
sample was recovered using 7 μg of anti-ParBVc1 antibody (compare lanes 5
and 6). Molecular weights (kDa) are indicated on the left
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depends on the proteins of interest and the quality/specificity
of the corresponding antibodies. We usually construct DNA
libraries using 2 ng of IP or Input DNA samples.
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Chapter 7

Generation and Analysis of Chromosomal Contact
Maps of Bacteria

Martial Marbouty and Romain Koszul

Abstract

This methods article described a protocol aiming at generating chromosome contact maps of bacterial
species using a genome-wide derivative of the chromosome conformation capture (3C) technique. The
approach is readily applicable on a broad variety of gram þ and gram-bacterial species. It describes and
addresses known caveats and technicalities associated with the technique, and should be of interest to any
laboratory interested to perform a multiscale analysis of the genome structure of its species of interest.

Key words Chromosome conformation capture, Hi-C, 3C, Genome organization, Nucleoid

1 Introduction

This method aims at characterizing the average tridimensional (3D)
organization of bacterial genomes from cell populations (see [1]).
Using 3C–seq, a derivative of chromosome conformation capture
(3C; [2]), genome-wide contact maps of any bacterial species can
be generated [1, 3–7] (see Fig. 1). The immediate interest of the
3C–seq approach, compared to other 3C derivatives such as Hi-C
[8], is that it does not require a ligation products enrichment step,
limiting the experimental manipulations and increasing the chances
to recover exploitable contact data from any species with minimal
tries and errors. The drawback resulting from the absence of this
enrichment step is that more reads have to be sequenced to reach at
the appropriate number of contact events. However, given the
limited sizes of most bacterial genomes, this approach remains
amenable and convenient for teams aiming at exploring the 3D
organization of their favorite species. Once this protocol is mas-
tered, the biotin enrichment step described originally in
Lieberman-Aiden et al. [8] can theoretically be easily introduced
through tries and error approach.
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Briefly, 3C quantifies the frequencies of collisions between
restriction fragments (RFs) along (and between) the DNA mole-
cule(s) of a genome [2]. These frequencies of contact reflect pre-
sumably the relative distances between the loci monitored, hence
their average organization within the cellular compartment that
contains the DNA (i.e., the nucleus for eukaryotes, and the cell
for bacteria). In bacteria, the nucleoid 3D organization presents
some links with transcription [3, 5, 6, 9], and also with DNA
replication [5–7].

The 3C protocol starts with fixation of a cellular culture using a
cross-linking agent (typically formaldehyde), resulting in covalent
bounds between proteins and DNA and the generation of com-
plexes of proteins and DNA. The DNA molecules will therefore
“freeze” predominantly in the dispositions displayed within the
majority of the cell of the population, reflecting their physiological
configuration. To quantify the contacts between the different DNA
regions of the genome frozen in the vicinity of each other’s, two
steps are necessary. First, the cells are lysed and the crosslinked
chromatin is digested with a carefully chosen restriction enzyme.
The insoluble part of the raw chromatin extract is then isolated
through centrifugation, diluted, and subjected to a ligation reac-
tion. Using the insoluble fraction diminishes the background by
removing small DNA molecules that were not cross-linked in large

Fig. 1 Normalized genomic contact maps obtained from asynchronous population of Bacillus subtilis (a) and
Vibrio cholera (b) in rich medium (data from [5, 6]). X and Y axes represent genomic coordinates. Origins and
terminus of replication of the different chromosomes are indicated. The colorscale reflects the frequency of
contacts between two regions of the genome (a.u.), from white (rare contacts) to dark red (frequent contacts)
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complexes [10]. Performing ligation in diluted conditions aims at
alleviating the ligation events involving molecules trapped in differ-
ent crosslinked complexes. After ligation the crosslink is reversed
and the DNA purified. The resulting 3C library consists of a mix of
different ligation products whose relative abundance reflects their
average spatial proximity within the cell population at the time of
the fixation step. The different religation events within a 3C library
are typically and conveniently quantified using pair-end (PE)
sequencing and genomic contacts maps generated through a variety
of protocols [11–13].

This section describes the experimental protocol for generating a
3C library of a bacterial species. Protocol to prepare the 3C library for
PE sequencing can be found elsewhere [14, 15 ]. Construction and
analysis of 3C libraries do not require special equipment besides a
sequencer apparatus. However, the preparation of the assay requires
careful planning. The choice of the restriction enzyme and of the
crosslinking conditions are critical for the success of the experiment,
and must be carefully thought through before starting (see Notes 1
and2). Numerous programs, toolboxes, algorithms, and routines are
available to analyze the data generated by this protocol, and will not
be discussed here [11, 14–16] (https://github.com/koszullab/
HiC-Box, http://mirnylab.bitbucket.org/hiclib/).

2 Materials

2.1 3C Library

Components

1. 15 mL disposable conical tubes.

2. 50 mL disposable conical tubes.

3. Filtration unit 0.22 μm.

4. 1.5 and 2 mL lo-binding microcentrifuge tubes (Eppendorf,
Hambourg, Germany).

5. Ready to lyze lysozyme (Ready-Lyze, Lysozyme solution, Epi-
centre, Madison, USA) (see Note 3).

6. Restriction enzyme and corresponding restriction enzyme
buffer (see Note 2).

7. 5 U/μL T4 DNA ligase (Weiss Units).

8. 20 mg/mL Proteinase K in water.

9. 10 mg/mL DNAse-free RNAse A in water.

10. 37% Formaldehyde solution (v/v) (Sigma-Aldrich, Saint
Louis, Missouri, USA).

11. 2.5 M Glycine: weigh 75.07 g of glycine and transfer to a 1 L
cylinder. Add water to a volume of 400 mL and dissolve glycine
using a magnetic stirrer and a stir bar (seeNote 4). Filtrate on a
0.22 μm filtering unit and store at room temperature (RT).
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12. 10% Sodium dodecyl sulfate (w/v) (SDS) in water. Add 20 mL
of 20% SDS (see Note 5) in a 50 mL disposable conical tube.
Add 20 mL of water. Mix gently by returning tube several
times. Store at RT.

13. 10% Triton X-100 (v/v) in water. Add 5 mL of Triton X-100 in
a 50 mL falcon. Add 45 mL of water and incubate in a 37 �C
water bath until complete dissolution (it can take several
hours). Store at RT.

14. 10� ligation buffer (without ATP): 500 mM Tris–HCl
pH 7.4, 100 mM MgCl2, 100 mM DTT. Add 100 mL of
Tris–HCl pH 7.5, 20 mL of MgCl2 1 M and 10 mL of DTT
2M to a 500mL cylinder. Add water to reach 200mL, mix and
filtrate on 0.22 μm filtering unit. Split as 10 mL aliquot and
store at �20 �C.

15. 10 mg/mL bovine serum albumin (BSA) in water. Store as
1 mL aliquots at �20 �C.

16. 100 mM Adenosine triphosphate (ATP) pH 7.0 in water.
Weigh 1 g of ATP and transfer to a 50 mL falcon. Add
14 mL of water. Add 1.6 mL of NaOH 1 M. Complete to
16.7 mL with water. Check that the pH is around 7.0. Filtrate
on 0.22 μm filtering unit. Store as 1 mL aliquots at�20 �C (see
Note 6).

17. 500 mM EDTA in water, pH 8.0.

18. 3 M sodium acetate in water, pH 5.2. Weigh 204.12 g of
sodium acetate and transfer to a 1 L cylinder. Complete with
water to 400 mL, and adjust pH to 5.2 with acid acetic 100%.
Complete to 500 mL with water. Filtrate on a 0.22 μm filtering
unit and store at RT.

19. Isopropanol.

20. 10:9:1 phenol:chloroform:isoamylalcohol pH 8.2.

21. 100% Ethanol.

22. TE buffer, pH 8.0. Add 5 mL of TE 10� to a 50 mL falcon.
Add 45 mL of water and filtrate on a 0.22 μm filtering unit.
Store at RT.

23. 16 �C water bath.

24. 65 �C oven.

25. Magnetic stirrer and stir bar.

26. Variable temperature incubator (25 �C, 30 �C, and 37 �C).

27. Dry bath at 65 �C.

28. Refrigerated tabletopcentrifuge (for 50 mL falcon tubes).
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3 Methods

3.1 Generation of a

3C Library of Bacteria

The generation of the 3C library takes 2 days, and the generation of
the sequencing library an additional 2–3 days. 3C libraries can be
stored at �20 �C and therefore the two processes can be easily
separated. Whereas it remains difficult to prepare more than four
libraries at a time, processing the samples for sequencing can be
performed at a larger scale, the limiting step being then, to some
extent, the purification of molecules of a size appropriate for
sequencing (see Note 7). Therefore, timing is important criteria
when planning to do the experiment.

3.1.1 Culture Fixation 1. Grow bacteria in your favorite medium (volume :100mL) until
reaching a concentration of approximately 1 � 107 cells/mL
(1 � 109 total cells) (see Note 8).

2. Add 8.5 mL of the fresh formaldehyde solution (i.e., 37%) to
the culture (final concentration of 3%) (see Note 2).

3. Incubate the cells for 30 min at room temperature (RT) under
gentle agitation with a magnetic stirrer.

4. Transfer the cell culture at 4 �C for another 30 min under
gentle agitation.

5. Move the culture at RT and add 25 mL of Glycine 2.5 M (final
concentration: 470 mM) to quench the remaining formalde-
hyde; incubate under agitation for 5 min at RT.

6. Relocate the culture at 4 �C and keep the cells under gentle
agitation for an extra 15 min.

7. Pellet the fixed cells at 4 �C (3500 � g—10 min).

8. Wash the cells with 10 mL of the initial medium.

9. Pellet the fixed cells at 4 �C (3500 � g—10 min).

10. Suspend the cells into 1 mL of medium and transfer them into
one 1.5 mL microcentrifuge tube.

11. Pellet the cells at 4 �C (3500 � g—10 min).

12. Remove the supernatant and flash freeze the pellet (i.e., in
liquid nitrogen or dry ice þ ethanol).

13. Store pellet at �80 �C until use.

NB:Donot store thepellet formore than6months (seeNote9).

3.1.2 3C Library

Construction

Day 1

1. Thaw the pellet on ice during half an hour.

2. Resuspend the cells in 500 μL of 1� TE buffer.

3. Add 5 μL of ready-to-lyze lysozyme.

4. Incubate at 37 �C during 30 min.
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5. Add 25 μL of 10% SDS per tube (final concentration: 0.5%).

6. Incubate at room temperature for 10 min.

7. Transfer 100 μL of lysate into 4� 1.5 mLmicrocentrifuge tube
(100 μL per tube) containing 400 μL of a restriction reaction
mix (10� restriction buffer 50 μL, Triton X-100 10% 50 μL,
100 U restriction enzyme, water).

8. Transfer 50 μL of remaining lysate into 2 � 1.5 mL microcen-
trifuge tube (50 μL per tube) containing 200 μL of a control
reaction mix (control ND—nondigested: 10� restriction
buffer 25 μL, Triton X-100 10% 25 μL, water; control D—
digested: 10� restriction buffer 25 μL, Triton X-100 10%
25 μL, 50 U restriction enzyme, water).

9. Incubate for 3 h at the appropriate temperature for the chosen
restriction enzyme.

10. Take the two control tubes (nondigested and digested con-
trols, respectively). Add 15 μL of SDS 10% and 15 μL of
proteinase K to each tube and incubate them at 65 �C
overnight (these controls will then be furthered processed at
step 24).

11. Centrifuge the four remaining tubes at 16,000 � g during
20 min at room temperature in order to isolate the insoluble
fraction of the crosslinked chromatin [10].

12. Remove the supernatant and suspend each pellet in 500 μL of
H2O.

13. Dilute the samples in 4� 7.5 mL of a precooled (4 �C—on ice)
ligation reaction mix (10� ligation buffer 800 μL, BSA
10 mg/mL 80 μL, ATP 100 mM 80 μL, water) in 15 mL
conical tubes.

14. Add 25 units of T4 DNA ligase.

15. Homogenize the reaction by inverting the tubes two to three
times.

16. Incubate for 4 h in a 16 �C waterbath.

17. Add 100 μL of EDTA 500 mM per tube to stop the reaction.

18. Add 100 μL of proteinase K (20 mg/mL), 100 μL of SDS 10%
and incubate the tube overnight at 65 �C.

Day 2

19. The next morning, cool down the tubes at room temperature
and transfer the solution to two 50 mL conical tubes (16 mL
per tube).

20. Add 1.6 mL of 3 MNa Acetate pH 5.0 and 16 mL isopropanol
and incubate at�80 �C for 1 h in order to precipitate DNA (see
Note 10).
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21. Centrifuge the tube in an appropriate centrifuge at 10,000 � g
during 20 min at 4 �C.

22. Remove the supernatant and dry the pellet on the bench (see
Note 11).

23. Suspend each pellet in 900 μL of TE buffer 1� and transfer
them in 2 � 2.0 mL microtube.

24. Perform a DNA extraction for each tube using 900 μL of
phenol:chloroform. Also extract the DNA from control sam-
ples from step 15 using 300 μL of phenol:chloroform:
isoamylalcohol.

25. Recover 2 � 400 μL of the aqueous phase (upper phase) for
each tube (800 μL per tube in total) (and 1 � 250 μL for
control tubes) and transfer them into 1.5 mL microcentrifuge
tube. Adjust the volume in the control tubes to reach 400 μL.

26. Add 40 μL of 3MNa Acetate pH 5.0 and 1 mL of cold ethanol
to each tube.

27. Vortex the tubes and incubate at �80 �C for 30 min.

28. Centrifuge the tubes at 16,000 � g for 20 min; discard the
supernatants.

29. Wash each DNA pellet with 500 μL of cold 70% ethanol.

30. Centrifuge tubes at 16,000 � g for 20 min and remove the
supernatant.

31. Dry pellet by incubating them on a 37 �C dry bath.

32. Suspend each pellet in 30 μL TE buffer 1� supplemented with
RNAse A (1 mg/mL final concentration).

33. Incubate at 37 �C for 45 min.

34. Pool the tubes containing the 3C libraries.

35. Estimation of the quality and quantity on a 1% agarose gel
(Fig. 2; see Note 12).

36. Optional: store at � 80 �C as ~ 6 μg DNA aliquots.

4 Notes

1. The choice of the restriction enzyme and buffer is an important
parameter of the experiment. Many restriction enzymes
become inactive under the experimental conditions described
in the protocol (i.e., brut cellular extract). The cheapest
enzymes—usually the best characterized—provide the best
candidates to generate a 3C library. Consequently, we highly
recommend choosing “classical” restriction enzymes when
designing the experiment. However, it is still possible that the
enzyme selected is not active. Restriction buffer used to
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construct 3C libraries provides better results if they contain
DTT. Consequently, we strongly suggest avoiding NEB buffers
that don’t contain DTT (NEBuffer 1.1, 2.1, 3.1 and
CutSmart).

2. The experimental conditions for the fixation step have also to
be carefully interpreted. It was shown that the likelihood for a
RF to be crosslinked is dependent on the probability for 1 bp to
be crosslinked, and thus on the incubation parameters in pres-
ence of a fixative reagent [11]. For instance, a 4-cutter (restric-
tion enzyme recognizing a 4 pb site) will require a higher
concentration of crosslinking reagent than a 6-cutter. The
protocol described in this article is designed for enzymes that
generate RFs with a distribution average lower than 500 bp
(þ/� 200 bp). We do not recommend enzymes that generate
RF with a distribution average lower than 300 bp.

3. Bacteria lysis is typically achieved by lyzozyme treatment. How-
ever this treatment sometimes appears less efficient as a result of
fixation. Gram þ are also more difficult to lyse. In such cases,
lysis can be improved through mechanical disruption (e.g.,
French Press or glass beads [4, 14]).

Fig. 2 Photography of gel electrophoresis migration of DNA at various steps of a
3C library construction. ND: nondigested control; D: restriction control; 3C:
expected migration on a gel of a 3C library
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4. Dissolving glycine at this concentration can take hours. The
process can be accelerated by gently warming the solution
(40–50 �C).

5. SDS treatment is a critical step. We noticed an important drop
in the quality of the library when the SDS begins to precipitate
(warming prior use does not solve the problem). Change the
SDS solution immediately upon signs of precipitation.

6. ATP is a critical cofactor of the ligase reaction. In order to avoid
any problem due to ATP degradation, discard thawed aliquots
after use.

7. For size selection, we routinely use a Pippinprep apparatus
(Sage Science), though other methods such as gel purification
work well.

8. The mixed culture of 100 mL with a concentration of 1 � 107

cells of genome sizes ~3–4Mb is sufficient to generate one library
in the conditions described in the protocol. For other conditions,
the crosslinking step will have to be adapted, as it will change the
ratio DNA-Protein-formaldehyde (seeNotes 1 and 2).

9. We have noticed a quality decreased after storage of more than
6 months.

10. After 1 h at �80 �C, solution will froze. You should also notice
the apparition of white precipitate. Prompt freezing is neces-
sary for a good recovery of libraries.

11. The pellet does not have to be entirely dry, since DNA will be
subsequently processed through a phenol:chloroform extraction.

12. Quantify the libraries on a gel using an image quantification
software (such as Image J or Quantity One) is a better solution
as large DNA fragments and impurities prevent use of Nano-
drop or Qbit quantification.
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Chapter 8

Nucleoid-Associated Proteins: Genome Level Occupancy
and Expression Analysis

Parul Singh and Aswin Sai Narain Seshasayee

Abstract

The advent of Chromatin Immunoprecipitation sequencing (ChIP-Seq) has allowed the identification of
genomic regions bound by a DNA binding protein in-vivo on a genome-wide scale. The impact of the DNA
binding protein on gene expression can be addressed using transcriptome experiments in appropriate
genetic settings. Overlaying the above two sources of data enables us to dissect the direct and indirect
effects of a DNA binding protein on gene expression. Application of these techniques to Nucleoid
Associated Proteins (NAPs) and Global Transcription Factors (GTFs) has underscored the complex
relationship between DNA-protein interactions and gene expression change, highlighting the role of
combinatorial control. Here, we demonstrate the usage of ChIP-Seq to infer binding properties and
transcriptional effects of NAPs such as Fis and HNS, and the GTF CRP in the model organism Escherichia
coli K12 MG1655 (E. coli).

Key words NAP, GTF, Regulation of transcription initiation, ChIP-Seq, Z-score, MACS

1 Introduction

Chromatin ImmunoPrecipitation (ChIP) sequencing has become
one of the most important methods for discovering the binding
sites of NAPs and TFs on the DNA in vivo. In a ChIP experiment
DNA and proteins are first cross-linked to strengthen protein-DNA
interactions. The cross-linked chromatin is then sheared within a
size range of 200–500 base pairs (bp). Next, the protein of interest
is immuno-precipitated using an appropriate antibody. The cross-
links are reversed and the DNA obtained is used either for sequenc-
ing (ChIP-seq) or for hybridization on a microarray-based platform
(ChIP-chip).

ChIP studies have been used to understand developmental
processes and disease associations in eukaryotes [1]. The roles of
DNA binding proteins in bacterial chromosome maintenance and
gene regulation have also been uncovered using this method. One
of the first uses of the ChIP method for bacteria was the analysis of
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the genome-wide distribution of cAMP-receptor protein (CRP) on
E. coli chromosome, which resulted in the suggestion that this GTF
might in fact be a NAP [2]. Since then various groups have carried
out experiments to determine the genome wide binding patterns of
various NAPs and GTFs including, but not limited to, HNS, Fis,
HU, IHF, FNR, Fur, and LRP [3–7].

A certain degree of care must be taken while performing a ChIP
experiment. The control usually is categorized broadly into two
categories: (a) Input: the fragmented genomic sample extracted
before immuno-precipitation; (b) mock-IP: the sample treated
without the antibody or with a nonspecific antibody such as IgG
(Immunoglobulin G).

This article shares our experience performing ChIP-seq experi-
ments with E. coli NAPs and GTFs, exploring the computational
aspects of such studies.

2 Materials

Hardware: Computer with installed UNIX, Linux or MAC OSX
(with xcode installed separately), with a minimum of 4 GB of RAM.
Software: All software listed below are open source tools. Whereas
some of these procedures make use of sophisticated algorithms
including the Burrows-Wheeler procedure for rapidly aligning
millions of reads to a reference sequence, many others can also be
implemented efficiently using easy-to-write scripts in programming
languages such as PERL or PYTHON.

Install the following software: FastQC [8], Cutadapt [9], Bur-
rows wheeler aligner (BWA) [10], SAMtools [11], Bedtools [12],
and MACS [13].

Install R [14] (check the newest stable version) and biocon-
ductor packages such as Genefilter [15].

UCSC archaeal genome browser [16] for visualization (web
only).

MEME-ChIP [17] (web only).
Sample names:
The filenames below assume paired end sequencing.

l ChIP biological replicate 1—ChIP1.read1.fastq and ChIP1.
read2.fastq.

l ChIP biological replicate 2—ChIP2.read1.fastq and ChIP2.
read2.fastq.

l Input control replicate 1—Input1.read1.fastq and Input1.
read2.fastq.

l Input control replicate 2—Input2.read1.fastq and Input2.
read2.fastq.

l Reference genome sequence—reference.fasta (see Note 1).
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l Sequences of putative gene regulatory regions upstream of oper-
ons – regulatory.bed.

l Differentially expressed lead genes (lead gene from each operon)
list obtained from RNA-Seq experiment of the relevant mutant
NAP/GTF—rnaseq.diffexp.leadgenes.txt.

3 Methods

Install the software and packages mentioned in Subheading 2. All of
these are open source and the installation is straightforward.

3.1 Quality Check After obtaining the reads, check the quality using FastQC software.
This tool gives the output in html format where you can see the
sequence quality of the reads, sequence duplication, %GC content,
and adapter contamination.

3.2 Alignment to

Reference Genome

Reads are aligned to the reference genome using BWA (seeNote 2).

1. The first step is the indexing of the reference fasta file; it only
needs to be done once.

$ bwa index reference.fasta

2. The alignment of the reads in the .fastq files to the indexed
reference genome is generally reported in the .sai or .sam file
formats (see Note 3).

The .sai file is a machine-readable binary file. In contrast,
the .sam file is a tab-delimited text file, which contains positions
of reads mapping to the regions of genome and the flag column
for the mapped reads. This file can be opened, subject to its
size, in any text viewer.

$ bwa aln –q 30 reference.fasta ChIP1.read1.fastq > ChIP1.

read1.sai

$ bwa aln –q 30 reference.fasta ChIP1.read2.fastq > ChIP1.

read2.sai

$ bwa aln –q 30 reference.fasta ChIP2.read1.fastq > ChIP2.

read1.sai

$ bwa aln –q 30 reference.fasta ChIP2.read2.fastq > ChIP2.

read2.sai

$ bwa aln –q 30 reference.fasta Input1.read1.fastq >

Input1.read1.sai

$ bwa aln –q 30 reference.fasta Input1.read2.fastq >

Input1.read2.sai

$ bwa aln –q 30 reference.fasta Input2.read1.fastq >

Input2.read1.sai

$ bwa aln –q 30 reference.fasta Input2.read2.fastq >

Input2.read2.sai

Genome Wide NAPs Analysis 87



-q command followed by the integer trims the reads which are
below theQ value of 30. The user also can set a lesser threshold
of Q 15/20 and compare the output with the more stringent
threshold to decide which value to proceed with.

3. At the next step you can integrate both the read 1 and read
2 file of each sample.

$ bwa sampe reference.fasta ChIP1.read1.sai ChIP1.read2.

sai ChIP1.read1.fastq ChIP1.read2.fastq > ChIP1.sam

$ bwa sampe reference.fasta ChIP2.read1.sai ChIP2.read2.

sai ChIP2.read1.fastq ChIP2.read2.fastq > ChIP2.sam

$ bwa sampe reference.fasta Input1.read1.sai Input1.read2.

sai Input1.read1.fastq Input1.read2.fastq > Input1.sam

$ bwa sampe reference.fasta Input2.read1.sai Input2.read2.

sai Input2.read1.fastq Input2.read2.fastq > Input2.sam

*In single end sequencing, results are in one read file per
sample, in which case use the “samse” alignment command
shown below –

$ bwa aln –q 30 reference.fasta ChIP1.fastq > ChIP1.sai

$ bwa samse reference.fasta ChIP1.sai ChIP1.fastq > ChIP1.

sam

4. Reads that do not map to the reference genome, and those that
map to multiple sites on the chromosome, are discarded. For
single end sequencing, the integers in the flag field column
(column number 2) in the .sam file have the following proper-
ties: 4 means read unmapped whereas 0 and 16 flags are for
read mapped in the forward and reverse strands respectively.
Likewise, there are different sets of flags for paired end
sequencing—83,99,147, and 163, which denote mapped and
proper paired reads.

5. At this stage calculate the fraction of reads mapped to the
reference genome. The fraction of unmapped reads should
ideally be less than 20%. For bacterial samples, most reads
should have been mapped uniquely, which can be ascertained
by an inspection of the alignment score (column number 2),
where a score of 0 indicates unmapped or multiply mapped
reads.

6. The .sam files are bulky files to work with and they can be
converted to .bam files that are the binary version of the same
and occupy smaller disk space and are faster to work with (see
Note 4).

The conversion can be done using SAMtools package with
the following.

88 Parul Singh and Aswin Sai Narain Seshasayee



$ samtools view -bS ChIP1.sam ChIP1.bam

$ samtools view –bS ChIP2.sam ChIP2.bam

$ samtools view -bS Input1.sam Input1.bam

$ samtools view -bS Input2.sam Input2.bam

To check total number of reads -

$ samtools view ChIP1.bam | wc -l

To check only the mapped reads for further downstream
analysis -

$ samtools view -c -F 0x40 ChIP1.bam

-c - count the number of occurrences, �F - to remove, 0x40
flag -unmapped reads.

After checking for the number of reads, user can use the fol-
lowing command to work only with reads that are mapped.

$ samtools view -h –F 0x40 ChIP1.bam > ChIP1.mapped.bam

-h to include header in the output file.
*To count mapped reads in single end dataset.

$ samtools view -c -F 4 ChIP.bam

-c - count the number of occurrences, �F 4 - remove
unmapped reads.

*To extract for mapped reads in single end dataset -

$ samtools view -h -F 4 ChIP.bam > ChIP.mapped.bam

-h to include header in the output file.
To sort the bam file according to the read name -

$ samtools sort –o ChIP1_sort –n ChIP1.mapped.bam

$ samtools sort –o ChIP2_sort –n ChIP2.mapped.bam

$ samtools sort –o Input1_sort –n Input1.mapped.bam

$ samtools sort –o Input2_sort –n Input2.mapped.bam

sort command sorts the output according to the user given
option, �o for output filename, �n option to sort it according to
the read name.

7. Next is the conversion of the BAM file to the read depth per
genomic interval tab delimited BED file. This file can be used as
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input for visualization of ChIP-Seq peaks even before the
analysis. The user needs to install bedtools and type the follow-
ing on the terminal.

$ bedtools genomecov -d -ibam ChIP1_sort.bam > ChIP1.cov

$ bedtools genomecov -d -ibam ChIP2_sort.bam > ChIP2.cov

$ bedtools genomecov -d -ibam Input1_sort.bam > Input1.cov

$ bedtools genomecov -d -ibam Input2_sort.bam > Input2.cov

where –d option is for computing the coverage per base and
ibam stands for input bam file. This step might take longer time to
run.

3.3 Analysis of Read

Count Distribution and

Replicate Correlation

The .cov output file has three columns in which two columns are of
interest: the second column with the base position and third with
the coverage computed for that specific position.

1. Using this information plot the density of the read count
distribution in R environment. In the R environment first
step is to import the tab-delimited input bed file. Below input
command assumes the user has a tab-delimited text file without
the header row.

> mat1 <- read.delim (“ChIP1.cov”, header¼F, quote¼” ”)

> plot(density (mat1$V3))

The typical density plot of a GTF/NAP with sequence-specific
binding has a heavy right end tail (Fig. 1).

2. Plot the corresponding distribution for the input control. This
will show a severely curtailed right tail, when compared to the
ChIP sample in Fig. 1.

> mat2 <- read.delim (“Input1.cov”, header¼F, quote¼” ”)

> lines(density (mat2F$V3), lty¼ 2, lwd ¼ 2)

3. Normalize each ChIP and input sample internally using the
following procedure. Assume that the background distribution
of read counts is normal. Please note that this assumption
remains to be rigorously tested. Calculate Z score for each
base position, where μ—mode of the read distribution calcu-
lated using the shorth function, s—standard deviation calcu-
lated using Mean Absolute Deviation (MAD) function in R.
Repeat for the following for each replicate including input.

> library(genefilter)

> F_1 <- read.table("ChIP1.cov")$V3

> F_1_m <- shorth(F_1, tie.limit¼1)
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> F_1_s <- mad(F_1[which(F_1<¼mean(F_1))])

> F_1_z <- (F_1 - F_1_m)/(F_1_s)

4. Calculate the correlation between the Z score values between
the biological replicates. Good correlation between the
biological replicates is an important estimator for a successful
ChIP experiment (see Note 5). Since the Z-score is a normal-
ized measure of the signal, not only should correlation coeffi-
cient be high, the scatter plot should lie along the 45� line. It is
possible that a good correlation is obtained only at Z-score
values above a threshold, say Z > 3 (Fig. 2).

> cor.test(F_1_z, F_2_z)

> smoothScatter(F_1_z, F_3_z)

> abline (0,1)

3.4 Peak Calling with

MACS

Model-based Analysis of ChIP-Sequencing (MACS) identifies
regions bound by a NAP/GTF/Histone modification. The
model assumes the read distribution to be Poisson and then per-
forms three key steps to find enrichment—removal of redundant
reads, adjustment of read position based on fragment size distribu-
tion, and calculation of peak enrichment using local background
normalization [13, 18].

0 2000 4000 6000 8000 10000

0.
00

0
0.

00
1

0.
00

2
0.

00
3

0.
00

4
0.

00
5

0.
00

6

Number of reads mapped

D
en

si
ty

ChIP
Input
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MACS can be installed on local machine using the author’s
instructions. We have used MACS2 version for our analysis pur-
pose. There are several parameters that one has to consider before
running MACS on dataset.

$ macs2 callpeak -t ChIP1.bam ChIP2.bam -c Input1.bam Input2.

bam -f BAMPE -g 4.6e7 -n output

-t for ChIP-Seq treatment file.
-c for input/mock data control. MACS can also work without

this dataset.
-f for the format of the input files. MACS takes several read

formats including SAM, BAM, BED, ELAND. For paired end
reads BAM and ELAND formats can be used by specifying it as
BAMPE and ELANDMULTIPLET. If this option is not specified
MACS by default will decide the format automatically (seeNote 6).

-g is the parameter for genome size.
-p is value cutoff. If you don’t set this default will be 1e-5.

The output contains several files named ChIP1_peaks.bed,
ChIP1_peaks.xls, ChIP1_summits.bed etc. ChIP1_peaks.bed has
the start and end of the genomic coordinates of the putative bind-
ing sites. The fourth column corresponds to the name of the file
and fifth is the -log10 (q value) also seen in the ChIP1_peaks.bed.
The log2 fold-change cutoff is 1.2 and greater (see Note 7).

3.5 Peak

Visualization

Peak visualization in the UCSC genome browser gives detailed
information on whether peaks are clustered in specific regions of
chromosome, evolutionary conservation with other organisms,
gene annotation tracks (refseq) to name a few (Fig. 3). One can
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also combine different NAP peak files into one file and view the
differences and similarity in the same window.

3.6 Motif Finding 1. Take the summit region for each peak from the MACS output
summits file, extend them 20 bases both upstream and
downstream.

2. Extract the sequences of the extended summit region using
bedtools getfasta command from those genomic regions.

$ bedtools getfasta -fi reference.sequence -bed ChIP1_-

peaks.bed -fo chip.motifseq.txt

-fi –input reference fasta file, �bed input file for which the
sequences are sought, �fo output file name

3. Use these sequences as input file in the web-based platform,
MEME-ChIP fromMEME suite. This program will take equal
length fasta sequences. The reason why use MEME-ChIP
rather than MEME is its ability to take a large number of
sequences, which is typical of ChIP-Seq datasets. The motif
thus obtained above the E-value cutoff can then be considered
the signature binding sequence of the NAP/GTF of inter-
est (see Note 8).

3.7 Integrating ChIP-

Seq and Gene

Expression Study

One of the key questions in the gene regulation field is whether the
binding of NAP/GTF on a regulatory region of a gene can explain
the regulation of expression of that specific gene. GTFs/NAPs bind
to various regions on the chromosome. But, only those peaks which
are present in the regulatory regions of the chromosome are likely
to influence gene expression directly. One point to note here is that
the regulation of gene expression is not straightforward, as there is
increasing evidence of combinatorial regulation by several GTFs/
NAPs; hence, readers must be cautious before interpreting these
results.

We already know from the extensive gene-centric studies of
gene regulation and transcription initiation in E. coli that binding
of activators and repressors starts from ~150 bp upstream till the
transcription start site [19–21]. To probe the role of NAP/GTF
follow the below instructions.

1. First, obtain a dataset of predicted operons for the genome of
your interest, to help identify putative regulatory regions.

2. Assuming that these predictions do not always include the
transcription start site, we can consider the region between
�300 andþ50 from the first ORF of each operon as regulatory.

3. Next use bedtools intersect command which calculates the frac-
tionof overlapbetween extended summit regions (peaks) ofChIP
datasets with the regulatory regions of the operons (seeNote 9).
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$ bedtools intersect -a ChIP1_peaks.bed -b regulatory.bed

> ChIP1_regulatory.intersect.bed

4. Next look for the peaks which lie in the regulatory regions and
overlap them with the list of differentially expressed operon list
(at least one gene in the operon is differentially expressed) from
the RNA-Sequencing of the mutant GTF/NAP experiment.

$ awk ’NR¼¼FNR{a[$1];next} ($1 in a)’ ChIP1_regulatory.

intersect.bed rnaseq.diffexp.leadgenes.txt > leadgenes.

overlap.chip.rnaseq.txt

provided that first column of both input files has the name of
lead gene of the operon.

Following this, the user obtains a tab-delimited file with geno-
mic regions (list of operons) which are bound in their respective
regulatory region by the NAP/GTF and are differentially expressed
in mutant NAP/GTF background. This indicates whether the
binding effect of the NAP/TF on the gene expression is direct or
indirect. Based on the position of binding from the transcription
start site, user can also predict whether the GTF is an activator or
repressor; for this one will presumably require a more precise
binding site identification than is permitted by the resolution of
the ChIP, something that can be obtained by combining ChIP
peaks with motif identification, or by using higher-resolution
experimental techniques such as ChIP-exo.

4 Notes

1. The version of genome being used as the reference should be
the same throughout the analysis. Different web-based plat-
forms might use their own version of a given reference genome.
Therefore, before using a web server such as the UCSC
genome browser, the user should ensure that version of
genome being used is appropriate.

2. There are certain compatibility issues within different versions
of softwares, for the analysis of paired end sequences use BWA
version 0.6 (older) compared to 0.7.5 (newer release) which
works well with the single end alignment. Also, do not update
the version of software if not necessary, there are small changes
that might affect the output.

3. Due to large size of .fastq files, it is recommended to compress
them by using gzip command on the terminal.

$ gzip filename
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BWA alignment commands can be run on these compressed
files in the same way as the uncompressed ones.

4. Processing of .sam files might take longer time. Also, they tend
to occupy large space, once converted to .bam, compress the .
sam files in a similar way as .fastq. Also, sort both .bam and .bed
files, this makes processing of these files more speed efficient
and less error prone.

5. Only those genomic regions that are enriched in both the
biological replicates should be considered for downstream
analysis.

6. MACS by default filters duplicate reads, and keeps one tag at
one location. In case the mapped reads file shows error while
being processed, user can use the sorted .bam file derived from
the original .bam file (total reads) for further MACS analysis.

7. The overlap between different methods predicting the GTF/
NAP binding is crucial. In our datasets we see ~90% overlap
between the Z-score-based method of Kahramanoglou et al.
and MACS-based peak calls. At this point, we do not know
where errors lie, but it may be prudent to take peaks called by
multiple methods into consideration.

8. NAP/GTF will not always have very simple motif, sometimes
the motif pattern changes drastically due to other factors such
as growth phase and presence/absence of other GTFs/NAPs.
A complex motif in these conditions does not mean ChIP
experiment has not worked, it means that the particular
sequence might have more than one NAP/GTF binding site.

9. There are several open-source software alternatives available for
each step in this process. Many of these steps, including count-
ing reads, assigning peaks to genes of interest and finding
overlaps in peak positions across datasets can be easily coded
in programming languages such as PERL or PYTHON, which
allows complete control over how these steps are performed.
This approach is advisable if your experiment involves special
conditions, which may not be covered by standard software.
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Chapter 9

Isolation and Analysis of RNA Polymerase Supramolecular
Complex with Associated Proteins

Sanja Mehandziska, Alexander M. Petrescu, and Georgi Muskhelishvili

Abstract

Transcription machinery plays a central role in both the gene expression and nucleoid compaction. In this
chapter we elaborate on the optimization of RNA polymerase purification protocol using a mild procedure
with the purpose of preserving its native composition. This protocol combines protein extraction under
non-denaturing conditions, heparin based affinity purification, and consequent BN-PAGE–SDS-PAGE
separation. The outcome is an experimental procedure for screening RNA polymerase composition with
associated proteins, in various bacterial strains or mutant backgrounds. With modifications in the column
purification step, this procedure can be applied for isolation and identification of the components of other
multi-protein complexes.

Key words RNA polymerase, Multi-subunit complexes, Heparin affinity purification, Blue native
polyacrylamide gel electrophoresis (BN-PAGE), Mass Spectrometry (MS)

1 Introduction

Understanding of the complexity of cellular processes and their
regulation requires development of methodologies maximally pre-
serving the functional communications between the interacting
components in the native multi-subunit protein assemblies. This
is especially relevant for the multi-subunit RNA polymerase
(RNAP) complex, the major transcribing machine of the bacterial
cell interacting not only with transcription initiation, elongation,
and termination factors but also other DNA modifying proteins
and metabolic enzymes yet to be discovered. The rationale of our
experimental setup aiming at isolation of RNAP holoenzyme
together with associated proteins (dubbed hereafter the RNAP
supramolecular complex) is that this enzymatic complex plays a
central role in organizing both the gene expression program and
the dynamic nucleoid structure [1, 2]. The highly purified multi-
subunit RNA polymerase preparations do not reflect the actual
composition of the enzymatic complex within the cell, whereas
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knowing the latter is pivotal for understanding the relationships
between transcription, translation, and metabolism. In this study
we elaborate on the optimization of RNAP purification protocol
using a mild procedure with the purpose of preserving the native
composition of the RNAP enzymatic assembly. This protocol com-
bines protein extraction under non-denaturing conditions,
heparin-based affinity purification, and consequent Blue native
polyacrylamide gel electrophoresis (BN-PAGE) followed by SDS-
PAGE separation [3, 4].

Heparin has a highly dense negative charge, which mimics the
DNA in the cell and attracts the basic proteins. The heparin-based
purification of RNA polymerase relies on the affinity of RNAP to
heparin. Using increasing salt gradient, the RNAP can easily be
eluted from the column. This step provides an intact RNAP com-
plex mixed with some other proteins and protein complexes. To get
the pure RNAP supramolecular complex, the heparin extracts are
subjected to BN-PAGE gel electrophoresis originally described by
Sch€agger and von Jagow [5] for the separation of enzymatically
active membrane protein complexes under mild conditions. BN-
PAGE has several important advantages for studying multi-protein
complexes in general, especially because it provides information
about the size, number, protein composition, and relative abun-
dance of different multi-protein complexes [3, 5, 6]. The buffering
capacity of the Bis-Tris buffer (pH 7.5–7.7) used for BN-PAGE is
optimal for native protein separation compared to native Tris-
glycine gels (pH 9.3–9.5) [7]. At neutral pH the protein modifica-
tions are brought to a minimum, whereas at basic pH, modifica-
tions of cysteine and lysine are likely to occur, due to the
nucleophilic character of their side-chains [8]. In addition, the
Coomassie Brilliant Blue G-250 present in the cathode and sample
buffer binds to the surface of the proteins and protein complexes
including exposed hydrophobic regions, providing overall negative
charge [9]. The Coomassie does not act as a detergent, while the
proteins negatively charged at the surface are able to move through
the gel independently from their isoelectric point and therefore
their size can be estimated based on their migration [3].

Next, the RNAP supramolecular complex is subjected to dena-
turing SDS-PAGE to separate its individual components. Finally
these components are excised from the gel, in-gel trypsin digested
and identified by Mass Spectrometry (MS) or tandem MS/MS.
The outcome is an experimental procedure for screening the RNA
polymerase composition in various strains or mutant backgrounds.
In our preparations derived from growing Escherichia coli cells we
observe ribosomal proteins, DNA gyrase, and several key metabolic
enzymes associated with RNA polymerase, suggesting that the
central processes of transcription, translation, and metabolism are
tightly interconnected in the cell.
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2 Materials

2.1 Protein

Purification

1. PBS: 137 mMNaCl (8 g ofNaCl), 2.7 mMKCl (0.2 g of KCl),
10 mMNa2HPO4 (0.57 g anhydrous or 1.44 gNa2HPO4�12
H2O), 1.8 mM KH2PO4 (0.24 g of KH2PO4). Dissolve the
chemicals in ddH2O, then adjust pH to 7.4 and the final volume
to 1 l.

2. Buffer 0: 10 mM Tris-HCl pH 8.0 (20 ml of 1 M Tris-HCl),
10 mM MgCl2 (20 ml of 1 M MgCl2), 0.1 mM EDTA
(400 μl of 0.5 M EDTA), 0.1 mM DTT (200 μl of 1 M
DTT), 5% (v/v) Glycerol (116.3 ml of 86% Glycerol). First
prepare stocks of 1 M Tris-HCl pH 8.0, 1 M MgCl2, 0.5 M
EDTA pH 8.0 and 1 MDTT, then mix appropriate volumes to
get the desired final concentrations (amounts given are for 2 l
final volume). Vacuum filter the buffer with 0.22 μm filter and
degas for 10 min before use. DTT should always be freshly
prepared before use.

3. Buffer B: 10 mM Tris-HCl pH 8.0, 10 mM MgCl2, 0.1 mM
EDTA, 0.1 mM DTT, 5% (v/v) Glycerol, 1 M NaCl (400 ml
of 5 MNaCl) (amounts given are for 2 l final volume). Prepare
in the same manner as Buffer 0 above. DTT should always be
freshly prepared before use.

4. Sonication/Equilibration Buffer ¼ Buffer A: 10 mM Tris-HCl
pH 8.0, 10 mM MgCl2, 0.1 mM EDTA, 0.1 mM DTT, 5%
(v/v) Glycerol, 230 mM NaCl. Prepare Buffer 0 and Buffer B,
then mix 230 ml of Buffer B with 770 ml of Buffer 0 to make
Buffer A. Then filter and degas as Buffer 0 (see Note 1).

5. RNAP storage buffer: 20 mM Tris-HCl pH 7.5 (2 ml of 1 M
Tris-HCl), 100 mM NaCl (2 ml of 5 M NaCl), 0.1 mM
EDTA (20 μl of 0.5 M EDTA), 1 mM DTT (100 μl of 1 M
DTT), 50% Glycerol v/v (58.14 ml of 86% Glycerol) (amounts
given are for 100 ml final volume). Filter buffer with 0.22 μm
filter using a syringe. This buffer also allows for preservation of
RNAP activity, recipe adapted from the commercial New Eng-
land Biolabs E. coli RNA polymerase holoenzyme storage
buffer.

6. Protease Inhibitor Mix HP PLUS (SERVA Electrophoresis,
Heidelberg, Germany). Mix pellet with provided 1 ml DMSO
and aliquot before freezing.

7. Benzonase® Nuclease � 250 units/μl, � 90% (SDS-PAGE),
recombinant, expressed in E. coli, buffered aqueous glycerol
solution (Sigma-Aldrich Chemie GmbH, Steinheim, Germany).

8. 0.25–0.50 glass beads (Carl Roth GmbH, Karlsruhe, Germany).

9. Ultrasonic processor UP100H (100 W, 30 kHz) (Hielscher
Ultrasonics GmbH, Teltow, Germany).
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10. Amicon® Ultra Centrifugation Filters, Molecular Weight Cut-
off 50 kDa, 15 ml (Merck Millipore, a part of Merck KGaA,
Darmstadt, Germany).

11. Pierce® BCA Protein Assay Kit (Thermo Scientific, Darmstadt,
Germany).

12. Microplate reader GENius (Tecan Instruments, Salzburg, Aus-
tria) and Magellan software v6.5.

13. HiTrap Heparin 1 ml column (GE Healthcare, Munich,
Germany).

14. ÄKTApurifier 10 system (GE Healthcare, Munich, Germany).

15. Sample Loop 2.0 ml, INV-907 (GE Healthcare, Munich,
Germany).

2.2 BN-PAGE The BN-PAGE buffers were taken and adjusted from refs. [3, 4].
The Coomassie solution recipes were taken from ref. [10].

1. 3� BN-Gel Buffer: 150 mM Bis-tris (15.69 g of Bis-tris).
Adjust pH to 7.0 with HCl. Fill up with ddH2O to a final
volume of 500 ml. Store at 4 ∘C.

2. Acrylamide-Bisacrylamide Mix: Mix 17.3 ml of 40% 19:1
acrylamide-bisacrylamide with 82.7 ml of 40% 37.5:1
acrylamide-bisacrylamide. This will result in a solution with
acrylamide-bisacrylamide ratio of 32:1, with 40% (w/v) total
monomer concentration (acrylamide plus crosslinker). Store at
4 ∘C.

3. 4% Separating Gel (BN-PAGE): 6.67 ml of 3� BN-Gel Buffer,
2 ml Acrylamide-BisacrylamideMix, 11.33 ml ddH2O, 72 μl of
10% APS, 7.2 μl TEMED. Add APS and TEMED immediately
before pouring the gel. This recipe is sufficient to cast a 20-ml
gel.

4. 15% Separating Gel (BN-PAGE): 6.67 ml of 3� BN-Gel
Buffer, 7.15 ml Acrylamide-Bisacrylamide Mix, 1.36 ml
ddH2O, 4.67 ml of 86% Glycerol, 56 μl of 10% APS, 5.6 μl
TEMED. Add APS and TEMED immediately before pouring
the gel. This recipe is sufficient to cast a 20-ml gel.

5. 3.2% Stacking Gel (BN-PAGE): 3.00 ml of 3� BN-gel Buffer,
0.72 ml Acrylamide-Bisacrylamide Mix, 5.28 ml ddH2O,
120 μl of 10% APS, 12 μl TEMED. Add APS and TEMED
immediately before pouring the gel.

6. Cathode Buffer: 15 mM Bis-tris (3.14 g of Bis-tris), 50 mM
Tricine (8.96 g of Tricine), 0.02% Coomassie blue G-250
(0.2 g of Coomassie blue G-250). Prepare 1 l as a 10� stock,
adjust pH to 7.0 with HCl, and store at 4 ∘C. Dilute 1:10 with
ddH2O before use. Do not substitute with other types of
Coomassie dye.
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7. Anode Buffer: 50 mMBis-tris (10.46 g of Bis-tris). Prepare 1 l
as a 10� stock, adjust pH to 7.0 with HCl, and store at 4 ∘C.
Dilute 1:10 with ddH2O before use.

8. Coomassie Staining Solution: 5% (w/v) Aluminum sulfate
(100 g of Aluminum sulfate 14–18 hydrate), ethanol 10% (v/
v) (192 ml of � 99.9% ethanol), 0.2% (w/v) Coomassie blue
G-250 (0.4 g of Coomassie blue G-250), 2% (v/v) orthopho-
sphoric acid (47 ml of concentrated acid). Dissolve first the
Aluminum sulfate in ddH2O, then add the ethanol and
homogenize. Next dissolve the Coomassie blue G-250. At
the end add the orthophosphoric acid (adjust to a final volume
of 2 l with ddH2O) (see Note 2).

9. Coomassie Destaining Solution: 10% (v/v) ethanol (192 ml of
� 99.9% ethanol), 2% (v/v) orthophosphoric acid (47 ml of
concentrated acid) (adjust to a final volume of 2 l with
ddH2O).

10. Bis-tris PUFFERAN � 99%.

11. NativeMark™ Unstained Protein Standard (Invitrogen, Life
Technologies GmbH, Frankfurt, Germany).

12. NativePAGE™ Sample Buffer (4�) (Invitrogen, Life Technol-
ogies GmbH, Frankfurt, Germany).

13. Peristaltic Pump P-1 (GE Healthcare, Munich, Germany).

14. Eco-Maxi System EBC (017-402) (Biometra, Göttingen,
Germany).

15. Prolite basic light box (Kaiser Fototechnik GmbH & Co.KG,
Buchen, Germany).

2.3 SDS-PAGE 1. SDS Sample Buffer: 12.5 mM Tris-HCl (250 μl of 0.5 M Tris-
HCl, pH 6.8), 4% (w/v) SDS (0.4 g of SDS powder), 20%
Glycerol (2.33 ml of 86% Glycerol), 0.02% (w/v) Bromophe-
nol blue (0.002 g of Bromophenol blue). Adjust pH to 6.8. To
reduce disulfide bonds, add 9 ml β-mercaptoethanol (to a total
volume of 100 ml buffer). β-mercaptoethanol should always be
added fresh, therefore pre-aliquot the sample buffer and keep it
as such, adding the β-mercaptoethanol directly before use. SDS
as a powder and β-mercaptoethanol are toxic. Use gloves and
work under a hood.

2. 4� SDS Running buffer: 96 mM Tris (23.26 g of Tris),
800 mM Glycine (120.11 g of Glycine), 0.4% (w/v) SDS
(8 g of SDS powder) (adjust to a final volume of 2 l with
ddH2O). Dilute to 1� in ddH2O before use.

3. 8% Separating Gel (SDS-PAGE): 7.5 ml of 1.5 M Tris-HCl,
pH 8.0, 6 ml Acrylamide-Bisacrylamide Mix, 300 μl of 10%
SDS, 16.1 ml ddH2O, 125 μl of 10% APS, 12.5 μl TEMED.
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Add APS and TEMED immediately before pouring the gel.
This recipe is sufficient to cast a 30-ml gel.

4. 15% Separating Gel (SDS-PAGE): 7.5 ml of 1.5 M Tris-HCl,
pH 8.0, 11.25 ml Acrylamide-Bisacrylamide Mix, 300 μl of
10% SDS, 3.75 ml ddH2O, 7.1 ml of 86% Glycerol, 110 μl of
10% APS, 11 μl TEMED. Add APS and TEMED immediately
before pouring the gel. This recipe is sufficient to cast a 30-ml
gel.

5. 3.5% Stacking Gel (SDS-PAGE): 5 ml of 0.5 M Tris-HCl, pH
6.8, 1.95 ml Acrylamide-Bisacrylamide Mix, 12.65 ml
ddH2O, 200 μl of 10% APS, 20 μl TEMED. Add APS and
TEMED immediately before pouring the gel.

6. ColorPlusTM Prestained ProteinMarker (New England Biolabs
GmbH, Frankfurt, Germany).

7. Low-melting agarose (Biozym, Hessisch Oldendorf, Germany).

3 Methods

3.1 Preparation of

Whole Protein Extract

1. Harvest 2 � 1011 cells (approx. 500 ml at OD600 ¼ 0.5) and
pellet by centrifugation at 4470�g for 30 min at 4 ∘C.

2. Resuspend the cell pellet in 40 ml of 1� ice-cold PBS, then
transfer the suspension to a 50 ml falcon tube, and centrifuge
at 10,304�g for 10 min at 4 ∘C. Wash once more with 40 ml
ice-cold PBS. At this point the pellet can be frozen and kept at
� 20 ∘C or � 80 ∘C for several weeks.

3. Resuspend the pellet in 2 ml of ice-cold sonication/equilibra-
tion buffer. Then add 20 μl of a 100� stock protease inhibitor
mix and 0.6 μl benzonase (calculated to have approx. final
concentration of 70 U/ml). In addition, add 2 g of glass
beads (diameter ¼ 0.25–0.50 mm).

4. Disrupt the cells by sonication and bead vortexing. Set the
sonicator power to 90%, 0.5 s ON–0.5 s OFF cycle. Then
repeat the process five times: 30 s sonication ! 1 min on ice
! 30 s vortexing (see Note 3).

5. Incubate sample on ice for 1 h. This step is required for the
benzonase to degrade the cellular DNA and RNA, which
would otherwise interfere with the purification process.

6. Transfer supernatant to one or more 2 ml microtubes, centri-
fuge at 16,060�g for 30 min at 4 ∘C to get rid of cell debris.
Transfer the supernatant to a new tube and centrifuge again for
10 min. Transfer the protein extract to a new tube and keep on
ice until purification (have the microtubes pre-chilled on ice
before each transfer).

106 Sanja Mehandziska et al.



3.2 Heparin Based

Purification (Using

HPLC)

1. Equilibrate the HiTrap Heparin HP column 1 ml with 10 CV
(¼ Column Volumes) of equilibration buffer, flow rate 1 ml/
min.

2. Wash the injection loop with 5 ml equilibration buffer. Then
slowly load 2 ml of the protein sample using a 3 ml syringe.
Flicker the syringe to get rid of small bubbles. Be careful not to
introduce any bubbles into the loop. Upon injection into the
column they could disrupt the gel bed and affect the column
efficiency and reproducibility (see Note 4).

3. Start a gradient purification method comprising of the follow-
ing steps:

(a) Equilibration step: 5 CV Buffer A (flow 1 ml/min)

(b) Injection of sample (volume 2 ml, flow 0.5 ml/min)

(c) 5 CV Buffer A (¼ equilibration buffer) (flow 0.5 ml/min)

(d) 6 CV linear gradient 0–70% target B (Buffer B ¼ Buffer A
with 1 M NaCl)

(e) 0 CV step 100% B

(f) 1 CV 100% B (used to wash off any remaining sample in
the column)

4. Collect 1 ml fractions.

5. Pull together the peak fractions eluting at approx. 40% B
(see Note 5) (with these settings, peak elutes at fractions
8 and 9) (see Note 6).

6. Transfer the fractions to an ultrafiltration column (Molecular
Weight Cutoff 50 kDa, 15 ml). Fill up to 15 ml with Buffer 0.

7. Concentrate by centrifugation in a swing rotor centrifuge at
3,990 � g, for 1 h, at 4 ∘C. Remove flow-through and add
5 ml of Buffer 0 to the column. The final salt concentration in
the sample should be � 50 mM NaCl. Higher salt concentra-
tions could affect the sample run in the BN-PAGE.

8. Mix the sample by inverting the column three to five times.

9. Centrifuge as in step 7 until the final volume of the concen-
trated sample is approx. 200 μl.

10. Transfer the protein sample into a chilled 1.5 ml microtube
and keep on ice.

11. Measure the protein concentration of the now concentrated
and desalted sample.

12. At this point the sample can be frozen and stored at � 20 ∘C.

13. If multiple use of the sample is required and longer storage is
intended (up to several months), the buffer of the sample from
step 9 can be exchanged to RNAP storage buffer. This buffer
also allows for preservation of RNAP activity.
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14. Simply add 2� 1 ml of the RNAP storage buffer to the sample
from step 9 and centrifuge as in step 7 to get to a final sample
volume of approximately 100–200 μl.

15. Measure the protein concentration of the concentrated sam-
ples using the Pierce® BCA Protein Assay Kit, according to the
Microplate Procedure. Measure absorbance at 562 nm with a
microplate reader.

3.3 Pouring of BN-

PAGE Gel (0.75 mm

Thick)

This part of the protocol was performed similarly to the protocol in
refs. [3, 4] (see Note 7).

1. For loading large gels when no gradient mixer is available, use a
bottle-tube-bottle system, as described below (for clarity also
check Fig. 1):

2. Place 2� 50 ml bottles on the same level (on same magnetic
stir plates). Put a small stirrer in the bottle close to the pump.
Connect tubing from the bottle to the pump, and from the
pump to the gel system.

3. Prepare the 4 and 15% separating gel solutions. Add the APS
and TEMED immediately before use.

4. Pour 13.5 ml from each of the gel solutions into the
corresponding bottles (4% into the bottle not connected to
the pump and 15% into the bottle connected to the pump via
tubing and having a small magnetic stirrer inside).

5. Connect a flexible silicone or PVC tubing (inner diameter ¼
3.2 mm) to a syringe and insert the tubing into the bottle with
low percent gel (4%). Prime the tubing with the 4% gel solu-
tion. Squeeze the tubing tightly with your fingers such that the
gel solution does not flow and insert the end that was
connected to the syringe into the high percent gel solution
(15%), while slightly lifting the bottle with low percent gel
solution (4%) until there are no bubbles left in the tubing and
the two gel solutions are in contact.

6. Switch on the magnetic stirrer, making sure no bubbles are
created. Switch on the peristaltic pump, set to a flow rate of
10 ml/min, and cast the gel.

7. Allow the whole liquid to enter the gel apparatus. If small
bubbles form in the gel, gently tap the glass plates to release
them to the surface. Leave space for approx. 1 cm of stacking
gel from the bottom of the gel wells. When casted, overlay the
gel gently with n-butanol (see Note 8).

8. Clean the pouring apparatus with ddH2O immediately after
use.

9. Allow the gel to polymerize for at least 30 min at room
temperature.
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10. Remove the n-butanol, wash with ddH2O, pour out the ddH2O
and dry the surface with a piece of thin Whatman filter paper.

11. Prepare 3.2% stacking gel, adding APS and TEMED immedi-
ately before use.

12. Pour the stacking gel on top of the separating gel and intro-
duce the comb between the glass plates, avoiding bubbles. Best
done with placing it under an angle, from one end of the comb
first, allowing the bubbles to exit from the other end.

13. Immediately before sample loading, slowly remove the comb.
Twist it back and forth while pulling straight upward. In this
way it is easily separated from the glass slides, and the gel wells
are not disturbed. If disturbance happens, straighten disturbed
wells with a thin spatula that fits between the glass plates.

3.4 Separation of

Concentrated Heparin

Fractions by BN-PAGE

1. Wash the gel wells with cathode buffer using syringe and needle
to get rid of acrylamide pieces.

Fig. 1 Schematic representation of bottle-tube-bottle system for preparing gradient gels without use of
gradient mixer. Two 50 ml bottles are placed on the same level (on same magnetic stir plates). In each of
them equal volumes of two gels solutions with different acrylamide concentrations (%) are added. The lower
percentage (%) gel solution is in contact with the higher percentage (%) gel solution via silicone or PVC tubing.
The higher % gel solution is placed closer to the pump (left panel) and the lower one further away from it (right
panel). The higher % gel solution is connected to the pump via thin silicone tubing. In addition, a magnetic
stirrer is added to this bottle to mix the two gel solutions, creating a gradient of concentrations as the mixed
gel solution flows away to the pump and is being casted continually into the gel plates, and the lower % gel
solution flows into the mix
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2. Then load 10 μl Native protein marker in two control wells
(best on both sides of the gel, easier for later cutting) and load
3� 50 μg of each sample mixed with 4� Native Sample Buffer
in three consecutive wells (see Note 9).

3. Fill the inner chamber with Cathode Buffer and the outer/
lower chamber with Anode Buffer.

4. Apply 150 V and run until the dye front reaches the bottom of
the gel (8 h, for 12 cm long, 4–15% gel) (see Notes 10
and 11).

5. The BN-PAGE–SDS-PAGE procedure for determining the
RNAP composition is presented in a schematic way in Fig. 2.
First the Heparin-purified sample is loaded in triplicate in the
first dimension BN-PAGE. The band containing RNAP is
separated from contaminant proteins and complexes, cut out
and placed in a second dimension SDS-PAGE to separate the
different components of the assembly.

6. Real example of the first dimension BN-PAGE, with wild type
sample and purified RNAP control is shown in Fig. 3a.
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Fig. 2 Schematic representation of 2D BN-PAGE–SDS-PAGE purification proce-
dure of RNAP supramolecular complex. First the Heparin-purified sample is
loaded in triplicate in the first dimension BN-PAGE. The band containing RNAP
is separated from contaminant proteins and complexes, cut out and placed in a
second dimension SDS-PAGE to separate the different components of the
assembly
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7. For loading large gels when no gradient mixer is available, use a
bottle-tube-bottle system, as described below (for clarity also
check Fig. 1).

3.5 Second

Dimension SDS-PAGE

Gel (1 mm Thick)

1. Prepare 1 mm thick, 8–15% gradient SDS-PAGE gel with
acrylamide-bisacrylamide ratio of 32:1 (see Note 12). It is
very important that this gel is thicker than the first dimension
BN-PAGE for the gel fitting to work smoothly. The BN-PAGE
gel pieces swell during the processing procedure (seeNote 13).
The stacking gel should be at least 3 cm long, measuring from
the bottom of the wells, to allow the proteins to exit the first
dimension gel and stack nicely, before entering the separating
gel of the second dimension.

2. Remove the BN-PAGE gel in the plates from the electropho-
resis apparatus and gently pry up one plate.

3. For better visualization during the processing procedure,
place the glass slide with the gel lying on top of a prolite basic
light box.
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Fig. 3 (a) Real example of the first dimension BN-PAGE, with wild type RNAP
supramolecular complex purified from exponentially growing CSH50 Escherichia
coli cells and purified RNAP control, running just above the 480-kDa band.
(b) Second dimension SDS-PAGE with the RNAP supramolecular complex dena-
tured into its individual components. The polymerase components β and α (RNAP
β and RNAP α, respectively), DNA gyrase subunit A (GyrA), small ribosomal
proteins, e.g., 30S ribosomal protein S1 (30S rib. prot. S1) and metabolic
enzymes such as isocitrate dehydrogenase (IDH) as identified by mass spec-
trometry, are indicated on the gel
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4. Remove the stacking gel and cut out the lane of the BN-PAGE
gel containing the marker. Do the cutting in a zig-zag manner
so that the piece can be fitted back perfectly into its original
position after the destaining.

5. Destain the marker for approx. 10 min in a coomassie destain-
ing solution until the 480-kDa band becomes visible. Rinse
shortly in dH2O and place it back on the glass slide next to the
gel. Do not leave the gel slice in water for too long because it
will expand and cannot be fitted back into its original position.

6. Cut out the gel area slightly above and below the 480-kDa
marker lane (in this area the RNAP band runs—use purified
RNAP as control, Fig. 3a). The gel piece width should be exact
to fit the second dimension gel wells (use the second dimension
comb for measurement). Cut a lane such that the three sample
lanes corresponding to the same biological sample stay
together (cut along a ruler for better precision). It is important
that the second dimension gel wells are long enough to fit this
gel lane ( � 2 cm) (see Notes 14 and 15).

7. Place the BN-PAGE gel slices in 2 ml microtubes with 500 μl
SDS Sample Buffer containing freshly added β-mercaptoetha-
nol and incubate for 10 min at room temperature. Perform
steps 7–13 under the hood to prevent inhalation of β-
mercaptoethanol.

8. Boil the BN-PAGE gel slices briefly (2� 10 s) in a microwave.
Do not extend boiling since the microtubes might burst.

9. Incubate the BN-PAGE gel slice in the hot SDS Sample Buffer
for another 15 min at room temperature.

10. Load the BN-page slices in the wells of the second dimension
gel and overlay all of the gel wells with pre-melted 0.5% low
melting agarose in 1� SDS running buffer (0.1 g low melting
agarose in 20 ml buffer is sufficient). This step is needed to
keep the first dimension gel pieces in place during the gel run
(otherwise they float away from the gel wells).

11. Apply 15 μl protein marker on a piece of Whatman filter paper
and insert it in one of the wells (see Note 16).

12. Allow the low melting agarose to solidify for a few minutes.

13. Place the gel in the chamber, fill with 1� SDS running buffer.
Apply 150 V and run until the dye front reaches the bottom of
the gel (approx. 12–14 h, for 12 cm long, 8–15% gel) (see
Note 17).

14. As a final representative result, we show the RNAP complex
purified from exponentially growing CSH50 Escherichia coli
cells. The second dimension SDS-PAGE with the RNAP com-
plex denatured into its individual components is shown
in Fig. 3b. The polymerase components β, α, and other asso-
ciated proteins were identified using MS or MS/MS analyses
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(as in ref. [11]). In total by this method we identified 17
different proteins associated with RNAP, and some of them
are indicated in the figure.

4 Notes

The most critical troubleshooting points are mentioned in the
protocol itself. However here we present a list with more detailed
explanations for some of them.

1. The NaCl concentration of the sonication/equilibration buffer
might need to be empirically optimized if there is no binding of
the RNA polymerase to the column. It is always best to com-
pare the conductivity of the buffer (the ability to transmit an
electrical charge) because it reflects best the amount of ions in
the buffer.

2. The mentioned order in the preparation procedure is manda-
tory in order to form the coomassie colloids, which greatly
increase the stain sensitivity.

3. If you have several samples for sonication, you can first sonicate
one, leave it to incubate on ice and continue with sonicating the
other samples, always making sure to clean the sonicator with
ethanol and clean tissue in between. Once this cycle is over,
proceed with vortexing each sample and sonicating again. In
this manner the incubation cycles will be the same for all
samples although slightly longer than 1 min. Do sonication
of maximum four to five samples at a time. If you have more
samples, make a separate batch and repeat the whole process
again.

4. To load the sample into the sample loop of HPLC it is always
better to use bigger sample volume than the volume of the
loop, since some of the sample through capillary force runs out
into the waste. The sample loop should always be properly
primed with sonication/equilibration buffer using a syringe,
carefully without inserting any bubbles. When only a limited
sample volume is available, small amount of sonication/equili-
bration buffer is taken from a clean microtube into the sample-
containing syringe so that it primes the syringe needle, pre-
venting big sample loss. In addition, sample loading should be
very slow and continuous, pressing millimeter by millimeter.
This prevents bubble introduction and sample loss due to
capillary forces.

5. Theoretical concentration calculated from the software, due to
gradient delay of approx. 2 CV, the actual salt concentrations is
approx. 530 mM NaCl.
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6. The peak elution might change, depending on the gradient
settings. It is recommendable to check in which fractions the
RNAP β or β0 subunit elutes by running a simple SDS-PAGE
gel and pull those fractions together for further concentration.

7. The BN-PAGE solutions are prepared without addition of
ɛ-aminocaproic acid (as given in ref. [3]). It is not needed if
protease inhibitors are added to the samples.

8. For the gel system that we used, it was recommended to use n-
butanol instead of isopropanol. Otherwise, both can be used.

9. Loading of a smaller protein amount into an individual well
prevents sample aggregation during the gel run.

10. We perform the BN-PAGE run at room temperature, since it
shortens the running time and gives higher reproducibility. We
did not see changes in the RNAP composition between the
samples run at 4 ∘C and at room temperature.

11. The 4–15% BN-PAGE is suitable for separation of proteins
with a size range of 15,000–10,000 kDa.

12. The 32:1 Acrylamide-bisacrylamide ratio is crucial for both the
BN-PAGE and SDS-PAGE. Previous to the BN-PAGE we
tested other gel systems with standard Acrylamide-
bisacrylamide ratio of 37.5:1. Proteins could not exit the first
and enter the second dimension gel, although they were separ-
ating in the first dimension. In the SDS-PAGE this ratio helps
during peptide extraction. In addition, the usage of BN-PAGE
produced clearer bands than other gel systems, due to the
presence of Coomassie G-250 in the cathode buffer.

13. It is important for the second dimension gel to be slightly
thicker than the first dimension gel, since the gel pieces swell
during the processing procedure. We use 0.75 mm gel for the
first and 1 mm gel for the second dimension. In previous trials
1 and 1.5 mm gels were used. However, the 1.5 mm gel is not
optimal for the in-gel trypsin digestion and peptide extraction.
The gel matrix is tremendously increased for the same amount
of peptides present, compared to the 1 mm gel.

14. The cutting of the RNAP band from the BN-PAGE might
need optimization too. Prior to proceeding with this proce-
dure, make a control BN-PAGE (see Note 15) that can be
stained and de-stained to visualize the level at which the
RNAP band runs. At different growth stages or in different
cell types the size and conformation of the RNAP complex
might vary, therefore it might run at different levels. Note
that the marker bands in a native gel do not reflect the exact
protein size, since the protein run is dependent not only on the
size but also on the conformation. The marker bands in this
case are used for visual control and approximate orientation.
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15. The control BN-PAGE for destaining is prepared in exactly the
same manner as described before, with Coomassie G-250 still
present in the cathode buffer. However the gel needs to stain
for approx. an hour with Coomassie staining solution, to stain
and fix the proteins nicely, since the coomassie colloids have
higher staining sensitivity. Destaining of the BN-PAGE is pos-
sible with long incubations of at least 3 h in a coomassie
destaining solution, even though the top part of the gel
remains slightly blue. To enhance color contrast, incubate
destained gel for 10 min in ddH2O before imaging. For longer
storage, soak gels in 5% acetic acid O/N and then store at 4 ∘C
wrapped in plastic foil.

16. The protein marker is applied on a piece of Whatman filter
paper and then inserted into a well, such that it can get inserted
into a gel well that is already pre-filled with lowmelting agarose
(before it solidifies), as mentioned in Subheading 3.5, step 11.
Low melting agarose is applied everywhere to keep running
conditions across the gel wells more uniform.

17. The 8–15% SDS-PAGE is suitable for nice separation of pro-
teins with a size range of 7–250 kDa.
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Chapter 10

A Chromosome Co-Entrapment Assay to Study Topological
Protein–DNA Interactions

Larissa Wilhelm and Stephan Gruber

Abstract

Chromosome organization, DNA replication, and transcription are only some of the processes relying on
dynamic and highly regulated protein–DNA interactions. Here, we describe a biochemical assay to study
the molecular details of associations between ring-shaped protein complexes and chromosomes in the
context of living cells. Any protein complex embracing chromosomal DNA can be enriched by this method,
allowing for the underlying loading mechanisms to be investigated.

Key words Agarose plug, Cysteine cross-linking, HaloTag labeling, DNA entrapment, Chromosome
organization, Beta-clamp, Smc-ScpAB, BMOE

1 Introduction

Many essential processes depend on large protein assemblies acting
on chromosomal DNA, such as DNA replication mediated by the
replisome sliding along chromosomal DNA. To understand how
these processes work at a mechanistic level, it is elementary to study
the nature of association between the involved proteins and chro-
mosomes. From a general perspective, there are two ways for
proteins to associate with DNA: via a direct physical contact
between protein and DNA, and by a topological interaction, i.e.,
by ring-shaped protein complexes encircling one or more DNA
double helices. Examples for the latter case include DNA translo-
cases (helicase acting in DNA replication and repair, FtsK in chro-
mosome segregation), replicative sliding clamps, DNA
topoisomerases, DNA repair proteins (such as MutS), and SMC
protein complexes [1–8]. Often the establishment of topological
associations with DNA relies on sophisticated and tightly regulated
loading processes requiring loading factors and dedicated mechan-
isms for protein ring opening and closure. To study such processes
occurring on the native substrate, i.e., the replicating chromosome,
we have established an assay based on the co-entrapment of
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proteins with intact chromosomal DNA in agarose plugs [9]. The
assay principle is simple (see Fig. 1): Proteins are cross-linked into
covalently closed rings in vivo, chromosomal DNA is isolated in
agarose plugs under stringent conditions, and stably co-entrapped
proteins are recovered and analyzed.

During the co-entrapment assay, topological protein–DNA
interactions are preserved via the formation of covalent protein
rings by site-specific protein cross-linking. To do so, pairs of cyste-
ine residues are introduced at all protein–protein ring interfaces so
that they can be specifically cross-linked by a thiol-specific com-
pound (such as BMOE). The design of appropriate pairs of
cysteines is relatively straightforward when structural information
is available; in the absence of detailed information, cysteine pairs
have also been identified by screening approaches [10]. Ideally,
cysteine mutants are incorporated into the endogenous locus by
allelic replacement; alternatively, they can be expressed ectopically.
After cross-linking, bacterial cells are immobilized in agarose
plugs—protecting the chromosomal DNA from any shearing
forces—and enzymatically lysed, similar to the preparation of geno-
mic DNA in agarose plugs for pulsed-field electrophoresis [11].
The agarose plugs are then exposed to harsh protein denaturing
conditions (i.e., incubation with SDS in an electric field). During

1. Cell culture
and harvesting

BMOE

2. Crosslinking
and plug casting

Agarose plug

cell wall

Lysozyme,
Protease Inhibitor

cell lysis

3. Plug washing

+

-
SDS

SDS

SDS

SDS

4. Protein recovery
and concentration

Digestion of
chromosomal DNA

Agarose 
pellet

SDS-PAGE and
in-gel fluorescence

detection

Fig. 1 A scheme for the chromosome co-entrapment assay. After harvesting,
cells are cross-linked with BMOE, cast into agarose plugs and subsequently
lysed. The agarose plug is loaded onto a SDS-PAGE gel for protein removal.
Thereafter, chromosomal DNA is digested and all remaining proteins are recov-
ered. The proteins are concentrated and analyzed by SDS-PAGE
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the final step, stably entrapped proteins are released from chromo-
somes by DNA digestion and recovered from the agarose (see
Fig. 2). The proteins are then ready for analysis by SDS-PAGE.

So far, the co-entrapment assay was successfully applied to two
protein complexes in B. subtilis: Smc-ScpAB and the β-sliding
clamp DnaN [9]. The assay should be readily applicable to other
protein structures (including DNA helicases, topoisomerases and
polymerases) in B. subtilis and other bacteria. In principle, similar
approaches should also be feasible for eukaryotic chromosomes.

2 Materials

All solutions used for this assay are prepared using ultrapure water
(PURELAB Ultra, 18.2 MΩ cm).

2.1 SDS-PAGE 1. SDS-PAGE gel (Bio-Rad Mini PROTEAN Tetra Cell System):
with 1.5 mm spacer plates and 9-well combs for 1.5-mm gels.

2. Resolving gel buffer (10 mL per gel): 6% (w/v) acrylamide–bis
solution; 0.39 M Tris–HCl, pH 8.8; 0.1% (w/v) SDS; 0.1%
(w/v) APS; 0.1% (v/v) TEMED in ultrapure water.

3. Stacking gel buffer (5 mL per gel): 6% (w/v) acrylamide–bis
solution; 0.125 M Tris–HCl, pH 6.8; 0.1% (w/v) SDS; 0.3%
APS; 0.1% (v/v) TEMED in ultrapure water.

PDB: 3D1F

dimeric protein ring

cysteine pair for
crosslinking

ba
Cyswt Cyswt

input agarose plug samples

Cyswt
+nuclease

191

97

kDa

In-gel fluorescence of DnaN-HaloTag

Fig. 2 (a) Isolation of the DNA sliding clamp by chromosome co-entrapment. Crystal structure of DnaN (DnaN
monomers in light and dark blue, respectively). A pair of cysteine residues at the dimerization interface allows
cross-linking of DnaN into a covalently closed ring (panel a modified from (9)). (b) SDS-PAGE analysis of
chromosome co-entrapment samples of DnaN. On the left side protein extracts from cross-linked cells are
shown (“input,” light blue droplet). Wild-type protein results in monomer species only (black arrowhead). DnaN
(Cys) protein usually produces a weak monomer band (black arrowhead) as well as single and double cross-
linked dimer species of higher intensities (blue arrowhead). On the right side the agarose plug samples are
depicted (dark blue droplet). Only cysteine cross-linked species are recovered from agarose plugs. The co-
entrapment is lost when samples are treated with nuclease during cell lysis

Chromosome Co-Entrapment Assay 119



4. Running Buffer 10�: 1% (w/v) SDS, 0.25 M Tris, 1.92 M
glycine in ultrapure water, the 1� solution was always prepared
freshly and supplemented with 10 mM EDTA pH 8.0 prior to
run.

2.2 Cell Growth and

Harvesting

1. Test tubes and 100-mL conical flasks for growth of bacterial
cultures.

2. LB-broth: 10 g tryptone, 5 g yeast extract, 10 g sodium chlo-
ride filled up to 1 L with water, autoclaved and stored at room
temperature (see Note 1).

3. 50% (w/v) glucose in water: Autoclaved and stored at room
temperature.

4. 37 �C incubator with shaking function.

5. Photometer and plastic cuvettes.

6. 50-mL plastic tubes for harvesting.

7. PBSG buffer: 1� phosphate buffered saline (PBS): 137 mM
NaCl, 2.7 mM KCl, 10 mMNa2HPO4, 1.8 mM KH2PO4, pH
adjusted to 7.4, supplemented with 0.1% (w/v) glycerol,
stored at 4 �C, kept on ice for 2–3 h prior to cell harvesting.

2.3 Cross-Linking

and Preparation of

Input Samples and

Agarose Plugs

1. Bis-maleimidoethane (BMOE): 20 mM stock solution in
DMSO, solution can be stored at �20 �C but should not
undergo multiple freeze–thaw cycles, final concentration is
1 mM (see Note 2).

2. 2-mercaptoethanol: 572 mM stock solution in PBSG, solution
is prepared freshly, final concentration for quenching the cross-
linking reaction is 28.6 mM (see Note 3).

3. Low melting agarose (Bio-Rad): 2% (w/v) agarose in ultrapure
water, prepared freshly and equilibrated at 70 �C for max. 1 h
before the casting of agarose plugs.

4. Enzyme master mix 1 (per input sample): 400 units Ready-
Lyse Lysozyme, 12.5 units benzonase, 1 μMHaloTag Oregon
Green substrate (see Note 4), 1� Protease inhibitor cocktail in
a total volume of 5.9 μL PBSG. Always prepare freshly and keep
on ice protected from light.

5. Enzyme master mix 2 (per agarose plug): Same as enzyme
master mix 1 but without benzonase.

6. Agarose plug molds (Bio-Rad): Before use seal the bottom
with tape.

7. 2� Sample Loading Buffer: 200 mM DTT and 2� LDS Sam-
ple Buffer (NuPage) in PBSG.

8. Thermo mixer at 70 �C.

9. Parafilm
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2.4 Plug Washing 1. Wash Buffer: 0.01 mM EDTA, pH 8.0; 0.5 mM Tris, pH 7.5;
0.5 mM MgCl2, 0.01% (w/v) SDS in ultrapure water.

2. Benzonase mix: 10 units/μL benzonase dilution in Wash
Buffer.

3. Freezer at �80 �C (if not available, �20 �C can be used
instead).

2.5 Recovery of

Proteins from Agarose

Plugs

1. 0.45 μm cellulose acetate spin columns (Costar, nonsterile).

2. SpeedVac Concentrator (Thermo Scientific): Run conditions:
2.5 h, no heating, vacuum setting 5 Torr/min.

3. 1� Sample Loading Buffer: 100 mM DTT in 1� LDS Sample
Buffer (NuPage) diluted in ultrapure water.

4. SDS-PAGE gel: 3–8% Novex Tris acetate gel (Thermo Scien-
tific) or 4–12% Novex Bis–Tris gel (see Note 5).

5. Laser scanner (Typhoon FLA9000, GE Healthcare; or simi-
lar) for the detection of fluorescently labeled proteins
(HaloTag).

3 Methods

3.1 Cell Culture and

Harvesting

1. Inoculate B. subtilis strains from a �80 �C glycerol stock or
from a fresh agar plate into a test tube containing 5 mL of L-
broth supplemented with 0.5% glucose. Incubate overnight at
37 �C with agitation (see Note 6).

2. Measure the OD600 of the overnight culture and dilute the
culture in 20mL of fresh L-broth (in a 100-mL conical flask) to
an OD600 of 0.005. Incubate at 37

�C with agitation until the
culture reaches an OD600 of 0.2–0.3 (mid-exponential phase).

3. Prepare PBSG buffer and keep on ice. Prepare 50-mL tubes for
harvesting. Fill each tube with 6 g of ice and keep at�20 �C (see
Note 7).

4. Once the culture has reached the desired optical density, pour
the culture into the prepared 50-mL tube with ice. Centrifuge
the cells at 14,000 � g for 2 min at room temperature. Discard
the medium and wash the cell pellet with 10 mL ice-cold PBSG
buffer by carefully pipetting the cells up and down. Centrifuge
the suspension again, and finally resuspend the cells in 1 mL
ice-cold PBSG buffer. Transfer the cell suspension into a 1.5-
mL tube and place on ice until all samples have been collected.
After harvesting, cells are always kept on ice and each step is
carried out swiftly and gently to prevent premature cell lysis.

5. Thaw the BMOE stock solution and prepare the 2-
mercaptoethanol dilution freshly. Keep both solutions at
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room temperature. The 2% low-melt agarose should be
prepared and equilibrated at 70 �C.

6. To ensure equal biomass in every sample, remeasure the OD600

of the cell suspension by dilution of 10 μL with 990 μL PBSG
in a cuvette (seeNote 8). Transfer an equivalent of 1 mL culture
at OD600 ¼ 3.75 to a fresh 1.5-mL tube. Centrifuge at
10,000 � g for 1 min at 4 �C. Discard the supernatant and
resuspend the pellet in 120 μL PBSG (expected
OD600 ¼ 31.25).

3.2 Cross-Linking

and Casting of

Agarose Plugs

1. Add 6 μL of the 20 mM BMOE-stock solution to 120 μL of
cell suspension (final concentration 1 mM) and briefly mix by
pipetting up and down. Incubate for 10 min on ice.

2. Meanwhile prepare the enzyme master mix 1 and 2 and keep
the solutions on ice, protected from light (see Note 9).

3. To quench the cross-linking reaction add 6.3 μL of the
560 mM 2-mercaptoethanol solution to the cross-linked cells
(final concentration 28.6 mM) and incubate for 3 or more
minutes on ice.

4. The cell suspension should now be aliquoted into input sam-
ples and samples subjected to the entrapment assay (referred to
as “agarose plug” samples). To do so, 44.1 μL of cell suspen-
sion is transferred to a new 1.5-mL tube, labeled with “input.”
For two agarose plugs, take 88.2 μL of the cell suspension into
a new 1.5-mL tube.

5. For plug preparation all steps should be carried out as quickly as
possible—one sample at a time (see Note 10). Before starting,
prepare a pipet tip (for 100 μL volumes) by cutting the tip with
scissors, so that the opening has a diameter of 2–3 mm (one tip
needed per plug).

6. Place the first cell suspension in a 37 �C heat block for 10 s
before adding 11.8 μL of the enzyme master mix 2 to a total
volume of 100 μL. Mix by pipetting up and down twice (see
Note 11). Quickly add 100 μL of the 2% Low Melt Agarose
equilibrated to 70 �C using a cut pipet tip. Pipet up and down
twice carefully (to avoid air bubbles) and pipet the mixture into
two wells of the agarose plug mold. Two agarose plugs are thus
cast per sample (see Note 12).

7. Cover the agarose plug mold gently by Parafilm and place in a
37 �C incubator without agitation, protected from light. Incu-
bate for 25 min, and then for 10 min at 4 �C to allow the plugs
to solidify.

8. Meanwhile pipet 5.9 μL of enzyme master mix 1 to 44.1 μL of
input samples, mix by pipetting up and down and incubate for
25 min at 37 �C without agitation, protected from light.
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Finally, add 50 μL of the 2� Sample loading buffer, mix care-
fully by pipetting up and down and store input samples at
�20 �C. Final volume of input samples is 100 μL (concentra-
tion of DTT is 100 mM).

3.3 Plug Washing 1. Prepare 1�Running Buffer containing 10mMEDTA. Unpack
a 6% polyacrylamide gel, remove the comb and rinse slots with
PBSG (see Note 13).

2. The agarose plugs are nearly translucent due to complete cell
lysis. Carefully release plugs from the plug mold onto a smooth
surface (e.g., a glass plate). Next, carefully transfer the plug into
a slot of the polyacrylamide gel. Make sure that the plug stays
intact and that no air bubbles are trapped between gel and plug
(see Note 14).

3. After loading, assemble the SDS-PAGE apparatus and fill with
1� Running Buffer. Let the gel run for 1 h at 25 mA (per gel),
at room temperature, protected from light.

4. After electrophoresis, open the gel tank and carefully recover
the plugs from the gel. Transfer each plug into a separate 1.5-
mL tube. Add 1 mLWash Buffer to each tube and incubate for
10 min at room temperature under gentle agitation, protected
from light. Replace Wash Buffer once and incubate for another
10 min (see Note 15).

5. Remove Wash Buffer and add 100 μL fresh Wash Buffer per
plug. Add 5 μL of the benzonase mix (50 units final) to each
tube and incubate for 30 min at 37 �C, protected from light.

6. Place each tube containing one plug into a thermo mixer, pre
heated to 70 �C. Let the tubes shake at 1400 rpm until the
agarose plug is completely dissolved (see Note 16). Transfer
tubes to ice and let cool down for 5 min. Store samples at
�80 �C for at least 1 h (up to several days).

3.4 Protein Recovery

and Concentration

1. Thaw the samples at room temperature. Centrifuge for 10 min
at 10,000 � g at 4 �C to extract liquid from the agarose gel
phase.

2. Pipet the mixture onto a cellulose acetate spin column, and
centrifuge for 1 min at 10,000 � g at room temperature to
remove any agarose clumps from the solution (see Note 17).

3. Discard the column and place the tubes with open lid into a
SpeedVac concentrator. The concentration is performed in
vacuum without heating. It takes about 2–3 h to remove all
water.

4. Resuspend the pellet in 10 μL of 1� Sample loading buffer by
carefully pipetting up and down (see Note 18).
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5. The sample can now be stored at �20 �C or used for SDS
PAGE analysis immediately as described below.

6. Load 10 μL input (¼10% of agarose plug input) and 10 μL of
the agarose plug sample (¼100% of agarose plug) on a SDS-
PAGE gel (see Fig. 2). Protect the gel from light during the run.

7. Wash the gel briefly in ultrapure water, place it on a Typhoon
FLA-9000 imager and scan with Cy2-DIGE filter setup (for
HaloTag Oregon Green labeled samples). If needed, the gel
can be analyzed subsequently by Western blotting or Coomas-
sie staining.

8. Exclusively protein species previously cross-linked into rings
should be detectable in agarose plug samples. Some cross-link
reversal might occur. In contrast, all protein species should be
present in the input samples (see Fig. 2 and Notes 19–21).

4 Notes

1. This protocol is also applicable for B. subtilis cells grown in
minimal salt medium (15 mM ammonium sulfate, 80 mM
dipotassium hydrogen phosphate, 44 mM potassium dihydro-
gen phosphate, 3.4 mM trisodium citrate, 0.8 mMmagnesium
sulfate, 6 g/L potassium hydrogen phosphate supplemented
with 5 g/L glucose, 20 mg/L tryptophan, 1 g/L glutamate).

2. We developed the assay using BMOE, but other sulfhydryl
reactive cross-linkers such as dibromobimane (bBBr) or bis-
methanethiosulfonate variants might work as well.

3. Prepare the 2-mercaptoethanol stock solution in a laminar air
flow system to prevent inhalation.

4. Any other HaloTag substrate, e.g., HaloTag TMR Ligand
(Promega) might be used instead.

5. For good resolution of cross-linked protein bands of high
molecular weight we use commercially available 3–8% gradient
precast gels on Tris/Acetate basis, run for 2.5 h at 4 �C and
35 mA per gel. For low molecular weight proteins we use
4–12% gradient precast gels on Bis/Tris basis and let them
run for 1 h at room temperature at 200 V.

6. If more samples are needed the protocol can be scaled up. The
culture volume should not exceed 20% of the total volume of
the culture flask.

7. We usually fill a 50-mL tube with one third of crushed ice
compared to the volume of the liquid cell culture (e.g., 6 g
ice for a 20 mL culture) and store it at�20 �C for 2–3 h before
cell harvesting. After transferring the cell culture into this tube,
it will cool down quickly and stop all metabolism. Usually the
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ice does not melt completely during centrifugation. This is no
problem as only the cell pellet is needed in the next step and the
remaining ice cubes and the supernatant will be discarded.

8. When measuring the OD600 of each harvested culture, mix the
cells thoroughly in the cuvette and wait for 1–2 min before
measuring.

9. If not using the HaloTag technique as read out, protection
from light is not necessary.

10. The culture volumes in this protocol are sufficient for one input
sample and two agarose plug samples. Additional samples may
serve as a backup if problems during plug casting occur. Always
select an agarose plug lacking air bubbles. All agarose plugs
should have the same size.

11. Do not heat up the cells too long before adding the enzyme
master mix 2 to prevent premature lysis of cells.

12. Casting agarose plugs without bubbles is critical for the assay. If
not familiar with the agarose plug technique, perform test
experiments to optimize the handling of agarose solutions
and agarose plug molds.

13. The polyacrylamide gels for plug washing can be stored for
several weeks at 4 �C, when kept in moist conditions.

14. When mounting the agarose plugs onto the polyacrylamide
gel, make sure that the agarose plug is in tight contact with
the gel. Prevent any air layer in-between. This is critical for
efficient removal of proteins from the plug.

15. Avoid the loss of agarose pieces during the washing steps.

16. Try to heat and shake the samples as short as possible when
melting the agarose. Normally complete melting of one aga-
rose plug at 70 �C takes 1–2 min. Prolonged incubation at high
temperature leads to BMOE cross-link reversal.

17. When transferring the sample onto a cellulose acetate column,
make sure to transfer the entire content of the tube and do not
leave any agarose clumps behind.

18. We observed that the samples are most sensitive to cross-link
reversal during and after the concentrating step. Prevent pro-
longed heating steps and load or freeze samples immediately.

19. We use internal positive controls (e.g., DnaN) to make sure the
co-entrapment assay worked in case of analysis of nonentrap-
ping mutants.

20. As negative control, samples are treated with benzonase during
plus casting to digest the chromosome. No proteins should
remain in the plug after chromosome digestion.

21. The cross-linking reaction is never 100% efficient. Therefore,
intermediate cross-linking products will appear in the input
sample (see Fig. 2).
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Chapter 11

Tethered Particle Motion Analysis of the DNA Binding
Properties of Architectural Proteins

Ramon A. van der Valk, Niels Laurens, and Remus T. Dame

Abstract

Architectural DNA binding proteins are key to the organization and compaction of genomic DNA inside
cells. Tethered Particle Motion (TPM) permits analysis of DNA conformation and detection of changes in
conformation induced by such proteins at the single molecule level in vitro. As many individual pro-
tein–DNA complexes can be investigated in parallel, these experiments have high throughput. TPM is
therefore well suited for characterization of the effects of protein–DNA stoichiometry and changes in
physicochemical conditions (pH, osmolarity, and temperature). Here, we describe in detail how to perform
Tethered Particle Motion experiments on complexes between DNA and architectural proteins to determine
their structural and biochemical characteristics.

Key words Tethered particle motion, DNA conformation, DNA bending, DNA stiffening

1 Introduction

1.1 Tethered Particle

Motion

In Tethered Particle Motion assays a bead tethered to a surface via a
DNAmolecule exhibits restricted Brownian motion. The excursion
of the bead reflects the properties of the DNA tether. The excursion
of the bead changes in response to altered effective DNA stiffness
or DNA contour length following the binding of proteins. The
motion of the bead over time can be followed by video microscopy,
tracked, and quantitated in terms of Root Mean Squared (RMS)
displacement. A decrease or increase in effective DNA stiffness or
DNA contour length is observed as reduction or increase in RMS
respectively.

Tethered Particle Motion is a single-molecule technique, which
provides information on the properties of individual tethered DNA
molecules. Single-molecule techniques are a powerful addition to
the conventional biochemistry toolkit as they permit analysis of
populations of molecules without averaging, thus providing insight
into the existence and characteristics of possible subpopulations.
Different from more sophisticated single-molecule techniques

Olivier Espéli (ed.), The Bacterial Nucleoid: Methods and Protocols, Methods in Molecular Biology, vol. 1624,
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(involving the application of force), TPM is easily implemented in
any biochemistry lab; it only requires a microscope suitable for
imaging of beads and bead tracking software. The associated costs
are also low. Due to its simplicity it is also straightforward to
integrate temperature control, a feature often overlooked in sin-
gle-molecule instrumentation (Fig. 1). The absence of applied
force, reducing the spatial resolution, is its main limitation com-
pared to other single molecule manipulation techniques. It is there-
fore less suited for detailed quantitative analysis of DNA based
motor enzyme activities. The activity of motor enzymes is usually
investigated with single-molecule techniques capable of applying
force on the tether such as optical or magnetic tweezers [1–4].
TPM is however a powerful tool to analyze active systems involving
looped states of the DNA tether on the timescale of tenth of
seconds to minutes and passive systems altering the properties of
the DNA tether at equilibrium.

37 °C

37 °C

Light source

isolation box

flow cell heater

flow cell

objective heater

objective

digital
temperature

controllers

Pt 100 sensor

100x

DNA   tether

Fig. 1 Schematic overview of the Tethered Particle Motion setup instrument with temperature control. The
temperature of the incubation chamber is maintained by heating the flow cell holder (by surrounding the
location of the flow cell with a heating element consisting of 40 parallel resistors (~5.5 W)) and the objective
(using an objective heating element (Bioscience tools TC-HLS-025)). The temperature is controlled by two
SA200 PID digital temperature controllers, using pt100 sensors placed on the objective and on the edge of the
flow cell heater. The system is insulated to ensure temperature stability [9]
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1.2 Tethered Particle

Motion Studies of

Architectural Proteins

TPM has proven to be very useful in quantitatively analyzing the
behavior of proteins capable of DNA looping. Using TPM, differ-
ent looped states are observed as distinct RMS levels. Transition
rates between these RMS levels yield quantitative insight in DNA
looping kinetics [5–8]. The technique has also proven very useful in
the characterization of the structural and biochemical properties of
architectural proteins. TPM studies have shown that due to binding
of proteins such as HU, Cren7, Sul7, Sso10a, NF-Y, and TFAM,
DNA attains a compact conformation, reflected in reduced RMS
[9–13]. The binding of some proteins—including HU and Sso10a
(at high concentrations)—results in an increased RMS, interpreted
as protein–DNA filament formation [10, 13, 14].

2 Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water, to attain a sensitivity of 18 MΩ cm at 25 �C) and
analytical grade reagents. Prepare and store all stock solutions at
�20 �C (unless indicated otherwise). You also need access to some
routine biochemical techniques [15]

2.1 Stock Solutions 1. Coupling Buffer (CB): 10 mM Tris–HCl pH 7.5, 150 mM
NaCl, 1 mM EDTA, 1 mM DTT, 3% (w/v) glycerol,
100 μg/mL acetylated BSA.

2. Passivation Solution (PS): 4 mg/mL Blotting Grade Blocker
Non-fat Dry Milk (Bio-Rad) dissolved in CB.

3. Experimental Buffer (EB): This buffer corresponds with the
chosen experimental conditions. Here we utilize a buffer con-
sisting of 20 mM Tris–HCl pH 7.5 and 75 mM KCl.

2.2 Generation of

DNA Substrates Using

PCR

To generate a DNA substrate for TPM we use Polymerase Chain
Reaction.

1. A DNA template containing the sequence of interest (in this
example we generate a sequence of 685 bp in length using the
pRD118 plasmid as a template; the plasmid is available upon
request).

2. 50 biotinylated primer (Table 1).

3. 50 digoxygenin labeled primer (Table 1).

4. Dream-Taq DNA polymerase.

5. Deoxyribose nucleotide triphosphate (dNTP).

6. Dream Taq-polymerase reaction buffer.

7. GenElute PCR cleanup kit (Sigma-Aldrich).

8. Eppendorf® PCR tubes.

9. Bio-Rad T100 Thermocycler or any other available PCR
machine.
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10. 1% agarose gel in 1� TBE.

11. NanoDrop®.

12. GeneRuler (Thermo Fisher).

2.3 Preparation and

Assembly of

Incubation Chamber

1. Anti-Dig 200 μg polyclonal antibodies (Roche).

2. Circular cover glasses with a diameter of 28 and 35 mm (see
Note 1) (If a dedicated holder as used in our lab is not avail-
able, regularly sized rectangular microscope slides and square
coverslips can be used).

3. A method for cutting Parafilm as described below.

4. Whatman paper.

5. 0.46 μm streptavidin-coated polystyrene beads (G. Kisker
GbR.).

6. Heating block capable of reaching 100 �C.

7. Fine-pointed tweezers.

8. 90–100% ethanol.

9. Acetone.

10. Sonication bath.

11. KIMTECH Precision wipes.

12. SHIELDskinTM ORANGE NITRILETM 260.

2.4 Microscopy

Equipment

1. TMC Vibracontrol clean top isolation table.

2. Inverted microscope Nikon Diaphot 300.

3. 100� oil-immersion objective (with a numerical aperture of at
least 1.25).

4. Heat chamber.

5. Thorlabs CMOS camera DCC1545M.

6. Climatized room.

7. Nail polish/thermal glue.

8. Immersion oil.

9. Lens paper.

Table 1
Primer sequences

Primer name Sequence Modification

32% GC 685
bp Fw

ATACATATGCAACTTGAACGGCGTAA
AAGAGGAACAATGG

50 biotin

32% GC 685
bp Rev

GGTGGATCCTTTTCATCCCTTTAGTT
CTTCCAG

50 Dig
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2.5 Particle Tracking

and Analysis

1. Computer.

2. Particle tracking software. In our lab we employ the real-time
particle tracking engine which is part of the software suite
described by Sitters et al. and is freely available online [16].
We also have good experience tracking particles in recorded
movies using PolyParticleTracker [17]. An objective compari-
son of particle tracking methods available is given by Che-
nouard et al. [18].

3. Custom MatLab routine (available upon request from the
authors) for post-processing and analysis of raw xy-position
data.

3 Methods

3.1 Generation

of DNA Substrates

Using PCR

1. Reagents are combined in an Eppendorf® PCR tube according
to the scheme below.

Reagent Quantity

DNA template 10 ng

Forward primer 10 pmol

Reverse primer 10 pmol

dNTP 5 μL

Taq polymerase buffer 5 μL

Taq polymerase 0.2 μL (1 enzyme unit)

H2O Add to total volume of 50 μL

2. This reaction mix is kept on ice as much as possible and the
PCR is initiated using the following protocol in a Bio-Rad
T100 Thermocycler.

Cycles Temperature (�C) Duration

1 95 1 min

25 95 30 s

65 30 s

72 4 min

1 72 10 min

1 15 1

TPM Analysis of Architectural Protein-DNA Complexes 131



3. The PCR product is purified using the GenElute PCR cleanup
kit.

4. Two microliters of the purified PCR is loaded on a 1% agarose
gel in TBE buffer alongside a DNA molecular weight marker
for verification that a product of the expected length is formed.

5. An example of a successful PCR and purification of the
obtained PCR product is shown in Fig. 2.

6. Finally, the concentration of purified PCR-generated DNA
needs to be determined accurately. Use the NanoDrop® (or
any other device capable of measuring UV absorbance) to
estimate the purity (260/280) and concentration of the
DNA. If no other method is available, the concentration of
DNA can also be approximated using a DNA dilution series run
on an agarose gel compared to a reference marker. Dilute the
DNA in CB at a concentration of ~150 pM and store in
aliquots at �20 �C.

3.2 Making Flow

Cells

1. Before assembly of the flow cell the cover glasses must first be
cleaned thoroughly by submerging them in a beaker with
acetone and placing the beaker in a sonication bath for
10 min followed by the same sonication procedure in ethanol.
After the last sonication step, while wearing unpowdered

Fig. 2 1% agarose gel containing (a) 2 μL of the GeneRuler DNA molecular
weight marker, (b) 2 μL of the PCR product, (c) 2 μL of the purified and DNA
ready for use in Tethered Particle Motion experiments
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gloves, gently dry the cover glass using KIMTECH precision
wipes. Leave exposed to air for 10 min to dry completely.

2. To make the flow cells as displayed in Fig. 1 Parafilm must be
cut to the correct dimensions. The shape and size of the Paraf-
ilm must be identical to the 28 mm cover glass except for a
single 6-mm wide channel running through the center. If
possible, we advise using laser-cutting technology to obtain
the exact dimensions. Otherwise it is also possible to cut by
hand using a printed template and a scalpel.

3. Carefully align the Parafilm to the edges of the 28 mm cover
glass.

4. Sandwich Parafilm between lower (large) and upper (small)
round cover glass.

5. Compound the two halves by heating to 100 �C for 30 s, in
between two massive metal blocks (Fig. 3) placed on top of a
regular heating block. It is advised to apply a small amount of
compression force to ensure that the halves are combined
evenly. A complete flow cell can be seen in Fig. 4.

3.3 Preparing

the Bead Solution

1. Dilute the beads to 0.01% w/v in CB.

2. Mix thoroughly using either a vortex or pipetting up and
down.

Fig. 3 Metallic plates made to hold and equally distribute heat and pressure
when melting the Parafilm and finalizing the flow cell
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3. Sonicate for 10–30 min to ensure proper suspension of the
beads in sonication bath.

4. Check the bead suspension by flowing 50 μL into a prepared
flow cell and observing under the microscope, while looking
for bead clusters. (If very few bead clusters, <1%, are observed
the Bead stock is considered good for use, store at 4 �C).

3.4 Preparing Flow

Cells

1. Wash and incubate the flow cell with 100 μL of CB containing
20 μg/mL of anti-Dig for 10 min at room temperature.

2. Wash the flow cell with 100 μL of PS buffer and incubate for
10 min at room temperature.

3. Wash the flow cell with 100 μL of CB.

4. Wash the flow cell with 100 μL of DNA solution
(100–250 nM) diluted in CB, incubate for 10 min at room
temperature.

5. Wash the flow cell with 100 μL of CB.

6. Wash the flow cell with 100 μL of bead solution.

7. Wash the flow cell with 100 μL of IB.

8. Wash the flow cell with 100 μL of protein solution and incubate
at room temperature for 10 min.

9. Wash the flow cell with 100 μL of protein solution and seal the
flow cell using nail polish. (for relevant protein concentrations
see Figs. 8, 9, and 10).

3.5 Microscopy

(for the Instrument

See Fig. 5)

1. Place the flow cell in the holder (seen in Fig. 6).

2. Turn on the lamp and heating stage.

Fig. 4 TPM flow cell made by sandwiching Parafilm between two cover glasses and heating to “fix” Parafilm
layer. (a) Schematic of a flow cell. (b) Picture of a “real” flow cell
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Fig. 5 Tethered Particle Motion instrument built on an inverted microscope. The
flow cell is mounted on the microscope stage (not visible), which is embedded in
an isolation chamber (center). The controller of the heating system (right)
controls the temperature of the flow chamber as well as the objective used for
imaging. Feedback ensures a temperature accuracy of 0.3 �C

Fig. 6 Top view of the heated flow cell holder. The central part of the holder has
some degrees of freedom to allow for the acquisition of multiple fields of view.
The attachment point for the heat regulation is also visible
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3. Place immersion oil on the objective (if needed), load the flow
cell into the sample holder and raise the objective until the
beads come into focus.

4. Close the isolation chamber and wait for the temperature to
equilibrate. This may take 5–20 min depending on the desired
temperature during the experiment; the system is equilibrated
when no more focal drift is observed.

5. Verify sample quality by looking for moving beads (seeNote 2).

3.6 Measurements 1. Select a region of interest in the field of view (as seen in Fig. 7),
and track beads for a minimum of 1500 frames. Images are
taken at 25 Hz, with a camera exposure time of 20 ms. Attempt
to measure at least 300 regions of interest per experimental
condition to ensure sufficient “good” bead–tether combina-
tions for quantitation after quality check (see below).

2. Determine the X and Y coordinates of the beads in the field of
view using particle-tracking software. This can be done in two
ways: (1) Real-time particle tracking and (2) Post-measure-
ment particle tracking. Real-time analysis has the advantage of
being able to directly verify the quality of the tracking. The
downside of real-time particle tracking is that tracking many
beads in parallel is computationally demanding. In our lab we
employ the real-time particle tracking system, which is part of
the software suite described by Sitters et al. and freely available
online [16]. For other options see Subheading 2.5.

Fig. 7 Screen capture of a typical field of view with several surface-tethered and
moving beads. Individual beads are selected and the position of the center of the
beads is tracked over time
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3.7 Data Analysis 1. Calculate the anisotropic ratio—a measure of symmetry—of
the scatter plots of the beads using Eq. 1. Exclude from further
analysis beads with an anisotropic ratio greater than 1.2 as these
may be attached tomore than a single DNA tether (seeNote 3);
a high anisotropic ratiomay also result from poor surface passiv-
ation of the flow cell (seeNote 4).

α ¼ lmajor=lminor ð1Þ

Equation 1: Calculation of anisotropic ratio (α), where lmajor

and lminor represent the major and minor axis of the xy-scatter
plot respectively.

2. Calculate the RMS and the standard deviation of the RMS of
the remaining beads.

3. Exclude all beads that have a standard deviation larger than 6%
of their RMS. This is done to exclude beads that exhibit tran-
sient sticking to the surface of the flow cell. Note: If you believe
that transient shortening events may be occurring in your
sample please follow the instructions on “Highly dynamic
DNA binding” described below.

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

xi � �xð Þ2 þ yi � �y
� �2h is

ð2Þ

Equation 2: Calculation of the root mean squared displace-
ment (RMS) using the x and y coordinates of the beads to
discern the displacement.

4. Make a histogram of all the RMS values for each experimental
condition.

5. Fit the histogram using a Gaussian fitting curve to determine
the average RMS and error (see Note 5).

3.8 Analysis of

Protein–DNA

Complexes Using TPM

Architectural proteins can interact with DNA in a plethora of ways,
resulting in different, distinct changes in RMS. The DNA binding
modes best studied by TPM are: DNA bending, DNA wrapping
and multimerization along the DNA [19]. Some architectural pro-
teins may exhibit sequence-specific interactions in addition to gen-
eral nonspecific interactions. The structures formed upon binding
at a specific—high affinity—sequence may be distinct from the
structures formed upon general binding to DNA (this is further
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discussed in Subheading 3.7, step 2). DNA binding may also occur
in a cooperative or noncooperative manner. The degree of coop-
erativity can be determined using analysis methods described in
Subheading 3.7, step 5. Finally, the protein–DNA complexes
assembled upon protein binding may be highly dynamic and
depending on the relevant time scales, TPM is capable of sampling
and quantifying dynamic changes. In Subheading 3.7, step 4 we
discuss strategies to not only measure but also quantify these
effects. We also discuss (in Subheading 3.7, step 5) how to relate
RMS to more robust standards such as the persistence length of
DNA.

3.8.1 DNA Bending

Proteins

DNA bending proteins induce bends in DNA upon binding; these
bends may be formed toward or away from the protein (seeNotes 6
and 7). Here we illustrate the effect of the binding of such proteins
on the RMS using the noncooperative sequence unspecific DNA
bending protein Cren7 [20]. Titration of Cren7 yields a progressive
concentration dependent reduction in RMS of the tether from 160
to 110 nm, indicating DNA compaction (Fig. 8).

3.8.2 DNA Wrapping

Proteins

A more extreme form of DNA bending is DNA wrapping. Here we
illustrate the effects of DNA wrapping on the RMS using HMfB.
HMfB binds to DNA at specific high affinity sequences and form a
wrapped structure (Fig. 5b). This results in a reduction of the RMS
from 150 to 130 nm in the presence of 20 nM of HMfB (see Fig. 9a;
unpublished).

3.8.3 DNA Binding

Proteins Capable of

Multimerizing Along the

DNA

Some proteins multimerize along DNA, using DNA as a catalyst for
multimer formation. An example of such a protein is H-NS. This
protein exists as a dimer in solution, but assembles into large multi-
mers along DNA. The binding of H-NS along a DNA
molecule results in an increase in RMS from 145 nm up to
165 nm (Fig. 10; [14]).

Fig. 8 Compaction of DNA by the DNA bending protein Cren7. (a) Decrease of the
Root Mean Squared (RMS) displacement of the bead due to binding of increasing
amounts Cren7. (b) Schematic model of DNA bending by Cren7
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3.8.4 Highly Dynamic

DNA Binding

The structure of protein–DNA complexes can be highly dynamic.
In that case it may be difficult to resolve the RMS of your bead
using the standard analysis of your data. A clear indication of a
dynamic protein–DNA complex is that a large fraction of the
tracked beads is discarded at the quality check stage. In such cases
it is essential to confirm that particle disqualification is not a conse-
quence of transient sticking of the bead to the glass surface (see
above). Note that strong transient effects by the protein may be
difficult to differentiate from random interactions of the bead with
the surface. In such cases it is advised to confirm the observations
using another technique.

Fig. 10 DNA stiffening by H-NS. (a) Increase in Root Mean Squared (RMS)
displacement of the bead as a result of a titration with H-NS (b) Model depicting
the binding and multimerization along DNA

Fig. 9 Compaction of DNA by the DNA wrapping protein HMfB. (a) Reduction of
the Root Mean Squared (RMS) displacement of the bead as a result of a titration
with HMfB. (b) Model depicting the DNA wrapped structure formed by HMfB
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For a good resolution of dynamic binding events or different
DNA binding modes, the measurement time frame may need to be
extended. Exclude the time traces of beads with an anisotropic ratio
exceeding 1.2. Calculate the RMS over time of these time traces
using Eq. 3, which yields a moving average.

RMS tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

150

Xtþ150

i¼t

xi � �xð Þ2 þ yi � �y
� �2h i

vuut ð3Þ

Equation 3: Dynamic calculation of RMS over time

Generate a histogram of the calculated RMS values. Different
states in a measurement can be resolved if they represent a signifi-
cant subpopulation of all states. Analysis of the data can be refined
using a hiddenMarkov model [21] to determine the different RMS
levels and their durations.

3.8.5 Further Analysis of

DNA Binding

Although RMS is a quantitative unit of measure, it does not permit
direct estimation of the persistence length of DNA, the standard
unit of measure for other single-molecule techniques (see Note 8).
It is therefore useful to convert RMS into an apparent persistence
length (Lp). Based on simulations of the surface-tethered bead
system it is possible to convert RMS to apparent Lp [9]. Following
this conversion step it is possible to quantitatively analyze the
protein–DNA binding curves to obtain DNA binding affinities (as
described in Driessen et al. [9]).

It is important to note that the RMS is dependent on the length
of the DNA and the size of the beads used for TPM (see Note 9).
It is therefore advised to perform these simulations (as described in
[9]) matching the characteristics of the system investigated.

4 Notes

1. Although other shapes and types of cover glass can be used, in
our hands these have shown the greatest ease of use.

2. Tethered beads can be absent. In that case the quality and
integrity of the DNA substrate can be verified by electropho-
retic mobility shift analysis [15]. Incubate 2 μL of purified PCR
product with either 2 μL of 20 μg/μL anti-digoxygenin, or
2 μL of your bead stock. Load these samples on a 1% w/v
agarose gel and visualize by staining (e.g., using ethidium
bromide). The fraction of DNA shifted in the presence of either
anti-digoxygenin or beads provides a quantitative measure of
label presence and integrity.
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3. Beads can be tethered to more than a single DNA molecule.
This is visible as asymmetry in the xy-position plot of the bead.
If a low fraction of the tethers exhibit this behavior it is not a
problem as these are discarded at quality control. If it is a large
fraction, the amount of DNA used in the assay needs to be
reduced.

4. Beads can stick permanently or transiently to the glass surface.
This indicates poor passivation of the glass surface and is unde-
sired. Once a working protocol has been established, this may
occur occasionally. If this occurs, the best solution is to discard
the flow cell.

5. Beads can be tethered aspecifically. This is visible as a different
RMS than expected for the length of the used tether. This
would result in a wide distribution of RMS values in flow cells
without DNA binding proteins. If this occurs it is advised to
remake the DNA preparation from scratch.

6. As in any quantitative essay it is essential to accurately deter-
mine protein concentration and to perform precise and repro-
ducible protein dilution.

7. Poor reproducibility of data at a given protein concentration.
This indicates surface binding of your protein. To counteract
loss of protein of interest due to surface binding, BSA can be
included in the experimental buffer.

8. Interpretation: caution is needed as observed effects on RMS
may be due to different types of binding, which cannot be
directly discerned using TPM. It is therefore useful to verify
structural models using direct visualization techniques such as
AFM [22, 23], (single molecule) FRET [24, 25], or conven-
tional biochemical techniques.

9. The motion of a surface-tethered bead is strongly dependent
on the length of the DNA and the size of the bead. This implies
that for each combination of DNA and beads a separate simu-
lation series is needed to establish the relationship between
RMS and Lp.
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Chapter 12

Biochemical Analysis of Bacterial Condensins

Zoya M. Petrushenko and Valentin V. Rybenkov

Abstract

Condensins help establish compactness of bacterial chromosomes and assist in their segregation during cell
growth and division. They act as elaborate macromolecular machines that organize the chromosome on a
global scale and link it to the pan-cell dynamics. The mechanism of condensins in its entirety is yet to be
elucidated. However, many aspects of condensin activity have been recuperated in vitro. This report
described purification of the Escherichia coli condensin MukBEF, its reassembly from purified components,
and reconstitution of DNA supercoiling and DNA bridging activities of the complex.

Key words MukB, MksB, SMC, DNA bridging, Chromatin structure, DNA topology, Condensins

1 Introduction

Condensins are essential for global folding of the chromosome
(reviewed in [1–3]). These proteins were found in organisms
from all kingdoms of life [4] and have been implicated virtually in
every aspect of higher order chromatin dynamics. Condensins act as
multisubunit complexes. They contain at the core a pair of struc-
tural maintenance of chromosome (SMC) proteins, which dynami-
cally associate with the regulatory non-SMC subunits and are prone
to oligomerization.

In bacteria, three families of condensins have been identified.
The first discovered condensin, MukBEF, is found in a subset of
gamma-proteobacteria, including Escherichia coli [5–7]. Many
other bacteria, including archaea carry the SMC-ScpAB complex,
whose SMC subunit is highly homologous to its eukaryotic coun-
terparts [8, 9]. The third family, MksBEF, occurs sporadically in a
wide range of eubacteria and is characterized by low sequence
conservation [10]. It bears distant resemblance to the E. coli Muk-
BEF, suggesting that they might be viewed as members of the same
superfamily. However, their functions and activities are sufficiently
diverged, which calls for caution when comparing the two families.

Olivier Espéli (ed.), The Bacterial Nucleoid: Methods and Protocols, Methods in Molecular Biology, vol. 1624,
DOI 10.1007/978-1-4939-7098-8_12, © Springer Science+Business Media LLC 2017

145



The mechanism of condensins is complicated and includes
activities required for its intracellular recruitment and DNA orga-
nization [3]. In MukBEF, the DNA reshaping activities reside in its
SMC subunit, MukB, whereas MukF and MukE are responsible for
regulation of MukB and its correct subcellular localization [7, 11].
Whereas the mechanism of intracellular recruitment is yet to be
determined, much became clear about DNA reshaping activities of
condensins. We will focus on the latter in this review.

We begin with a protocol for purification of active condensins.
Somewhat atypically, MukBEF does not act as a holoenzyme but
rather forms a complex with a dynamic architecture. Attempts to
purify the “holoenzyme” using affinity tags placed on either MukB
or MukE invariably yield a broad distribution of complexes with
varied composition [7]. Thus, we recommend purifying MukB and
MukEF as two separate complexes and then reconstituting the
holoenzyme as needed. So far, we were able to detect only inhibi-
tion of MukB-DNA interaction byMukEF. Thus, the highest DNA
reshaping activity was observed with MukB alone. At least several
other SMCs, including the yeast SMC2/4 complex [12], the Bacil-
lus subtilis SMC [13], and the Pseudomonas aeruginosa MksB [10]
were active in the absence of their cognate non-SMC subunits.
However, ATPase activity of MukB is stimulated by MukEF [11,
14]. Purification of MukEF is rather uneventful and yields large
quantities of protein. In contrast, MukB elutes as a mixture of two
metastable conformations that can be converted into each other
using chromatography.

Reconstitution of MukBEF (the second protocol) is fairly
straightforward, but it too bears surprises. Depending on condi-
tions, the complex emerges in one of two possible conformations
with the stoichiometry B2E4F2 or B2E2F, which differ in DNA
binding [7]. It is unclear how common such diversity is for other
condensins. Reconstitution of the P. aeruginosaMksBEF produced
only one of the complexes, B2E4F2 [10].

We next describe two biochemical assays that we routinely use
in condensin studies: the DNA supercoiling assay (and its modifi-
cation, protection from relaxation) [15] and the magnetic bead
pull-down assay (MBPA). The latter one is particularly well suited
for studies of condensin-mediated DNA bridging [16]. Here we
skip the DNA knotting assay, which has been instrumental to
understanding the proteins during early days of condensin studies
[15, 17]. Nowadays, its utility has been reduced due to the emer-
gence of alternative approaches, including the aforementioned
MBPA and single molecule techniques.
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2 Materials

2.1 Proteins

Purification

2.1.1 Plasmids

Plasmids pBB10 [15] and pBB08 [7] are pBAD/Myc-HisB
(Invitrogen)-based plasmids which encode, respectively, E.
coli mukB-His10 gene and the mukFE-His9 fragment of the
smtA-mukF-mukE-mukB operon under the control of
arabinose-inducible promoter.

pBR322 (NEB) is a double-stranded 4361-bp plasmid.

pUC40 is a 4.0-kb pUC18-based plasmid [18].

pBIO is a linear DNA composed of the 8.34-kb BamH I–Nco I
fragment of pBB10 ligated at the BamH I end to a 400-bp
PCR-generated DNA with multiple biotins [16].

2.1.2 Reagents

and Materials

1. LB broth containing 0.5% NaCl (Difco).

2. 100 mg/ml ampicillin, filter sterilized.

3. Phenylmethylsulfonyl fluoride (PMSF): freshly prepared
200 mM stock solution in ethanol.

4. 20% L-arabinose, filter sterilized, store at �20 �C.

5. Isopropyl β-D-1-thiogalactopyranoside (IPTG).

6. Dithiothreitol (DTT): 1 M stock solution in ddH2O, stored at
�20 �C.

7. 0.5 M ethylenediamine tetraacetic acid (EDTA), pH 8.0.

8. Polyethylene glycol (PEG), MW 20,000.

9. IGEPAL CA-630.

10. 15 ml column packed with the Novagen His-Bind resin (EMD
Chemicals Inc, NJ).

11. 13 ml column packed with heparin agarose (Type 1, H6508,
Sigma).

12. 1 ml HiTrap Hheparin column (GE Healthcare).

13. 5 ml HiTrap His-Bind column (GE Healthcare).

14. Complete His-bind resin (Roche Applied Sciences).

15. Sephacryl S300 (GE Healthcare).

16. Buffer A: 20 mM HEPES–KOH, pH 7.7, 300 mM NaCl,
1 mM PMSF.

17. Buffer B: 20 mM HEPES–KOH, pH 7.7, 5% glycerol, 2 mM
EDTA, 1 mM DTT, 1 mM PMSF.

18. Storage Buffer 1: 20 mM HEPES–KOH, pH 7.7, 200 mM
NaCl, 50% glycerol, 2 mM EDTA, 1 mM DTT, 1 mM PMSF.

19. Storage Buffer 2: 20mMHEPES, pH 7.7, 200mMNaCl, 20%
glycerol, 1 mM EDTA, 1 mM DTT, 1 mM PMSF.
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2.2 MukBEF

Reconstitution

1. 4� Reconstitution Buffer 1: 60 mM HEPES–KOH, pH 7.7,
9 mM MgCl2, 3 mM DTT.

2. 4� Reconstitution Buffer 2: 60 mM HEPES–KOH, pH 7.7,
600 mM NaCl, 3 mM EDTA, 3 mM DTT.

2.3 Supercoiling

Assay

1. Wheat germ topoisomerase I, purified as in [19].

2. pBR322 plasmid, relaxed with wheat germ topoisomerase I.

3. SYBR Gold (Molecular probes).

4. Proteinase K (Sigma-Aldrich).

5. Ultrapure phenol–chloroform–isoamyl alcohol (25:24:1, v/v)
(Invitrogen).

6. Reaction Buffer 1: 20 mM HEPES–KOH, pH 7.7, 50 mM
NaCl, 2 mM MgCl2, 5% glycerol, 1 mM DTT.

7. 4� Master Buffer: 60 mM HEPES–KOH, pH 7.7, 9 mM
MgCl2, 3 mM DTT.

8. Stop Buffer: 50 mM Tris–HCl, pH 7.9, 0.5% SDS, 20 mM
EDTA, 200 mM NaCl, 0.5 mg/ml proteinase K.

9. 4� Stop buffer for topo-protection assay: 200 mM Tris-HCl,
pH 7.9, 0.4% SDS, 80 mM EDTA, 800 mM NaCl, 2 mg/ml
proteinase K.

10. 50� TAE buffer: 2 M Tris–acetate, pH 8.3, 50 mM EDTA.

11. Speed-vacuum evaporator (Savant).

2.4 MukB DNA

Bridging

1. C1 streptavidin-coated magnetic beads; Dynabeads C1
(Invitrogen).

2. pBIO DNA (see Subheading 2.1.1).

3. Tween 20.

4. “Foreign” DNA: pUC40 of various topologies or linear PCR
products of various lengths.

5. 1� PBS: 137 mM NaCl, 2.7 mM KCl, 4.3 mM Na2HPO4,
1.4 mM KH2PO4.

6. TE Buffer: 10 mM Tris–HCl, pH 7.9, 1 mM EDTA.

7. TEN buffer: 10 mM Tris–HCl, pH 7.9, 1 mM EDTA, 1 M
NaCl, 2 μM poly-L-glutamic acid, 2 μM oligonucleotide 41
bases, 1 mg/ml BSA, and 0.02% Tween 20.

8. Bridging Reaction Buffer 1: 20 mM HEPES–KOH, pH 7.7,
50 mM NaCl, 2 mM MgCl2, 5% glycerol, 1 mM DTT, and
0.02% Tween 20.

9. Bridging Reaction Buffer 2: 20 mM HEPES–KOH, pH 7.7,
4.5 mM MgCl2, 1.5 mM DTT, 0.04% Tween 20.

10. BSA mixture: 20 mM HEPES–KOH, pH 7.7, 4 mg/ml BSA,
4 mM spermidine.
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11. Elution buffer: 10 mM Tris–HCl, pH 7.9, 1 mM EDTA,
200 mM NaCl, 0.2%SDS, 0.5 mg/ml proteinase K.

3 Methods

3.1 Proteins

Purification

3.1.1 Purification

of E. coli MukB

MukB is purified using its C-terminal ten-histidine tag, which does
not affect functionality of the protein [15]. When nickel-chelate
chromatography alone is used, the protein is barely active in DNA
binding and reshaping [15]. Further purification of MukB through
heparin agarose increases the activity of the protein. Rather unusu-
ally, MukB elutes from a heparin agarose column as a mixture of
two isoforms, only one of which is active in DNA binding [15]. The
two isoforms can be readily separated using chromatography on a
HiTrap heparin column (Fig. 1) and can then be kept on ice for
several weeks for biochemical analysis. During such storage, the
active fraction of MukB slowly reverts to its inactive form and must
be reactivated by another round of heparin chromatography prior
to further studies. This approach allowed the authors to obtain
reproducible results over numerous preparations of MukB. The
following purification protocol is optimized to increase the yield
of active MukB.
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Fig. 1 Purification of MukB yields two distinct complexes that can be resolved by
heparin chromatography. Shown are the silver-stained SDS-PAGE (a) and DNA
gel-shift analysis (b) of the fractions eluted from the second heparin column.
Brackets indicate the inactive low salt (MukB-LS) and the active high salt (MukB-
HS) peaks of MukB. Also shown are the acyl carrier protein (ACP), which forms a
1:1 complex with MukB-LS, and presumably cross-linked MukB dimers
(2xMukB)
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1. Inoculate 20 ml of the overnight culture of E. coli DH5α cells,
harboring pBB10 plasmid, into 2 lL of prewarmed (37 �C) LB
medium supplemented with 100 μg/ml ampicillin. Grow cells
at 37 �C up to OD600 of 0.6. Add 0.1% L-arabinose and
continue to grow cells for 3 h.

2. Collect cells by centrifugation in JLA8.1 rotor for 25 min at
4000 rpm (4000 � g), 4 �C.

3. Wash cells with 100 ml of ice-cold 20 mM Tris–HCl, pH 7.5,
150 mM NaCl and pellet them by a 10-min centrifugation at
4000 rpm (3200 � g), 4 �C in Eppendorf 5810R centrifuge.
Store the pellet at �80 �C.

4. Thaw cells on ice and then resuspend them in 50 ml of ice-cold
buffer A supplemented with 20 mM imidazole.

5. Break cells open by passing them three times through French
press at 12,000 psi.

6. Clarify cell extract by centrifugation at 17,000 rpm
(37,000 � g) for 30 min (Avanti rotor JA-20).

7. Load clarified lysate onto a 15 ml nickel-charged His Bind
column at 1 ml/min (see Note 1). Wash the column with 10-
column volume of buffer A supplemented with 20 mM imid-
azole and then with 6-column volume of buffer A supplemen-
ted with 125 mM imidazole.

8. Elute the protein with 5 column volumes of 20 mM HEPES,
pH 7.7, 50 mMNaCl, 400mM imidazole, 1 mMPMSF. Right
after elution, supplement the protein with 2 mM EDTA and
1 mM DTT (see Note 2).

9. The same day, load the eluted MukB onto a 13 ml heparin-
agarose column, which has been equilibrated in buffer B, sup-
plemented with 50 mM NaCl and 400 mM imidazole. For
better binding of the protein to heparin agarose, the flow rate
should not exceed 0.4 ml/min.

10. Wash the column with 5 column volumes each of (1) Buffer B,
supplemented with 50 mM NaCl and 400 mM imidazole, and
(2) Buffer B, supplemented with 50 mM NaCl.

11. Elute the protein with 16-column volume linear gradient of
50–800 mM NaCl in Buffer B. Collect 4 ml fractions.

12. Analyze the eluted protein by SDS-PAGE. Successful purifica-
tion should yield two broad peaks. Pool fractions, eluted
between 270 and 470 mM NaCl (see Note 3).

13. Concentrate the protein by dialysis against 2.5 lL of 20% PEG
20,000 in Buffer B, supplemented with 200 mM NaCl (see
Note 4).

14. Dialyze the protein against two changes of Storage buffer 1 and
store it at �20 �C (see Note 5).
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3.1.2 Reactivation

of MukB

1. Load 1 mg of MukB, which has been purified using nickel
chelate and heparin chromatography, onto a 1 ml HiTrap
heparin column at the flow rate 0.2 ml/min. Before loading,
dilute the protein in Buffer B to a final NaCl concentration of
50 mM.

2. Wash the column with 6-column volume of Buffer B supple-
mented with 50 mM NaCl.

3. Elute the protein with the 15-column volume linear gradient of
50–800 mM NaCl in Buffer B. Collect 250 μl fractions.

4. Measure protein concentration and run SDS-PAGE for every
fraction. The inactive, “low-salt” MukB is usually eluted
between 220 and 320 mM NaCl; the active, “high-salt”
MukB, is usually eluted between 350 and 450 mM NaCl
(Fig. 1).

5. Pool the low- and high-salt fractions of MukB separately and
dialyze the protein against Storage Buffer 2.

6. Store the protein on ice in a cold room (see Notes 6 and 7).

3.1.3 Purification

of E. coli MukEF

1. Overproduce MukEF in 1 lL of DH5α cells harboring the
pBB08 plasmid.

2. Purify MukEF using nickel chelate chromatography as
described above for MukB (steps 1–8, Subheading 3.1.1).

3. After elution from the His-bind column, concentrate the pro-
tein by dialysis against 20% PEG 20,000 in Buffer B supple-
mented with 200 mM NaCl (see Note 8).

4. Dialyze MukEF against two changes of Buffer B supplemented
with 200 mM NaCl.

5. Purify further MukEF by gel-filtration chromatography on a
Sephacryl S300 column in Buffer B supplemented with
200 mM NaCl.

6. Measure the protein concentration and analyze its purity by
SDS-PAGE.

7. Combine the peak fractions, which are usually >95% pure, and
concentrate MukEF by dialysis against PEG 20,000 and then
50% glycerol as described above for MukB (steps 13 and 14,
Subheading 3.1.1). Store the protein at �20 �C.

Purified MukEF complex has the E4F2 composition and is
stable at diverse conditions.

3.2 Reconstitution

of MukBEF

1. Mix 6 μl of water and 3 μl of 4� Reconstitution Buffer. Use
Reconstitution Buffer 1 for assembly of B2E4F2 and Reconsti-
tution Buffer 2 for B2E2F (see Note 9 and Fig. 2).

2. Add MukEF in 1.5 μl of Storage Buffer 2, gently mix by
pipetting up and down (see Note 10).
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3. Add 10 μg of “High-salt” MukB (the one that was passed
through a HiTrap heparin column) in 1.5 μl of Storage Buffer
2; gently mix avoiding bubbles (see Note 11).

4. Incubate the protein mixture for 10 min at room temperature.

3.3 DNA Supercoiling

Assay

Condensins introduce only transient changes into DNA structure,
which disappear upon the removal of the protein for further analysis.
These changes, however, can be captured in a coupled reaction using
DNA topoisomerases and converted into alterations in DNA topol-
ogy, which survives deproteinization. We describe here the DNA
supercoiling assay, which helps detect supercoils introduced by the
protein into DNA [15, 20]. When relaxed DNA is used as a sub-
strate, formation of supercoils by condensins leads to extrusion of
compensatory supercoils in the rest of the DNA (Fig. 3a).
These compensatory supercoils are removed by a type-1 topoisom-
erase, leaving behind only the protected supercoils. The DNA super-
coiling assay can be modified into a “nonrelaxation” (or topo-
protection) assay, which reports the ability of the protein to protect
supercoiled DNA from relaxation by topo-1 (Fig. 3c) (seeNote 12).
The net supercoiling varies depending on the used condensin. The
frog condensin stabilizes positive supercoils in ATP-dependent man-
ner [20], MukB supercoils are negative and ATP-independent [15],
and the yeast SMC does not stabilize any supercoils [12].

1. Prepare 4� Master Buffer.

2. Prepare reaction mixture in 0.6 ml tube: 2.6 μl of water, 2.25 μl
of 4�Master Buffer, 0.9 μl of BSA (10 mg/ml), 1 μl (10 ng) of
relaxed pBR322 plasmid DNA (or any other relaxed DNA),
mix carefully. Keep the reaction mixture at room temperature.
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N-terminal winged helix domain of MukF [21] The two stoichiometries can be observed using gel filtration of
reconstituted MukBEF on a Sephacryl S300 column or similar in a buffer that either contains (top) or lacks
(bottom) magnesium chloride
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3. Dilute MukB into ice-cold Storage Buffer 2 to the desired
concentration; keep on ice.

4. Dilute wheat germ topoisomerase I into 1� Reaction buffer
supplemented with 1 mg/ml BSA. The topoisomerase–DNA
molar ratio in the reaction should not exceed 10:1.

5. Add 2.25 μl of MukB (50–1000 ng) to the reaction mixture
and gently mix. Final concentrations of the reagents in the
reaction mixture should be as follows: 20 mM HEPES–KOH,
pH 7.7, 50 mMNaCl, 2 mMMgCl2, 5% glycerol, 1 mMDTT,
1 mg/ml BSA.

6. Add 1 μl of diluted topoisomerase I.

7. Incubate the reaction mixture for 30 min at 37 �C.
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Fig. 3 DNA supercoiling assay. (a) A diagram of the assay. The binding of MukB to covalently closed DNA traps
negative supercoils, which generates compensatory positive supercoils in the rest of the molecule. The
subsequent treatment of the complex with a eukaryotic type-1 topoisomerase removes the compensatory
supercoils, but not those protected by the bound protein. (b). Gel electrophoretic analysis of the DNA
supercoiling. The sign of the supercoils can be determined using two-dimensional (2D) electrophoresis
[15]. Following electrophoresis in the first dimension, supercoiled topoisomers migrate faster than the relaxed
ones (left panel). The gel is then saturated with 0.8 μg/ml chloroquine, and electrophoresis continued in an
orthogonal direction. The binding of chloroquine, an intercalating agent, to DNA unwinds it and introduces
compensatory positive supercoils. This, in turn, increases the mobility of positive topoisomers but decreases it
for the negative ones. As a result, two characteristic arcs can be found on the 2D gel (right panel), one for
positive topoisomers and the other for negative topoisomers. As seen from the gel, MukB binding to DNA
protects negative supercoils. (c). The topo-protection assay. At high protein levels, MukB protects the bound
DNA from topoisomerases. Thus, treatment of supercoiled DNA with topo I leads to DNA relaxation in the
absence but not presence of MukB
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8. Quench the reaction by the addition of 40 μl of Stop Buffer and
incubate for 40 min at 55 �C. The protocol can stop here, and
the reactions can be immediately analyzed by gel electrophore-
sis or similar. For more sophisticated analysis, including high
resolution gel electrophoresis, the DNA must be purified by
phenol–chloroform extraction. For such cases, supplement the
mixtures with 10 μg/ml yeast tRNA (or glycogen) and proceed
with the rest of the protocol.

9. Spin down the reaction briefly in a microcentrifuge at room
temperature.

10. Add 50 μl of phenol–chloroform–isoamyl alcohol mixture,
vortex, centrifuge for 2.5 min at maximal speed at room tem-
perature. Carefully remove the aqueous phase and transfer it to
a clean tube.

11. Add 50 μl of chloroform, vortex, and centrifuge for 2.5 min.
Carefully remove the aqueous phase and transfer it to a clean
tube.

12. Add 130 μl of ice-cold 100% ethanol. Incubate at�20 �C for at
least 2 h.

13. Spin down DNA for 10 min at maximal speed, 4 �C. Immedi-
ately aspirate the supernatant, being careful not to touch the
pellet. Wash the pellet with 75% ice cold ethanol and leave at
�20 �C for 1 h. Spin down and aspirate the liquid.

14. Dry the pellet in a SpeedVac evaporator.

15. Dissolve the pellet in 10 μl of TE buffer.

3.3.1 The Topo-

Protection Assay

1. Prepare reaction mixture as described for the supercoiling assay
(step 2), except that supercoiled DNA must be used as a
substrate instead of the relaxed one (see Note 12).

2. Add MukB as desired and incubate the mixture for 10 min at
37 �C.

3. Add topoisomerase I and continue incubation for another
20 min.

4. Quench the reaction by the addition of 2.5 μl of 4� Stop buffer
and further incubate for 40 min at 55 �C.

5. Resolve DNA using gel electrophoresis through a 0.8% agarose
gel in 1� TAE buffer at 23 �C for 4 h at 8 V/cm followed by
staining with SYBR Gold.

3.4 Magnetic Bead

Pull-Down Assay

DNA bridging by condensins can be conveniently studied using the
magnetic bead pull-down assay (MBPA). The assay allows one to
sample diverse mixing protocols and DNA substrates, and has been
essential in revealing the sequential manner of MukB-mediated
DNA bridging [16]. The protocol below describes sequential addi-
tion of protein and DNA, but other mixing orders can be easily
accommodated (Fig. 4).
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Step 1: Binding of pBIO DNA to Streptavidin-Coated Beads
The following protocol is designed for five reactions.

1. Swirl carefully the bottle with Dynabeads C1 until the beads are
uniformly suspended.

2. Transfer 1.5 μl of beads into a 0.6 ml Eppendorf tube and
collect them using a magnetic separator.

3. Wash beads twice with 5 μl 1� PBS and once with 5 μl TEN.
Resuspend the beads in 7.5 μl TEN.

4. Add 5 ng of pBIO DNA in 7.5 μl TEN buffer.

5. Incubate DNA for 1 h at room temperature on a rotator.

6. Collect beads using a magnetic separator and wash them with
15 μl of Bridging Reaction Buffer 1. Distribute the beads
among reaction tubes 3 μl each. Collect the beads using a
magnetic separator.

Step 2: Binding of MukB to pBIO DNA

1. Resuspend the beads with attached pBIO DNA in 6 μl of
Bridging Reaction Buffer 2, add 3 μl of the BSA mixture, and
gently mix by pipetting.

2. Add 3 μl of MukB in Storage buffer 2, mix carefully (see Note
13).

3. Incubate MukB with beads for 30 min at room temperature on
a rotator.

4. Collect the beads using a magnetic separator and remove the
supernatant.

5. Wash the beads with 12 μl of Bridging Reaction Buffer 1.
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Fig. 4 DNA bridging assessed using the magnetic bead pull-down assay, MBPA. Free-floating DNA (pUC40)
can be captured by MukB that is bound to bead-tethered double stranded pBIO DNA. Various mixing protocols
can be evaluated using this format. Reactants can be added to (down arrow) and removed (up arrow) to the
beads in any desired sequence. The captured DNA is then recovered from the beads by SDS treatment and
visualized using gel electrophoresis. pU pUC40 DNA; B MukB; m mock reaction. Diagrams on the left illustrate
reactions analyzed in lanes 2 and 5 of the gel. Note that the free-floating MukB interferes with bridging, and
the highest bridging efficiency is observed when all unbound MukB is removed
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Step 3: Capture of Foreign DNA

1. Resuspend the beads with prebound MukB in 6 μl Bridging
Reaction Buffer 1 containing 1 mg/ml BSA, add 10 ng of
foreign DNA in 6 μl Bridging Reaction Buffer 1 supplemented
with 1 mg/ml BSA, and incubate for 30 min with rotation.

2. Collect the beads with a magnet, wash them with 12 μl Bridg-
ing Reaction Buffer 1, and collect the beads.

3. Resuspend the beads in 12 μl of Elution Buffer; incubate for
40 min at 55 �C.

4. Briefly spin down the tubes in a microfuge, collect the beads
with a magnet.

5. Transfer the supernatant to a clean tube and add DNA loading
buffer.

6. Analyze eluted DNA alongside with a serially diluted foreign
DNA, which will serve as a calibration standard, using gel
electrophoresis through a 0.8% agarose gel in 1� TAE buffer
for 2 h at 6 V/cm.

7. Stain the gel with SYBR Gold and visualize DNA on a
transilluminator.

8. Quantify the recovered DNA using the serially diluted input
DNA as a standard.

4 Notes

1. Prepare and charge the column in advance according to the
manufacturer’s instructions and then equilibrate it with 30 ml
buffer A, supplemented with 20 mM imidazole shortly before
use.

2. A significant fraction of MukB elutes in the flow-through frac-
tion. This protein fails to bind DNA or the heparin column and
is apparently misfolded.

3. MukB that is purified through nickel-chelate chromatography
only is contaminated with highly active ATPases which can be
removed by further purification of MukB through Heparin
agarose and HiTrap heparin columns. Avoid collecting the
shoulder fractions of protein peaks, which contain trace
amounts of contaminants with powerful ATPase and nuclease
activities. This problem is especially acute given the very low
intrinsic ATPase activity of MukB.

4. Protein concentration occurs over several hours and must not
be left overnight to avoid drying out the protein. When the
volume of the solution is about 3 ml, rinse the bag with buffer
B containing 200 mM NaCl and continue dialysis against
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Storage buffer 1. Note that the final concentration of MukB
should not exceed 3 mg/ml because the protein precipitates at
higher concentrations

5. After such purification, MukB exists as a mixture of two popu-
lations, only one of which is active in DNA binding and reshap-
ing. To separate these two populations and reactivate the
protein, MukB should be further passed through a HiTrap
heparin column.

6. The high salt MukB can be stored on ice for up to 1 month
without visible loss of any of its activities. Additional purifica-
tion can be achieved using gel filtration through Sephacryl
S300. Note, however, that MukB switches to an inactive con-
formation during gel filtration and must be reactivated using
Hi-Trap heparin chromatography [15].

7. Purification of the PAMksB is very similar to that for the E. coli
MukB with one key exception. Unlike MukB, MksB elutes
from the columns as a single sharp peak and does not alternate
its activity during chromatography. Purification of the PA
MksEF required the use of the pET21 expression system and
a special protocol, which is described in detail elsewhere [10].

8. MukEF can be concentrated by diafiltration using Centricon or
Microcon spin columns without substantial loss of protein.
Microcon columns must not be used with MukB, MksB and
MksEF because of protein precipitation.

9. The saturated MukBEF, B2E4F2, is stable only in the presence
of MgCl2 and low salt concentration (50 mM NaCl). It can
only bind DNA upon dissociation of MukEF. The unsaturated
B2E2F complex is formed in the absence of MgCl2 and is stable
at moderate to high salt concentrations (200 mM NaCl and
higher). The DNA reshaping properties of the unsaturated
MukBEF are identical to those of MukB.

10. We found that MukB is prone for aggregation at low ionic
strength; especially in the presence of magnesium. Therefore,
it is important to add MukEF to the reconstitution mixture
prior to MukB.

11. Final concentrations of the reagents during reconstitution of
B2E4F2 should be: 20 mM HEPES–KOH, pH 7.7, 50 mM
NaCl, 2 mM MgCl2, 5% glycerol, 1 mM DTT. For B2E2F, the
concentrations are: 20 mM HEPES–KOH, pH 7.7, 200 mM
NaCl, 1 mM EDTA, 5% glycerol, 1 mM DTT.

12. With MukB, treatment of supercoiled DNA with topo I leads
to DNA relaxation in the absence but not presence of levels of
the protein (Fig. 3c). This assay can serve as an alternative to
the DNA gel shift analysis. A frequent concern in the gel shift
studies is the possibility of artifacts due to the transfer of the

DNA Reshaping by Condensins 157



sample into the gel buffer and dissociation of the complex
during gel electrophoresis. The nonrelaxation assay does not
require any such transfers and can be used under a broad range
of conditions.

13. MukB can stick to magnetic beads. Therefore, control experi-
ments without biotinylated DNA should be done in parallel
with the major experiment. The addition of spermidine dra-
matically reduces MukB stickiness.
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Chapter 13

Exploring Condensins with Magnetic Tweezers

Rupa Sarkar and Valentin V. Rybenkov

Abstract

The signature activity of condensins as DNA reshaping machines is their ability to impose the giant loop
architecture onto the chromosome. At the heart of this activity lies the propensity of the proteins to
assemble into macromolecular clusters that bring distant DNA segments together. This gives rise to a
rich dynamic behavior when the proteins are presented with the DNA substrate. The protocols in this
section describe how the interaction between Escherichia coli condensin MukB and DNA proceeds in real
time as observed using magnetic tweezers.

Key words MukB, MksB, SMC, Magnetic tweezers, Chromatin structure, DNA topology,
Condensins

1 Introduction

The ability of condensins to control the global folding of the
chromosome results from a combination of several elementary
DNA distorting activities [1–5]. These distortions are transient in
nature and occur on a scale of several-to-many nanometers, which
makes these proteins highly suitable for studies using various single
DNA stretching approaches [4, 5]. In this chapter, we describe a
protocol for magnetic tweezers manipulation of bacterial condensin
MukB.

Two experimental designs proved to be highly informative in
force spectroscopy studies of MukB. The first, conventional
approach involves stretching a single DNA using magnetic tweezers
and then exploring energetics and kinetics of protein-mediated
DNA condensation and decondensation [4, 6]. This setup is par-
ticularly useful for investigation of cooperativity of conden-
sin–DNA interactions and geometry and energetics of the
protein-induced DNA distortions. The second approach focuses
on DNA bridging and involves stretching of two DNAs between
the surface of a capillary and a magnetic bead [5]. In both cases, a
particular sequence of DNA stretching and twisting events needs to
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be designed to address one or another aspect of condensin–DNA
interaction.

2 Materials

1. Magnetic tweezers. This is still a custom-made instrument that
required a significant effort for the assembly. The experiments
described here used the tweezers that are based on a Leica
DMIRE2 microscope equipped with a JAI CV M30 camera
and controlled by a home-written program MagTweezer [4].

2. Reaction buffer: 20 mM Hepes–KOH, pH 7.7, 2 mM MgCl2,
40 mM NaCl, 7% (v/v) glycerol, 1 mM DTT, 0.1% (w/v)
Tween 20, 1 mg/ml BSA.

3. PBS: 137 mM NaCl, 2.7 mM KCl, 4.3 mM Na2HPO4,
1.4 mM KH2PO4.

4. Passivation buffer: 1� PBS, 10 mg/ml BSA, 10 mM NaN3.

5. Capillary Storage buffer: 1� PBS, 0.1% Tween 20, and 10 mM
NaN3.

6. Hollow square glass capillaries of 1.00 mm square ID,
0.20 mm wall thickness, borosilicate glass, 50 mm length
(VitroCom # ST-8100-050).

7. Biotin-16-dUTP (Roche Life Sciences #11093070910).

8. Digoxigenin-11-dUTP (DIG-dUTP) (Roche Life Sciences #
11573152910).

9. dATP, dGTP, dCTP, dTTP (Invitrogen).

10. Taq DNA polymerase (New England Biolabs).

11. 1� Taq reaction buffer (New England Biolabs).

12. pBB10 or pBB10BD DNA (see Note 1).

13. Anti-digoxigenin antibody, Fab fragments (Roche Applied
Sciences #11214667001).

14. Streptavidin-coated magnetic beads; Dynabeads M-270
(Invitrogen).

15. Toluene.

16. Polystyrene, MW 44,000 (Aldrich # 330345).

17. A Labquake Rotator.

18. A PCR thermocycler.

3 Methods

The experiments described here are done using a simple setup
[4, 7] that employs square glass capillaries coated inside with an
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anti-DIG antibody (Fig. 1). We use the 8.3-kb pBB10 DNA, which
was ligated to two 0.2-kb DNA fragments, which are multiply
labeled with either biotin or digoxigenin (DIG) using PCR [4].
Any DNA with multiply labeled DNA ends can be used in these
experiments. The DNA is attached to streptavidin-coated magnetic
beads, injected into the capillary, and then stretched using a pair of
permanent magnets placed above the capillary [4].

3.1 Preparation of

the DNA

1. Generate DIG- and biotin-labeled 400-bp DNA handles using
PCR in the presence of DIG-dUTP and biotin-dUTP, as
appropriate (see Note 2 and Fig. 2).

2. Digest DNA handles with restriction enzymes to create sticky
ends.

3. Digest pBB10 plasmid DNA with appropriate restriction endo-
nucleases to generate a linear 8.3 kb DNA with sticky extremi-
ties compatible with the handles.

NS

Flow in Flow out

NS

Fig. 1 The flow chamber setup for magnetic tweezers. DNA is stretched using
magnetic field between a paramagnetic bead and the surface of a glass capillary

1. PCR with labeled nucleotides

 Digested plasmid

2. Restriction digest of the DNA handles and target DNA

3. Ligation

 PCR labeling

Fig. 2 A strategy for DNA end labeling. DNA handles with multiple incorporated
biotin- or DIG-derivatized dUTP are prepared by PCR. A sticky ended
nonderivatized linear DNA is made by a restriction digest of a plasmid. DNA is
digested with restriction enzymes in order to generate sticky ends compatible to
the unlabeled fragment and, finally, is ligated to it
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4. Ligate the two handles and the cut pBB10 DNA together to
generate pBB10BD DNA (Fig. 2).

3.2 Preparation

of the Capillary

1. Rinse the capillary with ddH2O and toluene and then fill it with
1% (w/v) polystyrene (MW 45,000) in toluene. Seal the ends
of the capillary to reduce evaporation of toluene and incubate
the capillary overnight at room temperature.

2. Rinse the polystyrene-coated capillary with 10 ml PBS.

3. Fill the capillary with PBS supplemented with 0.2 mg/ml anti-
DIG polyclonal antibody and incubate it overnight at 37 �C.

4. Rinse the capillary with 10 ml PBS, then fill it with the Passiv-
ation buffer and then incubate overnight at 37 �C.

5. Rinse the capillary with 10 ml PBS, fill it with the Capillary
Storage buffer and store at 4 �C (The capillary can be stored
this way over several months, with occasional change of the
storage buffer).

3.3 Anchoring DNA

to Magnetic Beads

and the Capillary

1. Install the capillary into the magnetic tweezers.

2. Mix 10 μl M-270 beads in 15 μl PBS, collect the beads using
magnetic separator, and remove the buffer above the beads (see
Note 3).

3. Wash the beads twice with 25 μl PBS as described in step 2.

4. Wash the beads twice with 25 μl Reaction buffer.

5. Dissolve the beads into 50 μl Reaction buffer. Add 0.5 ng
pBB10BD DNA, mix the beads and DNA thoroughly by
pipetting up and down and further incubate on a Labquake
rotator for 5 min at room temperature or in the cold room. The
bead-tethered DNA can be stored on ice for several hours with
no visible nicking.

6. Move the magnets away from the flow cell. Mix 3 μl of bead-
tethered DNA with 200 μl of Reaction buffer (the buffer
should be room temperature before use to reduce formation
of air bubbles during the experiment) and mix them well using
pipette. Introduce the beads into the capillary. Incubate for
15 min. Rinse the capillary with 5–10 ml Reaction buffer
until no free floating beads are seen. Immediately start search-
ing for a bead with attached DNA (see Note 4).

3.4 Finding Beads

with One and Two

Attached DNAs

1. Apply a high force (approximately 10 pN) and visually inspect
beads in the capillary. Most of the beads will be stuck to the
surface and will appear immobile. Focus the objective onto
the immobile beads. Beads that are linked to the surface via
DNA will be out of focus and can be recognized by their
diffused image.
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2. Depending on your needs, select a bead with one or two
attached DNAs. To achieve this, rotate the magnets by þ30
turns and �30 turns while monitoring the change in DNA
extension. For beads with a single DNA, DNA extension is
not expected to change. At lower forces, DNA extension
should yield bell-shaped curves, which reflect formation of
DNA supercoils (Fig. 3a). For beads with two DNAs, DNA
extension will produce a characteristic bell-shaped curve with a
sharp symmetric spike at �0.5 turns (Fig. 3b, c). An asymmet-
ric spike signals multiple attached DNAs (Fig. 3d).

3. Build the calibration image of the selected beads and measure
the force at various DNA extensions as recommended by your
bead tracking software.

4. Inject the protein and carry out single molecule analysis.

3.5 DNA

Nanomanipulations

DNA nanomanipulations using magnetic tweezers is a true real
time technique and, therefore, the sequence and duration of
applied forces and bead rotations can be easily tailored to specific
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Fig. 3 Hat curves for beads with one (a), two (b, c), or three (d) DNAs. Beads with one DNA produce symmetric
bell-shaped curves at low force. At higher forces, untwisting causes DNA melting whereas overtwisting
induces formation of the P-DNA, both of which suppress formation of DNA supercoils and the resulting DNA
contraction [12]. For beads with two DNAs, the hat curves appear symmetric even at high forces but contain a
characteristic spike between �0.5 and þ0.5 turns. In this range, DNA extension, z, can be computed using
the equation: z2 ¼ z0

2 � 4E2sin2(πn), where n is the rotation of the bead expressed in turns, z0 is the highest
DNA extension, which is observed when n equals zero, and 2E is the average distance between the anchor
points of the two DNAs [11]. For beads with three or more DNAs, the spike is asymmetric and can be fit only
poorly to this equation [5]
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experimental questions. Our exploration of MukB revealed several
intriguing aspects of its interaction with DNA and we focus below
on some of these results. Other properties of the protein will likely
emerge from altered DNA stretching protocols or reaction
conditions.

We recommend starting the experiment at high stretching
forces (~10 pN). Both MukB and the frog condensin I were only
able to condense DNA at forces well below 1 pN [4, 6]. This
protocol, therefore, minimizes DNA condensation during poorly
controlled conditions of unsettled fluxes. Once the hydrodynamic
flows in the chamber stabilize, the bead will rise back closer to the
focal plane and away from the surface. DNA manipulations can
then be started (Fig. 4).

Because of the high cooperativity of MukB–DNA interaction,
the protein must be carefully titrated when starting the experi-
ments. Using protein concentrations that are too high or too low
might preclude detection of any activity even if the protein would
be binding DNA. For the same reason, the protein must be
completely removed from the flow chamber by extensive washing
(5–10 ml) prior to the start of a new experiment, well past the
moment when DNA appears completely decondensed. Failure to
do so results in abnormally high condensation rates due to the
residual protein.

The high cooperativity of condensin-induced DNA condensa-
tion is manifested as a characteristic lag followed by steady

0

1

2

3

-2000 -1000 0 1000

A

D
N

A
 e

xt
en

si
on

, m
m

40 nM MukB
20 nM MukB

0

3

2

1
0.5

1.5

2.5

Start
Lag Condensation

0 1000 2000
Time, s Time, s

D
N

A
 e

xt
en

si
on

, m
m

B

Fig. 4 Magnetic tweezers analysis of DNA condensation by MukB. (a) Typical time courses of MukB-induced
DNA condensation. At high protein concentrations, DNA condensation begins virtually immediately after the
force is decreased below the threshold. At lower concentrations of MukB, an extended lag precedes the phase
of steady condensation. Such time courses reveal that DNA condensation occurs via a nucleation-propagation
mechanism and that nucleation is the rate-limiting step [4]. Note that the process is highly cooperative, and
even a relatively small change in the concentration of the protein can dramatically affect the duration of the
lag. (b) Stability of MukB–DNA complexes increases with time in the condensed state. Shown are two
experiments that were initiated by a decrease in the force to 0.3 pN and then followed by an increase of the
force to 10 pN (time zero). Solid lines show profiles of the applied force. Note the biphasic nature of
decondensation curves, which were fit to a double-exponential decay (black lines)
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condensation, which is apparent at low but not high protein con-
centrations (Fig. 4a). Similar time courses could arise due to non-
specific effects such as protein degradation or its sorption onto the
surface. To rule out such explanations, it is paramount to explore
DNA condensation rates at various protein concentrations and fit
the data to a meaningful kinetic model. An example of such quan-
titative analysis is presented in [4].

The studies on the effects of ATP on condensins must take into
account that metals can induce conformational transitions in con-
densins [4] and that ATP is a powerful chelating agent. ATP must
always be added into the reaction as a magnesium salt, MgATP.
Otherwise, depletion of magnesium by ATP might mask the effects
of nucleotide itself and lead to artifactual observations.

At high force, MukB–DNA complex unravels leading to DNA
decondensation. In the first approximation, DNA decondensation
can be modeled as a double-exponential decay (Fig. 4b), which
suggests the existence of at least two distinct MukB–DNA com-
plexes. Notably, the more stable complex accumulates during incu-
bation at low force (Fig. 4b), and longer incubations yet (or those
performed at higher protein concentrations) often yield complexes
that are stable throughout the experiment. A similar phenomenon
was observed during studies of MukB-induced DNA bridging
using the double-DNA setup ([5] and Fig. 6). Such behavior is
consistent with the notion that the observed increase in the com-
plex stability is caused by an increase in the number of MukBs that
hold DNA fragments together [4, 5]. It must be noted here that
application of high forces is not a good way to accelerate disassem-
bly of the stable MukB–DNA complexes. Indeed, high forces
(greater than 20 pN) have been reported to unzip DNA without
necessarily displacing MukB from DNA.

3.6 Step Sizes Measurements of the DNA condensation step sizes are exacerbated
by the high noise in the observed DNA extensions. This high noise
does not appear from any instrumental shortcomings of the used
apparatus but reflects the fact that condensins can condense DNA
only against very small opposing force (~0.4 pN), when thermal
fluctuations are prominent. Using smaller magnetic beads and
shorter DNAs partially alleviates this problem [8]; however,
the resulting time courses remain noisy, which often precludes
unambiguous identification of all DNA shrinkage events. Several
automatic algorithms have been designed that allow hands-free
deconvolution of condensation time courses into series of
distinct steps, and new algorithms are likely to appear in the future
[4, 9, 10]. In all these cases, it is important not to over-solve the
problem trying to identify each and every step. Rather, the research-
ers should be aware that the deconvoluted step sequence will inevi-
tably contain false-positive and false-negative steps.
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One way to address this problem is to include only statistically
significant steps into the final step sequence [4, 10]. Statistical
significance of the resulting steps can be determined, for example,
using the Student’s t-test, which evaluates the probability that the
two sequences of time points (i.e., before and after the putative
step) occur so by chance. Only steps with T-values higher than a
preselected threshold must be included into the deconvolution step
series.

Another point to keep in mind is that not all data points are
statistically independent. This problem becomes acute at low
forces, when thermal fluctuations slow down to typical data acqui-
sition rates, about 30 Hz. In such cases, the Student’s T-value must
be computed using the generalized least squares approach:

T ¼ s=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σ2 � VIF � 1=N 1 þ 1=N 2ð Þ
q

, ð1Þ
where s is the size of the putative step, σ2 is the variance of the
distribution of the measured DNA extensions, N1 and N2 are the
numbers of points before and after the step, and VIF is the variance
inflation factor, which corrects for the correlation between the
acquired time points, xi. VIF can be computed according to Eq. 2

VIF ¼ 1

1�R2
, ð2Þ

where <x> is the time-averaged DNA extension, and R is a mea-
sure of auto-correlation within the time series:

R ¼
P

i

xi� < x >ð Þ xiþ1� < x >ð Þ
P

i

xi� < x >ð Þ2 ð3Þ

This approach is illustrated in Fig. 5.

3.7 DNA Bridging The use of beads with two attached DNAs offers a powerful tool for
exploration of the DNA bridging activity of condensins. These
experiments are carried out at high stretching force (greater than
~1 pN) to preclude intramolecular DNA condensation (which
would enormously complicate interpretation of the data). The
synapse reaction is initiated by bringing the two DNAs into prox-
imity by rotating the bead by half a turn or more. Because of the
geometric constraints of the system, such rotation results in a
significant DNA contraction, whereas untwisting the DNAs should
immediately extend the molecules (Fig. 6 and [5, 11]). A delay in
DNA extension signals the formation of the protein-mediated
bridge, and the length of the delay reflects the stability of the
protein–DNA complex.
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4 Notes

1. The authors used the 8.3-kb pBB10 plasmid cut with NcoI and
BamHI [3] in the described studies. Any DNA without large
long AT-rich stretches can be used instead. The DNA was
appended with DNA handles as described in the Subheading
3.1 to generate pBB10BD (Fig. 2).
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approximation in black. The approach is illustrated using the algorithm
developed in [4]. Potential steps are first identified at the time points where
the change in the denoised bead position occurs faster than a threshold (line on
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Fig. 6 A diagram (a) and an example (b) of magnetic tweezers analysis of DNA
bridging. The reaction is initiated by rotating the magnets by one turn to bring the
two DNAs into contact and then allowed to proceed for a desired time. The DNAs
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the life-time of the protein–DNA bridge. Note that the bridge is formed during the
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2. The following PCR protocol can be used for generating biotin-
and DIG-labeled DNA handles:

1 μM of forward and reverse primers, 1� Taq reaction
buffer, 1.5 mM MgCl2, 30 ng of pBB10 DNA for a 100 μl
reaction, 0.2 mM dATP, 0.2 mM dGTP, 0.2 mM dCTP,
0.130 mM dTTP, 0.070 mMDIG-dUTP, 4 U Taq Polymerase
for 100 μl reaction.
PCR program:

Denaturation: 3 min at 95 �C

23 cycles of: (1) denaturation for 40 s at 94 �C, (2) annealing
for 40 s at 56 �C, (3) extension for 2 min at 72 �C

Final Extension: 5 min at 72 �C

The long extension time (2 min) in the PCR program is needed
to achieve efficient amplification of DIG-labeled DNA frag-
ment. For biotin, one can reduce this time to 1 min.

3. The shown protocol is optimized to ensure high yield of beads
with a single attached DNA. If beads with two DNAs are
needed, the protocol needs to be modified as follows: In Sub-
heading 3.1, step 2, 2.5 μl of beads is mixed with 10 μl PBS.
The beads are then washed with 12.5 μl PBS (Subheading 3.1,
step 3) and the Reaction buffer (Subheading 3.1, step 4) and
resuspended in 20 μl Reaction buffer (Subheading 3.1, step 5).

4. The reaction buffer should be stored frozen at �20 �C or
�80 �C for extended periods of time but must be brought to
the room temperature prior to the use to reduce formation of
the air bubbles in the flow chamber. The capillary with the
beads can be safely left unattended overnight if filled with any
buffer containing 10 mM NaN3, which prevents bacterial
growth.
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Chapter 14

Applications of Magnetic Tweezers to Studies of NAPs

Ricksen S. Winardhi and Jie Yan

Abstract

Nucleoid-associated proteins (NAPs) are important factors in shaping bacterial nucleoid and regulating
global gene expression. A great deal of insights into NAPs can be obtained through studies using single
DNA molecule, which has been made possible owing to recent rapid development of single-DNA manipu-
lation techniques. These studies provide information on modes of binding to DNA, which shed light on the
mechanism underlying the regulatory function of NAPs. In addition, how NAPs organize DNA and thus
their contribution to chromosomal DNA packaging can be determined. In this chapter, we introduce
transverse magnetic tweezers that allows for convenient manipulation of long DNA molecules, and its
applications in studies of NAPs as exemplified by the E. coli H-NS protein. We describe how transverse
magnetic tweezers is a powerful tool that can be used to characterize the DNA binding and organization
modes of NAPs and how such information leads to better understanding of its roles in DNA packaging of
bacterial nucleoid and transcription regulation.

Key words Protein–DNA interactions, Magnetic tweezers, Gene regulation, Chromosomal packag-
ing, Nucleoid-associated proteins (NAPs), H-NS

1 Introduction

Bacterial nucleoid is a highly compact yet dynamic structure that
contains essential genetic information [1, 2]. There are few factors
that play a major role in nucleoid organization, namely DNA super-
coiling [3], macromolecular crowding [4, 5], and a set of DNA-
binding proteins collectively referred to as nucleoid-associated pro-
teins (NAPs) [6–8]. In addition "Applications of Magnetic Twee-
zers to Studies of NAPs"to their DNA architectural role, NAPs also
play an important role in regulating bacterial transcription, by gene
silencing or antisilencing [1, 8]. This dual role of NAPs is achieved
mainly via their DNA binding activities that alter the DNA confor-
mation and topology. As such, studies of DNA–NAPs interaction
will provide valuable insights into our understanding of bacterial
nucleoid.

The interactions between DNA and NAPs have been exten-
sively studied in biochemical bulk assays, usually related to their
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function in regulating gene expression.Most of the commonly used
methods include electrophoretic mobility shift assay (EMSA),
DNase I footprinting assay, chromatin immunoprecipitation
(ChIP), X-ray crystallography, and many others [9]. These techni-
ques provide important information regarding regulatory site,
function, and network, but they carry less information on the
physical aspects of the regulation, such as how the conformation
and topology of DNA–protein complex give rise to the regulatory
functions. Increasing amount of evidences has also revealed that the
physical aspect of protein binding is a crucial determinant of the
protein’s regulatory functions [10–12]. Another limitation of the
traditional biochemical bulk assays is that most of them do not
provide information on the roles of NAPs on nucleoid organiza-
tion. As such, there is a gap between the knowledge derived from
the biochemical bulk assays and the physical mechanism underlying
their function. To fill this gap, technologies that allow probing of
protein–DNA interactions at single DNA level are needed.

There are several methods that allow single DNA manipula-
tion, namely magnetic tweezers, optical tweezers, and atomic force
microscopy (AFM) [13]. These methods apply tensile force to the
two ends of a single DNA to measure its mechanical response. In
this chapter, we focus on magnetic tweezers, which is a simple and
versatile tool that offers a few advantages over other techniques,
including the capability of applying torque to DNA, force con-
straint operation, as well as low mechanical and thermal drift for
long-time measurements [13–16].

1.1 Development

of Transverse

Magnetic Tweezers

Most magnetic tweezers are typically designed with direction of
stretching force perpendicular to the focal plane, often referred to
as vertical magnetic tweezers. In this design, the diffraction patterns
of the bead are used to localize the bead along the force direction
with a nanometer resolution [17, 18]. The sensitivity of this bead
localization depends on several factors, including the distance from
the focal plane. Another configuration is transverse magnetic twee-
zers [19, 20], in which the direction of stretching force is in the
focal plane (Fig. 1a). The molecule of interest can be tethered on a
fixed surface (e.g., a coverslip edge) on one end and a superpar-
amagnetic bead on the other end. The accuracy of bead localization
by determining its centroid is typically around a few nanometers
depending on the objective lens magnification and the pixel size of
camera. The standard error of extension determination depends on
the level of fluctuation of the bead and the time window used to do
the average (see Subheading 1.3). Thus, the extension of the mole-
cule can be directly obtained from the centroid position of bead
relative to a reference point.

Transverse magnetic tweezers were first reported in 2004,
where the DNA was tethered in between a polystyrene bead fixed
on a micropipette and a superparamagnetic bead [19, 20]. The
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extension was determined by the center-to-center distance between
the two beads. Later on, the design was evolved to replace the bead
micropipette with the edge of a coverslip [21–25] or the wall of a
small square capillary tube [26, 27], which increased the through-
put of tether formation. The DNA can be tethered to the surface
and to the superparamagnetic bead in many ways, including strep-
tavidin–biotin, digoxigenin–anti-digoxigenin, sulfo-SMCC conju-
gation to thiol, and click chemistry labeling. This setup is contained
within a chamber that allows convenient buffer exchange (see Sub-
heading 3.2.2), and a pair of magnets is used to apply force on the
superparamagnetic beads.

1.2 Magnetization

Properties

of Superparamagnetic

Beads

The superparamagnetic beads used in magnetic tweezers experi-
ments contain many small single-domain magnetic nanoparticles of
around 8 nm in size, which is made of maghemite [28]. Each
particle can be considered as a magnetic dipole with a magnetic
moment of μ¼ volume� 340 kA/m� 1.6� 10�19 Am2 (or J/T).
Under a magnetic field ~B ¼ Bŷ, the dipoles interact with the field
with a potential energy of �~μ � ~B, which tends to align the dipoles
along the direction of the field. Competition with thermal fluctua-
tion results in a Boltzmann distribution of the alignment. The

Fig. 1 (a) In transverse magnetic tweezers, the molecule of interest is typically tethered to a coverslip on one
end and a superparamagnetic bead on the other end. Force is produced by the magnetic field generated from
a pair of oppositely oriented permanent magnet, and controlled by adjusting bead–magnet distance d. In this
configuration of magnetic tweezers, DNA molecules are stretched in the focal plane. End-to-end distance of
single double-stranded DNA molecule varies depending on the stretching forces. At lower forces, the DNA
adopts a more coiled conformation (scenario 1), while extended conformation is favored at higher forces
(scenario 2 and scenario 3). (b) Force–distance profile in magnetic tweezers. Force decays exponentially with
respect to distance away from the magnetic bead. This feature allows forces at other bead–magnet distance
values to be obtained via interpolation.
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magnetization of one dipole,m1, which is the average of~μprojected
along the direction of the field, has an analytical solution under an
approximation that it rotates freely:

m1

μ
¼ coth

Bμ

kBT

� �
� kBT

Bμ
ð1Þ

This defines a critical strength of the magnetic field of B∗ ¼
kBT/μ of ~0.03 T.

The magnetization of the magnetic bead is simply M ¼ Nm1,
with a maximum possible magnetization of M0 ¼ Nμ. The magne-
tizationM depends on magnet–bead separation d, as B is a function
of d. The magnetic bead has a potential energy of:

U dð Þ ¼ �1

2
~M dð Þ � ~B dð Þ ¼ �1

2
M dð ÞB dð Þ ð2Þ

The latter comes from the fact that the magnetization is parallel
to the direction of B. The force exerted to the bead is therefore
F ¼ �U0(d), where prime mark denotes a derivative. At small
bead–magnet distance of d where B� B*,M ~ M0 can be approxi-
mated as a constant and force decays in proportion to B. At large
bead–magnet distance of d where B � B*, M / B, U / B2, and
therefore F / BB

0
.

1.3 Force Calibration A bead tethered to a DNA under a force F along the x-direction
undergoes thermal fluctuation. Along a direction perpendicular to
the force (y-direction), the motion of the bead can be considered as
a bead linked to a spring with the origin located at the intersection
of x- and y-directions. The effective spring constant is k? ¼ F/xF,
where xF is the average extension at force F. Along the force
direction, the bead fluctuates around the equilibrium extension
under force, which can also be approximated as a bead linked to a
spring with the equilibrium extension as the origin. The spring
constant is the derivative of the force–extension curve of the
DNA, k|| ¼ f0(xF).

The correlation time of bead motions along the two directions
is 2πξ/ki, where ξ ¼ 6πηr is the drag coefficient and i ¼ ? or ||
denotes the direction. η is the fluid viscosity and r is the Stokes
radius of the particle. For example, using 2.8-μm magnetic bead to
apply a force of 1 pN to a DNA with an extension of 10 μm, the
correlation time in the direction perpendicular to the force direc-
tion is ~1.7 s, and the correlation time along the force direction is
~3.5 s. In order to accurately measure force based on fluctuation of
the bead, the sampling rate should be much faster than the recip-
rocal of the correlation times, and the measurement time window
should be much longer than the correlation times. As these condi-
tions are met, the measurements of force–extension curves are done
in thermal equilibrium, and the results and interpretations are
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independent from the size of the beads used. For example, the 2.8-
μm M270 or M280 bead is often used by many magnetic tweezers
groups because it can provide a large force range up to 100 pN
[16], while 1-μm bead is often used for applying smaller force [29].

A pair of permanent magnet produces an external magnetic
field, resulting in the bead experiencing a force directed toward
the magnet (Fig. 1a). The DNA is thus stretched along the focal
plane. The pair of magnets can be mounted on a micromanipulator,
such that the bead–magnet distance d and hence the force F exerted
on the magnetic bead can be adjusted. To measure the elastic
properties of DNA, we need both force and extension data. The
extension data at a given force is obtained from the projected end-
to-end distance of DNA along the force direction (from glass
surface to bead centroid, with an arbitrary offset). The force at a
certain magnet position can be obtained by the following equation
which is independent from the mechanical property of DNA (see
appendix of ref. 30):

F ¼ kBTx

δy
2

ð3Þ

where kB is the Boltzmann constant, T is the temperature, x is the
end-to-end distance of DNA, and δy is the fluctuation of the bead in
the y-direction.

In experiments, the force–distance profile forM270Dynabeads
in the magnetic field produced by neodymium rod magnets was
shown to follow a single exponential decay function in the force
range below 20 pN that is relevant to most of single-DNA manip-
ulation studies of protein binding [16, 31, 32]. Utilizing this
feature, one does not need to calibrate force based on bead fluctua-
tion at each bead–magnet distance d. One simply needs to measure
the force by Eq. 3 at a few bead–magnet distances (see Fig. 1b), and
forces at other values of d for the same bead can be obtained by
interpolation [16]. This procedure provides a quick and accurate
way of determining force in magnetic tweezers. The force is trans-
mitted to the tethered molecule, thus establishing a tension in the
molecule. The extension can be measured at different forces by
localization of the bead in real time. The dependence of extension
on the applied force, the so-called force–extension curve, carries
important information on the mechanical response of the molecule.

1.4 Force–Extension

Curve

The force and extension data obtained in single DNA stretching
experiments determine the elastic properties of DNA, which are
well described by the worm-like chain model (WLC) with its bend-
ing stiffness characterized by the bending persistence length [33].
The force–extension data are thus fitted with Marko–Siggia for-
mula [34], which is an interpolation formula that approximates the
force–extension behavior for ideal worm-like chain:
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FA

kBT
¼ 1

4
1� x

L0

� ��2

� 1

4
þ x

L0
ð4Þ

whereA is the persistence length that describes the bending rigidity
of DNA chain and L0 is the contour length of the DNA chain. The
persistence length of DNA is about 50 nm at physiological solution
condition [35–37]. The DNA bending persistence length A also
defines a characteristic force of kBT/A, which is ~0.08 pN for
dsDNA. At forces much greater than kBT/A, the exact analytical
solution was FA

kBT
¼ 1

4 1�x L0= Þ2
� . At forces much lower than the char-

acteristic force, the exact solution was also known: FA
kBT

¼ 3
2

x
L0
. The

Marko–Siggia interpolation formula converges and reproduces
exact solution in these two force regimes. At forces comparable to
kBT/A, deviation occurs with maximum difference up to 10% [36,
38]. Due to its simplicity and usefulness, Marko–Siggia formula is
widely used to fit single DNA stretching data.

As protein binding to DNA often results in local structural
deformations, the elastic properties of DNA can be used to study
protein–DNA interactions as reflected in the force–extension
curves [39]. As sketched in Fig. 2, if a protein causes stiffening of
the DNA backbone, the equilibrium extension of the DNA will be
longer than that of the naked DNA, with more prominent effect at
lower forces [10, 21, 40, 41]. In contrast, a DNA-bending protein
will have an opposite effect [42–45]. A DNA-intercalating protein
that elongates DNA backbone will cause a longer extension espe-
cially at larger forces as compared to naked DNA [46]. A protein
that causes condensation of DNA will be manifested by nonequi-
librium progressive extension reduction at low forces, which often

Fig. 2 The effect of DNA distortion upon protein binding to the force–extension
curves. Protein binding to DNA causes physical deformation and the resulting
nucleoprotein complexes have a different elastic behavior compared to naked
DNA. The binding and organization mode of NAPs can be inferred from the
changes in elastic properties as reflected in the force–extension curves
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results in hysteresis between force–extension curves recorded in a
force-decrease scan and a following force-increase scan [47–49].
These various changes to force–extension curves are used to deci-
pher the mechanism of protein binding to DNA.

1.5 Application

of Transverse

Magnetic Tweezers

Transverse magnetic tweezers technology has contributed signifi-
cantly to deciphering the binding and organization mode of many
NAPs as inferred from their effect on DNA elasticity [21, 26, 40,
41, 44, 47, 48, 50, 51]. These studies also determined various
crucial aspects of NAPs’ activities, such as the nature of DNA
distortion at the binding sites, the global organization of DNA at
large length scales, binding affinity, binding cooperativity, and
kinetics of binding [10, 36, 39, 47, 48, 52].

In this chapter, interaction between H-NS and DNA is taken as
an example of how single DNA manipulation can be used to study
protein–DNA interactions. H-NS is an abundant NAP, which plays
important roles in global gene silencing and organization of bacte-
rial nucleoid [53]. Previous single-molecule manipulation studies
have revealed that H-NS predominantly forms nucleoprotein fila-
ments on DNA at 50 mM KCl and <2 mMMgCl2, while bridging
starts to predominate at higher MgCl2 concentrations [10, 21, 54].
These DNA binding and organization modes have provided impor-
tant clues in understanding howH-NS functions in gene regulation
and chromosomal DNA packaging [12].

In single DNA manipulation, the stiffening and bridging
actions introduce different physical deformations that are reflected
in the force–extension curves. In the case of H-NS, DNA binding
and subsequent formation of a rigid nucleoprotein filament at
low MgCl2 concentration is expected to cause extension increase
compared to naked DNA at the same force (see Fig. 3a, scenario
1 and 2). At higher MgCl2 concentration, H-NS forms DNA
bridges and nonequilibrium DNA condensation is expected. As a
result, the extension of H-NS–DNA complex should progressively
fall below that of the naked DNA at the same force (see Fig. 3a,
scenario 3). Indeed, these scenarios were observed in experiments,
as shown in Fig. 3b for naked DNA (black data), H-NS–DNA
complex in 50 mM KCl (blue data), and H-NS–DNA complex in
50 mM KCl, 10 mM MgCl2 (purple data). Dynamics of pro-
tein–DNA interaction can also be directly observed, e.g., DNA
folding caused by H-NS bridges [21].

1.6 Interpretations

of Data Obtained from

Magnetic Tweezers

The data obtained from single DNAmanipulation can reveal wealth
of information regarding the mechanism of protein binding to
DNA, especially on the structural distortions caused by protein
binding (see Subheading 1.4). Single-molecule experiments also
allow interaction between a single DNA with controlled concentra-
tion of protein. Therefore, it can quantify binding affinity and
cooperativity of protein binding. For DNA stiffening proteins
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such as H-NS, the persistence length of H-NS–DNA complexes
can be measured at various concentrations (Fig. 3c). The protein
occupancy on DNA can be approximated from the experimentally
measured persistence length and fitted to Hills equation to obtain
dissociation constant and Hill coefficient, which describe the coop-
erativity of protein binding (Fig. 3d). In principle, the affinity and
cooperativity of DNA bending proteins can be determined in a
similar manner. In the case of DNA intercalating proteins, the

Fig. 3 (a) Schematic diagram depicting the length of naked DNA (scenario 1), H-NS–DNA complexes in 50 mM
KCl (scenario 2), and H-NS–DNA complexes in 50 mM KCl, 10 mM MgCl2 (scenario 3) at the same stretching
force. The DNA length varies as a result of protein binding. The experimental data that corresponds to these
illustrated scenarios is shown in panel (b) (see scenario 1–3). (b) Force–extension data of DNA and H-NS–DNA
complexes in several different buffer conditions. H-NS predominantly forms rigid nucleoprotein filaments in
50 mM KCl, while DNA bridging formation is favored at sufficiently high MgCl2 concentration (reproduced from
ref. 21 with permission from Cold Spring Harbor Laboratory Press). (c) Bending persistence length and contour
length of H-NS–DNA complexes at various concentrations were obtained by fitting with the Marko–Siggia
formula. (d) DNA occupancy (computed based on persistence length) was fitted with the Hill equation to obtain
the Hill coefficient and dissociation constant of H-NS binding to DNA (panel c and d are reproduced from
ref. 50 with permission from American Society for Biochemistry and Molecular Biology)
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affinity and cooperativity can be determined based on the amount
of contour length elongation ΔL0, which is proportional to the
number of bound molecules at different protein concentration.

The binding affinity obtained in such single-DNA stretching
experiments depends on the force applied to DNA. Obviously,
force will increase the affinity for DNA stiffening proteins, while
the affinity for DNA bending proteins is decreased. In order to
compare with the affinity measured in bulk assays, the results must
be extrapolated to zero force. In general, the dissociation constant
of a DNA binding protein under force, KD(F), is related to that
measured in the absence of force in bulk assay, KD(0), by

KD Fð Þ ¼ KD 0ð ÞeβΔϕG Fð Þ. Here ΔϕG Fð Þ ¼ � RF
0

xp fð Þ � xd fð Þ� �
df

is the force-dependent entropic conformational free energy differ-
ence between the bound and unbound states of DNA [55]. Since
the force–extension data of the bound and unbound states of DNA
can be measured, the extrapolation ofKD to zero force can be done
easily.

1.7 Features

and Limitations

of Transverse

Magnetic Tweezers

Transverse magnetic tweezers is capable of stretching very long
DNA tethers, and is limited only by the camera field of view.
Using 50� objective lens with a camera resolution of 640 � 480
pixels used in our experiments as an example, the maximum DNA
extension that can be detected is ~100 μm. This setup also allows
longer DNA (>100 μm) to be stretched by mounting the sample
on a high-precision motorized X-Y stage, which allows tracking of
the magnetic bead position beyond the camera field of view via
sample stage movement. With such motorized X-Y stage, the size of
the molecule that can be manipulated is virtually unlimited.

On the other hand, the minimum length of DNAmolecule that
can be reliably stretched depends on how the DNA is attached. On
one end, the DNA is attached to a magnetic bead, while at the other
end the DNA can be attached to a coverslip surface, a coverslip edge
[21] (detailed in this chapter), or to another bead that is either held
by a micropipette or immobilized on the surface [19]. If it is
directly attached to the bottom surface, force is generated at an
angle above the surface and the minimum extension of DNA that
can be stretched is when the bead begins to interact with the
surface, which is roughly the size of the bead. If the other end is
attached to the edge of a coverslip, force is generated on the focal
plane and the shortest extension that can be stretched is roughly
3 μm due to the coverslip edge shadow that prevents accurate
determination of bead position. If the other end of DNA is attached
to surface-immobilized bead or bead held by a micropipette [19],
the shortest extension that can be detected is <1 μm. For its
simplicity and capability of stretching DNA over a wide range of
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lengths, transverse magnetic tweezers is an ideal tool for investiga-
tion of physical organization of long DNA molecules by NAPs.

Although many insights regarding protein binding can be
obtained, single DNA manipulation experiments alone do not
provide information regarding the nucleoprotein structures
formed. As such, single DNA manipulation is often complemented
with single molecule imaging method such as atomic force micros-
copy (AFM). Single-molecule fluorescence imaging can also be
performed to obtain more insights on the dynamics of protein
binding to DNA, such as observation of nucleation and growth
process of protein binding to DNA [56]. Combined together, the
combination of single DNA manipulation and imaging can provide
a holistic understanding of NAPs–DNA interaction. In summary,
we have demonstrated the manipulation of single DNA using
transverse magnetic tweezers in the study of bacterial NAPs as
exemplified by H-NS. This method allows one to understand the
underlying mechanisms of NAPs’ action through their characteris-
tic DNA binding and organization modes.

2 Materials

2.1 Instrumentation The transverse magnetic tweezers setup consists of the following:

1. Inverted light microscope with a long working distance 50�
objective lens and a light source (IX-71, Olympus).

2. Glass channel (homemade, see Subheading 3.2 for details).

3. A pair of permanent magnets mounted on motorized micro-
manipulator (MP-285, Sutter Instrument).

4. CCD camera for image acquisition (Pike, Allied Vision).

5. An in-house written program for hardware control and data
acquisition (LabVIEW, National Instruments).

The use of long working distance 50� objective lens enables
the objective lens to be detached from the sample stage, thereby
temperature control via sample stage heater will not affect the
optics. In addition, translational motion of the magnets close to
the glass channel will not be blocked by objective lens. Thus, the
magnets can approach closer to the glass channel to achieve higher
forces.

2.2 Chemicals

and Buffers

1. Biotin-labeled λ-DNA (see Subheading 3.1 for preparation).

2. M280 superparamagnetic bead (Dynabeads, Thermo Fisher
Scientific).

3. Blocking and storage buffer (BSB) solution: 1% BSA in PBS
buffer.
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3 Methods

3.1 Preparation of

Biotin-Labeled DNA

1. Prepare reaction tube containing the following reagents to
label λ-DNA (48,502 bp) with biotin on both ends:

λ-DNA 500 μg/mL (50 μL)
1 mM biotin-dUTP (1 μL)
1 mM dATP (1 μL)
1 mM dCTP (1 μL)
1 mM dGTP (1 μL)
ThermoPol® Reaction Buffer 10� buffer (6 μL)
100 mM MgSO4 (2 μL)
Vent (-exo) DNA polymerase (1 μL).

2. Incubate the reaction tube at 72 �C for 30 min.

3. Use PCR purification kit (Qiagen) to remove nucleotides,
enzymes, salts, and other impurities from the DNA samples.

3.2 Transverse

Magnetic Tweezers

3.2.1 Coverslip Polishing

The coverslip edge is used as the anchoring point for DNA (not the
typical coverslip surface), and has to be polished prior to use in
order to improve smoothness. Multiple coverslips can be glued
together (using paper glue, for example), and polished with fine
sandpaper. After polishing, the coverslips are washed with acetone
and sonicated to remove the glue. Alternatively, the polishing job
can be conveniently outsourced to companies.

3.2.2 Coverslip

Preparation and Treatment

1. Wash the coverslip in piranha solution with 1:1:7 ratio of the
following: 95% H2SO4, 30% H2O2, and deionized H2O. Heat
the solution at 150 �C for 2 h.

2. Rinse glass coverslips thoroughly with deionized H2O and
sonicate for 5 min in MilliQ H2O. Do this three times.

3. Put coverslips in acetone and sonicate for 15 min.

4. Put coverslips in deionized H2O and sonicate for 15 min.

5. Incubate coverslip edges in 1% solution of (3-aminopropyl)
triethoxysilane (APTES) in methanol for 1 h (see Note 1).

6. Rinse and sonicate coverslips for 5 min in deionized H2O.

7. Incubate coverslip edges in 2.5% solution of glutaraldeyde in
PBS buffer for 4 h

8. Rinse and sonicate for 15 min in deionized H2O.

9. Incubate coverslip edges in 1 mg/mL streptavidin in PBS
buffer for 4 h

10. Rinse the coverslip edges with deionized H2O

11. Incubate coverslip edges in 0.5 M ethanolamine for 3 h

12. Rinse the coverslip edges with deionized H2O

13. Incubate coverslip edges in BSB buffer for blocking and pro-
longed storage (see Note 2).
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3.2.3 Glass Channel

Construction

Glass channel is constructed in such a way that it can contain a stack
of coverslips (see Fig. 4a, b). The glass channel can be made using
glass slides and coverslips, cut by diamond tip glasscutter to the
desired size. These components are then glued together with UV-
curing optical adhesives. At one end, a short capillary tube is
connected to a small tube for buffer reservoir, and this serves as
the inlet. On the other end, another short capillary tube is added
for the buffer outlet. During buffer exchange, buffer is added to the
inlet, and the solution can be drawn to the outlet by using tissue
paper. Alternatively, the outlet capillary tubes can be connected to
silicone tubing and the buffer is sucked out by syringe pump. This
allows an automated and more consistent buffer exchange. The
flow speed can also be reduced to prevent large drag force that
can potentially break the DNA tether during buffer exchange. This
glass channel can be reused from one experiment to another. One
simply needs to take out and replace the stack of coverslips in
between experiments.

Before each experiment, follow these steps:

1. Rinse the glass channel with deionized H2O and sonicate for
15 min.

2. A functionalized #0 coverslip is then sandwiched in between
#1.5 coverslips and Parafilm (see Fig. 4b), with the #0 functio-
nalized coverslip protruding out slightly (~1 mm).

3. Heat the stack of coverslips on a hot plate (~150 �C) to melt
the Parafilm and stick the coverslips together.

4. Insert the stack of coverslips into the glass channel (seeNote 3)
and seal the gap with wax (melt at ~150 �C before use).

Fig. 4 (a) Schematic diagram of the glass channel used in our experiments. Stack of coverslips is inserted into
the glass channel and sealed with wax to form a closed chamber. Solution inside the channel can be
exchanged via the capillary tubes that serve as the inlet and outlet. (b) Side view of the construct showing the
glass channel and the stack of coverslips. The DNA is tethered to the functionalized edge of the #0 coverslip on
one end and to streptavidin-coated magnetic bead on the other end
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5. The construct (stack of coverslips in glass channel) is then
mounted on a platform (not shown) that can sit well on a
microscope stage. Silicone glue or wax can be used to fix the
construct on the platform.

6. Flow 1 mL of PBS buffer into the channel.

7. Flow 1 mL of BSB buffer into the channel and incubate for
30 min or longer for effective blocking.

8. Flow 1 mL of PBS buffer into the channel.

3.2.4 Tethering DNA

Molecules to Coverslip

Edges

1. Flow in 0.5 ng/μL of biotin-labeled λ-DNA into the channel
and incubate for 5 min.

2. Rinse thoroughly with PBS buffer (~1 mL) to remove excess
biotin-labeled λ-DNA.

3. Flow in 200� diluted M280 superparamagnetic bead in PBS
buffer into the channel.

4. Turn the channel such that the magnetic bead will sink toward
coverslip edge. This step helps to increase the number of DNA
tethers attached to magnetic bead. Incubate for 2 min.

5. Rinse with 1 mL of PBS buffer to remove excess magnetic
bead.

3.2.5 Image Acquisition

and Analysis, Data

Collection

To visualize tether formation in the channel, the coverslip edge is
brought to the microscope viewing area (see Fig. 5 for an example).
A homemade LabView program can be written to couple image
acquisition and analysis with data collection. During experiments,
images containing the bead and the coverslip edge are continuously

Fig. 5 A screenshot of DNA stretching experiments using transverse magnetic
tweezers. λ-DNA is tethered in between coverslip edge and a superparamag-
netic bead (the DNA cannot be seen under a light microscope). A point along the
coverslip edge is chosen as a reference point, and the center of the bead is
continuously tracked to give real-time data of end-to-end distance. Any events
that affect DNA elasticity can be directly observed (reproduced from ref. 47 with
permission from Oxford University Press)
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acquired for real-time processing of the force and extension data.
The workflow for the experiments is as follows:

1. To change the magnitude of force, the permanent magnet is
translated along the x-direction (see Fig. 5). Magnet position
has to be aligned well along the y- and z-direction, such that
changing the magnet position along the x-direction will not
change the force direction (see Note 4).

2. The movement of the bead is tracked by locating the center of
the bead using centroid algorithm after applying a threshold to
the image to increase accuracy and resolution. An arbitrary
point on the coverslip edge is also tracked as a reference point
to calculate the end-to-end distance of the DNA. This point is
also used to minimize drift that may occur during experiments,
using image correlation analysis.

3. The variance of the bead motion perpendicular to the force
direction (y-direction) is obtained, and stretching force applied
to the bead can be calculated (see Subheading 1.3). To accu-
rately measure force based on bead fluctuation, the sampling
rate should be much faster than the reciprocal of the correla-
tion times of bead motions and the measurement time window
should be longer than the correlation times of bead motions.

4. End-to-end distance of the DNA is obtained from the differ-
ence between the bead centroid to the arbitrary point on the
edge of coverslip, minus an offset. The offset is to account for
the bead radius (1.4-μm for M280 magnetic bead) and portion
of the DNA that possibly attaches on the coverslip surface. The
offset is arbitrarily chosen such that the extension at a given
force obeys Marko–Siggia formula for a polymer with a persis-
tence length of ~50 nm. Following this, a few other extension
data should be obtained at other force values, and it should be
verified whether the molecule stretched consistently follows
the worm-like chain model with a similar persistence length.
If it is, the molecule stretched can be identified as a single DNA
molecule. Otherwise, it may be a multitethered DNAmolecule
or other possible nonspecific attachment. Another convenient
way to ensure single DNA tether in the setup is to increase the
force to ~65 pN, which is the overstretching transition force for
DNA. The extension of single DNA tether will increase up to
~1.7 times its contour length due to the transition from B-
DNA into S-DNA [25].

5. A set of force–extension data at a desired force range is then
obtained after verifying that the molecule stretched is a single
DNA molecule (Fig. 6). Force at a set of magnet position can
be calculated using Eq. 3 (see Note 5). Alternatively, a quick
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force calibration can be done by measurement at several mag-
net positions (e.g., between 1 and 10 pN), while forces at other
magnet positions can be obtained via interpolation (see
Fig. 1b). Note that due to the weight of the bead, the extension
values at lower forces are generally lower than expected.

6. Once force–extension data of single naked DNA is obtained
(seeNote 6), binding partner such as proteins can be flowed in.
The DNA is stretched at ~10 pN prior to introducing buffer to
minimize bead–surface interaction that may occur during
buffer exchange. Solutions containing protein sample is then
transferred to the inlet tube, and the solution in the glass
channel is exchanged by slowly withdrawing the solution via
the outlet either by either tissue paper or syringe pump.

7. Force–extension data in the presence of protein is obtained and
compared to that obtained in the absence of proteins to obtain
insights on the DNA binding and organization mode of the
protein of interest. Parameters such as bending persistence
length, contour length, dissociation constant, and binding
cooperativity can be extracted for more information on the
DNA–protein interaction.

Fig. 6 DNA extension and bead transverse position at various stretching forces.
The raw data was recorded at ~260 Hz (black lines) with 5 s smoothing window
(red lines). The DNA extension decreases as the force is decreased, and
increases as the force is increased. The position of the bead perpendicular to
the force direction (y-direction) remains largely constant regardless of the force,
indicating that the magnet is well aligned along the y-direction. Note that the
transverse fluctuation decreases as force is increased due to the fluctuation
being restrained by force
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4 Notes

1. During functionalization of coverslips edges, it is useful to
make a small homemade container that can fit the coverslip
edges. This will significantly reduce the amount of chemicals
needed, as the reaction needs to take place only at the edges.

2. For prolonged storage of functionalized coverslips, it is recom-
mended that 0.1% of sodium azide is added to prevent bacterial
growth. Typically, the functionalized coverslips can be used up
to 3 months after storage at 4 �C.

3. During insertion of the stack of coverslips to the glass channel,
the distance between the protruding #0 functionalized cover-
slip edge to the glass channel end will determine the maximum
force that can be applied during experiment. At a distance of
~1 mm, a maximum force of 10–20 pN can be achieved using a
2.8-μm M280 superparamagnetic bead.

4. As the force applied to the magnetic bead can have a compo-
nent along the y- and z-axis, the magnet position has to be well
aligned to minimize these components. To align the magnet
position along the y-direction, the magnet can be brought to
the microscope viewing area using 10� or 20� objective lens,
where the center between the two magnets can be found.
Alternatively, one can occasionally find DNA tethered to two
magnetic beads and align the magnet position such that the
two beads are aligned in y-direction. To align the magnet
position along the z-direction, a DNA molecule can be
stretched, and the magnet position is adjusted such that maxi-
mum extension is obtained at ~10 pN. Note that it is crucial to
do this y- and z-direction alignment step properly, as the end-
to-end distance measured in experiments is the projected DNA
extension to the x-direction. Any misalignment will cause the
measured end-to-end distance to be shorter than expected.
Figure 6 shows an example of DNA extension and transverse
position y when force is varied. A minimum variation of average
y at the measured force range indicates a good alignment along
the y-direction.

5. For measurement of force using the Eq. 3, care should be taken
to ensure that the system has accumulated sufficient data points
to calculate δy, the bead fluctuation in the direction perpendic-
ular to the stretching force. At lower forces, more time is
required for force calibration because of the larger magnitude
of bead fluctuation caused by thermal motion. See Subheading
1.3 for calculation of bead correlation time.

6. Care should be taken to ensure that no folding event occurs
during naked DNA stretching. This can be easily detected by
first measuring the extension at higher forces, then reduce the
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force subsequently to lower forces, before increasing the force
again through the same set of forces. Any hysteresis or discre-
pancies between the force-increase and force-decrease data
indicate DNA folding events, and such DNA tether should
not be used.
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Chapter 15

A User-Friendly DNA Modeling Software
for the Interpretation of Cryo-Electron
Microscopy Data

Damien Larivière, Rodrigo Galindo-Murillo, Eric Fourmentin,
Samuel Hornus, Bruno Lévy, Julie Papillon, Jean-François Ménétret,
and Valérie Lamour

Abstract

The structural modeling of a macromolecular machine is like a “Lego” approach that is challenged when
blocks, like proteins imported from the Protein Data Bank, are to be assembled with an element adopting a
serpentine shape, such as DNA templates. DNA must then be built ex nihilo, but modeling approaches are
either not user-friendly or very long and fastidious. In this method chapter we show how to use Graphi-
teLifeExplorer, a software with a simple graphical user interface that enables the sketching of free forms of
DNA, of any length, at the atomic scale, as fast as drawing a line on a sheet of paper. We took as an example
the nucleoprotein complex of DNA gyrase, a bacterial topoisomerase whose structure has been determined
using cryo-electron microscopy (Cryo-EM). Using GraphiteLifeExplorer, we could model in one go a
155 bp long and twisted DNA duplex that wraps around DNA gyrase in the cryo-EM map, improving the
quality and interpretation of the final model compared to the initially published data.

Key words DNA modeling software, Cryo-electron microscopy, Molecular dynamics, Protein Data
Bank, Macromolecular complex

1 Introduction

Cryo-electron microscopy allows to capture either in vitro or in
vivo the shape of a macromolecular complex with a mass higher
than 300 kDa. While the resolution is currently between 8 and 20 Å
depending on the observed specimen, it is now reaching between 4
and 2 Å for particles with a mass as low as 64 kDa making true “the
20-year old dream of being able to use cryo-EM to determine
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atomic-resolution structures” [1–3]. Once the cryo-envelope has
been obtained, crystal structures of the individual components
forming the complex are fitted into the envelope thanks to compu-
tational techniques. A “pseudo-atomic resolution” model of the
complex is obtained with an effective resolution higher than the
nominal resolution of the cryo-EM density map [4]. However,
when one of the components is DNA, no ad hoc crystal structures
are available, making necessary a 3D modeling approach to create
the serpentine shape of the DNA, position it in the cryo-EM map
with respect to the proteic elements, and complete the model.

Several open access tools are available to model DNA [5]. They
fall into two categories: some try to predict the conformation DNA
can adopt from its base pair sequence, while others consider that
the shape is known and build DNA onto the anticipated path.
3DNA and its web-based counterpart w3DNA [6] belong to the
first category as they are able to produce atomic structures of
nucleic acids based on a sequence given by the user. Nucleic Acid
Builder (NAB) [7] can do both (building of sequence-dependent
atomic structures and of arbitrary conformations). However, NAB
lacks a user interface so that direct interaction with the shape is not
possible and instructions are given via command lines instead (see
Note 1). GraphiteLifeExplorer [8], via a genuine user interface,
enables the modeling of DNA of arbitrary form, of any length,
within a few minutes. The tool incorporates a method in which
the helical axis is modeled as a quadratic or cubic Bézier smooth
curve in space [5, 8] (see Note 2).

As a proof of concept, we chose to work on the complex of the
full-length Thermus thermophilus DNA gyrase with a 155 bp DNA
whose pseudo-atomic structure was obtained for the first time
using cryo-EM data by Papillon et al. [9]. DNA gyrase is a type
2 DNA topoisomerase that solves topological problems occurring
in DNA during replication, chromosome segregation, or transcrip-
tion. It is the only type 2 DNA topoisomerase that is able to
introduce negative supercoils in DNA by transporting one DNA
double helix (T-segment) through a double-strand break in
another (G-segment) (Fig. 1). This essential role makes DNA
gyrase a target of choice for antibiotics.

Papillon et al. [9] used a DNA molecule of 155 base pairs in
their experimental procedure. The choice of this length was moti-
vated by previous footprinting studies arguing that this length
would be sufficient to completely wrap DNA around the protein
and potentially generate a DNA crossover captured within the
gyrase [10]. In addition to the possibility to generate a DNA
crossover, the DNA length of 155 bp was also thought to be able
to bind completely to the protein, preventing DNA ends to move
freely and generate heterogeneous species detrimental to the qual-
ity of cryo-EM maps.
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The experimental study by Papillon et al. shed light on many
aspects of the way DNA gyrase wraps and sequesters DNA. In
particular, the C-terminal β-pinwheel domains (CTD) were
resolved for the first time along with all the other domains of gyrase
(Fig. 3). The DNA gyrase model obtained initially by the authors
combining electron microscopy and DNA modeling was the start-
ing point to address important and pending questions, for instance:
what is the sequence of steps necessary to introduce negative super-
coils in DNA; which domains of DNA gyrase are involved in this
operation and how are they coordinated; how does gyrase recog-
nize positive supercoils in DNA; where and how is the DNA
crossover maintained within gyrase; and ultimately, how to disrupt
DNA wrapping using inhibitors?

The visualization for the first time of the quaternary structure
of DNA gyrase has answered some of these questions. However,
only 130 bp of duplex DNA could be modeled out of the 155 bp
sequence used in the experimental procedure since no similarly
long DNA structure was available in the databanks. The authors

Fig. 1 Simplified description of the supercoiling DNA gyrase cycle: the topoisomerase first binds a DNA
fragment (G-segment) and then captures a contiguous second duplex (T-segment) forming a positive
crossover. As the G-segment is cleaved, the T-segment is transported through the double strand break
while bound to the disk-shaped pinwheel. After transport, the double-strand break is resealed. Experimentally,
the DNA duplex must be long enough to generate the crossover but short enough to avoid floating ends
detrimental the quality of cryo-EM maps

DNA Modeling from CryoEM Data 195



faced major limitations to generate long DNA and introduce sharp
curvatures with the available modeling tools at the time. As a
consequence, the EM map could not be completely exploited and
the DNA crossover could not be modeled, leaving many structural
aspects of DNA supercoiling unanswered.

In this method chapter, we show how GraphiteLifeExplorer
[8] can be used to generate a full DNA duplex (155 bp and longer)
wrapping around DNA gyrase pseudo-atomic model that was
obtained from the cryo-EM data. We show how different DNA
lengths can be modeled effortlessly to help design new experi-
ments, formulate hypothesis, or feed Molecular Dynamics
simulations.

2 Materials

The tools necessary for this modeling protocol are UCSF Chimera
[11] (https://www.cgl.ucsf.edu/chimera/) and GraphiteLifeEx-
plorer (http://www.lifeexplorer.info/download/). Both tools are
available for OS X, Windows, and Linux.

Throughout this chapter, the user is invited to read specific
tutorials accessible at http://www.lifeexplorer.info/tutorials/.

The modeling process is started using three elements which can
be downloaded as Supplementary Data from MMB online:

1. A file gyrase.gsg readable by GraphiteLifeExplorer and contain-
ing the whole gyrase as a point cloud (see Note 3). The coor-
dinates of the gyrase, not freely available as a PDB file, were
provided by Papillon and coworkers and converted into a point
cloud. These coordinates were generated after docking and
connecting the X-ray structures of the gyrase individual
domains in the cryo-EM map EMDB-2361 [9]. It is assumed
that the reader has already performed a fitting of their protein
(s) of interest within a cryo-envelope to follow the method
presented in this chapter. The methods to fit protein(s) within
an envelope obtained from cryo-electron microscopy are not
shown here (for an overview, see ref. 12).

2. A file 2xct-DNA.pdb corresponding to a short 34 bp DNA
duplex extracted from the structure of the gyrase DNA-bind-
ing domain (PDB code 2xct). This structure guides DNA
modeling: it is centered inside the DNA-binding domain and
has to be extended from both extremities to generate a 155 bp
duplex as used for the experimental sequence.

3. The electronic density map EMDB 2361, fetched directly from
the software UCSF Chimera but accessible also on the EMDB
website (http://www.emdatabank.org/index.html).
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All the necessary files are available through as Supplementary
Data along with one of the DNA models created and discussed in
this protocol chapter and a video showing how to create DNA with
GraphiteLifeExplorer.

3 Methods

3.1 EM Map

Conversion and Import

in GraphiteLifeExplorer

Since we want to model a DNA duplex within the limits of a cryo-
EM density map, the first step is to convert the map (initially in the
CCP4 format recognized by file suffix *.map) into the Wavefront
OBJ geometrical format (recognized by file suffix *.obj) readable
by GraphiteLifeExplorer. This section describes the process.

1. Open UCSF Chimera, go to the File menu, Fetch by ID, check
EMDB, and type 2361. The corresponding EM map displays
along with the Volume Viewer popup window. In the Volume
Viewer popup window, type 0.55 in the Level box as proposed
by the authors of the map [9]. Go to the File menu, Export
Scene. . . choose a location for the file, give the file a name, for
instance 2361, choose OBJ as the File type and Save. The EM
map is now available with the name and extension 2361.obj, in
the geometrical 3D format Wavefront OBJ readable by Gra-
phiteLifeExplorer (see Note 4).

2. Open GraphiteLifeExplorer, go to the File menu, select Load,
and locate the element 2361.obj and open it. Again, go to the
File menu, select Load, and locate the file gyrase.gsg and open
it. In the same way, open 2xct-DNA.pdb (see Note 5). The 3D
scene looks like Fig. 2.

3. In the outliner (Panel 2, see Fig. 2), make sure that the map
“2361” is selected. In the light tab (Panel 4, see Fig. 2),
uncheck “surface style” and check “mesh style.” It is now
possible to see through the map. The color of the mesh can
be adjusted: the grey color for the mesh associated with the
default grey color of the background is convenient to model
DNA while the map is displayed. Select “gyrase” in the out-
liner, click on the Plain tab (right panel), and choose Molecule
and set “points size” to 2. Select “2xct-DNA” in the outliner,
click on the Plain tab, and choose Molecule and set “points
size” to 2. The 3D scene looks like Fig. 3.

The 3D scene is now ready for adding DNA in the cryo-EM
map. The goal consists of filling the spaces left empty by the gyrase
in the map and supposed to be where DNA stands.

3.2 DNA Sketching

with

GraphiteLifeExplorer

The objective of this step is to draw a DNA duplex of fixed length
that wraps around a specific domain of the DNA gyrase (called the
pinwheel C-terminal domain), runs in the middle of the complex
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based on the position of the short DNA in the crystallographic
structure (PDB ID: 2xct), and wraps around the second pinwheel
(Fig. 3). The length of the DNA molecule is to be set to 155 bp as
in the experimental setup.

To do so, GraphiteLifeExplorer is equipped with two drawing
tools. One of these allows to edit cubic Bézier curves and is well
suited to draw a complicated path like the one seen in a nucleoso-
mal particle (seeNote 6). Therefore, the cubic Bézier editor is used
here to bend DNA and make a continuous path between and
around the pinwheels. Figure 4 shows the path as a succession of

Fig. 2 GraphiteLifeExplorer User Interface. Zone 1 is the interactive 3D scene or 3D view where the user can
explore a content made of objects of various geometrical nature: here, the cryo-EM map is a white surface
(imported as a Wavefront OBJ file format) and the gyrase protein a point cloud (imported as a gsg file created
from atomic coordinates). Zone 2 (“the outliner”) is a list of all objects present in the scene. Zone 3 is the
classical menu bar from which the user mainly imports objects in the 3D scene. Zone 4 gives access to more
tabs: the one with the light is the shader tab that lets choose how an object selected in the outliner is displayed
(a surface, a mesh, a point cloud, spheres, etc.); the one represented by a pair of pliers is the toolbox tab giving
access to interactive tools available for the object selected in the outliner (particularly the tools dedicated to
DNA modeling); the screen effect tab (not visible, represented by the acronym FX) allows to choose among
various visual effects like ambient occlusion and cartoon representation. Zone 5 has several tabs allowing to
change the background color, view the scene content from various camera positions, etc. Zone 6 shows in
which mode the user stands: the “hand” icon here indicates that the user can navigate within the 3D scene
without provoking unwanted modifications to the content. There is a floating panel (not shown here) from
which the user can transform a point cloud into a surface or rewrite the atomic coordinates (write PDB button)
of a component that has been moved in the scene
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Fig. 3 DNA gyrase is a 320 kDa dimeric enzyme comprising an ATPase domain, a DNA-binding cleavage
domain and a disk-shaped domain (β-pinwheel) attached to the DNA-binding cleavage domain. The short DNA
duplex extracted from a crystal structure (PDB ID: 2xct) is used as a starting point to draw the path of the
155 bp modeled DNA

Fig. 4 The final DNA path made of control points that can be adjusted. In medallion, the path shown from the
top and with the protein omitted. The protein is represented as an atomic surface representation (surface
representation is not explained here, see Subheading 2 for relevant tutorials and see Note 8)
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control points around the gyrase model within the cryo-EM map.
The sketching is guided by the knowledge that:

1. DNA is in contact with the two pinwheels. An extra-density,
clearly seen in Fig. 5, remains around the pinwheels once the
protein atomic structures have been fitted in the density map;
the size of these extra-densities corresponds well to the diame-
ter of the dsDNA.

2. The DNA-binding cleavage domain of gyrase at the dimeric
interface has been crystallized with a short DNA portion indi-
cating a binding region in addition to the pinwheels.

Hereafter we show in details how to create a simple DNA path
with the cubic Bézier editor (a video is also available from Supple-
mentary Data):

1. From Subheading 3.1, step 3 above, the current 3D scene
contains the pseudo-atomic resolution model of the gyrase
embedded in its cryo-EM envelope (Fig. 3). Go to the Scene
menu (Panel 3, see Fig. 2), choose Create Object, then choose
Line (HexGrid by default) and name the object DNA, press
OK. “DNA” appears in the outliner (Fig. 6, steps 1–3).

2. To create the DNAmolecule, go to the “tool” tab, click on the
“Create cubic Bézier curves” button, and add two (control)
points in the 3D scene with the Left Mouse Button (Fig. 6,
steps 4–7) by dragging the mouse to the place you want to add
a point (exactly as if you were drawing a line instead of a point).

Fig. 5 Extra-densities (red arrows) around the pinwheels large enough to accommodate a 20 Å-wide DNA
double helix
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Go to the “light” tab and select “curve” instead of “plain.” The
DNA helical axis appears (Fig. 7) (see Note 7).

3. Add a third line to make the concept of a cubic Bézier construc-
tion clearer (Fig. 8). Go to the “light” tab, select “Atoms”
instead of “None,” an atomic representation is displayed (Fig. 9).

4. To modify the curve while keeping the atomic representation:
set “opacity” to 0.2 in the “light tab” so that the DNA path,
the points and the tangents become visible (Fig. 10). In the
“tool” tab (Fig. 11), click on “Edit cubic Bézier curves” and
move the control point, reorientate the tangents, increase their
length to see how the curve behaves. In particular, play with the
middle tangent to make the bending less severe if necessary and
remove the clashes between atoms that occur at the apex. In the
same way, adjust the tangents of the first and last points to
remove the structural irregularities occurring at the ends.
Repeat steps 1–4 to create a DNA model wrapping around
the gyrase (Figs. 4 and 12).

Making DNA models with various lengths in GraphiteLifeExplorer
can help for the interpretation of cryo-EM maps and provide clues
for the design of future experiments. Several questions were raised

Fig. 6 DNA modeling: steps 1–3 corresponds to the addition of a new element, called DNA, in the outliner. This
element is physically created in the 3D scene thanks to the steps 4–7. In this example, from the tool tab (step
4), the user selects the cubic Bézier editor (step 5), draws a first vertical line with the mouse (step 6) and a
second vertical line (step 7). Watch also the corresponding video in the Supplementary Data
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Fig. 8 Once the DNA path is displayed (step 8, Fig. 7) the user goes back to the tool tab, clicks on the first icon
of the cubic Bezier modeling tool and draws a third line (step 9)

Fig. 7 From the light tab, by clicking on the “curve” representation, the DNA path is displayed (step 8): one
clearly notices that the path is not a straight line connecting the two control point but it is tangent to the
vertical segments. This property allows to draw complicated shapes with a minimal number of control points
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Fig. 10 The user sets opacity of the DNA representation to see control points through the model (step 11). This
way the user can modify the model while keeping the atomic representation

Fig. 9 Once the third line has been added (step 9, Fig. 8), the user goes back to the light tab and selects
“Atoms” to obtain an all-atom representation (step 10). DNA must be selected in the outliner to apply any
effect on it
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3.3 Drawing

Hypothesis and

Guiding

Experimentations

by Papillon and coworkers since they were only able to sketch
130 bp out of 155 bp used in the experiments: (1) Are 155 base
pairs really enough to generate experimentally a crossover? (2)
What is the path taken by DNA to form a crossover? What does
the resulting crossover look like (knowing that it should be located
right at the center of the cryo-EM envelope at the enzyme inter-
face, in an area where its density cannot be distinguished from the
protein density at the resolution of the current map)?

The visual exploration of the whole gyrase complex shows that
the optimal size for a DNA construct clearly depends on the way
DNA binds the first disk-shaped pinwheel. If DNA surrounds
completely the “disk structure,” then a crossing between the G-
and the T-segments is not possible using 155 bp. The end of the T-
segment from a 155 bp duplex would just reach the entrance of the
DNA gate without forming the DNA crossover (Fig. 13). Since
GraphiteLifeExplorer allows to draw tortuous shapes of DNA in a
few minutes and adjust their length (seeNote 8), several models are
easily sketched that rather suggest an optimal length being com-
prised between 160 and 170 bp (Fig. 14b, c).

Fig. 11 Back to the tool tab, the user selects the second icon corresponding to the cubic editor and, in the 3D
scene, reorientates the tangents, modifies their length to soften the curve and get locally a structurally correct
arrangement of atoms (step 12). Notice that the icon in the left lower corner of the screen has changed
compared with Fig. 10. It indicates that the cubic Bézier tool is no more in the “creation” mode but in the
modification (or edition) mode
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Fig. 12 155 bp DNA model. The protein surface has been colored and various light effects (including ambient
occlusion) have been applied to the 3D scene to improve the 3D perception (see Subheading 2 for relevant
tutorials and see Note 8). In Medaillon, for comparison, the 155 bp DNA model created with GraphiteLifeEx-
plorer and the 130 bp DNA model obtained by the authors of the cryo-EM map [9] are shown together. The
building of the 130 bp model took days to be completed as it is made of short DNA portions docked to the
protein and sealed together. The 155 bp DNA duplex has been fulfilled in a few minutes with
GraphiteLifeExplorer

Fig. 13 The G- and T-segments of the contiguous 155 bp DNA are not crossing. We conclude that the initial
experimental setup including a 155 bp DNA might not generate a DNA crossover as anticipated while
designing the DNA sequence to form a complex with DNA gyrase
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Regarding the crossover architecture and the path taken by the
DNA, the visual exploration of the gyrase also leads to identify two
channels as a possible reentry for the T-segment (Fig. 14a). One
channel is larger but forces the DNA to wrap a longer portion of the
second pinwheel and to be kinked to reenter through the “blue”

Fig. 14 DNA channels trajectories inside the DNA-binding cleavage domain of
DNA gyrase. (a) Top and side views of the domain surface have been
represented in the upper image (pinwheels and the ATPase domains have
been omitted). The red and blue tubes materialize two grooves in the DNA-
binding cleavage domain of DNA gyrase that can accommodate a DNA duplex. (b
and c) Two possible models for the DNA crossover. The G-segment sits in the
middle of the protein, always parallel to the blue tube. The T-segment, if
extrapolated, could potentially follow two trajectories: one is parallel to the red
tube and the other reenters by the “blue” channel. Both DNA models contain
between 160 and 170 bp
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channel (Fig. 14b). Also, in this configuration, there is enough
room to accommodate the two strands with a correct curvature.
However, the G- and the T-segments are superimposed pointing in
the same direction, which is inconsistent with the formation of a
DNA crossover. The second “red” channel (Fig. 14c) provides
enough room for the G- and the T-segments to be superimposed.
However, it is narrower and would probably provoke slight rear-
rangements of the proteic domains in this region as DNA is pinched
by the two CTD-domains forming the DNA gate at closure. How-
ever, this configuration is in agreement with the existence of a true
crossover characterized by an angle of 60–70� between the G- and
the T-segments.

3.4 Export Capability A series of important scientific questions can be studied using
molecular dynamics simulations [13]. As an example, the models
of the complete gyrase/DNA complex can serve as a starting point
to study in atomistic details the conformational stability of the
DNA with the gyrase enzyme, and the dynamics of the complex
over time. To make this possible, the DNA modeled in Graphite-
LifeExplorer with the whole complex can be saved in the PDB file
format so that it can be used in a third-party software (see Note 9).
Note that the gyrase/DNA model used in this example consists of
roughly 29,000 atoms before including explicit solvation and
counter-ions which could translate in a system of more than half a
million atoms. For a system of this size, specialized computing
hardware (GPU, high performance cluster computing, etc.) is
recommended to achieve enough sampling time during MD
simulations.

To save the 3D scene in the GraphiteLifeExplorer GSG format,
go to the menu File, Save scene, give a name to the scene, for
instance model.gsg (the suffix *.gsg is mandatory) and press Save
(seeNote 3). Besides reading and exporting in the PDB file format,
GraphiteLifeExplorer can also read geometrical formats (like sur-
faces): Wavefront OBJ, 3DS, PLY, and Lightwave LWO. Surfaces
created in GraphiteLifeExplorer (from a PDB file for instance) can
be exported in the VRML format.

Figure 15 shows a chart synthesizing all steps from the very
beginning of the DNA modeling procedure to the generation of a
PDB file. The user can load in GraphiteLifeExplorer an interactive
model, model.gsg, containing the gyrase, the EM map, and one of
the two DNA models described at the Subheading 3.3.

4 Notes

1. 3DNA and NAB are popular and powerful packages that can
do more than modeling. Both allow to analyze the mechanical
parameters of any DNA molecule, be it single or double-
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stranded. NAB, as a part of the Amber suite of programs, also
allows to perform molecular dynamics based simulations.

2. mMaya is a free plugin for Autodesk Maya (a commercial
product). mMaya is equipped with DNA modeling capabilities
that go beyond what GraphiteLifeExplorer offers (custom
sequence, animation, etc.). It is accessible at: https://clarafi.
com/tools/mmaya/.

3. By default, a scene created and displayed in GraphiteLifeEx-
plorer is saved in a file with the suffix *.gsg. In this format
(Graphite SceneGraph), surfaces and DNAmodels are restored
as such. A structure initially opened as a PDB file and part of
the scene saved in the gsg file format is restored as a point cloud
(all information contained in the PDB file is lost except the
coordinates of the atoms). Background colors and light effects
are not included in the gsg file format.

4. A Wavefront OBJ file generally contains only polygonal faces
describing a surface. It does not contain color definitions that
are stored in a separate material library file (recognized by file
suffix *.mtl). As a consequence, a second file named 2361.mtl
is automatically created by UCSF Chimera. It contains color
information associated with the map and specified by the user
in UCSF Chimera. This file 2361.mtl is of no importance for
GraphiteLifeExplorer which does not read it (in GraphiteLi-
feExplorer the user can reassign any color to the map which is
white by default).

Fig. 15 Summary chart representing the different steps to model a DNA molecule in a protein complex fitted in
a cryo-EM map
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5. This structure (PDB code 2xct) of the DNA-binding cleavage
domain in complex with a short DNA duplex had been used by
Papillon et al. [9] to generate a complete model of the gyrase
fitting in the cryo-EMmap. In the text, 2xct-DNA.pdb refers to
the coordinates corresponding to DNA in the crystallographic
structure 2xct. We use it to guide the DNA sketching.

6. The DNA editor in GraphiteLifeExplorer proposes two tools:
the cubic Bézier tool and the quadratic Bézier tool. The qua-
dratic Bézier tool is intuitive: the user simply draws a line made
of control points that form the DNA path (or helical axis).
However, the smoothness of the curve cannot be perfectly
achieved (contrarily to the cubic mode) and kinks can be cre-
ated locally. The quadratic mode is ideal to model a straight
fiber or a sharply bent DNA. The cubic mode is less intuitive
(the user does not create a succession of points but tangents)
but allows to sketch perfectly smooth curves with a minimum
of control points. Note that “Control” in “control point”
means that a point can still be moved or suppressed once
created.

7. The icon in the left lower corner shows the current mode: at
Fig. 1 for instance, the “hand” indicates the navigation mode.
At Fig. 6, it indicates the cubic Bezier “Creation” mode. A
frequent mistake consists of willing to fly around the complex
while such a modeling mode is turned on. To avoid adding
control points we suggest a trick consisting of pressing the Ctrl
key for exploring the scene. This way, whatever the modeling
mode, the user automatically switches to the navigation mode.
The modeling mode is turned on again when we stop pressing
the Ctrl key.

8. A tutorial explaining how to fix the length of a DNA model is
accessible at http://www.lifeexplorer.info/tutorials/basics/
#fixlength. Also, a tutorial showing how to obtain a surface
representation from a protein atomic cloud can be found here:
http://www.lifeexplorer.info/tutorials/rendering/.

9. A tutorial showing how to export a DNA model in the PDB
format is accessible at: http://www.lifeexplorer.info/tutor-
ials/input-output/#pdb. The user can also save in PDB a
component previously opened as a PDB file thanks to a func-
tion named writePDB. This is useful when the component has
been moved with respect to another component. writePDB
allows to save the coordinates of all components in the same
frame of reference and to have, in a third-party software, the
components positioned relatively to each other exactly like in
GraphiteLifeExplorer. Note that writePDB does not save all
components in a single combined PDB file as Chimera does.
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Chapter 16

Multilocus Imaging of the E. coli Chromosome
by Fluorescent In Situ Hybridization

Bryan J. Visser, Mohan C. Joshi, and David Bates

Abstract

Fluorescence in situ hybridization (FISH) is a widely used technique to detect and localize specific DNA or
RNA sequences in cells. Although supplanted in many ways by fluorescently labeled DNA binding proteins,
FISH remains the only cytological method to examine many genetic loci at once (up to six), and can be
performed in any cell type and genotype. These advantages have proved invaluable in studying the spatial
relationships between chromosome regions and the dynamics of chromosome segregation in bacteria. A
detailed protocol for DNA FISH in E. coli is described.

Key words Fluorescence in situ hybridization, FISH, Bacterial chromosomes, E. coli chromosome

1 Introduction

Technological advances using fluorescently labeled DNA binding
proteins, such as the fluorescent repressor-operator system
(FROS), have revolutionized chromosome dynamics research
(reviewed in [1]). While these systems have the clear advantage of
allowing the tracking of genetic loci in living cells, they have signifi-
cant drawbacks. First, for every chromosomal site to be examined
(at best two in the same cell) a large array of protein binding
sequences must be cloned into the chromosome by homologous
recombination—often a difficult procedure because of their repeti-
tive nature (cannot PCR). Second, the resulting large protein com-
plexes often interfere with DNA replication [2] and may even
change the cellular localization of the genetic locus being analyzed.
Fluorescent in situ hybridization (FISH) requires no cloning, does
not involve an in vivo tag of any kind, and can be performed in any
strain. Since several genetic loci (up to six) can be analyzed simulta-
neously, FISH is particularly suited for analyzing the spatial rela-
tionship between chromosome regions and was the primary tool
used to document chromosome cohesion in E. coli [3–5].
Undoubtedly, bacterial FISH is underutilized because it is
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technically challenging and most protocols have been optimized for
eukaryotic cells. We describe here a highly optimizedmethod that is
based on pioneering work by Sota Hiraga [6], and later modified in
our E. coli chromosome dynamics studies [3, 5, 7]. The methods
are applicable to a variety of gram-negative and gram-positive bac-
teria with minor adjustments to the permeabilization procedure
due to differences in cell wall structure.

2 Materials

2.1 Fluorescence

Imaging System

As FISH markers contain only a few fluorescent molecules, the
primary consideration when choosing an imaging system for
FISH is light sensitivity. Sensitivity is determined largely by the
imaging sensor or charge-coupled device (CCD), with the most
sensitive cameras having very large pixels with a high dynamic
range. These cameras generally have electron multiplying sensors
(EMCCD) with quantum efficiency (the percentage of photons
detected) approaching 100%, thus capable of detecting a single
photon. However, with increased pixel size there is an equal reduc-
tion in spatial resolution for the object being imaged. While this is
usually not a concern with interpretation of FISH signals on
eukaryotic chromosome spreads, bacterial applications often
require resolution to the light limited value of ~0.2 μm. By sam-
pling theory, the image pixel size must be less than half the desired
resolution (0.1 μm). Under 100� magnification, this corresponds
to an actual CCD sensor pixel size of less than 10 μm. Note that
further reduction in CCD pixel size does not confer any additional
gain in resolution because of the light diffraction limit. Cameras,
especially EMCCD types, also require an active cooling system
(e.g., peltier block or liquid nitrogen) to reduce thermal energy
(dark current) that can activate the CCD sensors. With FISH’s
typical long exposure times, dark current can significantly reduce
the ability to detect weaker signals. Lastly, fluorescence excitation
and emission filters most useful for multicolor FISH are narrow
spectrum bandpass filters designed to reduce bleed-through of
fluorescent signals into adjacent filter channels (cross talk; Fig. 1).
Because background fluorescence is generally present in all wave-
lengths, long exposures with a narrow spectrum filter produce a
higher signal-to-noise ratio than short exposures with a wide spec-
trum filter.

1. Fluorescence microscope: the most important features of a
fluorescence microscope are high quality (and clean) optics, a
high numerical aperture objective, and a multichannel filter
wheel or cube turret for illuminating and observing specific
fluorescent dyes. Motorized stages and computer-controlled
filter selection and image acquisition save time and allow pre-
cise three-dimensional imaging.
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2. Illumination source: the most common light source is a high-
pressure mercury arc lamp, which has several intensity peaks
that correspond to excitation spectra of several fluorescent
dyes. An alternative light source is a xenon lamp, which has a
more homogeneous spectral coverage and is able to excite far-
red dyes better than mercury lamps. Light-emitting diode
(LED) illumination technology is rapidly emerging, but may,
as of yet, not provide sufficient light output for FISH.

3. Fluorescence bandpass filters: multicolor FISH demands nar-
row wavelength excitation and emission filters to avoid cross
talk between channels. Six-color FISH with minimal cross talk
can be performed using the dyes and filter sets shown in Fig. 1.

Fig. 1 Fluorescence spectra for six-color FISH. (a) Absorption and emission spectra for six fluorescent dyes as
indicated; (BV) Brilliant Violet (BD Biosciences, San Jose, CA, USA), (AF) Alexa Fluor (ThermoFisher Scientific).
(b) Excitation and emission filter sets (Chroma Technology Corp, Bellows Falls, VT, USA) to image six
fluorescent dyes with minimal cross talk (dichroic mirror spectra not shown)
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4. CCD camera: a sensitive camera with reasonably small pixels
and active cooling (example, EMCCD 1K � 1K 8 μm pixel
camera C9100-02, Hamamatsu Photonics, Japan).

5. Image processing and analysis software: dedicated image pro-
cessing software is required to align phase contrast and fluores-
cent images of the same field, adjust brightness and contrast,
and remove out of focus signal (deconvolution). Image analysis
software facilitates FISH signal detection, measurement, and
recording (see Subheading 3.3.2). Processing and analysis soft-
ware may be coupled with acquisition software or separate.
Examples are Metamorph (Molecular Devices, Sunnyvale, CA,
USA), Axiovision (Carl Zeiss Microscopy, Jena, Germany), and
the open source Micro-Manager (www.micro-manager.org).

2.2 Cell Fixation and

Hybridization

1. Phosphate-buffered saline (PBS): 80 mM Na2HPO4, 20 mM
NaH2PO4, 100 mMNaCl in dH2O. Mix and adjust pH to 7.5
with HCl. Autoclave, then filter through 0.2 μm membrane.
Stable at room temperature for several months.

2. 2.5% formaldehyde: immediately before use dilute 16% EM-
grade formaldehyde from a sealed ampoule (Electron Micros-
copy Services, Hatfield, PA) to 2.5% in PBS (see Note 1).

3. Glucose–Tris–EDTA buffer (GTE) for cell permeabilization:
20 mM Tris–HCl (pH 7.5), 10 mM EDTA, 50 mM glucose in
dH2O.

4. 10 mg/ml Lysozyme: dissolve in dH2O, pass through 0.2 μm
syringe filter, and store small single-use aliquots at �20 �C for
up to 6 months.

5. Subbed microscope slides: soak frosted slides in a NaOH–etha-
nol solution (2 M NaOH, 50% ethanol in dH2O) in a glass
staining dish for 1 h, then rinse continually with dH2O for
10 min (place jar under running water). Transfer the slides
(without drying) to a plastic staining dish filled with poly-L-
lysine solution (0.01% poly-L-lysine in 0.1� PBS) and soak
with gentle shaking for 1 h. Rinse the slides three times in
dH2O and dry with compressed air to avoid streaks. Prepared
slides may be stored in a desiccator for several weeks.

6. 20� SSC: 4MNaCl, 0.4M sodium citrate in dH2O, pH to 7.5
with HCl, and autoclave.

7. 50% dextran sulfate: dissolve 2.5 g dextran sulfate in 2.5 ml
dH2O at 60 �C with stirring. Filter through 0.2 μmmembrane
and store at �20 �C.

8. Denaturing solution: 50 ml 2� SSC, 70% formamide (recently
deionized), 0.1 mM EDTA in dH2O. Verify that pH is 7.0–7.5
with a test strip. Solution may be reused up to 1month if stored
at 4 �C.
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9. 1.2� hyb buffer: 60% formamide, 2� SSC, 12% dextran sul-
fate, 30 mM Na2HPO4, 30 mM NaH2PO4 in dH2O. Store
small single-use aliquots at �20 �C for up to 1 year.

10. Several glass staining dishes, both upright (~50ml volume) and
horizontal (~200 ml volume) styles. Horizontal staining dishes
have removable racks and are convenient for transferring the
slides rapidly between successive treatments.

11. 85 �C heating source for denaturing genomic DNA in situ:
heated circulating water bath, thermal cycler with in situ PCR
attachment, or solid aluminum dry block incubator (see Sub-
headings 3.2.3, 3.2.4)

12. Hybridization chamber: fill an empty tip box (holds four slides)
or large Tupperware with inner rack with ~1 cm water. Preheat
container to 37 �C before hybridization and cover with light-
proof material.

13. Blocking buffer: 1 ml 0.1% Tween 20, 2% BSA in 1� PBS.

14. 10� 40,6-diamidine-20-phenylindole dihydrochloride (DAPI):
3 μg/ml in dH2O.

2.3 Probe Labeling

(Nick Translation)

1. Nucleotide stocks: 5 mM each of dATP, dGTP, dCTP, dTTP,
and fluorescent or hapten-labeled dUTP.

2. 10� nick translation buffer: 0.5 M Tris–HCl (pH 7.5), 0.1 M
MgSO4, 1 mM dithiothreitol (DTT). Store single-use aliquots
at �20 �C.

3. 25� enzyme mix: 5 U/μl DNA Pol I and 0.05 U/μl DNase I
in storage buffer (25 mM Tris–HCl pH 7.5, 1 mM DTT,
0.1 mM EDTA, 50% glycerol). Store small single-use aliquots
at �20 �C.

4. Stop buffer: 0.5 M EDTA (pH 8.0).

5. TE buffer: 10 mM Tris–HCl (pH 7.5), 1 mM EDTA.

6. Sephadex spin columns.

7. Small volume spectrophotometer.

3 Methods

3.1 Probe

Preparation

DNA probes can be labeled enzymatically by nick translation, PCR,
or random-primed synthesis using a fluorescent nucleotide. Alter-
natively, a biotin or hapten-labeled nucleotide may be used that is
subsequently detected by a fluorescently conjugated streptavidin or
antibody. Although indirect labeling methods utilizing secondary
fluorescent antibodies produce an amplified signal, they generally
have higher background fluorescence and fewer labels can be used
in one experiment due to the limited number of available hapte-
n–antibody pairs. Alternatively, fluorophores can be chemically
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conjugated to dsDNA, with the universal linking system (ULS)
being the most common commercially available method (Ulysis
Nucleic Acid Labeling Kit, ThermoFisher Scientific, Waltham,
MA, USA). Nick translation, our preferred labeling method
(described below), is relatively inexpensive, works well with a wide
range of fluorescent nucleotides, and has the advantage of produc-
ing short DNA fragments without secondary sonication steps. All
steps using fluorescent dyes should be performed under low light
conditions.

1. Prepare several micrograms of a 2–6-kb DNA fragment at the
site of interest by PCR amplification or plasmid purification.
Although probes as small as 100 bp can produce detectable
signals, longer probes are brighter and less prone to sequence-
specific differences in labeling and detection efficiency. It has
also been reported that probes prepared from whole plasmids
increase FISH signals due to chain hybridization of vector
sequences at the site of genomic target [8].

2. Prepare a 50 μl nick translation reaction in a 0.5 ml PCR tube
on ice: 5 μl 10� nick translation buffer, 1 μg template DNA (in
1–23 μl H2O), 5 μl 5 mM dATP, 5 μl 5 mM dCTP, 5 μl 5 mM
dGTP, 2.5 μl 5 mM dTTP, 2.5 μl 5 mM fluorescently labeled
dUTP, 2 μl 25� enzyme mix, and bring volume to 50 μl with
dH2O.

3. Mix well, incubate at 15 �C for 3 h, and place reaction on ice.

4. Run 5 μl of the reaction on an agarose gel to check for proper
fragment length (200–500 bp). If fragment length is >500 bp,
add 1 μl of enzyme mix and incubate for an additional 3 h at
15 �C (see Note 2).

5. Stop reaction by adding 2 μl Stop Buffer.

6. Remove unincorporated fluorescent nucleotides by passing
through a Sephadex spin column using the manufacturer’s
protocol, then precipitate the DNA with ethanol and resus-
pend in 15 μl TE.

7. (Optional) To calculate labeling efficiency, measure the optical
density of the labeled probe using a small volume spectropho-
tometer at 260 nm and at the excitation maximum of the
fluorescent dye and apply the following equation:

dye/base ratio ¼ (Absdye � ECdsDNA)/(Abs260corr � ECdye),

where the extinction coefficient for dsDNA (ECdsDNA) is 6600,
and the corrected 260 nm absorbance (Abs260corr) is calculated
from:

Abs260corr ¼ Abs260 � (Absdye � CF260).
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Extinction coefficient (ECdye) and absorbance contribution at
260 nm (CF260) of the dye are provided by the supplier. Incorpora-
tion rates>0.03 (3 dye molecules per 100 bases) are acceptable and
are typically 0.05–0.08 in nick translation reactions.

3.2 In Situ

Hybridization

3.2.1 Cell Fixation

To preserve chromosome morphology during chemical and tem-
perature treatments of FISH, DNA and protein must be fixed prior
to FISH treatment. Aldehyde fixatives, either formaldehyde or
glutaraldehyde, physically cross-link proteins and nucleic acid and
offer excellent morphological preservation. Glutaraldehyde forms
cross-links between more distantly separated molecules and is often
used in combination with formaldehyde. Commercial 37% formal-
dehyde solutions (formalin) often contain up to 10% methanol,
which can cause protein clumping, so we recommend using sealed
ampoules of formaldehyde that are made by dissolving polymerized
formaldehyde (paraformaldehyde) in dH2O under nitrogen. Alco-
hol fixatives preserve morphology by precipitating proteins and
nucleic acids, and can result in greater accessibility for FISH probes
over cross-linking fixatives. However, precipitation causes signifi-
cant contraction of neighboring molecules and can visibly alter
cellular morphology. The addition of acetic acid, which causes
cellular swelling, can counteract alcohol induced contraction.

1. Pellet ~2 � 108 cells from an exponentially growing culture
(approx. 2 ml at OD ¼ 0.2) by centrifugation at 5000 � g for
3 min at room temperature. This quantity of cells is sufficient
for a single FISH experiment including lysozyme optimization.

2. Resuspend cell pellet thoroughly in 1 ml 2.5% formaldehyde in
PBS by gently pipetting up and down.

3. Incubate tube at room temperature for 15 min, then on ice for
an additional 30 min.

4. Wash cells three times in 250 μl ice-cold PBS by repeated
centrifugation (5000 � g for 2 min at 4 �C). Resuspend the
cell pellet in 200 μl ice-cold PBS, and store at 4 �C up to
1 month (cross-links reverse slowly in aqueous conditions).

3.2.2 Lysozyme

Treatment

Prior to hybridization, cells must be permeabilized with lysozyme
to allow probe entry. This step varies significantly between bacterial
species, with gram positives requiring more vigorous treatment.
However, even within a species cell wall composition is affected
by genotype and growth conditions, and the activity of lysozyme
stocks can vary. Overdigestion can undermine the membrane integ-
rity to the point that cells burst, and underdigestion prevents
adequate probe penetration. In our experience, improper lysozyme
digestion is the most common cause of poor FISH signals, and it is
well worth the effort to optimize lysozyme treatment for every
experiment.
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1. Pellet 200 μl fixed cells (5000 � g for 2 min at room tempera-
ture) and resuspend in 45 μl GTE.

2. Add 5 μl diluted lysozyme (freshly diluted to 25 μg/ml in GTE
from frozen 10 mg/ml stock), place into a 37 �C heated block,
and start a timer.

3. At 1-min intervals, transfer 5 μl cells to 45 μl ice-cold GTE.
Take a total of six samples. Place all tubes in ice.

4. With the flat side of a pipette tip, spread 5 μl of each sample
(keeping the rest of the sample on ice) onto a ~20 � 20 mm
area on a poly-L-lysine coated slide and allow to dry 10 min on
the bench.

5. Assemble four staining dishes containing room temperature
PBS, 70% ethanol (in dH2O), 85% ethanol, and 100% ethanol.
Alcohol baths can be reused in later steps.

6. Place the five slides into a staining rack and immerse into the
four dishes in order of increasing ethanol for 1 min each then
dry the slides with compressed air.

7. Apply 3 μl PBS with 0.3 ng/μl DAPI, add coverslip, and image
cells.

8. A range of cell morphologies should be observed with shortest
lysozyme treatments appearing completely intact and the lon-
gest treatments appearing burst with DNA outside the cell
(Fig. 2). The optimal lysozyme treatment for FISH will have
mostly intact cells but a few (1–5%) burst cells. If no burst cells
are observed in the longest incubation sample, place the undi-
luted reaction at 37 �C for additional time.

9. Spread 10 μl diluted cells from the best time point over the
entire area (~20 � 40 mm) of a poly-L-lysine-coated slide and
allow to dry 20 min on the bench (use a desiccator in humid
conditions).

Fig. 2 Lysozyme test slides show underdigested, correctly digested, and overdigested cells. Formaldehyde
fixed E. coli were permeabilized with lysozyme and incubated for the indicated times and stained with DAPI
before imaging with a 100� objective. By 4 min in this example some cells have lost their integrity, but many
high-quality cells remain for analysis. Bar is 5 μm
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3.2.3 Denaturation

and Hybridization,

Immersion Method

Traditionally, genomic DNA is denatured in a large volume of hot
denaturing solution containing 50–70% formamide, followed by
ethanol dehydration and addition of denatured probe DNA in
hybridization buffer. An alternative method is provided (Subhead-
ing 3.2.4), in which genomic DNA and probe DNA are denatured
simultaneously directly in hybridization buffer using a thermal
cycler or heated block.

1. Mix 1–2 μl labeled probe DNA (~60 ng/μl in TE) with 10 μl
1.2� hyb buffer. Add dH2O to 12 μl if necessary.

2. Denature probe DNA for 5 min at 80 �C then place on ice.

3. Wash the slides in fresh PBS for 5 min at room temperature,
then in 70%, 85% and 100% ethanol for 1 min each. Dry the
slides gently ~2–5 s with compressed air. Chill the 70% ethanol
on ice for a later step.

4. Place the slides into 50 ml preheated denaturing solution for
5 min at exactly 75 �C in a heated water bath. Temperature is
critical; place a clean thermometer directly in denaturing
solution.

5. Dehydrate again by transferring the hot slides into ice-cold 70%
ethanol, then room temperature 85% and 100% ethanol for
1 min each. Dry the slides gently with compressed air and
proceed immediately to the next step or store the slides in a
desiccator.

6. Apply the denatured probe (12 μl) to the center of a 40 mm
coverslip and place inverted slide onto the coverslip to avoid air
bubbles. Hydrophobic plastic hybridization slips (Thermo-
Fisher Scientific) result in a more even distribution of hybridi-
zation buffer over the slide surface.

7. Seal edges of coverslip with rubber cement and place the slides
into a prewarmed hybridization chamber at 37 �C. Hybridize
in the dark for 12–24 h.

3.2.4 Denaturation

and Hybridization, Dry

Block Method

1. Immerse the slides in 50 ml fresh PBS for 5 min at room
temperature, then in 70%, 85% and then 100% ethanol for
1 min each. Dry the slides gently ~2–5 s with compressed air.

2. Mix 1–2 μl labeled probe DNA (~60 ng/μl in TE) with 10 μl
1.2� hyb buffer. Add dH2O to 12 μl if necessary.

3. Apply probe mixture to the center of a 40 mm coverslip (plastic
or glass) and lower an inverted slide onto the coverslip, and seal
the edges with rubber cement.

4. Place the slides into an in situ PCR block, and program the
cycler for 80 �C for 5 min then 4 �C for 3 min (temperature
ramp times account for slide thickness). Alternatively, two solid
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aluminum blocks (dry incubation blocks turned upside down)
at 80 �C and 4 �C may be used.

5. Transfer the slides into a prewarmed hybridization chamber
and hybridize in the dark at 37 �C for 12–24 h.

3.2.5 Washing and

Mounting

To remove unhybridized probe and nonspecific hybrids, a series of
washes is performed with increasing stringency. Usually only weakly
stringent washes are sufficient to remove nonspecific hybridized
probe, but the slides can be rewashed under more stringent condi-
tions if excessive background is present (see Note 3).

1. Carefully remove rubber cement from the coverslips, but do
not remove coverslips from the slides.

2. Immerse the slides in 50 ml room temperature 2� SSC with
gentle agitation. Coverslips should come off easily in the buffer.
Do not pull, pry, or slide coverslips.

3. Wash the slides in 50 ml 37 �C 2� SSC 50% formamide for
10 min with gentle agitation (rotary platform).

4. Wash the slides again in 37 �C 2� SSC then once in room
temperature 2� SSC (10 min each). Drain the slides.

5. (Optional) If using an antibody to detect probe, add 0.1%
Tween 20 to above washes. Drain the slides, apply 50 μl block-
ing buffer, incubate for 15 min at room temperature. Drain the
slides, apply 50 μl diluted antibody in blocking buffer, and
incubate for 1–6 h in hybridization chamber at room tempera-
ture. Wash the slides three times with 500 μl PBS containing
0.1% Tween 20 for 5 min each at room temperature. Repeat
blocking, annealing, and washing steps if using a secondary
antibody. Drain the slides.

6. Allow the slides to dry 30 min on the bench then add 10 μl
mounting medium with 0.3 μg/ml DAPI (optional). To aid
spatial alignment of multiple channels (colors) of the same
field, add diluted multifluorescent beads (e.g., TetraSpeck
Microspheres, ThermoFisher Scientific) in the mounting
medium.

7. Seal edges of coverslips with nail polish. The slides may be
stored temporarily at 4 �C or for several months at �20 �C.

3.3 Imaging

and Analysis

3.3.1 Image Acquisition

and Processing

To maximize signal detection, it is important to utilize as much of
the dynamic range of your CCD sensor as possible. With typically
dim FISH signals, this means taking very long exposures (up to
several seconds) with an antivibration table to reduce blurring. It is
also important to equalize signals among all colors (channels) by
adjusting exposure times and output of the excitation light source.
For most applications, increasing sensitivity by pixel binning is not
an option with bacterial FISH due to loss of spatial resolution.

222 Bryan J. Visser et al.



Acquisition of multiple images through the z-axis allows the cap-
ture of signals on the nucleoid periphery that might be outside the
focal plane. Subsequent deconvolution to reduce out of focus light
can result in a higher signal-to-noise ratio. Pixel shift, or misalign-
ment of phase contrast and fluorescent images taken of a single
field, is caused primarily by slight changes in the angles of dichroic
mirrors or the filter cubes themselves. Post-acquisition image align-
ment is facilitated by the addition of multifluorescent beads on the
slide.

1. Take several test exposures with each filter set and adjust expo-
sure times such that average signal brightness (pixel grey value)
is ~10–50% of the capacity of the CCD sensor. This will allow
subsequent 2� bright signals to fall within the range of the
camera. Use a nonhybridized slide as a negative control.

2. Take final images using the same optimized acquisition settings
for each channel. Scan over the entire slide surface, as some
regions will have better signals than others. Be sure that each
image contains at least one fluorescent bead.

3. Adjust brightness and contrast settings for each channel as
needed to visualize fluorescent signals (e.g., Fig. 3). Impor-
tantly, these steps only affect how the 16-bit CCD image
(65,536 grey values) is scaled for viewing on an 8-bit monitor
(256 grey values), they do not change the raw image data or
affect downstream image analysis as long as images are not
saved as 8-bit conversions.

4. Align individual channel images using the multifluorescent
beads as a reference.

Fig. 3 Five-color FISH with DAPI in E. coli. Phase contrast with DAPI fluorescence image (left panel). Combined
5-color FISH image (right panel ). E. coli cells exponentially growing in minimal media (containing�2 chromo-
somes) were hybridized with 3 kb probes targeted to five equally spaced (~500 kb) sites on the E. coli
chromosome. Probes were labeled by nick translation with the following nucleotide base conjugates:
digoxigenin-dUTP secondarily detected with anti-digoxigenin BV480 (blue), AF488-dUTP (green), AF546-
dUTP (yellow), AF594-dUTP (red ), and AF647-dUTP (magenta). Brightness and contrast of color channels
were independently adjusted and merged into a composite image in Axiovision. Bar is 5 μm
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5. For 3D applications, obtain three to five z-axis images for each
channel. Perform deconvolution (these steps alter the raw
image data). Some deconvolution algorithms are additive
(increasing overall image brightness), and thus raw images
must be well below the bit depth dynamic range to avoid
pixel saturation. Proprietary deconvolution algorithms differ
widely among and within different software packages, and must
be chosen empirically with your particular images.

3.3.2 Signal Calling

and Quantification

FISH signals at well-separated loci appear as round, diffraction-
limited spots (foci) with a radius (width of the point spread func-
tion) determined by the microscope optics and wavelength of light
imaged (infra-red foci are approx. twice the size of blue foci). Spot
detection programs, such as FocusCounter [9], Spatzcells [10],
FindFoci [11], MicrobeTracker [12], and Oufti [13], find and
characterize foci by fitting signal intensity profiles to a Gaussian
function. Signals resulting from hybridization of probe to target
DNA can be discriminated from background signals (free dye
molecules, cross-fluorescence, or autofluorescence) by selecting
foci with the highest intensity. These programs also automatically
detect cell outlines (segmentation) for numeration of foci per cell
and localization of foci within cells. As the efficiency of detecting
any given locus is always less than 100%, focus counts will under-
represent the actual number of spatially separate loci in the cell.
When accurate focus counting is important (e.g., using FISH to
determine the frequency of segregated loci), measured counts can
be adjusted upward by the factor of detection inefficiency, which is
calculated from target copy number (e.g., by qPCR or flow cyto-
metry) and the fraction of cells exhibiting zero foci [5].

4 Notes

1. Although paraformaldehyde depolymerizes to formaldehyde in
water, some manufacturers may still label solutions as parafor-
maldehyde. Aqueous formaldehyde decomposes rapidly when
exposed to air and heat, precipitating and oxidizing to formic
acid, and should be made fresh from a sealed ampoule for every
experiment. Formaldehyde is highly toxic and gloves should be
worn when handling concentrated solutions under a fume
hood.

2. Resulting fragment sizes in nick translation reactions are also
dependent on the ratio of DNA Pol I and DNase I, and we have
found that an activity ratio of 100:1 (0.6 U/μl/h DNA Pol I
and 0.006 U/μl/h DNase I) produces ideal fragment sizes in
3 h. However, variations in enzyme activity of commercially
supplied stocks may result in fragment sizes that are over or
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under the optimal 200–500 bp range. In these cases, the
concentration of DNase I should be increased or decreased,
respectively, to produce the desired fragment size. For this
reason, new enzyme stocks should be tested prior to use.

3. High background as indicated by abundant signals (foci) in and
around cells can be caused by a number of factors including
improperly cleaned slides, excessive debris in cell samples, or
inadequate washing after hybridization. Signal over the entire
nucleoid indicates additional stringent washes are required.
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Chapter 17

Imaging the Cell Cycle of Pathogen E. coli During
Growth in Macrophage

Gaëlle Demarre, Victoria Prudent, and Olivier Espéli

Abstract

The study of the bacterial cell cycle at the single cell level can not only give insights on the fitness of the
bacterial population but also reveal heterogeneous behavior. Typically, the DNA replication, the cell
division, and the nucleoid conformation are appropriate representatives of the bacterial cell cycle. Because
bacteria rapidly adapt their growth rate to environmental changes, the measure of cell cycle parameters gives
valuable insights for the study of bacterial stress response or host–pathogen interactions. Here we describe
methods to first introduce fluorescent fusion proteins and fluorescent tag within the chromosome of
pathogenic bacteria to study these cell cycle steps; then to follow them within macrophages using a confocal
spinning disk microscope.

Key words parS sites, Microscopy, Fluorescence

1 Introduction

This method is dedicated to the investigation of the bacterial cell
cycle during host infection, via the observation by fluorescence
microscopy of chromosome tags, nucleoid-associated protein, and
FtsZ ring formation. The bacterial cell cycle has been studied for
decades in controlled conditions of laboratory growth. Most of the
work has focused on growth in the absence of environmental stress.
However, in their natural environment bacteria frequently encoun-
ter lack of nutrients and oxidative, genotoxic, or acidic stress. The
progress of imaging methods allows for the evaluation of the bac-
terial cell cycle during host cell infection. The present protocol
describes classical methods of cell cycle analysis by fluorescence
microscopy adapted to the imaging of AIEC (Adherent Invasive
E. coli) LF82 bacteria [1] during growth inside acidic phagolyso-
some of macrophages.

FROS (Fluorescent Represssor Operator Sequence) [2, 3] and
parS/ParB-GFP [4] tags have been used to label specific loci and
follow chromosome choreography [5, 6]; the number of foci
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within a given cell is also a good indication of the availability of
nutrients in the environments [7]. The labeling of the chromosome
with the nucleoid associated protein HU fused with mCherry [8] is
also an indicator of the environment encountered by the bacteria.
The shape of bacterial nucleoid changes according to the nutrient
used by the bacteria [9] and when genotoxic [10] or oxidative stress
[11] is present. Finally cell division can be monitored by the obser-
vation of the main septal ring protein FtsZ [12, 13]. FtsZ polymer-
ization is targeted by two cell cycle checkpoints, the SOS regulon
and the Nucleoid Occlusion system that would modify the timing
of division and provoke cell elongation [14, 15]. Therefore, imag-
ing of the origin of replication, the nucleoid, and the septal ring are
good indicators of the bacterial adaptation to an environmental
challenge. We selected HU-mCherry, oriC::parS/ParB-GFP, and
FtsZ-GFP fluorescent reporters because they produce robust sig-
nals that tolerate fixation and successive illumination during Z stack
acquisition and can be accurately scored by image analysis tools
such as Oufti [16], Fiji [17], or ObjectJ (https://sils.fnwi.uva.nl/
bcb/objectj/index.html).

2 Material

2.1 Plasmids,

Strains, and Primers

Human cell line:

THP1 (ATCC® TIB202™).

Bacterial Strains:

LF82 [18] Δbla (a generous gift from Nicolas Barnish).

MG1655 Hu-mcherry [19].

Plasmids:

pKOBEGA (pSC101, amp, TS) [20].

pCP20 (pSC101, amp, TS) [21].

pAD37 (R6k, cm) [22].

pFH2973 [23].

pFWZ5 [24].

Primers:
Construction of the HU-mCherry strain

hupA-up AAGGATAACTTATGAACAAGACTC

hupA-down AACAGTAATTGCGAACCTTCGG

hupA verif up CGTCGCACTCGATGCTTAGC

hupA verif down CCAGTGGATTTGCTGAAGACC
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Insertion parSpMT1 (pAD37) (FRT-aph-FRT-parSpMT1).

UpT1 50<50nt homology to oriC region (position-position) >CGG
CTG ACA TGG GAA TTA GCC

DownT1 50<50nt homology to oriC region (position-position) >GGT
CTG CTA TGT GGT GCT ATC T

2.2 Reagents:

Stock Solutions

All solutions must be prepared using ultrapure water (by purifying
deionized water, to attain a sensitivity of 18 MΩ-cm at 25 �C).

Prepare the following buffers and stock solutions. Unless oth-
erwise specified, filter solutions using a 0.2 μm low protein binding
nonpyrogenic membrane.

10% glycerol in H2O cold.

Lennox broth (LB).

100 mg/ml ampicillin.

50 mg/ml kanamycin.

30 mg/ml chloramphenicol (pAD37).

20% arabinose.

1M IPTG.

2.3 Cell Culture 800 μg/ml PMA (phorbol 12-myristate 13-acetate).

RPMI 1640 without L-glutamine supplemented with 10% decom-
plemented fetal bovin serum and 2 mM glutamine (Life
Technologies).

Keep at 4 �C no more than 1 month.

1� phosphate buffer saline (PBS).

24-well plate (1.9 cm2, no coating).

2.4 Cell Fixation Cold methanol kept at �20�C.

Fluorescence mounting medium: Dako S3023.

Microscope slides: 76 � 26 mm.

Microscope glass coverslips, 12 mm diameter, no coating.

2.5 Molecular

Biology

and Microbiology

Material

Shaker: Infors Minitron.

Water bath.

Vacuum concentrator: miVac, Genevac.

PCR: C1000 Thermal cycler, Bio-Rad.

Electroporator: Micropulser, Bio-Rad.
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2.6 Microscope Inverted Zeiss Axio Imager with spinning diskCSUW1 (Yokogawa):

100� objective, NA¼ 1.4, oil, WD¼ 0.13 (WD: working distance
in mm).

Camera ORCA-Flash 4.0 digital CMOS.

Lasers:

490 nm at 150 mW.

561 nm at 100 mW.

642 nm at 110 mW.

Metamorph Premier 7.6 software.

3 Methods

3.1 Strain

Construction

AIEC LF82 will be genetically engineered to observe the nucleoid
with HU-mCherry, the origin of replication with a parSpMT1 tag
and the septal ring with a plasmid expressing FtsZ-GFP.

a. Transform AIEC LF82 with the plasmid pKOBEGA

Prepare competent bacteria using a protocol adapted for the
strain of interest. For AIEC LF82, a culture of OD ¼ 0.6 is
washed 3 times in ice-cold 10% glycerol and the final resuspen-
sion volume is 1/250 of the initial volume.

Transform 50 μl of competent bacteria with 30 ng of
pKOBEGA.

Plate at 30 �C on ampicillin (100 μg/ml).

b. Construction of AIEC LF82HU-mCherry strain with λRed
(γ, β, exo) recombination [21]

b1. Prepare competent bacteria expressing λ Red (γ, β, exo)
proteins as follows:

Dilute 500-fold an overnight culture of AIEC LF82 con-
taining pKOBEGA in 50 ml LB (100 μg/ml amp, 0.15%
arabinose).

Incubate with shaking at 30 �C up to OD600nm ¼ 0.6.

Incubate at 42 �C for 15 min.

Chill the culture in an ice–water bath for 15 min.

Centrifuge for 10 min at 5000� g at 4 �C.

Discard the supernatant and wash cell pellet with 25 ml of
10% cold glycerol.

Centrifuge for 10 min at 5000� g at 4 �C.

Wash cell pellet with 12 ml of 10% cold glycerol.
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Centrifuge for 10 min at 5000� g at 4 �C.

Wash cell pellet with 6 ml of 10% cold glycerol.

Centrifuge for 5 min at 5000� g at 4 �C.

Resuspend the cell pellet in 150 μl 10% cold glycerol.

b2. Transform with hupA-mcherry PCR product prepared as
follows
Perform 10 PCR of 50 μl:

PCR Mix for 50 μl.
5 μl 10� Extaq buffer.

5 μl dNTP mix (2 mM each).

50 ng of genomic DNA (strain MG1655HU-mcherry).

2.5 μl of 10 μM primer hupA-up.

2.5 μl of 10 μM primer hupA-down.

1 unit Extaq Polymerase.

33.7 μl H2O.

PCR conditions:

Initial denaturation:

98 �C—3 min.

30 cycles:

98 �C—10 s.

57 �C—30 s.

72 �C—1 min/kb.

Final extension:

72 �C—10 min.

Hold:
12 �C.

The expected fragment size is about 3 kb.

Concentration of PCR product:

Use PCR purification kit to clean the DNA (three columns for 10
PCRs, elution with 100 μl elution buffer per column); pool the
three elutions in one tube.

Concentrate the DNA with a vacuum concentrator at 45 �C up to a
final volume of 30 μl.
Dialyze 30 min on filter membrane (Millipore 0.02 μm) floating on
a petri dish filled with ultrapure water.

Electrotransformation of the PCR product:

Preincubate the electroporation cuvette (2 mm) in ice.
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In a microcentrifuge tube mix ~5 μg of PCR product with 90 μl
of the electrocompetent bacteria.

Transfer the mix to the precooled cuvette. Keep on ice.

Dry the cuvette. Insert it in the electroporator and immediately
pulse at 2500 V.

Immediately add 1 ml of LB. Mix thoroughly with the bacteria
and transfer to a 2 ml tube.

Incubate for 1 h at 37 �C with shaking.

Plate 100 μl of the transformation on 75 μg/ml kanamycin plate
(see Note 1).

Centrifuge for 2 min the rest of the transformation tube.

Remove the supernatant.

Resuspend the cell pellet with 100 μl of LB, plate it on 75 μg/ml
kanamycin plate.

Incubate overnight at 37 �C.

c. Delete the kanamycin gene through the flipase/FRT
recombination

When it is required, the kanamycin resistance gene can be
removed with Flp recombination using the protocol described
in [21]. Choose knS and ampS colonies.

d. Construction of AIEC LF82 HU-mCherry strain with a
parSpMT1 tag near oriC

Prepare parSpMT1 product by PCR as described in paragraph b2
with 1ng of pAD37 as template and the primers UpT1 and
downT1. The size of the expected fragment is about 1.7 kb.

Transform the AIEC LF82 HU-mcherry strain with the pKO-
BEGA plasmid.

Prepare AIEC LF82 HU-mcherry pKOBEGA competent bac-
teria expressing lambda red (beta exo and gam) proteins as
described in the paragraph b2.

Transform the strain HU-mcherry oriC::parSpMT1-FRT-aph-
FRT with the pFH2973. Select transformants on 100 μg/ml
ampicillin plates.

e. Construction of AIEC LF82 HU-mCherry strain with a
plasmid expressing FtsZ-GFP

Transform the AIEC LF82HU-mcherry strain with the pFWZ5
plasmid.

3.2 Infection a. Differentiation of THP1 monocytes in macrophages (see
Note 2)

Prepare a 5 � 105 cell/ml cell suspension in the cell growth
medium.
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Just before use, dilute 5 μl of the 800 μM stock of PMA in 195 μl
of growth medium (see Note 3).

Add diluted PMA at a 1000� dilution into the cell suspension.

Introduce a circular coverslip in each well.

Load 1 ml of cell suspension in each well. Remove the bubbles
from under the coverslip by softly pressing on the coverslip with
a pipette

Incubate for 18 h at 37 �C with 5% CO2.

b. AIEC LF82 culture

Growth the AIEC LF82 strain of interest overnight in LB
supplemented with 100 μg/ml ampicillin and 2 μM IPTG (to
induce ParB-GFP from pFH2973). Measure OD600nm, it
should be close to 4.

Dilute them in 1� PBS up to an OD600nm of 0.4.

c. Infection

Check the THP1 cells; they should form heaps (see Note 4).

Wash the differentiated macrophages with 1� PBS. Eliminate
the medium by inverting the plate over a trash bin and then
above an absorbing paper.

Add 1� PBS drop by drop on the wall of the well.

Mix gently by rotation.

Add 1 ml of growth medium.

Add 78 μl of the bacterial suspension.
Mix gently by rotation.

Centrifuge for 10 min at 900 rpm at room temperature.

Incubate for 10 min at 37 �C with 5% CO2.

Wash twice with 1� PBS.

After the second wash, remove the last drop of PBS with a
micropipette.

Add 1 ml of cell growth medium supplemented with 50 μg/ml
gentamycin in each well.

Incubate for 40 min or 24 h at 37 �C with 5% CO2.

3.3 Cell Fixation and

Slide Preparation

a. Fixation of infected cells

At the selected time point the cell should be fixed before
imaging.

Wash twice with 1 ml of 1� PBS.

Add 1 ml of 1� PBS and slowly add 1 ml of methanol (kept at
�20 �C) (1 Vol methanol/1 Vol PBS) (see Note 5).
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Immediately remove the PBS þ methanol mix.

Add very slowly 1 ml of methanol.

Incubate for 5 min on ice.

Keeping the methanol add very slowly 1 ml of 1� PBS.

Remove the PBS þ methanol mix.

Add very slowly 1 ml of 1� PBS.

Keep in PBS at 4 �C till mounting.

b. Slide mounting

Load one drop (10 μl) of Dako on the microscope slide.

Remove the coverslip from the plate with a pair of pliers.

Damp the coverslip in fresh 1� PBS.

Drain the PBS for the coverslip holding the coverslip with the
pliers.

Dry the coverslip by touching an absorbing paper with the edge
of the coverslip.

Transfer the coverslip onto the Dako drop, the side of the
coverslip with the cell/bacteria should face the slide.

Incubate overnight at room temperature in the dark.

3.4 Imaging and

Image Processing

Imaging is performed on a Zeiss Axio imager microscope equiped
with Yokogawa W1 spinning disk confocal head. Routinely, Z
stacks of 36 images with a step of 0.4 are recorded to observe the
complete macrophage volume. Laser excitations are performed at
488 nm for 600 ms at 80%, 561 nm for 200 ms at 20%, phase
contrast for 50 ms. Image acquisition is controlled by Metamorph
software.

Images are processed with Fiji for background subtraction, Z
projection, Z plane color coding, and 3D reconstructions (Fig. 1).
Object counting can be performed in 2D before or after Z projec-
tion with Fiji, Oufti, or ObjectJ. Three-dimensional object count-
ing and measurements can be performed after deconvolution
(Huygens, Scientific Volume Imaging) with a 3D reconstruction
and analysis tool (Imaris, Bitplane).

4 Notes

1. LF82 transformant selection on kanamycin plates required a
kanamycin concentration of 75 μg/ml. This concentration may
need to be adjusted in order to avoid false positive and to allow
the kanamycin resistance from a single chromosomic copy of the
kanamycin resistance gene.
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2. One to three-week-old THP1 monocytes are differentiated
within macrophages.

3. Do not introduce a micropipette in the growth medium bottle.
Transfer with a pipette a small volume of the medium in an
eppendorf tube. Pipette the 195 μl from the eppendorf tube.

4. If the macrophages do not form heaps, they are not adherent
and thus not differentiated.

5. Methanol and PBS are added very slowly to avoid detachment of
the cells.
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Chapter 18

Measuring In Vivo Protein Dynamics Throughout the Cell
Cycle Using Microfluidics

Roy de Leeuw, Peter Brazda, M. Charl Moolman, J.W.J. Kerssemakers,
Belen Solano, and Nynke H. Dekker

Abstract

Studying the dynamics of intracellular processes and investigating the interaction of individual macromo-
lecules in live cells is one of the main objectives of cell biology. These macromolecules move, assemble,
disassemble, and reorganize themselves in distinct manners under specific physiological conditions
throughout the cell cycle. Therefore, in vivo experimental methods that enable the study of individual
molecules inside cells at controlled culturing conditions have proved to be powerful tools to obtain insights
into the molecular roles of these macromolecules and how their individual behavior influence cell physiol-
ogy. The importance of controlled experimental conditions is enhanced when the investigated phenome-
non covers long time periods, or perhaps multiple cell cycles. An example is the detection and quantification
of proteins during bacterial DNA replication. Wide-field microscopy combined with microfluidics is a
suitable technique for this. During fluorescence experiments, microfluidics offer well-defined cellular
orientation and immobilization, flow and medium interchangeability, and high-throughput long-term
experimentation of cells. Here we present a protocol for the combined use of wide-field microscopy and
microfluidics for the study of proteins of the Escherichia coli DNA replication process. We discuss the
preparation and application of a microfluidic device, data acquisition steps, and image analysis procedures to
determine the stoichiometry and dynamics of a replisome component throughout the cell cycle of live
bacterial cells.

Key words Single-molecule techniques, Fluorescence imaging, Microfluidics, DNA replication,
Escherichia coli

1 Introduction

Wide-field fluorescence imaging, based on conventional optical
microscopy, can resolve structures in living cells down to approxi-
mately 200 nm, due to the diffraction limit of light. Although
higher resolution microscopy techniques exist [1, 2], wide-field
fluorescence imaging can still provide accurate information on the
dynamics of single proteins inside living cells. Moreover, in combi-
nation with microfluidics it provides a reliable and statistically
sound single-molecule method to observe the motion and
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stoichiometry of individual proteins inside living cells [3]. To
extract this information and subsequently gain insight into the
ongoing biomolecular processes, obtained fluorescence images
have to be treated with quantitative image analysis procedures.

To investigate dynamic processes during the cell cycle and obtain
statistically relevant data it is essential that the environment for each
studied cell is equivalent. Microfluidic devices are ideally suited for
such studies with time-lapse fluorescence imaging, as they offer well-
defined cellular orientation and immobilization, provide a constant
flow and interchangeability of nutrients, and allow for high-
throughput long-term experimentation of cells. The main advantage
of using microfluidics compared to more conventional methods
(e.g., the agarose gel [4]) is that, due to the uniform flow of nutri-
ents, the cell’s environment can be altered and set equivalent for
every measured cell. This environment can also be modified homo-
geneously by changing the flow through the device (see Note 1).

This chapter describes the acquisition and post-processing anal-
ysis of wide-field fluorescence microscopy images obtained using a
microfluidics device (see Fig. 1). First, the preparation of Escherichia
coli (E. coli) cells from a genetically engineered strain is described.
Second, the fabrication of a microfluidic device loaded with E. coli
cells that can be readily used for fluorescence imaging is explained.

Fig. 1 Wide-field microscopy with a cell-loaded microfluidic device. The
microfluidic device used for performing long time-lapse fluorescence
microscopy. E. coli cells are immobilized in growth channels perpendicular to
a main trench through which growth medium is actively pumped. Fifteen
channels are monitored in one field of view, with the channel height being
1 μm. The main trench height is ~15 μm. (inset) A brightfield image and
corresponding YPet-β2 fluorescence image (80 ms laser light exposure) are
acquired every 2.5 min for the duration of the time-lapse experiment
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Finally, the operation of the microscope and the custom-built
image analysis procedures are discussed in detail.

This protocol is illustrated by using data of fluorescently labeled
β2-sliding clamps (DnaN), a DNA-binding protein with key func-
tions in DNA replication in E. coli. They are used as markers to
quantify the timing of the DNA replication cycle. A characteristic
feature of the β2-sliding clamp is that it remains DNA-bound
during replication (high intensity signal) and diffuses freely when
replication ceases (low intensity signal). This allows for the deter-
mination of the replication time by observing the evolution of the
fluorescence intensity of spots within the cells over time. We rec-
ommend the use of the β2-sliding clamp in addition to other
proteins of interest so that processes can be accurately linked to
the DNA replication cycle of the cell.

2 Materials

2.1 Microscope Our optical setup is based on a customized commercial Nikon Ti-
Eclipse microscope.

1. Commercial Nikon Ti-Eclipse microscope equipped with a
Nikon CFI Apo TIRF 100�, 1.49NA oil immersion objective.
The microscope is operated in epifluorescence (EPI) mode.

2. Electron Multiplying CCD (EMCCD) Andor iXon 897 cam-
era operated by a personal computer (PC) running Nikon NIS-
elements 4.20.01 software.

3. Cell outlines are imaged using the standard Nikon brightfield
halogen lamp and condenser.

4. The fluorescence excitation is performed using an Omicron
Laserage LightHUB containing a 514-nm laser.

5. The LightHUB is coupled into a single-mode optical fiber
(KineFLEX) connected to the TI-TIRF-E arm input of the
microscope.

6. The emission of the fluorescent proteins is projected onto the
central part of the EMCCD camera using custom filter sets:
Chroma Z514/10�, ET540/30 m, ZT514rdc-tirf (YPet
514 nm).

7. Custom design commercial temperature control housing
(Okolabs) enclosing the microscope body.

8. Sample position controlled with a Nikon stage (TI-S-ER
Motorized Stage Encoded, MEC56100) with the Nikon Per-
fect Focus System to eliminate Z-drift during image
acquisition.
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9. To synchronize camera shutter control with laser exposure, a
National Instruments BNC-2115 connector block is used and
controlled with NIS-elements.

2.2 PDMS

Microfluidic Device

Preparation

1. Sylgard 184 Silicone Elastomer Kit to make PDMS in various
consistencies.

2. 1H,1H,2H,2H-perfluorodecyltrichlorosilane 97% to make
PDMS mold hydrophobic.

3. VWR International 22� 22 mm coverslips, Thickness No. 1 or
1.5, Cat. No. 631-0124, used for imaging the PDMS device.

4. HelixMark peristaltic pump tubing, Ref 60-825-27 for inlet
and outlet.

5. BD 10 mL Syringe Luer-Lok Tip, Ref 300912. þ BD Micro-
lance 3 20G 1½00—Nr. 1, 0.9� 40mm, Ref 301300 to contain
the medium.

6. F560088-90 dispensing needle, standard with thread. Rosa, ø
0.58 mm, 90�, ½00, to connect the tubes with the PDMS
device.

7. Harris Uni-Core Multipurpose sampling tool, ø 0.75 mm to
puncture holes in PDMS.

8. Harvard apparatus 11 plus syringe pump to control flow.

9. BSA Molecular Biology Grade. B9000S 20 mg/mL Lot:
0051502. Qty: 0.6 mL. Supplied in: 20 mM Tris–HCl,
100 mM KCl, 0.1 mM EDTA and 50% glycerol (pH 8.0 at
25 �C).

10. Customized Okolab Nikon Eclipse-Ti-E Cage Incubator.

11. Fisherbrand Falcon Tubes (50 mL), Cat. No. 06–443-18.

12. Eppendorf Centrifuge 5810R and an Eppendorf IL109 Car-
rier for the PDMS device.

13. Binder Classic Series B Incubator for PDMS heating.

14. Parafilm (Bemis Company, Inc.).

15. PDMS Mold obtained from Electron Beam Lithography
(EBL) imprinted silicon wafer (see Note 2).

16. Oxygen Plasma-Preen I Barrel Reactor, Plasmatic Systems, Inc.

2.3 Strain

and Culture Media

1. E. coli strain (YPet-β2): a derivative of the E. coli K12 AB1157
strain.

2. Kanamycin dissolved in dH2O (50 mg/mL as stock solution,
filter sterilized 0.22 μm).

3. M9-glycerol media: 1 L of M9 medium contains 10.5 g/L of
autoclaved M9 broth (Sigma-Aldrich); 0.1 mM of autoclaved
CaCl2 (Sigma-Aldrich); 0.1 mM of autoclaved MgSO4 (J.T.
Baker); 0.3% of filter-sterilized glycerol (Sigma-Aldrich) as
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carbon source; 0.1 g/L of filter-sterilized “5 amino acids” (L-
threonine, L-leucine, L-proline, L-histidine, L-arginine (Sigma-
Aldrich)), and 10 μL of 0.5% filter-sterilized thiamine (Sigma-
Aldrich).

2.4 Data Analysis

and Imaging Software

1. MATLAB (Mathworks, USA) is used for image processing
procedures. The Image Processing Toolbox contains useful
functions for image operations.

2. ImageJ 1.51a is used for image translation and rolling ball
background correction.

3. NIS elements 4.20.01 is utilized to operate and configure the
microscope.

4. The Omicron Laserage LightHUB Controller is used to con-
trol the laser power digitally.

3 Methods

3.1 Cell Culture This section refers to the culturing of the YPet-β2 strain E. coli strain
(on AB1157 background). This strain is constructed by lambda-red
recombination and has been thoroughly described (sequencing,
cell morphology, doubling time) previously [3].

1. Inoculate a single colony of the YPet-β2 strain from an LB-
agarose plate (supplemented with the selection antibiotics,
kanamycin (50 ng/mL)) and grow it in 5 mL M9-glycerol
(supplemented with kanamycin (50 ng/mL)) overnight at
37 �C with 250 rpm shaking.

2. Initiate a secondary culture as a 1:500 dilution from the over-
night culture in 5 mL M9-glycerol (supplemented with kana-
mycin) and incubate at 37 �C with 250 rpm shaking until
OD600 0.1–0.3 is reached, to gain an exponential growth
phase culture.

3. The secondary culture is used to load the microfluidic device in
step 13 of Subheading 3.2.

3.2 Preparation

and Loading

of the Microfluidic

Device

1. Separate a single microfluidic device from a previously prepared
PDMS array (see Note 3).

2. Place the freshly separated PDMS device into a glass petri dish.

3. Puncture holes at both ends of the main channel with a biopsy
needle (this creates the complete main channel that is used to
load the device and to provide the nutrient flow).

4. Clean a coverslip by exposing it to a flame, which is a fast and
effective method for removing dirt particles from the glass (see
Note 4).
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5. Place a clean coverslip (side #1) next to the PDMS device in the
glass petri dish.

6. Insert the glass petri dish with the microfluidic device and
coverslip into the Plasma-Preen barrel reactor with the chan-
nels pointing upward, to activate both surfaces. Vacuum pump
the barrel and flow oxygen gas into the chamber for ~10 s.
Turn on the microwave at 800 W for 15 s to create oxygen
plasma.

7. Flip the PDMS device onto the coverslip and press for full
contact (see Note 5).

8. Heat the PDMS–coverslip construct (in the glass petri dish) for
10 min at 70 �C.

9. Cut roughly 30 cm of tubing for the inlet and outlet of the
device. Remove the plastic handles of the two dispensing nee-
dles (see Subheading 2.2, item 6) and insert them in the inlet
and outlet.

10. Fill a syringe with 12.5 mL mixture of M9-glycerol (with
kanamycin (50 ng/mL)) and BSA (200 ng/mL). Remove air
bubbles from the syringe. Insert the syringe needle into one
tubing and remove the air by flushing some medium through
the tube (see Note 6).

11. To prepare a mixture for BSA passivation of the PDMS device,
add 100 μL of M9-glycerol to 100 μL of BSA in an Eppendorf
tube. Create a 200 μL drop of the mixture in a petri dish. Soak
up the drop slowly with the hook through the syringe, and
avoid suction of air bubbles.

12. Insert the tubing at one end of the PDMS device (via one of the
holes created at step 3) and slowly flush the channel with the
200 μLmixture, until a drop at the outlet appears (seeNote 7).
Keep a potential gradient by virtue of height of the syringe and
wait for 45 min, to let the medium reach the end of every
channel.

13. Take the second tubing and insert it in the outlet (the other
hole, created at step 3) of the device. Pump medium through
the device until medium appears at the outlet tubing. Discon-
nect the inlet from the device.

14. To prepare the cells for insertion, pellet 1 mL of the secondary
culture by centrifugation (16100 � g for 1 min), wash it with
1 mL of fresh M9-glycerol and resuspend the culture in 80 μL
M9-glycerol without antibiotics or BSA.

15. Make an 80 μL drop of culture on a petri dish and suck up the
drop with the inlet hook connected to the syringe containing
the medium. Inject 80 μL of this culture into the device by the
inlet tubing until the culture suspension is observed at the
outlet tubing. Remove the inlet and outlet tubings.
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16. The device with the cells are centrifuged at 2500 � g, 15 �C
for 10 min (ramp up 5, ramp down 5) to position the cells into
the channels (see Note 8). One side of the PDMS device now
contains channels with cells in them. The cells are then incu-
bated for 30 min in the device with M9 drops on inlet and
outlet, put within a petri dish containing a water drenched
tissue.

17. After incubation, reconnect the inlet and outlet tubings to the
device.

3.3 Microscopy 1. Set the temperature of the Okolab Cage to 37 �C.

2. Mount the PDMS device on the microscope. Install the syringe
on the syringe pump (input of the device) and lead the outlet
tubings coming from the PDMS device (output) into the waste
container.

3. Bring the channels into focus with transient light illumination
by using the eyepiece. Move the stage towards a position where
at least three consecutive channels contain two to three cells
(seeNote 9, Fig. 2b). In a typical experiment 100–300 cells are
recorded.

4. Remove debris and swimming cells from the main channel by
turning on the syringe pump to flush the device at 10.5 mL/h.
After the debris is removed, set the syringe pump to operative
mode at 0.5 mL/h for the remaining experiment.

5. Turn on the EMCCD camera and set the electron multiplier
gain (EM gain) to 0 for taking brightfield images and gain to
300 for taking fluorescence images.

6. Using NIS Acquisition in NIS elements, data acquisition is set
to take a brightfield image and a fluorescence image with 80 ms
exposure time every 150 s.

7. In the Omicron Control Center (OCC) the 514 nm laser is
switched and the power is set to the equivalent of 5 W/cm2 at
the sample height (see Note 10).

8. The Perfect Focus System (PFS) is used during the measure-
ment to ensure stability of focus along the optical axis during
the experiment (see Note 11).

3.4 Analysis

Protocols

1. Correct fluorescence images for nonuniformity by dividing the
images with the normalized laser beam image, in ImageJ (see
Fig. 2). Laser illumination of the sample is nonuniform, due to
the Gaussian irradiation profile of the laser beam.

2. Perform rolling ball background subtraction to remove back-
ground from the image and to isolate bright spots using the
rolling ball background subtraction algorithm in ImageJ, with
a rolling ball radius of 10 pixels (0.159 μm/px).
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3. Align the fluorescence and brightfield images using an X–Y
image translation algorithm in ImageJ. The required transla-
tion is obtained by performing a calibration measurement with
fluorescent beads, 0.5 μm in diameter (see Note 12).

4. To determine the X–Y drift of the sample during the measure-
ment (see Fig. 2d) a high-contrast region is tracked over the
time interval of the experiment. Select a high-contrast region of
interest (ROI) (e.g., dirt particle or channel edge) within the

Fig. 2 Examples of images relevant to fluorescence image correction. (a) Beam profile of 514 nm laser
illumination on an autofluorescent plastic slide (Chroma). Dark areas can be observed at the corners of the
image, showing its Gaussian illumination profile. (b) Brightfield image of the microfluidic device loaded with
cells, where the red arrow indicates an empty channel, and the blue arrow shows a cell-filled channel. (c) The
raw fluorescence image of the device shown in b being illuminated by a 514-nm laser. The blue area indicates
a region of high background noise, the yellow arrow shows a cell with a bright fluorescent spot (actively
replicating) and the red arrow shows a cell emitting a low uniform intensity (nonreplicating). (d) Image c with
corrected background and laser illumination. The background noise is reduced and the fluorescent spots are
clearly visible, including ones on the periphery of the image. Scale bars mark 5 μm
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first image (see Fig. 3a). Track the motion of the ROI by using
image cross-correlation of the ROI images with the first ROI
image (see Fig. 3b). Use the resulting X–Y translation vectors
(see Fig. 3c) to translate the image series correspondingly to
stabilize the images.

5. Select the microfluidic channels that are chosen for analysis (see
Note 9) by using a custom made clicking algorithm on a
brightfield sample image (Fig. 4a). Clicking parameters (e.g.,
channel length, channel angle, number of channels, and dis-
tance between channels) are specified such that one click is
required to select multiple channels. This algorithm makes
new time-lapses of individual channels.

6. Generate kymographs for the selected microfluidic channels,
for brightfield and fluorescence data (see Fig. 4b). The

Fig. 3 Determining the drift of the microfluidic device during the time-lapse
experiment. (a) A high-contrast region of interest (ROI) is selected (see black
crosshair) in the first brightfield image of the microfluidic device to determine the
drift of the sample during the experiment. (b) The cross-correlation plot of the
ROI compared to the initial ROI image, where the highest intensity value position
denotes the shift in position. (c) Graph of the resulting translation in X and Y (in
pixels) during the captured frames of the time-lapse measurement. The nega-
tives of the X and Y in these plots are imposed as translation to the images to
counter drift
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Fig. 4 (a) A sample brightfield image of the microfluidic device is used to manually select the channels to make
kymographs from. After the user has clicked on the microfluidic channel, blue lines show the selection, such
that the user can evaluate whether selection is accurately along the channel. A channel containing cells
(green) and an empty channel (red) are indicated by arrows. (b) Progression of the generation of a fluorescence
and brightfield kymograph for one microfluidic channel. The kymograph image is constructed by combining
small image strips of the selected microfluidic channel over all time points. In this example the graph is
truncated at the image strip corresponding to the 650th minute to show the progressive nature in constructing
the kymograph. The curvature of the fluorescence signal is due to the individual cells growing and pushing
each other in the direction of the main trench. (c) Kymograph of a single growth channel during a time-lapse
experiment. Clearly observable diffuse patterns occur at regular intervals, indicating the lack of DNA-bound
β2-clamps before initiation and after termination. The repeating pattern is due to the multiple cycles of
replication. Each replication cycle is indicated with a vertical dashed line on the left-hand side of the image.
The white ellipsoid indicates an individual replication cycle. (d) The detailed kymograph of an individual
replication cycle indicated by the ellipsoid in c. The blue lines are the cell boundaries detected from the
brightfield field images. The illustrations on the right-hand side indicate the different stages of replication that
take place during the cell cycle, with grey arrows pointing toward the position in the fluorescent data
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kymograph image is constructed by combining small image
strips of the selected microfluidic channel over all time points.
These graphs provide spatial and temporal information of the
cell sizes (cell poles) and proteins (fluorescent clusters). The
fluorescence kymograph is created by using the corrected fluo-
rescent images, while the brightfield kymograph is constructed
by differentiated brightfield images with respect to the direc-
tion of the channel. The differentiation is done such that high
contrast gradients (space between neighboring cell poles) will
show spot-like intensities. Use the differentiated images con-
taining these spots to create the brightfield kymograph.

7. The kymographs allow a high-throughput manual clicking
procedure to follow the replication cycle of the cells. Click on
the kymograph to select the initiation of replication for the first
cells, the first top image strip which has a spot (see Fig. 4c, d,
replication initiation). Do this step first on a zoomed-in part of
the starting section of the kymograph (see white circles in
Fig. 5a). A larger fraction of the kymograph is then displayed.
Click the end of the observed fluorescent spots. Connect these
dots to two reappearing fluorescent spots below the termina-
tion point (see lower white dots in Fig. 5b). This denotes the
initiation of the replication cycle of the two daughter cells (see
Fig. 5b). Click in this manner through every generation.

Fig. 5 The kymograph replication cluster clicking procedure. (a) A zoomed image of the start of the kymograph
is used to click (white circles) the beginning of measured fluorescent spots (bright lines), indicating the
beginning of replication for each cell. (b) A larger fraction of the kymograph displayed to click the end of the
observed fluorescent spots (replication ceases here), and to connect it to the two reappearing fluorescent
spots as the daughter cells start their own replication cycle. Replication profiles are curved in the kymograph
as a result of cell growth. This is corrected for to facilitate the user clicking process. The color maps are
chosen in such a way that the user can better recognize the cycle events
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Different zooms on the kymograph help to complete this
procedure for the full time-lapse experiment.

8. Use the clicks created in step 6 and the brightfield kymograph
to determine the replication and division time (see Fig. 6a). The
division is determined by the appearance of new cell poles in
the brightfield kymograph (see Note 13). The replication time
is determined by the distance between the clicks on the fluo-
rescence kymograph. Set intensity thresholds according to the
individual intensity value of the protein of interest.

Fig. 6 Quantification of the in vivo ß2-sliding clamp stoichiometry during replication. (a) The division (tdouble,
blue) and replication (trep, red) time distributions of the YPet-β2 E. coli strain in the microfluidic device during a
long time-lapse experiment. (b) The YPet–β2 molecules in the whole cell (blue curve) approximately double
during the cell cycle, from 60 to 120 YPet–β2 molecules. The DNA-bound YPet–β2 molecules (red curve)
remarkably increase to a mean steady state value of 46 YPet–β2 molecules following initiation. (inset) A
histogram of the distribution of number of DNA-bound YPet–β2 molecules during steady state. (c) The fraction
of DNA-bound YPet–β2 molecules varies over the course of the replication cycle. At the midway point of the
replication cycle (indicated by a tick mark), this fraction equals 45%
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9. The output of step 7 also includes data of nonreplicating or
nongrowing cells, so a set of criteria (fluorescence intensity, cell
size, and cell cycle time thresholds) is implemented to ensure
that the analysis is done only on actively replicating cells.

10. Generate individual cell time-lapse datasets, containing fluo-
rescence image data of single cells, by using the cell pole data
from the brightfield kymograph to crop fluorescent images
from pole to pole.

11. Apply bleaching correction by measuring the fluorescence
intensity per cell length for the individual cells. Correct the
fluorescence images for the factor by which the intensity drops
during the cell cycle of the cell, to properly account for the
bleached molecules (see Note 14).

12. Analyze the cell time-lapse datasets in terms of spot intensity
(stoichiometry, see Note 15) and the total fluorescence inten-
sity coming from the cell. The spot intensity is properly
accounted for by fitting a 2D Gaussian to the spot data, and a
weighted integration is done over the area to get the integrated
intensity. By knowing the integrated intensity coming from
one of the utilized fluorescent proteins, the molecules can
then be counted on the observed spot (see Fig. 6b). Determine
the total cell intensity by summing the intensity of the pixels
that make up the cell. After this step it is possible to plot the
fraction of molecules in the spot (DNA-bound) versus all the
molecules in the cell (DNA-bound and freely diffusing in the
cytoplasm, see Fig. 6c).

4 Notes

1. There are several alternative and combined applications of the
methods for microfluidics [5].

2. If you do not have access to clean room facilities able to do
EBL, PDMS molds can be obtained from external sources [6].
Make sure to store the microfluidic channels facing upward
(not to damage the protruding details) in a closed container
(to protect it from dust contamination).

3. The PDMS array is obtained from a PDMS mold as described
previously in detail [7]. PDMS is mixed in a 1:10 ratio,
degassed, and poured onto the previously cured PDMS mold.
After another degassing step, the device is allowed to cure for
2 h at 85 �C. Once the curing is complete, the PDMS is left to
cool down for at least 30 min. Subsequently, the two PDMS
layers (the mold and the actual device) are separated from each
other. At this point the PDMSmold can be stored for later use.
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4. Optionally, sonication can be applied for cleaning the cover
glasses; Put the cover glasses in a holder that is submerges
into a beaker. Place the beaker into a sonicator (Branson Ultra-
sonics B1510, USA). Apply 15 min of sonication in acetone
(Sigma-Aldrich), then 15 min in isopropanol (Sigma-Aldrich),
followed by a 15-min sonication in dH2O. Blow-dry the cover
glasses then with N2 gas.

5. When attaching the PDMS device to the coverslip, make sure
to use the plasma-activated surface of the glass that is facing
upward during the oxygen plasma step. Apply some pressure
on the PDMS device on the glass to obtain full contact of the
surfaces.

6. Before inserting the syringe needle into the tubing, make sure
that air bubbles are removed. This is best done by holding the
tip upward and tapping it until the bubbles travel close to the
tip. Press the end of the syringe until the air is removed.

7. Make sure that you do not introduce air into the device when
injecting the M9–BSA mixture.

8. Before centrifuging the cells into the channels, put M9 drops
on inlet and outlet to prevent the device to dry. On the cover-
slip, indicate the direction of centrifugation so that you know
what side of the device contains channels with cells.

9. The channels chosen for analysis are the ones that contain more
than three cells initially. Cells might stay close to each other
even though they are physically separated. This prevents us
from detecting the brightfield “spot” in the differentiated
brightfield image. However, one could still use the fluorescence
images and the clicks generated from the kymographs for
determining the division time. As we use minimal medium,
initiation of replication in a daughter cell occurs after the cell
has divided. Between replication profiles cell division must have
taken place. If we are unable to track a new pole between
replication cycles, we estimate it to be in the middle of that
time interval.

10. The required laser power to reach a specific intensity at the
sample height varies from setup to setup [8].

11. Make sure that the Perfect Focus System (PFS) offset is set into
the NIS acquisition configuration with command: PFS_defi-
ne_offset(offset_value) (NIS elements). Determine a good off-
set by looking live at the sample while being laser illuminated,
and change the offset such that the fluorescent spots are in
focus and the image is sharp.

12. Determine the center position of fluorescent beads (Tetra-
Speck Fluorescent Microspheres Size Kit, Molecular Probes)
for fluorescence images, by fitting a 2D Gaussian function over
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the spot profile. The center position in the brightfield image is
determined by inverting the image (such that it appears as a
light spot) and fitting a 2D Gaussian function over the spot
profile. The deviation between the center positions determines
the required translation between the fluorescence and bright-
field images.

13. It is recommended to judge by eye which channels are best fit
for analysis, prior to the experiment. Criteria can be the num-
ber of cells in the channel (ideally it should be filled), the
fluorescence activity of the cells (a filled channel can contain
nonliving cells), the physiological state of the cells (deformed
shape and size), or the quality of the channel shape itself
(channel can be too wide, judged by mobility of cells within).

14. To correct for photobleaching, we use the following approach.
We assume that cell growth and protein copy number in the cell
increases linearly from cell birth until cell division. The ratio of
these two numbers, as function of time, should remain con-
stant throughout the cell cycle of a cell if there is no photo-
bleaching. However, due to photobleaching, this ratio will
decrease as function of time. We fit this curve with a single
exponential and multiply the detected fluorescent signal with
the appropriate factor as function of time in order to correct for
this decline in fluorescence due to photobleaching.

15. To determine the stoichiometry of the spots, one has to know
howmany photons are excited from the single fluorophore that
is used to label the protein. An additional calibration measure-
ment is therefore required to determine the integrated inten-
sity of the spot resulting from a single fluorescent protein. This
can be an in vivo photobleaching experiment [9] or an in vitro
single-molecule photobleaching assay [10].
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Chapter 19

Imaging of Bacterial Chromosome Organization by 3D
Super-Resolution Microscopy

Antoine Le Gall, Diego I. Cattoni, and Marcelo Nollmann

Abstract

The bacterial nucleoid is highly organized, yet it is dynamically remodeled by cellular processes such as
transcription, replication, or segregation. Many principles of nucleoid organization have remained obscure
due to the inability of conventional microscopy methods to retrieve structural information beyond the
diffraction limit of light. Structured illumination microscopy has recently been shown to provide new levels
of spatial details on bacterial chromosome organization by surpassing the diffraction limit. Its ease of use
and fast 3D multicolor capabilities make it a method of choice for imaging fluorescently labeled specimens
at the nanoscale. We describe a simple high-throughput method for imaging bacterial chromosomes using
this technique.

Key words Bacterial chromosome, Nucleoid, Structured illumination microscopy, Super-resolution
microscopy, High-throughput

1 Introduction

How chromosomes are organized within the cell is a fundamental
problem in biology. Most bacteria possess a single circular chromo-
some, which must be tightly compacted to fit within a micrometer
sized volume, called the nucleoid. Sophisticated regulatory
mechanisms ensure the packaging and dynamic organization of
the DNA content within the nucleoid at different hierarchical
levels, from the nanometer to the micron scale. Traditional ensem-
ble approaches in biochemistry, genetics or molecular biology have
provided invaluable insights into this organization. Of particular
interest, bacterial chromosomes have been shown to be structured
by several hierarchical levels of organization, including topological
domains (10–20 kb) [1, 2], chromosome interaction domains
(50–300 kb) [3–5] and macrodomains [6]. In particular, it is not
yet understood how these different levels of structural organization
are orchestrated at the single cell level, coordinated with the cell
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cycle, or coupled to DNA management processes such as
replication.

Fluorescence microscopy enables the in vivo observation of
DNA while permitting the localization of proteins at the single
cell level with high specificity. However, the maximum resolution
attainable by conventional microscopy approaches is intrinsically
restricted to the detection of spatial scales above the limit imposed
by the diffraction of light (typically 200–300 nm and 700–900 nm
in the lateral and axial directions, respectively). As most hierarchical
organization levels of the bacterial nucleoid lie in the 10–500 nm
scale, they cannot be accessed by conventional microscopies. In
recent years, a plethora of techniques using various strategies to
overcome the intrinsic microscope optical resolution have been
developed [7–10]. Among these techniques, three-dimensional
structured illumination microscopy (3D-SIM) enables a twofold
increase in both lateral and axial resolution as compared to
diffraction-limited microscopies [11]. 3D-SIM relies on the
modulation of the frequency content of the specimen using an
excitation grid pattern that is shifted or rotated during image
acquisition. Reconstruction procedures permit high-frequency
information to be extracted to obtain a 3D super-resolved image.
Using this technique on the Bacillus subtilis and Escherichia coli
chromosomes, we revealed the existence of a new higher-order level
of organization of the nucleoid that was not visible by diffraction-
limited fluorescence microscopy methods [4, 12]. Nucleoids in
those species appear structured by High-density DNA Regions
(HDRs). Besides circumventing the diffraction limit of light, 3D-
SIM offers an ease of use and fast 3D multicolor capabilities that
will likely ensure it to become a method of choice for imaging
fluorescently labeled specimens at the nanoscale. However, like
any super-resolution technique, its use, especially on live biological
specimens, requires careful data acquisition and processing proce-
dures to avoid reconstruction artifacts.

Here, we describe a method to image the bacterial nucleoid and
DNA-binding proteins simultaneously at super resolution and at
high throughput. We provide a step-by-step protocol describing
the cell culture, sample preparation, and acquisition and recon-
struction of multicolor super-resolution images on a commercially
available 3D-SIM platform (GE Healthcare OMX). Specifically, we
demonstrate our method by imaging the nucleoids of Bacillus
subtilis (B. subtilis) or Escherichia coli (E. coli) using protein fusions
or chemical labeling, and simultaneously detect the nuclear distri-
bution of ParB, a protein that assembles at centromeric sequences
to form a mitotic-like apparatus assuring the inheritance of dupli-
cated genetic material before cell division.

254 Antoine Le Gall et al.



2 Materials

All solutions are prepared using ultrapure water and analytical grade
reagents when possible. Prepare and store all stock reagents at 4 �C.
Solutions percentage are weight/volume (w/v %) unless otherwise
indicated.

2.1 Bacterial Strains 1. Bacillus subtilis strains: wild-type B. subtilis (PY79 back-
ground), chromosomal ParB-GFP strain (HM671, PY79 back-
ground), with resistance to kanamycin.

2. Escherichia coli strain: HU-mCherry labeled nucleoids and
plasmidic ParB-mVenus (DLT3053/pJYB234), with resis-
tance to chloramphenicol.

2.2 Growing Media 1. Luria–Bertani (LB) medium: 4 g NaCl, 4 g tryptone, 2 g yeast
extract, bring volume to 400 mL with water. For E. coli culture
add 4 mg of thymine.

2. Minimal media (M9, 10�): 60 g of Na2HPO4, 30 g of
KH2PO4, 5 g of NaCl, 10 g of NH4Cl. Bring to 1 L with H2O.

3. B. subtilisminimal media (M9bs): 50 μL of 2 mg/mL Fe-NH4-
citrate, 0.6 mL of 1 M MgSO4, 0.1 mL of 100 mM CaCl2,
0.2 mL of 65 mMMnSO4, 0.1 mL of 1 mM ZnCl2, 0.1 mL of
thiamine 2 mM, 2 mL of 5% glutamate, 7.5 mL of 20% succi-
nate. Bring volume to 100 mL with M9 (1�) solution. Store at
4 �C.

4. E. coliminimal media (M9ec): 2 mL of 20% glucose, 100 μL of
1 mM MgSO4, 100 μL of 0.1 M CaCl2, 100 μL of 1 mg/mL
vitamin B1, 2 mL of 2 mg/mL thymine, 200 μL of 10 mg/mL
leucine. Bring volume to 100mLwithM9 (1�) solution. Store
at 4 �C.

5. Casamino acids (CAA) supplement: 20%. Store at 4 �C.

6. Antibiotics, final concentrations: chloramphenicol, 10 μg.
mL�1, kanamycin, 2 μg.mL�1.

2.3 Sample

Preparation

1. Rectangular coverslip (#1.5H, Deckgl€aser, 24 � 60 mm).

2. 1 mm thick glass slide (SuperFrost, Ultra Plus, 25 � 75 mm).

3. Acetone.

4. Bunsen burner.

5. Homemade Teflon rack.

6. Double-side adhesive tape.

7. Razor blade.

8. Fluorescent beads (40 nm, Trans FluoSpheres and 100 nm
Tetraspeck, Invitrogen).
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9. Agarose (A4804, Sigma-Aldrich).

10. Minimal medium (M9bs/M9ec).

11. Dry bath heater.

12. Optional: plasma cleaner Femto (Diener Electronic).

2.4 Structured

Illumination

Microscope

and Software

Instrumental setup (GE Healthcare OMX version 3).

l 405/488/561 nm excitation lasers.

l DAPI filter: 419–465 nm.

l A488 filter: 500–550 nm.

l A561 filter: 581–618 nm.

l Objective 100�, NA 1.4.

l Nanometric piezo-stage.

l Four electron-multiplying charge-coupled device (EM-CCD)
cameras (Photometrics Evolve).

Software

l OMX acquisition software.

l SoftWoRx version 5.

l ImageJ (Bioformat, SIMcheck plugins).

l Icy/Imaris/Matlab.

3 Methods

3.1 Growing Cells Bacterial strains are stored in a mix of LB and glycerol (50%) at
�80 �C. All cell culture steps should be carried out under flame or
in a hood.

1. Streak bacteria from �80 �C glycerol stock onto solid (plate)
Luria–Bertani (LB) medium (i.e., agar plate) complemented
with appropriate antibiotics.

2. Culture agar plates 24 h at 37 �C.

3. Select a single colony from plate and perform at least five serial
dilutions with M9bs/M9ec supplemented with CAA 20 μg/
mL in sterile 50 mL falcon tubes (1/10 each in 5 mL final
volume) and grow overnight at 30 �C with agitation at
200 rpm.

4. The next morning measure the optical density (OD) at 600 nm
and select dilution of cells exponentially growing (OD
~0.3–0.5). Further dilute to OD ~0.05 in M9 (M9bs or
M9ec) supplemented with CAA 20 μg/mL (25 mL final
volume in 250 mL flasks for optimal aeration) and incubate at
30 �C with agitation at 200 rpm.
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5. Measure OD at 1 h intervals and when reachingOD� 0.3–0.4,
take 1 mL of bacterial suspension and place it into a 1.5 mL
Eppendorf tube.

6. If necessary, add 7.5 μL of a 0.3 μM solution of DNA dye
(DAPI, Invitrogen) to 1 mL of bacterial suspension and incu-
bate for 5 min.

7. Spin down cells in a bench centrifuge at 1500 � g for 4 min for
B. subtilis or 7000 � g for 1.5 min for E. coli.

8. Resuspend in 1 mL of M9bs or M9ec.

9. Repeat steps 7 and 8 two more times.

10. Discard supernatant and resuspend pellet in 20 μL M9bs or
M9ec.

11. Add 1 μL of 1/10 dilution of 40 nm fluorescent beads to the
suspension and gently mix (see Note 1).

3.2 Mounting Agar

Pads

1. Rinse microscope coverslips and glass slides with acetone and
dry them over an open flame to eliminate any remaining fluo-
rescent contamination (see Note 2).

2. Place microscope coverslips and glass slides on a Teflon rack
(homemade). Plasma-clean it for 15 min with O2 gas at
0.4 mbar at 70% power (see Note 3).

3. Deposit a piece of double-side adhesive tape on a glass slide and
extrude a ~ 5 mm V-shaped channel from its center using a
razor blade (Fig. 1, see Note 4).

4. Spread 15 μL of 2% melted agarose (diluted in M9bs or M9ec
media, melted at 90 �C) on the center of the glass slide and
cover right away with a second glass slide to ensure a flat
agarose surface (Fig. 1).

5. Let agarose cool down to room temperature for ~2 min at a
horizontal position with external pressure to ensure a flat aga-
rose surface.

6. Carefully remove the top glass slide by sliding it down towards
the bottom of the V-shape channel to ensure the agarose pad
remains on the bottom glass slide.

7. Deposit ~4 μL of vegetatively growing bacterial resuspension
(see Subheading 3.1) onto the agarose (see Note 5) and let
settle for 2 min.

8. While carrying out step 7, remove the second face of the
double side tape then gently seal the pad with a clean coverslip
by pressing its top surface (see Note 6).

9. Store your agar pad in a sealed box with water to prevent
sample from drying.
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3.3 Imaging This section describes initial acquisition conditions and optimiza-
tions for imaging bacterial chromosomes in 3D-SIM. Before start-
ing high-throughput acquisitions, additional controls described in
Subheading 3.5 should be performed.

1. Set software to the 100� objective settings and Z scan acquisi-
tion mode (center of the stack).

2. Mount slide with agarose pad onto the microscope and find the
focus on the agar pad–coverslip interface using brightfield
illumination.

3. Under brightfield illumination, explore sample and while ver-
ifying its integrity find a region of the pad with a dense mono-
layer of bacteria (~300–500 bacteria per field of view can be
found in optimal conditions) (see Note 7).

Fig. 1 Agar pads mounting for live-cell 3-SIM. 15 μL of 2% melted agarose are sandwiched into a V-shaped
channel between two 1-mm thick glass slides. Once cooled to room temperature under external pressure
(see main text), 4 μL of resuspended bacteria are deposited onto the agarose before sealing the sample with a
microscope coverslip
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4. Assign the appropriate fluorescent filters to the cameras for ParB
(GFP or mVenus labeled) and DNA (DAPI-stained or Hbs-
mCherry) emission and excitation wavelengths (seeNote 8) and
switch to structured illumination mode (seeNote 9).

5. Readjust the focus to find the optimum axial position between
the two fluorescence emission channels for ParB and DNA
imaging (see Note 10).

6. Adjust laser excitation intensities and camera integration times
(see Note 11) and gains to exploit as much as possible the
dynamic range of the camera (>104 levels of grey for a 16-bit
camera) while minimizing photobleaching and phototoxicity.
Anticipate a few hundreds images using your current imaging
settings for volumetric SIM acquisition, see Notes 12 and 13)

7. Set the Z step between each slice to 125 nm (seeNote 14) and
the number of slices to 15–17 to anticipate the chromatic shift
between emission channels and any slight tilt of the sample
plane by including information above and below signal’s plane
of focus.

8. Move to a nearby nonilluminated region of the pad (~100 μm),
let the sample stabilize for 10–15 s and launch the acquisition
of a 3D-SIM stack.

9. Open the acquired 3D-SIM stack in a data inspection software
(e.g., ImageJ/Icy/Matlab) for a rapid visual inspection of your
data.

10. Inspect your data for minimum fluorescence intensity varia-
tions during acquisition (Fig. 2, see Note 15), good modula-
tion contrast, and absence of artifactual signatures (Fig. 2).
Check for presence of first and second modulation peaks and
absence of atypical structures in the Fourier transform of the
raw data. A more thorough assessment of image acquisition
will be performed in Subheading 3.5.

11. Optimize imaging conditions by repeating steps 5–10 until
you get satisfying imaging conditions.

3.4 Data

Reconstruction

and Alignment

Reconstruction of 3D-SIM raw data is performed using softWoRx
v5.0 (Applied Precision, see Note 16). Channel specific Optical
Transfer Functions (OTFs) are used for reconstruction and are
computed from an experimental point spread function (PSF).
This experimental PSF is obtained from 3D stack of images of
100 nm multicolor labeled FluoSpheres (Life Technologies)
provided as input to softWoRx. For all emission channels, set the
reconstruction filter (Wiener filter) settings and background sub-
traction value to optimal values (0.002 and 65, respectively, under
the imaging conditions of this report, see Note 17). These settings
will depend on your image background and signal-to-noise ratio
and may be adjusted depending on your imaging conditions.
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Fig. 2 Visual inspection and optimization of 3D-SIM acquisition. (a) Single plane images of a 3D-SIM raw
acquisition of B. subtilis nucleoids stained with DAPI, showing the illuminated sample with three excitation
pattern orientations. Top panels show the illuminated sample in the real space with insets showing a higher
magnification in which the illumination pattern is clearly visible, while bottom panels display their respective
Fourier transform. White arrows in bottom panels point toward the first and second diffraction order of the
structured illumination ensuring optimal modulation of the frequency content of the sample with the structured
illumination pattern. (b) Average intensity for each imaging plane (in the order: Phase, Z, Angle, Time). This
allows to ensure minimum fluorescence intensity variations during acquisition due to photobleaching, intensity
differences between angles (as illustrated with the increasing fluorescence signal on the above figure), and
illumination flickering amongst other measures
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For multicolor acquisitions, images from different emission
channels are aligned to each other to get the most accurate overlay
of fluorescent structures (Fig. 3). This step is critical, particularly on
the GE Healthcare OMX platform since emission on each channel
is recorded on a distinct camera. Multichannel alignment calibra-
tion is typically performed using fluorescent beads bound to a
coverslip as alignment markers, but other strategies such as nanos-
tructures consisting of arrays of pinholes can be used. The 3D
coordinates of each alignment marker then provide references to
correct for X–Y–Z translation, distortion, magnification, and rota-
tion of each fluorescent channel. Alignment markers must be
immersed in the same media used for experiments, as optical aber-
rations depend on the refractive index of the sample media. OMX
Editor performs automated extraction of the coordinates of align-
ment references and efficiently applies the obtained correction
parameters to align multichannel 3D-SIM acquisitions.

3.5 Data Acquisition

and Reconstruction

Validation

Inaccurate instrument settings and suboptimal imaging conditions
can cause artifacts that are often difficult to distinguish from
relevant structural features (see Note 19). Absence of artifacts in

Fig. 3 3D-SIM alignment and reconstruction. (a) 3D-SIM images of beads imaged in GFP (green) and DAPI (red)
channels before and after alignment (left and right panels, respectively). (b) Top view of the same nucleoid
(red) and ParB foci (green) from B. subtilis in 3D epifluorescence (pseudo-widefield reconstruction from
3D-SIM raw data without channel alignment, see Note 18) and reconstructed from 3D SIM raw data (with
channels alignment). Dotted square in left and right images highlights the same ParB focus composed of three
ParB subclusters only resolvable when using 3D-SIM
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3D-SIM reconstructions can be verified by employing different
strategies (Fig. 4). These include the recently developed SIM-
Check software [13], a plugin application of ImageJ, which allows
to verify:

l Degree of photobleaching during acquisition (see Note 20).

l Absence of spherical aberrations (see Note 21).

l Absence of movement or drift of the sample.

l Proper modulation contrast (see Note 22).

l Absence of artifactual signatures in the Fourier transform of the
reconstructed data.

l Presence of the first and second orders of the excitation modu-
lation in the Fourier transform of the raw data.

We highly recommend users to employ SIM-Check as it addi-
tionally provides tools for assessment of the resolution, image
quality, and identification of sources of errors and artifacts in SIM
imaging.

Besides SIM-Check software, additional experimental controls
can be performed to ensure the absence of artifacts (Fig. 4):

l Imaging cytosolic GFP (or other fluorescent markers with simi-
lar spectral properties) on anucleated bacterial cells (obtained by
treatment with mitomycin at 50 ng/mL during 30 min) using
the same imaging conditions as those for whole labeled chromo-
somes. High-frequency signal should be exclusively distributed
at the frontier between the cytosol and membrane where the
fluorescence intensity signal drops to zero.

l 3D-SIM time-lapse acquisition of labeled nucleoids. The overall
nucleoid morphology should be conserved between the images
and only small dynamical changes between acquisitions should
be apparent. To minimize dynamical changes during sequential
acquisitions as well as photobleaching, the total number of Z
slices can be reduced to ~12.

l Two-color 3D-SIM imaging of nucleoids simultaneously
labeled with spectrally distinct probes (for example Hbs-GFP
and DAPI). Nucleoid structures should appear similar in both
colors and only small dynamical changes between acquisitions
should be apparent.

3.6 Reconstruction

Visualization

Volumetric visualization and inspection of structures of interest can
be challenging due to mixture of both low and high spatial fre-
quencies in three dimensions. Exploration of 3D-SIM datasets can
be performed using freely available software packages such as Icy,
which permits fast and handy representations of your data, or using
more sophisticated or automated solutions such as Imaris orMatlab

262 Antoine Le Gall et al.



Fig. 4 3D-SIM acquisition and reconstruction checkings. (a) Examples of data acquisition and reconstruction
checkings using SIMCheck on B. subtilis chromosomes stained with DAPI. Image (i) assesses motion or
illumination variations of the sample during the acquisition by averaging and then assigning false colors to
images corresponding to the same illumination angle (see Note 23). Image (ii) maps the adequacy of the
modulation contrast in the image for reconstruction (see Note 24). Color code for structures reconstruction
should read as inadequate, adequate, good, very good, and excellent for purple, red, orange, yellow, and
white, respectively. Image (iii) maps the reliability of the structures in the reconstructed data using the same
color code of ii (see Note 25). Image (iv) represents the lateral Fourier transform of the full reconstructed 3D-
SIM dataset to assess the resolution of the reconstructed data as well as potential reconstruction artifacts.
Scale bar is 5 μm. (b–d) Experimental controls to assess the absence of artifacts in 3D-SIM nucleoids images
of B. subtilis. (a) Maximum intensity projections of spatial frequencies decomposition of bacterial nucleoids
(chromosomes stained with DAPI, left panels) and cytosolic GFP (right panels, anucleated cells, see
Subheading 3.5) imaged in 3D-SIM using similar imaging conditions. High spatial frequencies corresponding
to high DNA density regions should solely be observed in fluorescently labeled nucleoids images and be absent
in cytosolic GFP images. (c, d) Comparison of 3D-SIM maximum intensity projections of chromosomes imaged
in two colors (panel c, DAPI and Hbs-GFP labeling) or in time lapse (panel d, DAPI labeling). Overall nucleoid
morphology and high DNA density regions should be conserved between images and only small dynamical
changes between acquisitions should be apparent. Color codes represent DAPI/GFP fluorescence intensity
increasing from blue to red. Scale bar is 1 μm



(Fig. 5). We here give a step-by-step guide to represent your
reconstructed nucleoids in 3D using Icy:

1. Open your reconstructed and aligned 3D-SIM data in Icy.

2. Define a Region of Interest (ROI) containing your selected
nucleoids of choice (see Note 26).

3. Rescale your ROI by doubling its dimensions (number of rows,
columns and slices) in order to attenuate aliasing effects of the
voxel size.

Fig. 5 3D-SIM data visualization. (a, b) 3D-SIM visualization with Icy. (a) Multicolor 3D-SIM images of E. coli
HU-mCherry labeled nucleoids (red) and plasmidic ParB-mVenus (green). Dotted square highlights the
magnified region shown in (b) side by side with Icy look-up table showing the color adjustments used to
show ParB foci reside at high DNA density regions within the nucleoid c, d. 3D-SIM visualization with Matlab.
(c) Left: 3D volume of an E. coli nucleoid stained with HU-mCherry. Nucleoid DNA density in the volumetric
representation and side projections is color coded from blue to red. High-density chromosomal regions (HDRs)
stretch from pole to pole and are joined by a semicontinuous filamentous density. Right top panel: 3D-cut of a
DAPI-stained B. subtilis nucleoid (top) allows to see the nucleoid interior. Right lower panel: same nucleoid
from top represented using Iso-levels (Light-gray to red color-scale represents low to high DNA densities,
respectively). (d) 3D volume of an E.coli nucleoid stained with HU-mCherry (solid red) and ParB-mVenus foci
(green) with orthogonal 2D projections of nucleoid (red contour) and ParB (green spot) densities. Figures from
panels a, c, and d were reproduced with permission from [4, 12]
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4. In the drop-down menu of your active sequence, select 3D
representation

5. If your computer is equipped with a compatible graphic card,
tick the OpenGl option on the right-side panel of the software.

6. Still on the right-side panel of the software, select the fluores-
cent channel corresponding to your nucleoid data and pick the
colormap of your choice.

7. Adjust the minimum and maximum intensity values for each
color of the selected colormap to display your features of
interest (Fig. 5, panels a, b)

4 Notes

1. Fluorescent beads may have a tendency to adhere to bacteria
cells. To circumvent this, beads can be stuck to the microscope
coverslip prior to the agar pad assembly (see Subheading 3.2).

2. Beware not to deform microscope coverslips as you pass them
under the flame. Deformed coverslips introduce non-even flat-
ness of the sample as well as optical aberrations significantly
degrading the quality of the data.

3. The plasma cleaning step can be substituted by incubating the
microscope glass slides and coverslips in a KOH bath at 1 M,
under sonication for 15 min, followed by repeated washes with
water.

4. More than one sample can be extruded on the same slide. By
adjusting the channels widths and the amount of agarose, up to
three samples can be prepared in the same coverslip without
cross-contamination.

5. In case the agarose pad is in contact with the adhesive tape,
extrude carefully furrows using a clean razor blade prior to
depositing bacteria to prevent bacterial suspension to spread
on the adhesive tape.

6. Adding beads to the coverslip surface prior to final pad mount-
ing provides a means of ensuring final multichannel 3D-SIM
alignment and reconstruction process described in Subheading
3.4. This also provides the means for assessing the final resolu-
tion of the reconstructed data.

7. Use the “mosaic” acquisition option of the OMX acquisition
software to find a dense region of bacteria faster.

8. After assigning the fluorescent filter set to the camera, the
imaging order for each fluorescent channel can be selected
when employing sequential acquisition mode. The most
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energetic excitation wavelength should then be the last to avoid
excitation cross talks and limit phototoxicity of the sample
during acquisition.

9. GE Healthcare OMX platform offers a fixed grid spacing. Note
however that other commercially available SIM platforms such
as Elyra (Zeiss) offer the possibility of adjusting this spacing
depending on the fluorescent channel.

10. Due to inherent microscope chromatic aberrations the opti-
mum focus will be a compromise between each fluorescent
channel.

11. Typical acquisition parameters used are: DAPI, 5–10 ms expo-
sure with 10% transmission of the 405 nm excitation line;
ParB-mVenus, 10 ms exposure with 31.3% transmission of
the 488 nm excitation line and HU-mCherry, 10 ms exposure
with 31.3% transmission of the 568 nm excitation line.

12. Imaging bacterial chromosomes stained with DAPI requires
careful controls of imaging conditions to avoid photodamage.
In our hands, extensive illumination with UV light on DAPI-
stained B. subtilis nucleoids leads to artifactual expansion
followed by shrinking of the nucleoid volume.

13. Three different angles (�60�, 0�, and +60�) as well as five phase
steps are used to reconstruct each 3D-SIM image plane. Thus,
imaging 17 sections of your sample requires a total of 255
images.

14. Other commercially available SIM platforms may offer the
possibility to adjust the Z step size depending on the fluores-
cence wavelength to fulfill the Nyquist sampling criterion.

15. Fluorescence intensity variations between frames may arise
from different sources with the most commons being photo-
bleaching (if possible keep photobleaching under <~30%) and
intensity differences between illumination angles (see Fig. 2,
panel b).

16. Open-source SIM packages can be found elsewhere [14–16].

17. Wiener filtering settings can be adjusted to attenuate reconstruc-
tion artifacts. It permits a smoother final image reconstruction
but at the cost of a lower resolution.

18. SIMcheck utilities permit to reconstruct pseudo widefield
volumes from raw 3D-SIM data by averaging images of all
phases and angles from the same imaging planes.

19. Artifacts in reconstructed images may arise from different
sources that include sample photobleaching, refractive index
mismatch between immersion oil, coverslip or immersion
media, or insufficient modulation contrast.
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20. Photobleaching can be minimized by changing imaging con-
ditions. This includes lowering the number of Z slices or
balancing excitation intensities with camera integration times.

21. Spherical aberrations can be caused by refractive index mis-
match. They can be attenuated by optimizing the immersion
oil refractive index to reduce the haloing (asymmetric axial
shape) of the point spread function of fluorescent beads. In
our hands, oils with refractive index of ~1.510 give the best
results when imaging nucleoids stained with DAPI or HU-
GFP; however, bear in mind that this optimization is wave-
length dependent.

22. Poor modulation contrast may be caused by low signal-to-
noise ratios, diffusing samples or high background masking
the excitation modulation.

23. SimCheck Motion and Illumination Variation checking: All
images corresponding to the same illumination angle are aver-
aged and intensity-normalized. The three resulting images are
then assigned to distinct false color (Cyan, Magenta and Yel-
low) and merged into a single output CMY-merged image.
Any colorization of the output image indicates potential
motions of the sample or uneven illumination during the
acquisition. Sample motion can be minimized by reducing
the number of optical sections of the sample. Also, ensure
that the acquisition mode is set to “all Z then channels” and
not “all channels then Z.”

24. SimCheck Modulation Contrast (MCN) checking depicts the
ratio of the modulation amplitude to noise amplitude in the
acquired data.

25. SimCheck Modulation Contrast Map displays the ratio of the
modulation amplitude to noise amplitude in the acquired data
multiplied with the intensity for each pixel in the reconstructed
data, normalized to the maximum intensity in the image.

26. The size of the ROI will depend on the configuration of your
computer. We recommend 64-bit operating systems equipped
with multicore processors and 8 GB of RAM.
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Chapter 20

Sequential Super-Resolution Imaging of Bacterial
Regulatory Proteins: The Nucleoid and the Cell
Membrane in Single, Fixed E. coli Cells

Christoph Spahn, Mathilda Glaesmann, Yunfeng Gao, Yong Hwee Foo,
Marko Lampe, Linda J. Kenney, and Mike Heilemann

Abstract

Despite their small size and the lack of compartmentalization, bacteria exhibit a striking degree of cellular
organization, both in time and space. During the last decade, a group of new microscopy techniques
emerged, termed super-resolution microscopy or nanoscopy, which facilitate visualizing the organization of
proteins in bacteria at the nanoscale. Single-molecule localization microscopy (SMLM) is especially well
suited to reveal a wide range of new information regarding protein organization, interaction, and dynamics
in single bacterial cells. Recent developments in click chemistry facilitate the visualization of bacterial
chromatin with a resolution of ~20 nm, providing valuable information about the ultrastructure of bacterial
nucleoids, especially at short generation times. In this chapter, we describe a simple-to-realize protocol that
allows determining precise structural information of bacterial nucleoids in fixed cells, using direct stochastic
optical reconstruction microscopy (dSTORM). In combination with quantitative photoactivated localiza-
tion microscopy (PALM), the spatial relationship of proteins with the bacterial chromosome can be studied.
The position of a protein of interest with respect to the nucleoids and the cell cylinder can be visualized by
super-resolving the membrane using point accumulation for imaging in nanoscale topography (PAINT).
The combination of the different SMLM techniques in a sequential workflow maximizes the information
that can be extracted from single cells, while maintaining optimal imaging conditions for each technique.

Key words Super-resolution microscopy, Single-molecule imaging, Bacterial nucleoid, Protein
quantification, Bacterial regulatory proteins

1 Introduction

In contrast to earlier assumptions, bacteria do not represent
unorganized entities, whose existence is merely based on entropy
and randomly occurring events. In fact, a great deal of organization
is required to orchestrate processes such as transcription, transla-
tion, replication, signal transduction, and many more in such a
small volume of only a few femtoliters. Adaption to unfavorable
conditions is achieved within minutes, facilitating survival even in
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hostile environments [1]. The investigation of these processes
remains challenging, because the temporal resolution of many
commonly used techniques is too low to catch the fast dynamics
of cellular processes in bacteria, especially at the single cell level [2].
In order to explore bacterial homeostasis, fluorescence microscopy
became a widely used tool to visualize various cellular processes.
However, conventional light microscopy is limited by the diffrac-
tion of light which restricts the achievable lateral resolution to
200–300 nm. Super-resolution microscopy circumvents this limi-
tation either by structural remodeling of the fluorescence signal or
its separation in time [2]. The latter is used by single molecule
localization microscopy (SMLM) techniques which rely on
the detection of separated signals emitted from single molecules
and their precise localization with accuracies of typically 10–20 nm
(see Fig. 1) [3, 4].

Photo-modulatable fluorescent proteins can be genetically
fused to the protein of interest, and together with sparse photo-
activation allow for quantitative super-resolution imaging using
photoactivated localization microscopy (PALM, Fig. 1B) [5].
This procedure is not limited to fixed cells and also allows tracking
single proteins over time in living cells (single particle tracking
PALM, sptPALM), delivering valuable information both about
the spatial distribution and diffusive behavior [6, 7]. A useful
extension is to use lipophilic dyes that dynamically bind to cell
membranes which allow visualizing the bacterial morphology via
point accumulation for imaging in nanoscale topography (PAINT,
Fig. 1C) [8, 9]. Since the localization accuracy in SMLM is
dependent on the number of photons of single emitter signals
(see Subheading 3.6.2) [10], bright organic dyes are used in order
to further improve the achievable resolution. These dyes can be
transferred into a long-living dark state and stochastic reactivation
of a subset of molecules is used in stochastic optical reconstruction
microscopy (dSTORM, Fig. 1D) [11]. Recent studies introduced
functionalized nucleosides, which can be specifically labeled with
organic dyes using click chemistry [12–15]. Their uptake and
incorporation into nascent DNA during replication therefore offers
the possibility to label the bacterial nucleoid and to generate
highly resolved snapshots of the chromosomal ultrastructure in
chemically fixed cells (Fig. 1E) [16]. Fixation compensates for
the poor temporal resolution provided by SMLM, which is typically
in the range of minutes and which would otherwise blur the
obtained super-resolution image due to the fast dynamics occurring
in living cells.

In this chapter, we describe a sequential imaging workflow
which allows (1) extracting spatial and quantitative information of
proteins using PALM, and (2) correlating this information to the
ultrastructure of the bacterial nucleoid visualized by dSTORM
imaging of click-labeled DNA [17, 18]. The exact positioning of
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protein and nucleoids within the same single cell is facilitated by
PAINT imaging of the bacterial membrane.

The positions of the imaged bacteria are saved relative to
prominent landmarks within the sample (e.g., corners of the cham-
ber). After removal of the sample buffer, these positions can be
easily repositioned using a motorized stage. This way, each SMLM
technique can be performed at optimal imaging conditions and
prevents possible interferences that would occur during parallel
imaging.

Fig. 1 Principles and different modes of single molecule localization microscopy. (A) A single point spread
function (a, b) can be precisely localized by applying a Gaussian fit function to determine the signal centroid
with a precision of typically 10–20 nm (c). Temporal separation in time (d) and subsequent fitting of single
emitters facilitates the reconstruction of an artificial, super-resolved image of the labeled structure (e, shown:
bacterial nucleoid). (B) PALM imaging of genetically attached photo-modulatable fluorescent proteins is
achieved by iteratively photo-converting or -activating small subsets of fluorescent proteins over time. In
the illustrated case, an initially nonfluorescent protein (e.g., PAmCherry1) is converted into its excitable form
using UV irradiation. Upon excitation with the readout laser, the fluorophore bleaches irreversibly facilitating
quantitative PALM measurements (see Subheading 3.6.3). (C) Membranes can be highly resolved using PAINT
by adding appropriate concentrations of lipophilic dyes to the imaging buffer. Upon binding, the quantum yield
of the dye is enhanced and the emitted signal can be analyzed according to (A). Optimal concentrations are
given by the ratio of kon/koff, which can also be regulated by the intensity of the excitation light source. (D) In
dSTORM imaging, the initially fluorescent organic dyes are transferred into a stable, nonfluorescent dark state
using reducing buffer conditions and laser excitation. Single fluorophores stochastically return into the
excitable state or can be actively reactivated by laser light with shorter wavelengths (purple arrow).
(E) Labeling scheme for specific labeling of bacterial DNA using click-chemistry. The thymidine analog
50-ethynyl-2-deoxyuridne (EdU) is supplied to the growth medium and incorporates into nascent DNA during
replication. After fixation and permeabilization, azide-functionalized organic dyes can be covalently attached
to the alkyne group of EdU using a copper-catalyzed cycloaddition
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The described workflow can be applied to any protein of inter-
est and therefore provides a promising tool to investigate cellular
processes at the near-molecular level.

2 Material

2.1 Chemicals

and Supplies Used

in the Sequential

Workflow

1. High resistance ddH2O (>18 MΩ) is used for all media and
buffers.

2. Bacterial growth medium (e.g., LB, M9 minimal).

3. Phosphate buffered saline (PBS), pH 7.4 (Invitrogen).

4. 50-ethynyl-2-deoxyuridine (EdU) (Baseclick) ➔ prepare EdU
stock solutions at 10 mM concentration in DMSO or ddH2O
and store at �20 �C.

5. Methanol-free formaldehyde (FA) (Sigma-Aldrich).

6. Glutaraldehyde (GA), EM grade (Electron Microscopy
Sciences).

7. 200 mM sodium phosphate buffer (NaH2PO4 and Na2HPO4,
both Sigma-Aldrich).

8. NH4Cl (Sigma-Aldrich).

9. NaBH4 (Sigma-Aldrich).

10. 8-well-chamber slides (Sarstedt).

11. KOH (Sigma-Aldrich).

12. Poly-L-lysine (Sigma-Aldrich).

13. Extracellular matrix (ECM) gel from Engelbreth-Holm-
Swarm murine sarcoma (Sigma-Aldrich) (optional).

14. Nile Red or Rhodamine 6G (Sigma-Aldrich).

15. Triton-X100 (Sigma-Aldrich).

16. Tris (Sigma-Aldrich) ➔ prepare 1 M stock solution pH 8.0.

17. CuSO4 (Sigma-Aldrich) ➔ prepare 100 mM stock solution in
ddH2O.

18. Alexa 647azide (Thermo Scientific) ➔ prepare azide stock
solution at 5 mM concentration in anhydrous DMSO and
store at �20 �C in the dark.

19. Ascorbic acid (Sigma-Aldrich).

20. β-mercaptoethylamine (MEA) (Sigma-Aldrich).

21. Sodium chloride (Sigma-Aldrich).

22. Immersion oil (Merck, catalog number 115577).

23. Mowiol 4-88 (Sigma-Aldrich).

24. TetraSpeck Beads, 0.1 μm (Thermo Fisher Scientific, catalog
number T7279).
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2.2 Bacterial Strains For our studies, we used Escherichia coli K12 MG1655, which is
engineered to express the protein of interest from its native
promoter fused to PAmCherry1 on the chromosome [18, 19].
However, our approach is not limited to chromosomal expression
and can be performed on plasmid-based expression systems.

2.3 Experimental

Setup

This section provides an overview about the essential microscope
components and required devices used in our sequential SMLM
studies.

1. Our custom-built setup for single-molecule detection is based
on an inverted microscope body (Nikon Eclipse Ti), mounting
a high NA TIRF objective (100� Apo TIRF oil immersion
objective, NA 1.49). The microscope body includes a TI-
S-ER motorized stage, which is essential for easy repositioning
of the imaged ROIs during the sequential workflow (see Sub-
heading 3.5.1). The illumination mode can be changed from
widefield to TIRF illumination by manual adjustment of an
external TIRF mirror.

2. As a laser source, we use a Coherent Innova 70C Spectrum
argon/krypton mixed gas laser, which emits multiple laser
lines. Alternatively, single-line light sources such as diode lasers
can be used instead of the multiline laser, which typically
provide intensities in the range of 100–500 mW for a specific
wavelength. The important parameter, however, is the irradia-
tion density at the sample, which depends on the laser beam
expansion and optical components. We use irradiation densities
of 1–1.5 kW/cm2 for PALM and PAINT and �2 kW/cm2 for
dSTORM imaging. Inappropriate laser densities might lead to
insufficient signal separation and therefore imaging artifacts
may occur, especially in densely labeled samples [20, 21]. The
desired wavelength is selected by an acousto-optical tunable
filter (AOTF; AA Opto Electronic). A Coherent Cube UV
diode laser (404 nm/100 mW output power) is additionally
coupled into the microscope. UV laser intensity can be manu-
ally adjusted using an optical density wheel.

3. Appropriate filter sets are used for each channel. The 568 nm
and 647 nm excitation laser lines pass a multiband cleanup filter
(AHF, catalog number F69-647). Excitation and fluorescence
emission lights are separated using a multiband dichroic mirror
(AHF, catalog number F73-888). Fluorescence emissions of
PAmCherry1/Nile Red and Alexa Fluor 647 are filtered using
a 610/60 (AHF, catalog number F47-616) and 700/75
(AHF, catalog number F47-700) bandpass filters, respectively.

4. The fluorescence signal is detected on an Andor Ixon Ultra
EMCCD chip (DU-897U-CS0-#BV; Andor), using a pream-
plifier gain of three, an EM-gain of 200 and active frame
transfer for PALM, PAINT, and dSTORM measurements.
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2.4 Software 1. μManager [22] is used for camera, motorized stage, and UV
laser control.

2. Data analysis is performed using rapidSTORM v.3.31 [23].

3. The super-resolved images are processed and registered using
the open-source image processing package Fiji [24].

4. Determination of the experimental localization precision of
SMLM techniques and quantitative analysis of PALM data is
carried out using LAMA [25].

3 Methods

3.1 Cell Culture Inoculate bacterial cultures from glycerol stocks onto a plate and
then place a single colony into the desired growth medium supple-
mented with appropriate antibiotics and incubate overnight at
32 �Cwith 200 rpm shaking speed for optimal aeration. Incubation
at 37 �C might introduce artifacts arising from improper folding of
the fusion protein. Suitable controls (growth curves, optical inspec-
tion of cell morphology) should be performed. Inoculate the work-
ing culture to a starting OD600 of ~0.02–0.05. Determine the
OD600 every 30 min to obtain the doubling time and to check for
culture viability. EdU is added to an end-concentration of 10 μM at
OD600 ~0.25 for 40 min when working in LB-medium, which is
also the time required for chromosome replication (C-period) [26].
In general, the EdU exposure time depends on the culture mass
doubling time in the respective medium (see Note 1). In minimal
medium, the EdU concentration might be changed to prevent
cytotoxic effects (see Note 2).

3.2 Slide Preparation We typically immobilize the cells on 8-well chamber slides. Initially,
clean the glass surface from dust and other particles using 3 M
KOH for 30 min. Remove the solution and wash the chambers
once with ddH2O, once with PBS for 5 min, again twice with
ddH2O and let the surface dry. Add 0.01% poly-L-lysine solution
for 10 min to coat the glass surface. Remove the poly-L-lysine
solution, wash the chambers twice with ddH2O and let them dry
completely for 2 h in a dust-free environment.

3.3 Fixation

and Immobilization

After the indicated time of EdU exposure, cells are fixed in solution
using crosslinking reagents such as formaldehyde (FA) or glutaral-
dehyde (GA). We usually use 1–2% methanol-free FA (final concen-
tration) for quantitative PALM measurements. Prepare the fixation
mixture containing 300 μl of 200 mM sodium phosphate (NaPH4)
buffer and 225 μl 8%/16% FA (for 1% and 2% final concentration,
respectively). Add 2 � 638 μl bacterial suspension to the fixation
mix and immediately invert the reaction tube several times. Incu-
bate 30 min at room temperature. Afterward, pellet the cells 3 min
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at 5000–6000 � g. Wash the cells once with buffer containing
50 mM NH4Cl in order to quench excess formaldehyde. Resus-
pend the pellet in ~200 μl buffer and add the solution onto
prepared 8-well chamber slides for 10 min. Remove the cells and
wash the chambers two times thoroughly. Optional: Add fiducial
markers as drift indicators. We usually use a mixture of 60 and
80 nm colloid gold particles (e.g., Sigma-Aldrich). These particles
are visible in the PAmCherry1/Nile Red channel and some parti-
cles are also visible in the AF647 channel. When FA is used for
fixation, all buffers should be adjusted to the osmolality of the
growth medium, in order to prevent changes in cell morphology
during the sequential workflow (see Note 4).

3.4 Optional:

Embedding in a

Hydrophilic Gel Matrix

To prevent cells from moving and detaching from the glass surface,
a hydrophilic gel matrix may be applied to the sample [27]. This is
not necessary, but is advised if the cells are used over several days.
Therefore, thaw ECM gel from Engelbreth-Holm-Swarm murine
sarcoma on ice. Dilute the ECM gel with ice-cold ddH2O using
prechilled pipet tips to a final protein concentration of
3.5–4.5 mg ml�1 (see Note 4). Add 30 μl of diluted gel to each
chamber of the 8-well chamber slide and incubate for 5 min on ice
to provide proper sample coverage. Incubate at 37 �C for
30–40 min in a humid environment to mediate gel polymerization.
Note: the gel should not dry completely! The gel will liquefy again
at low temperatures, but can be post-fixed using 1% FA in sodium
phosphate buffer or PBS for 15 min. Quench excess formaldehyde
using buffer supplemented with 50 mM NH4Cl.

3.5 Sequential

Imaging

The following section describes the sequential workflow presented
in Fig. 2. In order to ensure optimal imaging conditions for each
SMLM technique, we recommend following the presented order
(see Note 5).

3.5.1 PALM and PAINT

Imaging

1. Start the microscope setup and let it stabilize. Cool the camera
to�70 �C. Set the preamplifier gain to three and activate frame
transfer. Position the sample on the microscope. The chamber
slide should be placed tight against the border of the sample
holder. This prevents rotation and is important for reliable
repositioning of the cells at later time points. Set the origin to
(X ¼ 0 and Y ¼ 0) at a prominent landmark within the sample.
We usually take one corner of the chamber. Search for regions
of interest and save the positions relative to the origin. Also save
the position and dimensions of the ROIs by adding them to the
ROI-manager in μManager.

2. Change the position to cells of no interest and adjust the focus
and laser beam angle. We usually measure in HILO (highly
inclined and laminated optical sheet) mode (see Note 6).
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Fig. 2 Sequential SMLM imaging of different molecule classes in single E. coli cells. (A) Fixed cells are
immobilized on poly-L-lysine coated chamber slide systems. The sample can be coated with a hydrophilic gel
matrix in order to prevent movement or detaching of bacteria during the imaging workflow (see Subheading 3.4).
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Set the EM-gain to 200 for higher sensitivity in PALM, PAINT
and dSTORM measurements.

3. Return to the region of interest and run acquisition of the
PALM measurements. Start illuminating the sample with
568 nm excitation laser light while the acquisition is already
running to also detect preactivated PAmCherry1 molecules.
We use laser densities of ~1.3 kW/cm2 and frame rates of
10–15 Hz for PALM measurements. Single signals should be
mostly present in only a single frame to ensure a good signal to
noise ratio.

4. Add UV activation light in the regime of a few W/cm2 and
adjust the intensity during acquisition to maintain optimal
fluorophore density (typically 1–2 molecules per cell in each
camera frame). The optimal number of recorded camera frames
depends on the copy number of the protein of interest. For
RpoC-PAmCherry1, which is present at ~3600 molecules per
cell in LB, up to 10,000 frames are required to read out all the
molecules.

5. After imaging all regions of interest, remove the sample from
the microscope and apply PBS containing 200–400 pM Nile
Red for PAINT imaging of the bacterial membrane. Place the
sample back on the microscope and search for the origin which
is set in the PALM measurement. Again, set the origin to
X ¼ 0, Y ¼ 0. The relative ROI positions saved during
PALM imaging should facilitate easy repositioning. Apply the
ROI, which is saved in the ROI-manager and position the cells
similarly as in the PALM measurement.

6. Illuminate the sample with low 568 nm laser intensity until the
outlines of the membrane-labeled bacteria are visible. Adjust
the focal plane and laser beam angle. The correct focal plane is
indicated by intense cell envelopes, and a less intense cytosol of
the bacteria. Change to a frame rate of 33–50 Hz, depending
on the laser densities used for PAINT imaging. For cells grown
in LB, well separated signals can be observed using a laser

�

Fig. 2 (continued) First, the fusion protein RpoC-PAmCherry1 is imaged in PBS buffer using PALM (1). The
sample buffer is then removed and lipophilic dyes (e.g., R6G, Nile Red) are added to the buffer at suitable
concentrations (typically 200–400 pM) for PAINT imaging of the bacterial membrane (2). Afterward, the
sample is permeabilized and incorporated EdU is labeled with Alexa Fluor 647 via click-chemistry. A thiol-
containing reductive buffer system is added to the sample and the ultrastructure of the nucleoids is finally
visualized using dSTORM (3). (B) The brightfield image (a) and the super-resolved SMLM images of the fusion-
protein (b), cell membrane (c) and nucleoids (d) can be superimposed in order to calibrate the brightfield-
image (a+c), correlate the protein distribution to the nucleoid ultrastructure (b+c), investigate the positioning
of the nucleoids within the cell envelope (c+d), or visualize all super-resolved channels at once (b–d). Scale
bars are 1 μm. Adapted from [17], © IOP Publishing. Reproduced with permission. All rights reserved
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density of ~1–1.5 kW/cm2 at a frame rate of 33 Hz and a Nile
Red concentration of 400 pM. Higher laser densities lead to
faster photobleaching and allow higher frame rates, but the
signal intensity might drop due to the faster photobleaching
kinetics. Typically 6000 frames are enough to visualize the
membrane as a continuous structure. After PAINT imaging
of all the regions of interest, remove the sample from the
microscope and proceed with post-labeling of the EdU con-
taining DNA.

3.5.2 Labeling

of Chromosomal DNA

1. Wash the chamber twice with PBS to remove Nile Red and
permeabilize the cells for 30 min using 0.5% Triton X-100 in
PBS. Meanwhile, prepare the click-reaction-buffer according
to [28]. The buffer consists of 100 mM Tris pH 8.0, 1 mM
CuSO4, 5 μM AF647 azide, and 100 mM ascorbic acid.
Prepare fresh ascorbic acid stock solution before usage. Add
the components in the described order to ddH2O. Adjust the
osmolality to match the growth medium using NaCl in order
to prevent shrinking of FA-fixed cells.

2. Wash the permeabilized cells twice with PBS and add the click-
reaction buffer. We typically add 300 μl click reaction buffer to
each chamber for 30 (uncoated cells) or 60 min (gel-coated
cells). After incubation, rinse the sample three times in PBS to
remove the majority of unbound azide molecules. Wash the
cells 2–3 times for 5 min (uncoated cells) or up to 1 h (coated
cells) and store the sample in PBS with adjusted osmolality.

3.5.3 dSTORM Imaging 1. Prepare the imaging buffer for dSTORM measurements. Our
imaging buffer consists of 100 mMTris or 1�PBS, supplemen-
ted with 50–100 mM MEA. The choice of the imaging buffer
depends on the osmolality of the growth medium. For cells
grown in minimal medium or LB Lennox (containing 5 g
NaCl), we use 100 mM Tris buffer containing 50 mM MEA
and 10 mM NaCl. PBS containing 100 mM MEA (adjust pH
value to 8.0 using KOH after addition of MEA) is used for cells
grown in LB-Miller (containing 10 g NaCl). Due to the high
label density, we do not recommend using an oxygen-
scavenger system, since signal separation might not be possible
due to the altered blinking statistics of AF647. Also, the
required glucose also changes the osmolality of the imaging
buffer, which might lead to changes in cell morphology.

2. Add the imaging buffer to the sample and place it on the
microscope. Relocate the same regions of interest and adjust
the focal plane and laser beam angle while illuminating the
sample with low 647 nm laser densities. Switch the frame rate
to 33–50 Hz and increase the laser density to ~2 kW/cm2 in
order to drive the majority of AF647 molecules into the dark
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state. Higher laser densities can be applied to facilitate higher
frame rates. Start the acquisition when the optimal fluorophore
density is reached (~2 molecules per frame per cell). We typi-
cally record 10,000–15,000 camera frames, while maintaining
fluorophore density using either 488 nm or 405 nm reactiva-
tion. This number of frames is usually sufficient to visualize the
bacterial chromosome as a continuous structure (Nyquist–
Shannon criterion).

3.5.4 STED Imaging

of Click-Labeled E. coli

Nucleoids

1. To demonstrate the versatility of the described click-labeling
approach, click-labeled nucleoids of E. coli are imaged with
STED super-resolution microscopy (Fig. 3E) [30]. Please
note that well-performing dyes differ between SMLM and
STED and need to be chosen carefully for each method.
In this work, Atto565 is used for STED and AF647 for
SMLM. STED microscopy has a lower nominal resolution
(<40 nm) than SMLM (<20 nm), but we consider it to be a
bona fide complementary approach: STED imaging on a well-
aligned STED microscope can be considered less prone to
imaging artifacts for novice super-resolution microscopists
compared to SMLM. Whereas SMLM can miss parts of the
structure or even create artifacts if nonoptimal imaging strate-
gies are applied (highlighted in 21), STED microscopy is more
robust. If the STED imaging fails, e.g., due to a misaligned
microscope (see below), the STED-image appears less resolved
than the confocal image. Although STED can not necessarily
reveal all details of a structure, the comparison between SMLM
and STED can be employed to confirm the absence of the most
common, non-reagent derived artifacts in super-resolution
imaging.

2. STED images are acquired with an inverted TCS SP8 3�
microscope (Leica Microsystems, Mannheim Germany)
equipped with a 100�/1.4 NA oil objective (Leica HC PL
APO CS2—STED White). Samples are fixed using 2% formal-
dehyde and labeled with Atto565 as described in Subheading
3.5.2, embedded in Mowiol and imaged in line sequential
mode alternating between standard confocal imaging and
STED super-resolution imaging. Stimulated emission deple-
tion is conducted with a doughnut-shaped 2D-depletion
beam using a 660 nm CW–laser (power ~400–600 mW). Exci-
tation is performed with 574-nm laser light derived from a
white light-Laser (Leica Microsystems, Mannheim Germany).
The power of the 574-nm laser line is increased for the super-
resolution image to compensate for the smaller PSF and there-
fore reduced fluorescence emitting volume in STED-mode by
otherwise constant imaging parameters. The detectors (HyD,
Leica Microsystems, Mannheim Germany) are gated with
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Fig. 3 Sequential SMLM imaging of bacteria grown in different media. (A) E. coli MG1655 derivative KF26,
which chromosomally expresses RpoC-PAmCherry1 at its native locus, was grown in LB Miller at 37 �C.
Overlaying the PALM (i), PAINT (ii) and dSTORM images (iii) indicates that most RNAP molecules are
transcribing active genes at the nucleoid surface (iv) [18]. (B) As expected, the nucleoid-associated protein
H-NS (i) populates the same area as the nucleoid (ii). The intensity plot of the registered channels (iii) can be
used to analyze the distribution of H-NS and DNA. Cells were grown in M9 minimal medium. (C) Distribution of
the transcriptional regulator fusion protein OmpR-PAmCherry1 in acidic minimal medium (pH 5.6). Embedding
in the hydrophilic gel matrix sometimes results in vertically fixed cells. This allows visualizing the cross-
section of the bacterial cell cylinder. OmpR-molecules (i) are preferentially located close to the plasma
membrane (ii). The nucleoid is a condensed ring-like structure in the center of the cross-section (iii). DNA
filaments seem to link the nucleoid to the cell membrane and OmpR populates these linkages (iv). The overlay
of all channels is shown in (v). Adapted from [18] with permission from The Royal Society of Chemistry.
(D) PAINT imaging of DNA using a novel fluorogenic dye JF646 (i) [29] and dSTORM imaging of click-labeled
nucleoids (ii) both facilitate super-resolution imaging of the bacterial nucleoid (iv). The membrane can still be
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2.5–6 ns with respect to the 574 nm line of the pulsed white
light-laser with 80 MHz repetition rate [31]. Detector gain is
set to 300% and the scan speed is set to 600 Hz resulting in a
dwell time of 600 ns. The pixel size is set to 19 nm, the pinhole
to 0.8 AU and a 32� line average is applied.

3. The alignment of the excitation beam and the donut-shape
stimulated emission beam can be determined by imaging
100 nm TetraSpeck beads sparsely embedded in a mounting
medium, e.g., Mowiol. These beads display a broad excitation
and fluorescence spectrum in the visible range and the fluores-
cence can be efficiently depleted with all common STED lasers
(in the range between 592 nm and 775 nm).

The quality of the STED beam alignment with respect to the
confocal excitation beam (or vice versa) can be determined by
imaging single beads using standard confocal imaging and STED
imaging in parallel, using a pixel size of 20 nm and creating an
overlay. The smaller signal of the super-resolved beads should lay in
the center of the same bead in the confocal image. In practice, a
slight misalignment displayed by a decentered STED image
(<20 nm) leads to a very mild decrease in fluorescence and can be
ignored without practical consequences. Shifts larger than a quarter
of the FWHM of the confocal PSF (typically >50–60 nm) leads to
an increasing loss of fluorescence signal (and apparent resolution),
which can in extreme cases result in a STED image considered
worse in terms of resolution and contrast than the confocal
image. A realignment of the laser beams is mandatory in these
cases. If the beads deviate from a round shape (in x/y) or a z-
stack reveals a severely tilted PSF or otherwise distorted PSF deviat-
ing from the typically “cigar”-like shape, a major realignment
should be performed in order to avoid images with poor resolution,
low signal-to-noise ratio or in rare cases, artifacts. Before starting a
realignment, confirming (1) an image of single (monodisperse)
beads, (2) testing multiple positions on the test samples, avoiding
singular effects including air bubbles in the mounting medium, (3)
inspecting the sample for scratches in the glass, and (4) avoiding air
bubbles in the immersion medium (e.g., immersion oil) can save
time to avoid unnecessary alignment efforts.

�

Fig. 3 (continued) imaged using PAINT after permeabilization of the cells (iii). (E) STED imaging of Atto565
labeled nucleoids. Confocal imaging of a region of interest (i) already indicates the highly structured nucleoids
of cells grown in LB at 32 �C. (ii) Magnified view of the marked area (green rectangle) in (i). STED imaging
greatly enhances the resolution, revealing the highly condensed filaments of the nucleoid (iii). Scale bars are
1 μm in (A), (B), (D), (E) and 0.5 μm in (C)]
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3.6 Data Analysis This section describes the analysis of SMLM measurements. The
proposed parameters are specific to our microscopic setup and may
be altered in order to achieve similar results for measurements
recorded on other systems.

3.6.1 2D Reconstruction

of SMLM Images

All SMLM measurements have been analyzed using rapidSTORM
v3.31 [23]. The most relevant parameters are discussed in this
section. The pixel size has to be determined for each optical setup
(e.g., by measuring a grid with defined distances; 158.3 nm per
pixel in our case). The full-width-at-half-maximum (FWHM) of the
fluorescent signal can be measured experimentally using the output
module “Estimate PSF form” in rapidSTORM. Single PSFs can be
manually selected from preselected PSFs from the measurement
and the mean FWHM is determined as the average value of typically
40 PSFs. We determined a PSF FWHM of 320 nm and 380 nm for
PAmCherry1/Nile Red and AF647, respectively. Due to the low
background and high signal-to-noise ratio, signals are selected
using a fixed global threshold and filtered by the number of emitted
photons subsequently (>100 photons for Nile Red, >150 photons
for PAmCherry1 and >350 photons for AF647). Signals spreading
over multiple frames are tracked using a spatiotemporal Kalman
filter with a distance threshold of 90/60 nm (PAmCherry1 and
AF647, respectively) and a dark time of two frames.

3.6.2 Determination

of the Localization

Precision

A good measure for SMLM imaging quality and maximum achiev-
able resolution is the obtained localization precision, which
depends on many parameters such as the optical properties of the
microscope, imaging conditions or fluorophore brightness.
Theoretical estimations [10, 32] define the lower boundary of the
localization precision, which is usually not reached under experi-
mental conditions. We therefore decided to apply an experimental
approach, which determines the nearest neighbor distances of
fluorophores in adjacent frames [33]. The statistical distribution
of these nearest neighbor distances can be mathematically fitted,
providing the experimental localization precision as the standard
deviation of the first Gaussian part in the fit function. Using this
approach, we determined our experimental localization precision to
be 12.0 � 0.3 nm, 22.1 � 1.1 nm, and 12.6 � 0.5 nm for PALM,
PAINT, and dSTORM measurements, respectively [17]. These
values can be used to apply a Gaussian filter to the respective
SMLM images, with a σ corresponding to the determined experi-
mental localization precision.

3.6.3 Drift Correction

and Channel Alignment

Due to the low temporal and high spatial resolution, SMLM tech-
niques are quite prone to sample drift during acquisition. Various
variants of drift correction have been developed, some of them rely
on fiducial markers as drift indicators, and others use defined struc-
tures for feature-based drift correction. The latter case is
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predominantly used for correction of linear drift, while the use of
fiducial markers also allows for nonlinear drift correction and can be
further used to correct for chromatic aberrations between different
channels. For our studies, we used a drift correction approach based
on fast-Fourier-transformation (FFT), in order to correct for linear
drift. Since linear drift introduces a directed pattern to the image,
this pattern is visible in the Fourier transformed image, which
allows the extraction of the dimensions of drift in X and Y direc-
tions. Note that this approach works well for medium/high abun-
dant proteins (1000+ localizations per cell), but fails when facing
low copy numbers. In this case, we suggest adding gold beads to
the sample (mixture of 60 nm and 80 nm colloidal gold particles) as
fiducial markers. Due to the sample removal during the sequential
workflow, the different SMLM channels are inevitably shifted and
have to be registered accurately. The size, shape, and orientation of
the bacteria can be used as an intrinsic feature for the superimposi-
tion of single SMLM channels (Fig. 4A). Binary masks of the signal
are created using Fiji. The translational shift between the masks
can be determined using the Fiji plugin “2D stitching,” which
calculates the maximal overlay between the respective binary
masks. The accuracy of this approach increases with the number
of bacteria in the region of interest.

3.6.4 Quantitative

Analysis of PALM Data

One great advantage of the presented sequential workflow is the
possibility of super-resolving three different classes of molecules,
while conserving the quantitative nature of PALM imaging
(Fig. 4B) [17]. However, applying optimal imaging conditions,
using the appropriate fitting parameters and thresholds are just a
few of the crucial parameters for reliable quantitative PALM mea-
surements. Signals that emit over multiple frames have also to be
tracked to a single localization in order to prevent overestimation of
the copy number. The study of Endesfelder et al. [19] highlights
the correct choice of the mentioned parameters. Protein copy-
numbers in single cells can easily be determined using LAMA
[25]. SMLM localization files can be converted into images, in
which every localization of a fluorophore adds one gray value to
the respective pixel (Fig. 4Ba). Therefore, the number of localiza-
tions per cell is represented by the integrated intensity within the
cell cylinder (Fig. 4Bb). This number can be converted to the
protein copy number, e.g., by correcting for fluorescent protein
blinking and maturation time. The PAINT image provides the
sharp outlines of the bacterial cells, which are used to measure the
area and number of PALM localizations in each single cell. In
addition to copy-numbers and molecular densities, density-based
clustering algorithms such as DBSCAN [34] can be applied to
PALM measurements to identify protein subclusters, e.g., pre-
sumed transcription hot spots of clustered RNA polymerases
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Fig. 4 Superimposition of different SMLM channels obtained using the sequential imaging workflow and
quantitative analysis of PALM data. (A) Sample removal during the workflow ultimately leads to translationally
shifted channels (a). The PAINT channel is false-colored in red, the PALM image of RNAP in yellow and chromosomal
DNA in cyan hot. Masks of the respective channels are created using Fiji (i–iii) and are used for Fourier
Transformation based registration (see Subheading 3.6.3). The maximum overlap between the PALM and mem-
brane masks (b, yellow and green), as well as between the DNA and membrane masks (c, yellow and red) are
calculated. The translationmatrix is applied to the SMLM images, resulting in the registered triple color SMLM image
(d). Adapted from [17],© IOPPublishing. Reproducedwithpermission.All rights reserved. (B) The quantitative nature
of PALM imaging is conserved in the sequentialworkflow and allows the determination of protein copy-numbers per
cell. Therefore, the SMLM image is rendered according to the number of localizations using LAMA [25] (a). The cell
outlines extracted from the PAINT image (red dashed lines) can be used to measure the integrated intensity of the
rendered image, which correspond to the number of localizations (b). PALM data can also be processed using a
density-base clustering algorithm (DBSCAN) in order to identify subclusters [34] (c). Colored numbers indicate the
number of localizations which are present in the respective subclusters. Scale bar in (A) is 1 μm
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(Fig. 4Bc) [19]. DBSCAN cluster analysis can also be performed
using LAMA [25]. In this example, molecules with at least four
neighbors in a radius of 30 nm are considered to be clustered.

4 Conclusions and Perspectives

Due to their small size, bacteria are excellent targets for single
molecule localization microscopy studies. The presented sequential
workflow combines different SMLM techniques under optimal
imaging conditions and thus facilitates the localization and quanti-
fication of proteins of interest via PALM and correlation of their
position with respect to the nucleoid and cell envelope. This
approach is applicable to different E. coli strains and growth
media (Fig. 3). We confirmed that the majority of RNA polymerase
molecules transcribe active genes at the surface of the highly
condensed and structured nucleoids during fast growth (Fig. 3A,
LBMiller, 37 �C) [16]. Less structuring of the nucleoid is observed
in M9 minimal medium (Fig. 3B). The nucleoid associated protein
H-NS co-localizes with the chromosome, illustrating its role in
chromosome organization. In addition, low-abundant signaling
proteins such as OmpR can be visualized and its position with
respect to the chromosome and cell membrane determined. We
discovered that OmpR was located near the plasma membrane
under acidic conditions (Fig. 3C, 100 mM MES buffer, pH 5.6),
while the chromosome was condensed in a ring-like structure along
the bacterial length axis [18]. These examples illustrate that our
approach is applicable over a broad range of targets and conditions.
Nucleoids can also be visualized using novel fluorogenic dyes which
allows PAINT imaging of unmodified DNA (Fig. 3D) [18, 29] and
will facilitate sequential imaging under nonreplicating growth con-
ditions (e.g., in stationary phase). Moreover, super-resolution
imaging of click-labeled nucleoids is not restricted to SMLM
and can be performed using STED microscopy [30] (Fig. 3E).
2D-STED microscopy delivers a lower nominal resolution than
SMLM, but can be exploited as a bona fide control experiment
delivering artifact-free super-resolution images and the z-stacking
capability of confocal microscopy. 3D-STED microscopy [35],
resulting in an approximately isotropic resolution of ~100 nm and
comparably shorter imaging times (<1 to a few minutes), can be
beneficial, if throughput is more important than maximum resolu-
tion and protein counting capabilities.

With the development of further specific labeling strategies, the
presented sequential workflow can be extended tomultiple proteins
of interest, which will be extremely useful to investigate protein
interactions within DNA-associated processes such as replication,
transcription, nucleoid structuring, or signal transduction.
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5 Notes

1. The exposure time of EdU to the bacterial cultures should be
varied according to the mass doubling time in the respective
medium. For this purpose, we always record a growth curve by
measuring the OD600 (here referred to as A) of each culture
every 30 min. The OD600 is plotted against the time (t) and the
mass doubling time (td) can be extracted by using Eqs. 1 and 2.
We typically incubate the cells in EdU-containing medium for
1.5 mass doubling times, which is ~40 min in rich medium and
~66 min in minimal medium (M9 supplemented with 0.1%
casamino acids) in order to reliably label the entire
chromosome.

A tð Þ ¼ A 0 � ek�t ð1Þ

td ¼ ln 2

k
ð2Þ

2. The concentration of EdU should be carefully determined
according to the growth medium. 10 μM EdU works well for
growth in rich medium. However, cytotoxic effects cannot be
excluded in minimal media. Here, we recommend growing
cells in the respective medium, with and without addition of
EdU, fixing the cells and comparing the cell and nucleoid
morphology using Nile Red and DAPI, without performing
the click reaction. If the cell or nucleoid morphology is
impaired due to EdU incorporation, lower EdU concentra-
tions, or the addition of native nucleosides to the growth
medium can help to reduce cytotoxic effects.

3. We apply low concentrations of FA (1–2%), since high concen-
trations might denature fluorescent proteins impairing quanti-
tative imaging [19]. However, FA fixed cells are still (at least to
some extent) osmotically active. Therefore, buffers with the
osmolality adjusted should be used to prevent changes in cell
shape and/or size. The addition of glutaraldehyde (GA) ren-
ders the cells osmotically inactive (e.g., 1% FA, 0.1–0.2% GA).
We usually incubate for shorter times with an FA/GA mixture
(10–15 min). Excess glutaraldehyde has to be quenched by a
freshly prepared solution of 0.2% sodium borohydrate in PBS
for 3 min, followed by three washing steps with PBS. Note that
you will lose a significant amount of photoactivatable proteins,
and we therefore suggest using FA–GA mixtures only on high-
abundance proteins, which are not analyzed quantitatively.

4. Coating with extracellular matrix is not essential, but recom-
mended when the samples are stored for longer times. Note
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that the protein concentration in the ECM may differ between
suppliers and lot numbers. High concentrations might affect
post-labeling, while low concentrations might lead to insuffi-
cient polymerization. The sample should be kept in a humid
environment during the polymerization process to prevent
evaporation and drying out.

5. The described order in the sequential workflow cannot be
changed without introducing unfavorable conditions. We
strongly suggest performing PALM imaging first in order to
facilitate quantitative imaging. Performing the copper-catalyzed
click reaction prior to PALM imaging leads to irreversible
destruction of fluorescent proteins [36]. Furthermore, the
photoactivation cycle of PAmCherry1 requiresmolecular oxygen
[37],which ismostly depleted in switchingbuffers fordSTORM.
Nile Red emits fluorescence in the same channel as PAmCherry1,
requiring PALM imaging to be performed prior to PAINT imag-
ing, since Nile Red might not be washed out completely. How-
ever, dSTORM imaging could be carried out before PAINT
imaging. Although the cells have to be permeabilized prior to
click labeling, PAINT imaging is still possible after permeabiliza-
tion and dSTORM imaging. However, we prefer the suggested
order of PALM, PAINT, and dSTORM imaging due to the ease
of sample handling.

6. HILO illumination applies an inclined laser beam that gener-
ates a laminal sheet of illumination. This confinement of the
excited volume in the z-direction reduces out-of-focus fluores-
cence, which would impair image quality in widefield imaging
[38]. The advantage over total internal reflection microscopy
(TIRF) is the increased penetration depth, which allows imag-
ing of the bacterial “mid plane” with an increased signal-to-
noise ratio.
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Chapter 21

Procedures for Model-Guided Data Analysis
of Chromosomal Loci Dynamics at Short Time
Scales

Marco Gherardi and Marco Cosentino Lagomarsino

Abstract

This chapter provides theoretical background and practical procedures for model-guided analysis of
mobility of chromosomal loci frommovies of many single trajectories. We guide the reader through existing
physical models and measurable quantities, illustrating how this knowledge is useful for the interpretation
of the measurements.

Key words Chromosomal loci dynamics, Theoreticalmodels,Data analysis, Subdiffusion,Viscoelasticity

1 Introduction

This chapter provides practical procedures to analyze mobility of
chromosomal loci from movies of many single trajectories [1, 2].
The ideal target is a biologist oriented to quantitative work, and
able to produce data of this kind. We have in mind experiments
following single chromosomal loci tagged with FROS or ParB-GFP
in bacteria, at time scales that are shorter than the “macroscopic”
movements due to segregation (which become evident observing
for minutes). At such time scales, fluctuations of single loci report
on features of the chromosomal organization, biochemical noise,
and active forces/transport. We will mainly refer to the bacterial
literature and the related scientific questions [3–6]. However, some
of the procedures are valid for other systems such as tagged chro-
mosome loci in eukaryotes or other labeled protein foci/orga-
nelles/cytoplasmic particles [7, 8]. Future endeavors may
combine such model-guided techniques systematic genetic and
physiological perturbations and have the ultimate goal of specifying
how the physical nature of chromosome organization and segrega-
tion affects key biological processes such as transcription and cell-
cycle progression.

Olivier Espéli (ed.), The Bacterial Nucleoid: Methods and Protocols, Methods in Molecular Biology, vol. 1624,
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We will assume here that the analysis starts with a large set of
already tracked trajectories. A detailed description of how to carry
out the tracking experiments and how to treat the raw data has been
provided elsewhere [9]. The goal of this chapter is to give access to
more sophisticated ways to analyze the data, linking to existing
theoretical models, and advocate the use of models to guide and
enhance the physical interpretation of such data. We will link to
cases where such methodology has been effective for answering key
questions. A secondary goal is to give the reader a compass to be
able to explore the jungle of existing modeling approaches.

Physical vs Phenomenological Models The measurable quan-
tities, framed into the appropriate mathematical model, allow to
investigate the physical properties of the medium (dynamical, rheo-
logical, elastic, etc.). Modeling in physics usually follows either of
two strategies: physical and phenomenological. “Physical model”
refers to a mechanistic description of the processes acting in the
system, derived from an established physical theory. It needs not
incorporate all known details underlying a process, but only those
assumed to be relevant to the dynamics of the quantities under study.
A “phenomenological” model, instead, is less aware of the physics,
and aims at capturing the behavior of the system by a simple mathe-
matical description that is not derived from a physical theory, with
the least possible number of free parameters. In practice, the differ-
ence between physical and phenomenological models may be subtle
in some cases. Importantly, as we will see, both approaches can lead
to physical interpretation of the parameters, the main difference
between the two kinds of models being the derivation from an
underlying theoretical framework or lack thereof.

2 Materials

This section reviews the basic observables and the main models
(definitions and meaning) that are commonly used in the context of
tracking chromosomal loci (Fig. 1). It contains the formulas that
define the main observables and model equations, but all defini-
tions are also explained in words.

2.1 Anomalous

Diffusion

The mean-squared displacement (MSD) of the particle is a simple
informative quantity, and the most commonly used observable. For
an ensemble ofN trajectories xi(t), it is defined as the average of the
square displacement between the position at the initial time and any
subsequent position, and it is thus a function of time,

MSDðtÞ ¼ xðtÞ � xð0Þ½ �2
D E

¼ 1

N

XN

i¼1

xiðtÞ � xið0Þ½ �2: ð1Þ

In normal (Brownian) diffusion, the MSD depends linearly on
time, at least for long times. When this law is violated, diffusion is
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termed anomalous. The terms subdiffusion and superdiffusion are
used to refer to asymptotically sub-linear and super-linear cases,
respectively. In many cases, the MSD is found to grow as a power of
time, for non-confined motion:

MSDðtÞ � tα: ð2Þ
This trend is usually a signature of interesting physical features (see
below) and defines the exponent α, which quantifies the deviation
from Brownian behavior.

The average in Eq. 1 is an ensemble average, meaning that it is
calculated on the whole set of trajectories, at fixed time t. Another
commonly used procedure is to average over lag times τ without
averaging on the ensemble, i.e., considering a trajectory, taking the
mean of the steps of a given time difference (“lag time”) starting
from all the measured time frames. This gives the time-averaged
MSD for each trajectory:
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MSDðτÞ¼ xðt þ τÞ�xðtÞ½ �2
D E

t
¼ 1

nðτÞ
X
t

xðtþ τÞ�xðtÞ½ �2, ð3Þ

where n(τ) is the number of sliding intervals of length τ in the
trajectory. A time-averaged function MSD(τ) is obtained for each
trajectory. Hence, this kind of averaging can be used to explore the
heterogeneity of the ensemble. In many situations, the ensemble
and time averages give the same scaling with respect to time t and
lag time τ, respectively (a notable exception, mentioned below, is
the continuous-time random walk). Ensemble and time average are
also combined in some cases, by taking a collective time average
over multiple trajectories.

While measuring the MSD allows an estimation of the depar-
ture from normal diffusion, other quantities must be used to gain
more detailed information on the motion (in particular, to probe
the elastic properties of the medium). A useful one is the velocity
autocorrelation function Cv(τ), which quantifies how much the
velocity (distance over time lag) computed for one observed step
is correlated with the velocity computed a step delayed by a time τ.
One expects that the positive correlation is perfect for zero time
delay, and decreases with increasing time delay. However, the cor-
relation can also become negative, witnessing an elastic response
(where a step in one direction statistically causes a step in the
opposite direction after some time). The function Cv(τ) is defined
as the average of the product of instantaneous particle velocities
measured at time delay τ,

Cvðτ, δÞ ¼ xðt þ τ þ δÞ � xðt þ τÞ½ � � xðt þ δÞ � xðtÞ½ �h it : ð4Þ
Here δ, the time interval over which one evaluates the velocity, is
usually taken to be a single frame (so that the velocity is computed
by differences of consecutive frames). However, it is sometimes
useful to compute Cv(τ, δ) for several values of δ in a range [10].
See Subheading 3.4 for a use case.

2.2 Phenomeno-

logical Models of

Subdiffusion

We describe here the main theoretical models that are relevant to
understand the dynamics of tracked loci (Fig. 1).

2.2.1 Fractional

Brownian Motion

Fractional Brownian motion (fBm) was introduced and described
in the mid-twentieth century [11–13] motivated by empirical
observations of anomalously slow-decaying autocorrelations in
river levels and economic time series. It is a stationary process
BH(t) (i.e., it is invariant under translations of time), with Gaussian
distribution and variance (i.e., MSD), that increases as a power law
with timeBH ðtÞ2 � BH ðtÞ2 ¼ t2H . This relation is the definition of
anomalous diffusion, Eq. 2. The exponent H ¼ α/2 is called the
Hurst exponent, and measures the deviations from normal diffu-
sion, which is recovered for H ¼ 1/2. The important ingredient of
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this process is that steps are correlated, positively or negatively,
depending on the value of H. For H < 1/2 the process is sub-
diffusive and the incrementsX(k) are anti-correlated, while forH>
1/2 the process is super-diffusive and the increments are positively
correlated.

The fBm, like ordinary Brownian motion, has the notable
property of being self-similar (fractal), meaning that a rescaling of
time t ↦ at is equivalent to a rescaling of space BH(t) ↦ |a|HBH(t).
In fact, it is the most general class of Gaussian processes with this
property.

The covariance (autocorrelation) function of fBm contains
power-law contributions, and is often used to define the process.

BH ðtÞBH ðsÞh i ¼ 1

2
t2H þ s2H � jt � s j2H

� �
: ð5Þ

Note that for H ¼ 1/2, this expression reduces to the case of the
random walk, i.e., maxðt , sÞ.

The increment processX(k) ¼ BH(k + 1)� BH(k), k¼ 0, 1, . . .,
defined by the “steps” of fBm is called fractional Gaussian noise, and
is the analogue of white noise for this self-similar correlated process.

2.2.2 Viscoelasticity

and the Fractional Langevin

Equation

A viscoelastic material is one displaying both viscous (i.e., it flows
like a fluid) and elastic response properties. Contrary to purely
elastic materials, a viscoelastic substance has notable physical prop-
erties, it dissipates energy when subject to stress, and its stress–-
strain curves display hysteresis. There are indications that the
cytoplasm behaves as a viscoelastic medium, owing to molecular
crowding and to the presence of elastic elements [1, 14, 15]. As a
particle moves in a viscoelastic medium, the medium reacts elasti-
cally to the motion of the tracer, thus generating anti-correlations
in the trajectory. This phenomenon can give rise to subdiffusion.

The fBm is a reasonably good phenomenological model of
tracer subdiffusion in a viscoelastic medium, because its anti-
correlated steps represent well the transient elastic response. How-
ever, the fBm has a property that (from the physics viewpoint)
makes it not adapted to describe fluctuating systems in thermody-
namic equilibrium: it does not satisfy the so-called fluctuation-
dissipation relation. This relation is an expected property of a
physical fluctuating system at thermal equilibrium [16]. Inciden-
tally, note that the fluctuation-dissipation relation is not guaranteed
to apply in biological systems, thinking, for example, that the
system might be kinetically constrained (i.e., subject to constraints
preventing its equilibrium relaxation) or driven far from equilib-
rium by ATP-dependent active forces. However, physicists gener-
ally agree that the basal equilibrium behavior should be first
reproduced in a model, as a control, and more complex effects
should be considered as additional ingredients on top of the famil-
iar equilibrium behavior.
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Simply put, the fluctuation-dissipation relation states that the
relaxation of the system from a thermal fluctuation is the same as
that from an applied perturbation. Such perturbation can be, for
example, an external force exerted by a cellular element or, in a
more controlled way, by the experimental setup. The classical
example is a microscopic object in a fluid following a simple random
walk. Here, as in our case, the fluctuating quantity is the position
x(t), and the mobility μ (i.e., the inverse of the viscous drag)
quantifies the system response (net movement) in presence of an
external force. In this case, the fluctuation-dissipation theorem can
be formulated as the classic “Stokes–Einstein” relation, between
the diffusion constant (characterizing the fluctuating quantity)
and the mobility (characterizing the behavior under perturbation),
D ¼ μkBT.

Since the diffusion constant D is related to the mean-square
displacement, this expression can be also written as

1

2
hx2ðtÞiF¼0 ¼ kBT

1

F

d

dt
hxðtÞiF ,

stating that a Brownian particle under a constant force F moves on
average with constant speed, and the same law is obeyed by the
mean-square displacement. Now, this property is not verified for a
particle following fractional Brownian motion (unless H ¼ 1/2,
where this model describes the conventional Brownian motion).
Such model particle moves at constant speed under an applied
external force, but its fluctuations may be characterized by a differ-
ent power law.

The fluctuation-dissipation relation is restored by another phe-
nomenological model, called the fractional Langevin equation
(fLe) [17–20]. In order to understand this process we need to
take a few steps back. The Langevin equation is a force-balance
equation in an overdamped medium, i.e., when inertia is negligible
as it is at the microscale, explicitly taking into account sources of
molecular noise (e.g., thermal noise). Going back to the random
walk, the process results from the Langevin equation of a free
particle under thermal white noise. Equally, fBm can be expressed
as an overdamped Langevin equation, where the forcing term is
fractional Gaussian noise.

The fLe is a generalized Langevin equation where the force is
fractional Gaussian noise (with Hurst exponentH) and the particle
feels the effects of its past trajectory as an additional forcing term.
Thanks to this additional memory term, absent for the fBm, the
behavior under external force can correspond again to the scaling
law of the mean-square displacement. Hence, the fLe allows the
definition of subdiffusive motions satisfying the fluctuation-
dissipation relation. The MSD in this model presents a crossover
from a short-time ballistic motion (where the MSD is proportional
to time) to a long-time subdiffusion with exponent 2 � 2H. Note
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that here subdiffusion is generated by positively correlated noise
(which is often not easy to interpret), as opposed to anti-correlated
noise as in the fBm.

While the processes described above are defined in one dimen-
sion, an isotropic d-dimensional fBm (or fLe) is readily defined by
assuming that each coordinate follows a one-dimensional fBm (or
fLe) independently and with the same parameters. When these
processes are confined in a finite volume, the understanding of
their dynamics is less systematic, but signatures of confinement
can be obtained from empirical data. The time-averaged MSD
saturates to a constant (volume dependent) value for large times.
Both fBm and fLe follow similar behavior under confinement [21].

2.2.3 Glassiness and the

Continuous-Time Random

Walk

The continuous-time random walk (CTRW), introduced in [22], is
a classic phenomenological model of “cage dynamics.” It separates
the microscopic motion into two components: confined diffusion
in a cage and hopping dynamics between cages. The CTRW differs
from the fractional Brownian–Langevin description in that tracer
motion is realized by periods of immobility followed by instanta-
neous jumps. The jumps are uncorrelated (they are independent
and identically distributed random variables), and the phenome-
nology of the systemmodeled is encoded in the distribution ψ(τ) of
the waiting times τ between jumps. In many cases, the energy
landscape the tracer is subject to is heterogeneous, and can tran-
siently trap the particle for long times, possibly with infinite mean
waiting time. In such cases, τ is distributed as a power law ψ(τ) �
τ�(1+α) with 0 < α < 1, meaning that there is a non-negligible
probability that the particle remains trapped for very long times,
resulting in macroscopically intermittent motion. The anomalous
diffusion in this case is determined by the divergence of typical
microscopic time scales [23–25], and the MSD scales as tα.

When geometrical inhomogeneities, rather than transient
binding, are believed to be the main responsible for anomalous
transport, the motion is often modeled as (normal) diffusion con-
fined in a fractal. Diffusion in a fractal leads to the same anomalous
scaling laws for the MSD as above. The phenomenology is similar
to that of the CTRW, but the two models can be discriminated by
analyzing first-passage properties (see [26] for details). It is impor-
tant to note that ensemble averages and time averages are not
equivalent in the CTRW (a phenomenon related to the “breaking
of ergodicity”) [27]. In particular, while the ensemble-averaged
MSD bears the hallmark scaling of anomalous diffusion, the time-
averagedMSD has a simple diffusive behavior. The doubly averaged
MSD scales as Tα�1τ, where τ is the lag time and T (assumed much
larger than τ) is the time span over which the time average is
computed [28]. (A sub-linear scaling both in trajectory time and
in lag time has been interpreted as evidence for a CTRW restricted
on a fractal substrate [25].)
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In contrast to the CTRW, ergodicity holds for the fBm and fLe
in free space, meaning that time averages are equivalent to ensemble
averages, although with slow convergence [29] (weak ergodicity
breaking is observed in confined space [21]). In most situations, it
is therefore advisable to perform both time and ensemble averages
on the MSD, in order to improve the statistics.

2.3 Physical Models

of Polymer Dynamics

2.3.1 The Rouse Model

The simplest physical model that can be used to evaluate the
dynamical properties of a polymer is the Rouse model. The coarse
grained description is that of a linear polymer, whose monomer
segments are subject to hydrodynamic drag and random forces as in
Brownian motion. In the Rouse model, consecutive monomers are
connected by entropic springs, i.e., by Gaussian chains that follow
Hooke’s law, with elastic constant k ¼ 3kBTb

�2. Here T is the
temperature, kB is Boltzmann’s constant, and b is the Kuhn length,
i.e., the typical length of a segment. The motion of each segment is
considered overdamped with the same friction ζ, and different
segments do not interact with each other (“ghost” chain). The
Rouse polymer model is simple enough to be solved analyti-
cally [30]. The dynamics of a monomer in the chain is diffusive
up to the time t0 � ζb2/3kBT when it begins to be influenced by
the surrounding polymer. Then it is subdiffusive with exponent α¼
1/2 up to the crossover time t1 � ζb2(N + 1)2/3π2kBT (known as
Rouse time). After the Rouse time, segmental motion is dominated
by the center of mass of the whole polymer, and is again diffusive (α
¼ 1). Note that t1 increases quadratically with the number of
monomers N.

Including hydrodynamic interactions in the Rouse description
yields the Zimm model, which predicts a scaling exponent α �
0.67. However, it is commonly believed that crowding in the
cytosol screens these interactions, thus making them irrelevant
in vivo. When inter-chain interactions are important, such as at
high concentrations in a random “melt,” where entanglement
between different chains strongly constrains their dynamics, the
reptation dynamics is often assumed [31]. In such a description,
the polymers are constrained to move inside “tubes” by movements
resembling those of snakes. Compared to the Rouse model, the
MSD has an additional regime, where the subdiffusion has expo-
nent α ¼ 1/4, corresponding to longitudinal diffusion in a tube
shaped as a random walk.

2.3.2 Non-Newtonian

and Active Media

The extreme long-time and short-time regimes in these models are
diffusive, due to the polymer being immersed in a Newtonian fluid
(i.e., a simple viscous fluid). How the foregoing picture changes for
polymers moving in a viscoelastic medium has been addressed
in [32]. As described above, the viscoelasticity of the medium
makes a free tracer subdiffuse; let us call its exponent αfree.
As in the Rouse model, the intra-polymer forces give rise to an

298 Marco Gherardi and Marco Cosentino Lagomarsino



intermediate-time regime where monomers diffuse with a halved
exponent with respect to the free motion. Namely, a crossover is
observed between subdiffusion with α ¼ αfree/2 before the Rouse
time, to free subdiffusion of the center of mass with α ¼ αfree for
large times.

The foregoing models rely on the assumption of a passive
medium. However, particles in the cytoplasm and chromosomal
loci are subject to additional active forces, notably during segrega-
tion. Consider a Rouse model in a subdiffusive medium, character-
ized by the exponent αfree. A constant force applied to a monomer
in such a model gives a mean displacement proportional to tαf ree=2

[33, 34] (a more general elastic model was treated in ref. [35]).
Fluctuations around this drift can be measured by the de-drifted
MSD, as VarDðtÞ ¼ jxðtÞ � xð0Þ �MDðtÞjh i, where MD(t) is the
mean displacement at time t, measured in the direction of the force.
These quantities satisfy the Einstein relation MD(t)/VarD(t) ¼ F/
(2kBT), where F is the force and T the temperature, thus allowing to
estimate the force. Note that the behavior under constant force can
be used to discriminate fBm and fLe, since, as we discussed, the
latter process satisfies the Einstein relation, while MD(t)/ t for the
fBm under constant forcing.

2.3.3 Polymer Networks Descriptions of bacterial chromosomes as simple linear polymers
are a gross simplification, as the real topologies are complicated by
the presence of nucleoid-associated and other DNA-binding pro-
teins [5]. These proteins can link distant regions of the chromo-
some, thus mediating long-range interactions along the chain.
Classic models of this situation are Gaussian networks, i.e., general-
izations of the Rouse model where sets of ghost springs are
interconnected in network structures of chosen topology, which
can range from a main backbone with loops, to random or fractal-
like networks [5]. Such models are quite developed and largely
applied to proteins [36–38] but have never (to the best of our
knowledge) been used for comparisons with dynamics of chromo-
somal loci. Thus, they make an interesting territory for exploration.
A recently developed hybrid approach bypasses the specification of
a precise topology for the network of springs, by inserting its long-
range features directly in the model [39].

3 Methods

We describe here some of the main analyses that can be performed
on the data in order to answer specific questions about the physical
processes at play. Chromosomal loci in bacteria follow a basal sub-
diffusive dynamics (see below) and are subject to active noise and
active drives.
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3.1 Using Physical

Models as Null Models

Once a candidate process is selected to describe the data, observa-
bles generated from numerical simulations of the process can be
directly compared to the data. This allows to fix (at least some of)
the parameters in the model by fits. Several examples of these
comparisons are presented below, mostly based on fractional Brow-
nian motion and continuous-time random walk. More detailed
physical/phenomenological models may need the development
and analysis of user-adapted variants.

Unfortunately, no simply packaged tool to run such simula-
tions is readily available today. However, working code for the
basic processes of continuous-time random walk and fractional
Brownian motion is available as MATLAB or mathematica packages,
or C/C++/python sources (Table 1), which can be used for simple
applications by an end user without having to cross the barrier of
coding them from scratch, and making them accessible to a wider
audience of researchers, including the more tech savvy biologists.

3.2 Estimating the

Subdiffusive Exponent

The simplest way to estimate the subdiffusion exponent α is by
looking at a log–log scale plot of the ensemble-averagedMSD. This
can be compared with time averages of the MSD. Many alternative
ways of evaluating the scaling exponent are available including
autocorrelation functions (see below), considering the maximum
displacement of a test particle in a fixed time [40], and p-
variations [41].

3.3 Testing

Ergodicity and Other

CTRW Features

CTRW behavior can also be detected by looking at signatures of
ergodicity breaking in the averages. As mentioned in Subhead-
ing 2.2.3, if the system is non-ergodic, the time averages do not
converge to the ensemble averages for long lag times. Therefore, in
principle one way to test ergodicity is to consider the trend of the
distribution of apparent diffusion constants from time averages of
single tracks at longer and longer times. In practice, this is not
always easy, but many tests of ergodicity based on simplified

Table 1
Resources for simulation code and packages available on the web

http://www.mathworks.com/matlabcentral/fileexchange/38935-fractional-
brownian-motion-generator

MATLAB fBm

http://www.columbia.edu/~ad3217/fbm.html C and R fBm

http://github.com/yikelu/fbm Python fBm

http://demonstrations.wolfram.com/
OneDimensionalFractionalBrownianMotion

Mathematica fBm

http://technion.ac.il/textasciitildepavel/comphy/code.htm MATLAB fBm

http://www.weizmann.ac.il/EPS/People/Brian/CTRW/software MATLAB CTRW
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observables are available in the literature and can be used in this
context (e.g., see [28, 42]).

Note that a variability between time averages of single tracks is
expected also in ergodic systems, caused by fluctuations due to
finite track size. For track sampling on the order of tens to
hundreds of frames, as the experimentally accessible ones, such
variability can be considerable. A simple test to perform is to verify
whether the distribution of apparent diffusion constants from time-
averaged tracks is consistent with a parameter-matched fractional
Brownian motion [1, 2]. In such case, CTRW behavior can be
dismissed as less likely (or cannot be easily verified in the given
conditions). Parameter-matched simulations of CTRW are also
possible, but they need an hypothesis on the distribution ψ(τ) of
waiting times.

3.4 Testing the

Viscoelastic Nature of

the Medium

An efficient way to test whether the motion exhibits viscoelasticity,
linked to direct physical interpretation is to consider the velocity
autocorrelation function Cv(τ, δ), Eq. 4. This function has a nega-
tive dip at a characteristic delay time which is a signature of viscoe-
lasticity, built in as step anti-correlation in models like fractional
Brownian motion and fractional Langevin equations. Additionally,
the long-time decay of the velocity autocorrelation function is a
power law with exponent α � 2, and hence it can be used as a test
for the subdiffusive scaling exponent. For a CTRW, the velocity
autocorrelation function Cv is non-negative, due to the lack of
directional correlations. Note, however, that in presence of strong
confinement a CTRW can also show negatively correlated velocities
as a signature of the confinement size on which steps become anti-
correlated. Hence, in presence of evidence of confinement (see
below) one has to be careful.

One important caveat is that in empirical data, negative auto-
correlation may emerge from localization errors [10]. It is simple to
rationalize why this should be the case. Consider, for example, the
positions x1, x2, x3 of a focus at three consecutive times. Each
position is subject to an error. In particular the error on the central
position x2 has opposite effects on the two consecutive one-frame
velocities x2 � x1 and x3 � x2. Hence, a negative correlation dip is
expected (and found) at a time scale corresponding exactly to the
time difference between consecutive frames. To avoid this problem,
one simply needs to consider the correlation Cv(δ, τ) computed for
all steps of time span δ at time lag τ, and verify the presence of
negative correlations for non-consecutive time-steps [10]. Once
carried out, this procedure has the advantage of giving an estimate
of the localization error.
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3.5 Testing

Confinement, Glass-

Like Properties

The simplest way to test confinement is looking at the appearance of
plateaus in differently averaged mean-square displacements. Plateaus
may emerge from ensemble averages as a global characteristic scale.
In single tracks time averages, they should be compared to a suitable
null model (see below) in order to verify that they are not an effect of
track-to-track fluctuations. More in general, all features that are
consistent with a continuous- time random walk can usually be
understood as signatures of glassy behavior, including ergodicity
breaking, non-negative velocity autocorrelation, etc. First-passage
time observables also distinguish the different kinds of subdiffu-
sion [26], but they are rarely used in practice. Detection of tempo-
rary (or local) lateral confinement in single tracks is also possible, but
has not, to date, been systematically applied to chromosomal loci.
The available tools detect sub-tracks where the diffusivity is inconsis-
tent with normal diffusion [43, 44]. The generalization of these
techniques to anomalous diffusion is straightforward. Finally,
Rouse-like models have been recently used to infer elastic tethering
forces from dynamics of chromosomal loci [45].

3.6 Step-Size

Distributions

and Stationarity

The probability distribution for the tracer to be at position x at
fixed time t is Gaussian if the anomalous diffusion is modeled by the
fractional Brownian motion (or the fLe). However, this is not
necessarily the case in complex media and glassy liquids. In particu-
lar, step-size distributions of objects in intracellular media are com-
monly found to have deviations from Gaussian behavior in the tails.
Step-size distributions are simple to obtain from data as histograms
of signed steps in an arbitrary direction, or as radial distribution
functions of vector steps. Deviations from Gaussianity of the distri-
bution of displacements [46] can be quantified by the so-called
non-Gaussian parameter, which is calculated via the averages of the
second and fourth powers of the absolute displacements r¼| x(t)�
x(0)| as

α2 ¼ 3=5 r4
� �

= r2
� �2 � 1

in three dimensions [47]. Values of α2 different from zero can be
indications of highly crowded environments and glass-forming
liquids close to the glass transition [7, 48, 49].

Non-Gaussian processes are also common in spatially hetero-
geneous media, where particles may get different diffusion con-
stants depending on where they are or on time [46]. In such case,
the step-size distribution becomes a convolution of different Gaus-
sians, and hence deviate from being Gaussian. Note that, as men-
tioned above, the CTRW with broad waiting-time distributions is
typically non-Gaussian, and glassy behavior can be seen as a special
kind of heterogeneity.

Stationarity (i.e., invariance for time translation) of the process
can also be tested, for example, using the time evolution of the
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increments (plotted as a function of time) of the quantiles of the
probability distributions of displacements at fixed times [41]. Con-
stant increments correspond to a stationary distribution. The quan-
tiles can also be used for a further complementary estimate of the
scaling exponent.

3.7 Testing Specific

Behavior with

Conditional

Observables

All the above analyses can generate significant insight when
restricted to a subset of tracks with specific properties. Examples
of relevant physical and biological properties are locus position on
the chromosome, cell-cycle stage, cell size, foci intracellular posi-
tion. For example, conditional mean-square displacements may
show that when a focus is close to a specific cell area or in a specific
time into the cell cycle, its diffusive properties change, enabling
detection of conformational transitions, cellular substructures, etc.
Gated averages can also be performed based on track properties [43,
50]. For example, one can compute velocity autocorrelation func-
tions for trajectories with fixed eccentricity, or end-to-end distance.

3.8 Testing the

Presence and Effects

of Active Processes

An additional feature of the chromosome is that it is driven far from
equilibrium by active forces from cellular processes. Such features
can be detected from loci displacement. For example, scaling of
MSD with temperature can be used to find non-thermal contribu-
tions to the noise felt by the tracked locus [51].

Single track properties such as elongation and end-to-end dis-
tance are also useful to detect drifts and active components of the
motion, for example, by evaluating mean-square displacements
restricted to elongated tracks or to tracks where the positions
tend to be more time-ordered in space. In this application, using
fractional Brownian motion as a null model is extremely impor-
tant [50], as it allows to determine whether specific properties (for
example, the end-to-end distance) of empirical trajectories are sig-
nificantly different compared to simulated tracks (of, e.g., an fBm
or fLe) giving the same overall ensemble-averaged MSDs. Detec-
tion of directional drifts and connection to physical models [33] has
also lead to significant conclusions on the segregation process at
larger time scales.

3.9 Needed Statistics Given the finite-size stochasticity of all subdiffusive processes, and
the variability of data due to biologically relevant variables, a wide
statistics is highly desirable. Ideally, data should be taken with as
much as possible control on biological variability, i.e., with cell-
cycle resolution (as many movies where the time since cell birth is
tracked), segmenting cell shape, and considering foci positions in
the cell. However, such experiments are not always possible, and
gating on all the biological control variables may severely restrict
the size of the sample of recorder tracks available for a specific
average, compromising its quality.
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The amount of statistics needed can be computed precisely by
simulating an underlying process with matched parameters or with
different ones and evaluating how much they can be distinguished.
As a rule of thumb, since the number of time points per track may
range in most systems from a few tens to a few hundreds because of
photobleaching, one can say that at least 500 tracks are desirable to
obtain reliable and robust averages. In practice, while some recent
studies have scaled up to tens of thousands in a given condition,
many experiments may be difficult and may allow very low track
numbers. In such cases, comparison with simulations is highly
desirable, and one can also test the robustness of the results by
subsampling the averages.

Glossary

Anomalous diffusion. A diffusion process where the mean-square
displacement of particles is a non-linear function of time. Sub-
linear and super-linear functions, in particular, identify “sub-
diffusion” and “superdiffusion,” respectively.

Autocorrelation. The correlation of a time series or signal with
itself at a delayed time. Autocorrelation can reveal oscillatory
behavior and characteristic decay times of a process.

Crowding. Complex set of (only partially understood) processes
due to the high concentration of macromolecules within a cell.

Eccentricity of a track. Measurable quantity used to quantify
deviation from isotropy of a track. It is defined as the eccentric-
ity of the “ellipse of inertia” (or ellipsoid in more than two
dimensions), whose semiaxes are numerically equal to the prin-
cipal radii of gyration of the track, seen as a cloud of points of
equal weight.

Ensemble average. The mean of a single-track observable com-
puted on all (or a subset of) tracks (usually denoted �h i).

Gated averages (conditional averages). Averages of a parameter
computed with constraints on another measurable quantity
(e.g., average displacement over trajectories with given range
of end-to-end distance).

Newtonian fluid. A simple fluid where the viscous stress is always
linearly proportional to the strain. Non-Newtonian fluids
exhibit more complex behavior, such as viscoelasticity.

Time average. A mean computed on a single track by averaging on
all (or a subset of) sub-tracks spanning a given time window
(usually denoted �h it ).

Viscoelastic medium. Material (e.g., polymer solution) exhibiting
both viscous and elastic response to deformation.
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White noise. A white noise contains many frequencies with equal
intensities. Thermal fluctuations at thermodynamic equilib-
rium are best approximated by white uncorrelated noise. Brow-
nian motion can be defined as the process whose derivative
(“velocity”) is white noise.
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à la loi climatologique de h. e. hurst. Compt
Rendus 260:3274–3277

13. Mandelbrot BB, Van Ness JW (1968) Frac-
tional Brownian motions, fractional noises
and applications. SIAM Rev 10(4):422–437

14. Pan W, Filobelo L, Pham NDQ, Galkin O,
Uzunova VV, Vekilov PG (2009) Viscoelasti-
city in homogeneous protein solutions. Phys
Rev Lett 102:058101

15. Wirtz D (2009) Particle-tracking microrheol-
ogy of living cells: principles and applications.
Annu Rev Biophys 38(1):301–326. PMID:
19416071

16. Kubo R (1966) The fluctuation-dissipation
theorem. Rep Prog Phys 29(1):255

17. Granek R, Klafter J (2001) Anomalous motion
of membranes under a localized external
potential. Europhys Lett 56(1):15

18. Kou SC, Xie XS (2004) Generalized Langevin
equation with fractional Gaussian noise: sub-
diffusion within a single protein molecule. Phys
Rev Lett 93:180603

Procedures for Model-Guided Data Analysis of Chromosomal. . . 305



19. Taloni A, Lomholt MA (2008) Langevin for-
mulation for single-file diffusion. Phys Rev E
78:051116

20. Lutz E (2001) Fractional Langevin equation.
Phys Rev E 64:051106

21. Jeon J-H, Metzler R (2010) Fractional Brow-
nian motion and motion governed by the frac-
tional Langevin equation in confined
geometries. Phys Rev E 81:021103

22. Montroll EW,Weiss GH (1965) Randomwalks
on lattices. II. J Math Phys 6(2):167

23. Scher H, Montroll EW (1975) Anomalous
transit-time dispersion in amorphous solids.
Phys Rev B 12:2455–2477

24. Wong IY, Gardel ML, Reichman DR, Weeks
ER, Valentine MT, Bausch AR, Weitz DA
(2004) Anomalous diffusion probes micro-
structure dynamics of entangled f-actin net-
works. Phys Rev Lett 92:178101

25. Weigel AV, Simon B, Tamkun MM, Krapf D
(2011) Ergodic and nonergodic processes
coexist in the plasma membrane as observed
by single-molecule tracking. Proc Natl Acad
Sci 108(16):6438–6443

26. Condamin S, Tejedor V, Voituriez R, Bénichou
O, Klafter J (2008) Probing microscopic ori-
gins of confined subdiffusion by first-passage
observables. Proc Natl Acad Sci USA 105
(15):5675–5680

27. He Y, Burov S, Metzler R, Barkai E (2008)
Random time-scale invariant diffusion and
transport coefficients. Phys Rev Lett
101:058101

28. Lubelski A, Sokolov IM, Klafter J (2008)
Nonergodicity mimics inhomogeneity in single
particle tracking. Phys Rev Lett 100:250602

29. DengW, Barkai E (2009) Ergodic properties of
fractional Brownian-Langevin motion. Phys
Rev E 79:011112

30. Doi M, Edwards SF (1986) The theory of
polymer dynamics. Oxford University Press,
Oxford

31. de Gennes PG (1971) Reptation of a polymer
chain in the presence of fixed obstacles. J Chem
Phys 55(2):572–579

32. Weber SC, Theriot JA, Spakowitz AJ (2010)
Subdiffusive motion of a polymer composed of
subdiffusive monomers. Phys Rev E 82:011913

33. Lampo TJ, Kuwada NJ, Wiggins PA, Spako-
witz AJ (2015) Physical modeling of chromo-
some segregation in Escherichia coli reveals
impact of force and DNA relaxation. Biophys
J 108(1):146–153

34. Vandebroek H, Vanderzande C (2014) Tran-
sient behaviour of a polymer dragged through

a viscoelastic medium. J Chem Phys 141
(11):114910

35. Taloni A, Chechkin A, Klafter J (2010)
Generalized elastic model yields a fractional
Langevin equation description. Phys Rev Lett
104:160602

36. Jasch F, von Ferber Ch, Blumen A (2003)
Dynamics of randomly branched polymers:
configuration averages and solvable models.
Phys Rev E Stat Nonlin Soft Matter Phys 68
(5 Pt 1):051106

37. Burioni R, Cassi D, Cecconi F, Vulpiani A
(2004) Topological thermal instability and
length of proteins. Proteins 55(3):529–535

38. Reuveni S, Klafter J, Granek R (2012)
Dynamic structure factor of vibrating fractals:
proteins as a case study. Phys Rev E Stat Nonlin
Soft Matter Phys 85(1 Pt 1):011906

39. Amitai A, Holcman D (2013) Polymer model
with long-range interactions: analysis and
applications to the chromatin structure. Phys
Rev E Stat Nonlin Soft Matter Phys 88
(5):052604

40. Tejedor V, Bénichou O, Voituriez R, Jung-
mann R, Simmel F, Selhuber-Unkel C, Odder-
shede LB, Metzler R (2010) Quantitative
analysis of single particle trajectories: mean
maximal excursion method. Biophys J 98
(7):1364–1372

41. Burnecki K, Kepten E, Janczura J, Bronshtein
I, Garini Y, Weron A (2012) Universal algo-
rithm for identification of fractional Brownian
motion. a case of telomere subdiffusion. Bio-
phys J 103(9):1839–1847

42. Kepten E, Bronshtein I, Garini Y (2011) Ergo-
dicity convergence test suggests telomere
motion obeys fractional dynamics. Phys Rev E
Stat Nonlin Soft Matter Phys 83(4 Pt
1):041919

43. Saxton MJ (1993) Lateral diffusion in an archi-
pelago. single-particle diffusion. Biophys J 64
(6):1766–1780

44. Simson R, Sheets ED, Jacobson K (1995)
Detection of temporary lateral confinement
of membrane proteins using single-particle
tracking analysis. Biophys J 69(3):989–993

45. Amitai A, Toulouze M, Dubrana K, Holcman
D (2015) Analysis of single locus trajectories
for extracting in vivo chromatin tethering
interactions. PLoS Comput Biol 11(8):
e1004433

46. Wang B, Kuo J, Bae SC, Granick S (2012)
When Brownian diffusion is not Gaussian.
Nat Mater 11(6):481–485

306 Marco Gherardi and Marco Cosentino Lagomarsino
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Part V

Biophysics of the Bacterial Nucleoid



Chapter 22

Isolation and Characterization of Bacterial Nucleoids
in Microfluidic Devices

James Pelletier and Suckjoon Jun

Abstract

We report methods for isolation of Escherichia coli nucleoids in microfluidic devices, allowing characterization
of nucleoids during a controlled in vivo to in vitro transition. Biochemically, nucleoids are isolated by gentle
osmotic lysis, which minimally perturbs nucleoid-associated proteins (NAPs). Biophysically, nucleoids are
isolated inmicrofluidic chambers, whichmimic confinement within the cell, as well as facilitate diffusive buffer
exchange around nucleoids without subjecting them to flow. These methods can be used to characterize
interactions between NAPs and whole nucleoids, and to investigate nucleoid structure and dynamics in
confinement. We present protocols for isolation, quantification, and perturbation of nucleoids in microfluidic
confinement.

Key words Nucleoid isolation, Microfluidics, Nucleoid-associated proteins, Molecular crowding

1 Introduction

During the Escherichia coli cell cycle, physiological processes such
as regulation of gene expression, and genome replication and
segregation, depend on nucleoid structure and dynamics. How
do nucleoid-associated proteins (NAPs) and confinement within
the cell facilitate these complex functions? About ten known NAPs
contribute to nucleoid organization and have a wide range of
functions [1, 2]. Their abundances depend on the growth physiol-
ogy and change from exponential to stationary phase [3]. Diverse
experiments have elucidated how the nucleoid is influenced by
NAPs and thermodynamic driving forces such as macromolecular
crowding and conformational entropy.

In vitro approaches complement and facilitate measurements
and perturbations not possible in vitro, but they often involve
simplified DNA substrates and NAP mixtures. We developed a
microfluidic device to isolate whole nucleoids in chambers, offering
a bridge between in vivo and in vitro regimes [4]. The devices offer
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control over the timing of lysis, allowing us to image the lysis
process.

We adapted a gentle osmotic lysis method that minimally
perturbs DNA–protein interactions and yields nucleoids free of
cell envelope fragments [5]. Thus, the nucleoids begin with their
full complement of NAPs at in vivo concentrations, at least an order
of magnitude greater than typical in vitro concentrations.

After nucleoid isolation, the microfluidic devices offer bio-
chemical and biophysical control over the nucleoids. The chambers
enable rapid ambient buffer exchange via diffusion, without sub-
jecting the nucleoids to flow. Furthermore, different micron-scale
chamber geometries impose different degrees of confinement. We
anticipate microfluidic nucleoid isolation will enable biochemical
characterization of diverse NAPs as well as biophysical characteriza-
tion of nucleoid structure and dynamics in confinement.

2 Materials

2.1 Microfluidics l Polydimethylsiloxane (PDMS).

l Coring tool, such as 1.5 mm inner diameter, which is compatible
with 1/1600 outer diameter tubing.

l Glass coverslips.

l Plasma system, to bond PDMS to glass.

l Poly-L-lysine (20 kDa) grafted with polyethylene glycol (5 kDa)
(SuSoS AG, PLL(20)-g[3.5]-PEG(5)).

l Syringe, such as 250 μL Hamilton Gastight Luer tip.

l Luer to tubing adapter and fitting.

l Soft tubing, such as 0.0100 ID, 1/1600 OD HPFA+.

l Stiff tubing, such as 0.00500 ID, 1/1600 OD PEEK tubing.1

l Syringe pump.2

l Multiport selection valve.3

2.2 Buffers

and Reagents

l Growth medium, such as Luria–Bertani (LB), stored at room
temperature.4

l Sucrose buffer, stored at room temperature.

20% sucrose (w/v).

1 Stiffer tubing gives improved control over flows, for experiments in which the timing of buffer exchange is
critical, such as nucleoid expansion after cell lysis.
2 For experiments that require precise control of flow, we recommend a pressure-driven pump or hydrostatic
pressure system [6].
3 The valve facilitates buffer changes after nucleoid isolation.
4When physiology is important, we recommend optimized synthetic media.
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100 mM NaCl.

10 mM NaPi, pH 7.3.

10 mM EDTA.

l Lysis buffer, stored at 4 �C.

40–200 mM NaCl.

20 mM Na-HEPES, pH 7.5.

0.5 mg/mL bovine serum albumin (BSA).

l Lysozyme, from chicken egg white, stored at �20 �C.
l 0.1 mg/mL PLL-g-PEG in 10 mM Na-HEPES, pH 7.4. Store

solution at 4 �C for up to 2 weeks.5

l Hoechst 33342, trihydrochloride, trihydrate, 100 mg (Thermo
Fisher H1399), store powder at room temperature in dark.
Prepare 10 mg/mL stock solution in water and store at 4 �C
in dark.

3 Methods

3.1 Microfluidic

Device

The microfluidic device (Fig. 1) facilitates gentle nucleoid isolation
by osmotic shock then subsequent biochemical perturbation of the
nucleoids, without subjecting the nucleoids to flow. In particular,
nucleoids are isolated in microfluidic chambers. Like a cul-de-sac,
each chamber opens on one end to a channel, whereas the other end
is closed, so there is no flow through the chamber. Rather, buffer in
the chambers exchanges with buffer in the channel via diffusion.

To investigate nucleoids in channel-like confinement, we used
chambers shaped as rectangular prisms, 1.7 μm wide � 1.5 μm
deep � 25 μm long, just wide and deep enough to accommodate
a single row of cells. Over that chamber length, diffusive buffer
exchange happens in several seconds. Spaced 5 μm apart, to
decrease scattering of fluorescence between them, chambers are
arranged perpendicular to a channel, 100 μm wide � 30 μm
deep � several cm long. The channel connects on one end to an
inlet and on the other to an outlet. The devices are made of
polydimethylsiloxane (PDMS) and a glass coverslip.

3.1.1 Microfluidic Master

Fabrication

Detailed microfluidic master fabrication protocols are available on
the Jun lab website (https://jun.ucsd.edu). In contrast to the cell
growth devices, which are treated with pentane then acetone to
remove uncured PDMS toxic to cells, nucleoid devices are not
treated, as any treatment can distort the chamber geometries.

5 Static electricity causes the highly charged powder to fly unpredictably, making it challenging to dispense small
amounts. A long, beveledmetallic needle workedwell to transfer PLL-g-PEG. Store PLL-g-PEG powder at�20 �C.
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3.1.2 Device Assembly

and Surface Passivation

To prevent nonspecific adsorption of nucleoids, microfluidic sur-
faces were passivated with 20 kDa poly-L-lysine covalently grafted
(grafting ratio 3.5) to 5 kDa polyethylene glycol, PLL(20)-g[3.5]-
PEG(5) (SuSoS AG) [7]. We attempted other passivation methods,
including bovine serum albumin (BSA), sheared salmon sperm
DNA, and E. coli lipid extract. In our experience, PLL-g-PEG
worked best to reduce nonspecific interactions between nucleoids
and microfluidic surfaces. If surface passivation is effective, then
nucleoids slide along the chambers in response to osmotic buffer

Plasmolyzed cells Spheroplasts Isolated nucleoids

A Device Nucleoid chambersMain channel

B

Lysozyme

In chambers Not to scale

Outer membrane
Cell wall

Inner membrane

Cytoplasm
Nucleoid

exchange

Flow

25 µm

1.7 µm

Flow

4000 chambers

100 µm

C Expansion of isolated nucleoidsPlasmolyzed cell

0 0.2 8 16 24 0 0.2 8 16 2432
time (min)

40

Exponential phase Stationary phase

Inlet Outlet
PDMS

Coverslip

Cytoplasmic GFP

3 µm

D

Fig. 1 Microfluidic lysis procedure. (a) The microfluidic device facilitates sequential buffer exchange around
cells and isolated nucleoids. A PDMS device bonded to a glass coverslip contains a main channel with
thousands of side chambers in which nucleoids are isolated. Diffusion between the channel and chambers
enables rapid buffer exchange without subjecting the nucleoids to flow. (b) To isolate nucleoids, cells are first
plasmolyzed in hypertonic sucrose buffer, relieving turgor pressure on the cell wall. Next, cells are incubated
with lysozyme which digests the cell wall, causing cells to lose their rod shape and become more spherical.
Last, rapid switch to a hypotonic lysis buffer restores turgor pressure and lyses the vulnerable cell, releasing
the nucleoid into the chamber as the cytoplasm diffuses away. (c) In plasmolyzed cells, the inner membrane
recedes from the cell wall, visible as a region of decreased contrast in brightfield images, and as a region
without cytoplasmic GFP fluorescence. (d) After lysis, the nucleoid expands rapidly in seconds, then more
slowly over tens of minutes. Nucleoid structure varies dramatically with cell physiology, with much larger and
more heterogeneous nucleoids from exponential phase cells than stationary phase cells
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changes, and nucleoids near the chamber exits may get pulled out
of the chambers altogether.

1. Clean glass coverslips.6

2. Using a coring tool, core holes through the PDMS device for
the inlet and outlet. Core the holes from the surface with
channels to the opposite smooth surface, so the holes align
with the channels, as shown in Fig. 1.

3. Bond PDMS device to glass coverslip.

4. After bonding, bake device for at least 10 min at 65 �C.

5. Let the device cool to room temperature, then immediately fill
the device with 0.1 mg/mL PLL-g-PEG solution in 10 mM
Na-HEPES, pH 7.4 (Subheading 2.2).7

6. Incubate the device with PLL-g-PEG solution for 30 min at
room temperature.

7. Wash the device with sterile water.8

3.2 Nucleoid

Isolation

3.2.1 Preparation of Cell

Cultures

Nucleoid structure depends on cell physiology, so culture conditions
influence nucleoid structure. In any growing culture, cells in different
cell cycle stages contain different numbers of chromosome equiva-
lents. In steady state growth, if the chromosome replication time
exceeds the doubling time, E. coli perform multifork replication. In
non-steady state growth, the number of chromosome equivalents per
cell may change over time. For example, in LB medium the number
of chromosome equivalents decreases from exponential to stationary
phase [8]. The distribution of nucleoid structures in the culture is
influenced by its history, not just its current optical density.While this
protocol uses LB, we also recommend synthetic media and further
optimization when physiology is important.

1. The day before the experiment, inoculate cells from an �80 �C
glycerol stock into growth medium. We grew cells in 3 mL LB
medium at 37 �C in 15mL polypropylene round bottom tubes,
shaken for aeration.

2. Grow the cells to early exponential phase, then dilute the
culture at least 1000-fold to increase the number of genera-
tions after inoculation.

3. Grow cells to final optical density.

6We cleaned coverslips with ethanol then deionized water before the ethanol dried. If necessary, use a more
elaborate cleaning procedure.
7 The polycationic PLL associates with hydroxyl moieties generated by plasma treatment of the PDMS and glass
surfaces.
8When replacing one buffer with another, infuse several times the total volume of the device. It is preferable to use
a syringe pump to flow 50 μL at 10 μL/min, though it is possible to gently infuse at a similar rate by hand. We use
HPFA+ tubing to infuse all buffers, with the exception of the lysis buffer for which we use the stiffer PEEK tubing
(Subheading 2.1).
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For exponential phase cells, we grow cultures to OD 0.3.

For stationary phase cells, track the number of hours after an
exponential phase OD reference point.

3.2.2 Spheroplast

Formation

Nucleoid isolation requires effective spheroplast formation, which
in turn requires effective plasmolysis. The hypertonic sucrose buffer
induces plasmolysis—recession of the inner membrane from the cell
wall [9]. At 20% (w/v) (0.58 M) sucrose, cells remain viable [10].
Cells are plasmolyzed outside the device then loaded into micro-
fluidic chambers. Spheroplasts are more delicate than plasmolyzed
cells, so they are formed in the chambers rather than flowed into the
device. Lysozyme treatment digests the peptidoglycan cell wall,
making the cells susceptible to osmotic pressure changes, causing
cells to rupture in hypotonic solution.

1. Centrifuge 750 μL cell culture in a 1.5 mL tube for 1 min at
16 � 103 rcf.9

2. Remove as much supernatant as possible, using a 200 μL
pipette tip.

3. Resuspend cells in 750 μL sucrose buffer (Subheading 2.2),
pipetting gently to disperse the pellet. Do not vortex.

4. Leave plasmolyzed cells gently rotating on a rotisserie at room
temperature until loading them to a passivated microfluidic
device, no more than 1 h after resuspending them in sucrose
buffer.

5. Flow sucrose buffer into the microfluidic device, to displace
water after PLL-g-PEG surface treatment.

6. Prepare a 10 mg/mL lysozyme stock solution in sterile water.
Keep on ice and use on the same day. Prepare 300 μg/mL
lysozyme in sucrose buffer.

7. Centrifuge plasmolyzed cells for 1 min at 16 � 103 rcf, then
resuspend in 100 μL sucrose buffer without lysozyme.

8. Flow plasmolyzed cells into the device.

9. Load cells into chambers. Depending on the experiment, we
aimed for one or two cells per chamber.

Option 1. Allow cells to drift into chambers, which works well
for concentrated stationary phase cells. PDMS is permeable
to water [11], and the permeation flux helps load cells into
the chambers.

Option 2. Spin the entire device using a small microcentrifuge,
which helps load larger exponential phase cells into

9Depending on the optical density of the culture, the volume of the microfluidic device, and the strategy to load
cells into chambers (step 9), scale the volume up or down.
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chambers, by increasing the concentration of cells near the
chamber entrances.

10. Wait for several minutes for cells to drift to the chamber ends.

11. Flow lysozyme in sucrose buffer into the device.

12. Incubate cells in lysozyme for 30 min at 30 �C.

3.2.3 Cell Lysis

and Nucleoid Isolation

After lysozyme treatment, hypotonic buffer lyses vulnerable
spheroplasts, releasing nucleoids into the chamber. After lysis, the
cytoplasm diffuses out of the chamber, but the cell envelope
remains in the chamber. Lysis buffer should be infused as fast as
possible, to thoroughly remove lysozyme at the moment of lysis, as
lysozyme is cationic and can compact DNA.

As the salt concentration in the lysis buffer increased, the
synchronization of lysis decreased. At 100 mM NaCl, almost all
cells lysed at the moment lysis buffer arrived. At 150 mM NaCl,
many cells lysed minutes after lysis buffer arrived. At 200 mM
NaCl, the highest salt concentration studied, we observed little to
no lysis. Salts increase the osmotic pressure and thus decrease the
osmotic shock. Furthermore, monovalent ions increase membrane
stability by screening electrostatic repulsion between lipids, whereas
multivalent ions dramatically increase membrane stability [12].

1. Fill PEEK tubing with lysis buffer (Subheading 2.2).

2. Arrange the tubing so it does not torque the microfluidic
device.10

3. Make sure the flow is stopped completely.11

4. Press tubing into inlet, leaving about 0.5 μL dead volume in the
inlet.

5. Mount the device on the microscope.12

6. To image nucleoid expansion after lysis, start acquisition before
starting the flow of lysis buffer.13

7. Start the flow of lysis buffer at 2000 μL/h.
8. After lysis, continue to flow lysis buffer at 50 μL/h, for the

duration of the experiment.14

10 Tape the tubing to the stage, so that the device and tubing move together as a firm unit when the stage moves.
Add a short 90� bend just above the device inlet, so that the tubing is not pushed by the condenser lens.
11Otherwise, spheroplasts may lyse before the start of image acquisition. A pressure-driven pump or hydrostatic
pressure system [6] offers precise control of flow.
12 To prevent motion of the device during the experiment, adhering the device with double-sided tape to a stage
insert works well.
13 At 100 mMNaCl, lysis is nearly instantaneous upon arrival of lysis buffer. Since nucleoid expansion after lysis is
rapid, per experiment we often follow just one field of view containing about ten nucleoids. At higher salt
concentrations, such as 150 mM NaCl, many cells lyse minutes after infusion of lysis buffer.
14 This helps to maintain a constant biochemical environment, for example to wash dissociated proteins from the
device.
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3.3 Imaging

3.3.1 Microscopy

We imaged nucleoids and cells on an inverted microscope (Nikon
Eclipse Ti-E) with a high numerical aperture 100� objective lens
(Nikon CFI Apo TIRF 100� oil). To minimize photodamage and
photobleaching, we imaged with an EM-CCD (Hamamatsu Ima-
gEM C9100-13) with minimal illumination, using the ND32 neu-
tral density filter on the lamp (Nikon Intensilight C-HGFI). We
used widefield epifluorescence to image nucleoids, and differential
interference contrast (DIC) to image the cell envelope after lysis.
To image dynamics at short and long time scales, we acquired
images in two phases.

1. For the first minute, we image at 20 frames per second, with
the shutter open continuously, to image rapid expansion of the
nucleoid at the moment of lysis.

2. For the rest of the experiment, we image at 5 s per frame, with
the shutter closed between frames, to minimize exposure while
imaging slow continued expansion and structural relaxation of
the nucleoid.

3.3.2 Fluorescent Probes As a native marker of the whole nucleoid, we used the nucleoid-
associated protein HU fused to a fluorescent protein [13]. HU is
highly abundant, with on the order of 104 copies per cell, and it
exhibits low sequence specificity [14, 15]. HU is a dimer, com-
posed of α or β subunits, encoded by the genes hupA or hupB,
respectively. HU influences nucleoid structure, so to express the
HU fluorescent fusion at natural levels, we used a strain with hupA
replaced by hupA-mCherry or hupA-GFP at its native chromosomal
locus [16, 17]. The fluorescent fusion was functional, as deletion of
hupB did not cause cellular filamentation, characteristic of double
mutants lacking both hupA and hupB [18].

DNA dyes, such as Hoechst 33342 (Subheading 2.2), are
another nucleoid labeling option. Hoechst permeates cells, so
before resuspending cells in sucrose buffer, add 10 μg/mLHoechst
to the growth medium and incubate for 20 min at room tempera-
ture. Alternatively, Hoechst may be included in the lysis buffer to
label nucleoids after isolation. Hoechst permeates the PDMS,
increasing the background fluorescence, but the signal from
nucleoids was often high enough to discern the nucleoids over
the background.

3.4 Biochemical

Characterization

of Nucleoid-

Associated Proteins

Microfluidic nucleoid isolation enables biochemical characteriza-
tion of nucleoid-associated proteins (NAPs), such as measurement
of their unbound fractions and off-rates. During the in vivo to
in vitro transition, the whole nucleoids start with a full complement
of NAPs at in vivo concentrations. After lysis, NAPs dissociate from
nucleoids and escape from the chambers.

Isolate nucleoids as described in Subheading 3.2, then measure
the total mCherry intensity to estimate the amount of
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HU-mCherry remaining on the nucleoid. To estimate photo-
bleaching, we measured the fluorescence decrease in unlysed cells.
During the first acquisition phase, with the shutter open continu-
ously, photobleaching was significant, with an exponential decay
constant of about 2 min. During the second phase, with the shutter
closed between frames, photobleaching was negligible.

3.4.1 Measurement

of Unbound Fraction

After lysis, cytoplasmic proteins not associated with the nucleoid,
including transiently unbound NAPs, diffuse from the microfluidic
chambers. At the moment of lysis, the total HU-mCherry intensity
abruptly decreased several percent (Fig. 2), which we identify as the
fraction of HU not initially bound to the nucleoid.

The maximum fractional dropIHU (t + 50 ms)/IHU (t) between
subsequent 50 ms time points estimates a lower limit on the frac-
tion of unbound HU-mCherry. This metric underestimates the
unbound fraction, as some HU-mCherry may not escape within
the first 50 ms after lysis, and some HU-mCherry remains trapped
in the cell envelope after lysis.

3.4.2 Measurement

of Off-Rate

After nucleoid isolation, the device enables measurement of the off-
rate versus time. Soon after lysis, trajectories exhibited nonexpo-
nential decay, perhaps due to a range of binding site affinities
(Fig. 2). For example, HU has a higher affinity for kinked, cruci-
form, and nicked DNA structures [19–21]. At later times, the
trajectories converged to exponential decay. We estimated a lower
limit on the off-rate based on the exponential regime. The half-life

unbound HU ≥ 6.4%
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Fig. 2 Biochemical characterization of HU-mCherry by monitoring its dissociation from isolated nucleoids. (a)
At the moment of lysis, the integrated HU-mCherry fluorescence abruptly drops a few percent, which we
attribute to the rapid escape of cytoplasmic HU-mCherry not initially bound to the nucleoid. Cytoplasmic
fluorescent proteins diffuse away abruptly after lysis (data unpublished). Gray traces represent individual
trajectories, and the black trace represents the average trajectory. (b) HU-mCherry exhibits nonexponential
decay at short times and approaches exponential decay at long times. Fitting the latter regime provides a
lower bound on the off-rate. (c) HU redistributes across different nucleoids in the same chamber. The cell
containing HU-GFP lyses first. After the cell containing HU-mCherry lyses, some HU-mCherry binds to the HU-
GFP nucleoid and vice versa
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is a useful approximation for how long NAPs are bound to the
nucleoid.

We measured dependence of the off-rate on the ambient salt
concentration, between 40 and 200 mM NaCl. Below 40 mM
NaCl, viscous drag pulled the longer exponential phase nucleoids
out of the chambers. Above 200 mM NaCl, few to no cells lysed.
HU-mCherry dissociated faster at higher salt concentrations. At
each salt concentration, HU-mCherry dissociated faster from sta-
tionary phase nucleoids than from exponential phase nucleoids.

The dissociation rate of bound HU may also depend on the
ambient NAP concentration [22, 23]. To test unbinding and
rebinding of NAPs, we lysed strains containing HU-GFP and
HU-mCherry in the same chamber, and we observed redistribution
of the proteins across nucleoids (Fig. 3).

3.5 Osmotic

Compression

of Nucleoids

The microfluidic device enables biochemical perturbation of
isolated nucleoids. For example, we exposed isolated nucleoids to
different polyethylene glycol (PEG) solutions, to study the effects
of molecular crowding on nucleoid structure.

For fast and precise control of the ambient buffer, we used a
multiport valve (Subheading 2.1) to switch between solutions with
3% (w/v) or 29% (w/v) PEG, each controlled by its own syringe
pump. We used LabVIEW software to coordinate switching the
valve with changing the syringe pump infuse rates. Alternatively,
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Fig. 3 Molecular crowding of isolated nucleoids. After nucleoid isolation, we oscillated the concentration of
20 kDa polyethylene glycol (PEG) in the ambient buffer. At 29% (w/v) PEG, nucleoids were abruptly compacted
to in vivo size. At 3% (w/v) PEG, nucleoids expanded again, with dynamics comparable to expansion after lysis.
Nucleoid compaction and decompaction was reversible and repeatable for many cycles
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use a microfluidic mixer, a module that merges and mixes streams
from the different syringe pumps. In principle, a mixer can interpo-
late between the high and low concentrations, based on the relative
infuse rates. In practice, make sure that the module sufficiently
mixes the laminar streams, and characterize the transients after
changing infuse rates. To decrease the delay after buffer change,
minimize the length of tubing between the valve and device.
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Chapter 23

Modeling Bacterial DNA: Simulation of Self-Avoiding
Supercoiled Worm-Like Chains Including Structural
Transitions of the Helix

Thibaut Lepage and Ivan Junier

Abstract

Under supercoiling constraints, naked DNA, such as a large part of bacterial DNA, folds into braided
structures called plectonemes. The double-helix can also undergo local structural transitions, leading to the
formation of denaturation bubbles and other alternative structures. Various polymer models have been
developed to capture these properties, with Monte-Carlo (MC) approaches dedicated to the inference of
thermodynamic properties. In this chapter, we explain how to perform such Monte-Carlo simulations,
following two objectives. On one hand, we present the self-avoiding supercoiled Worm-Like Chain
(ssWLC) model, which is known to capture the folding properties of supercoiled DNA, and provide a
detailed explanation of a standard MC simulation method. On the other hand, we explain how to extend
this ssWLC model to include structural transitions of the helix.

Key words Monte-Carlo methods, DNA supercoiling, Worm-like chain, Plectonemes, DNA dena-
turation, Structural transitions, Multi-scale simulations

1 Introduction

In bacteria, chromosomes are partly structured by DNA supercoil-
ing. Compared to its natural helicity, DNA is indeed often found in
an underwound form in vivo, as a result of a yet-to-be-understood
balance between transcription, replication and the action of topoi-
somerases and nucleoid associated proteins [1–3]. On one hand,
DNA supercoiling leads to the formation of plectonemes. This can
be explicitly shown using Worm-Like Chain (WLC) models of
DNA that include supercoiling constraints and self-avoidance prop-
erties reflecting the impenetrable character of the DNA mole-
cule [4–6]. Specifically, supercoiling constraints make molecules
buckle so that they absorb, under the form of writhe, some of the
excess or depletion of twist, while the short-range repulsion (self-
avoidance) results in an effective entropic repulsive force that deter-
mines the radius of plectonemes [7]. Self-avoiding supercoiled
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WLC (ssWLC) models are thus able to capture the folding proper-
ties of supercoiled DNA on the scale of several kilo base pairs (kbp),
or tens of kbps [8], both for overwound (positive supercoiling) and
underwound (negative supercoiling) DNA at low tension forces.
On the other hand, negative supercoiling can induce structural
transitions towards DNA forms different from the canonical B-
DNA. Among a large number of possible alternative structures [9],
supercoiled DNA can locally form denaturation bubbles [10, 11] or
adopt left-handed DNA forms such as Z-DNA [12] or the so-called
L-DNA [13, 14].

Since most bacterial chromosomes are negatively supercoiled,
models dedicated to biological applications are destined to capture
the balance between super-structuring (plectonemes) and local
structural changes of the DNA-helix. Several recent approaches
have thus been proposed to tackle this multi-scale problem. These
include phenomenological models of the co-existence of the plec-
tonemic and denatured states [12, 15, 16] as well as polymer
models at the resolution of a single base [17] (see [18] for a recent
review of single-base based models).

Here, we will explain how to design a discrete version of the
ssWLC model in order to simulate the competition between plec-
toneme formation and structural transitions of the DNA helix,
resulting in a 10-to-20-bps resolution model that can be used to
simulate several kbps long molecules under negative supercoil-
ing (Lepage and Junier, in prep). To this end, we first aim at
recalling the definition of the discrete version of the ssWLC and
at providing a detailed description of the methods used to simulate
its equilibrium folding properties.

2 Methods

Methods are organised as follows. First, we recall the definition of
the ssWLC and explain the discretization procedure to simulate it.
We next explain how to parametrize the fundamental units of the
model in order to solve the problem of the conservation of the
linking number, which is at the root of the supercoiling constraints.
We then recall principles of thermodynamics-oriented Monte-
Carlo methods and discuss the problems of the detection of colli-
sions and chain crossing, which are the most time-consuming steps
of the simulations. Finally, we explain how to include structural
transitions.

2.1 The Discrete

Self-avoiding

Supercoiled WLC

Model

A WLC model provides a continuous description of a polymer
chain. At the microscopic level, the simplest model is defined by a
single bending modulus characterizing the cost for the chain to
locally bend. The chain then has a certain persistence length (‘p),
below which it keeps memory of its orientation. Typically, ‘p �
50 nm for B-DNA at physiological salt concentration.
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To investigate the spatial properties of a WLC, one generally
resorts to a discretization procedure, which consists in dividing the
chain into a succession ofN� 1 identical segments articulated byN
sites (Fig. 1), counting the two sites located at the extremities of
the chain—in the case of a circular molecule (e.g., a plasmid), there
are as many segments as sites, and the first site joins the last and first
segments together. For DNAmolecules in physiological conditions
of salt, an additional classical simplification consists in considering a
hard-core description of the electrostatic repulsion of the negatively
charged DNA backbone, such that segments of the discrete WLC
are in fact impenetrable cylinders characterized by a radius re
(Fig. 1), with re depending on the salt concentration [19] (for
instance, re ¼ 2 nm for [NaCl]¼100 mM). Altogether, this frame-
work defines the discrete self-avoiding WLC.

In this context, each site i is associated with a “discrete” bend-
ing modulus (Kd), which constrains the amplitude of the bending
angle (θi, see next section for an operational definition) between
the tangent vectors of the cylinders i � 1 and i (Fig. 1), and whose
value is adjusted depending on the level of discretization—note
here that “the cylinder i” corresponds to the cylinder located
between the sites i and i þ 1 (for simplicity, we drop the reference
to the sites and cylinders in the indexing). Specifically, denoting kB
the Boltzmann constant, T the temperature (T ¼ 310 K in physio-
logical conditions), n the number of bps per cylinder, and a the
average distance between any two consecutive bps (a ¼ 0.34 nm
for B-DNA) such that na is the length of a cylinder, the associated

persistence length reads ‘p ¼ na Kd

kBT
. For a given value of ‘p, then,

the smaller the discretization is, the larger the value of Kd. Note,
here, that it is recommended to work with cylinders small enough
to avoid discretization artifacts, a typical choice being five cylinders
per ‘p [5] such that n ¼ 30 bps for B-DNA (see Note 1).

In the case of a ssWLC model, a torsional modulus C must
additionally be considered to account for the cost associated with
the twist deformation of the chain (C is typically on the order of
100 nm for B-DNA [20, 21]). In this context, an average twist
angle (ϕi, see next section for an operational definition) is asso-
ciated with each site i of the chain [6, 22]. ϕi is equal to the average

Fig. 1 A discrete model of the ssWLC. Here, two complete cylinders surrounding
a site i are represented, along with their local frames ð~t ,~u ,~v Þ used to compute
the bending angle θi and the twist angle ϕi (not indicated, see text)
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twist angle between the n base pairs located closest to the site i.
Then, just as θi is constrained by the bending modulus, ϕi is
constrained by the torsional modulus (see Eq. 1).

Altogether, every conformation C of the chain has an intrinsic
thermodynamic weight that depends on the associated bending and
torsional properties. This results in a conformational energy, EðCÞ,
which, in the presence of a stretching force f (as in the case of single-
molecule experiments), reads (see Note 2):

EðCÞ ¼ kBT

2

XN
i¼1

‘p

na
θ2i þ

nC

a
ðϕi � ϕ0Þ2

� �
� f z, ð1Þ

with z the extension of the chain along the axis of the force, and
ϕ0 the average twist angle at rest, that is, the unconstrained helicity
of DNA (ϕ0 ¼ 0. 6 for B-DNA). Note also that the bending angles
for the extreme sites i ¼ 1 and i¼N are defined with respect to the
axis of the force.

Finally, to simulate the folding properties of such a ssWLC,
topological constraints immanent to the double-stranded nature of
DNA must be accounted for. Namely, for both circular DNA
molecules and linear molecules whose ends cannot rotate, the
linking number Lk( ¼ Tw þ Wr) is an invariant quantity, meaning
that the sum of the twist Tw ¼ (2π)�1P

i ¼ 1
N ϕi (the number of

helices) plus the writheWr (the number of loops made by the axis of
the molecule around itself, see Note 3) remains always the same,
unless the molecule is cut by, e.g., an enzyme. In other words,
should DNA be unwound (or overwound), the net change of the
linking number will be distributed between the twist and the
writhe. From a simulation viewpoint, this imposes strong con-
straints on the definition of the twist angle for the discrete
ssWLC, as we now explain.

2.2 Bending

and Twist Angles

Denoting~t i the tangent vector of the cylinder i, the bending angle
θi between i � 1 and i is unambiguously given by (Fig. 1):

cos θi ¼ ~t i�1 �~t i ð2Þ
Due to the fact that the ssWLC does not include any explicit

representation of the DNA helix, the definition of the twist angle
has been more ambiguous. Methods using Euler angles between
local frames associated with the cylinders were first proposed, and
shown to provide an excellent procedure to have a linking number
that fluctuates around a fixed value [22]. More recent methods [8,
23, 24] based either on an explicit representation of the double-
helix [8] or on a definition of the twist angle coming from the
parametrization of the deformation of rigid bodies [23] allow to
conserve the linking number exactly during the simulations. In
particular, using the “parallel transport” approach developed
in [23], it is possible to define a twist angle unambiguously such
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that after each block rotation of the cylinders (see below), the
linking number remains constant. To this end, for every site i,
define at the initial time of the simulation a vector orthogonal to
~t i, here called ~ui (Fig. 1). Next, just as for the ~t i ’s, continuously
update these ~ui’s by applying the rotation matrix corresponding to
the deformation of the chain (see below). In this context, using
~vi ¼ ~t i � ~ui, ϕi is given by [24]:

cosϕi ¼
~ui�1 � ~ui þ ~vi�1 �~vi

1þ~t i�1 �~t i
ð3Þ

sinϕi ¼
~vi�1 � ~ui � ~ui�1 �~vi

1þ~t i�1 �~t i:
ð4Þ

The exact conservation of the linking number can then be
verified explicitly by computing the twist and the writhe
(see Note 3). In practice, the writhe involves a sum over all pairs
of cylinders and, hence, should be computed only once in a while.

2.3 Monte-Carlo

Method: Elementary

Moves, Transition

Probabilities, and

Ergodicity Properties

Given the energy of the conformations (Eq. 1), the hard-core repul-
sion of the chain (self-avoidance) and the constraint of the conserva-
tion of Lk, the equilibrium sampling of the conformations is usually
performed using a Monte-Carlo (MC) method. This consists in
generating a large number of successive conformations (Fig. 2)
such that the occurrence of conformations with energy E eventually

Select move

Rotation Transition

Valid move?

Metropolis

Compute energy

Accept

Reject

Yes No

Fig. 2 Summary of the Monte-Carlo Metropolis algorithm. Note that the ssWLC
requires only rotations, so that there is no need to select the type of elementary
move to try in this case. The second type of move is used to take structural
transitions into account. The elementary moves are described in
Subheadings 2.4 and 2.6, and the validity check in Subheading 2.5
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becomes proportional to NðEÞexpð�E=kBT Þ (Boltzmann’s law),
whereNðEÞ is the total number of conformations with energy E. In
practice, it is achieved by constructing each conformation from the
previous one via trials of elementary moves, starting from an initial
random conformation (seeNote 4). To this end, the transformation
of a conformation C into another conformation C0 is accepted
with a certain transition probability W ðC ! C0Þ if no collision or
crossing is generated during the applied elementary move. Different
forms of transition probabilities can be used, the only constraint
being that these must verify the detailed balance condition,

W ðC ! C0Þ=W ðC0 ! CÞ ¼ e
EðCÞ�EðC0Þ

kBT , which ensures that at large
enough time the chain will visit conformations according to their
Boltzmann weight. In this regard, a classical choice is the
Metropolis-Hastings transition rate [25, 26], such that:

W ðC ! C0Þ ¼ max
n
1, exp

h�
EðCÞ � EðC0Þ

�
=kBT

io
: ð5Þ

Note that in this case any elementary move decreasing the energy is
accepted.

A sufficiently high number of successive elementary moves
must then be generated in order to get enough uncorrelated con-
formations such that the sampling of the conformations is repre-
sentative of thermodynamic equilibrium. It is also important to
check that the conformations visited during the simulation do not
correspond to a metastable state only (the so-called ergodicity
problem), that is, that the system is not trapped in a subset of
conformations whose free energy is on the same order of magni-
tude as that of another “unreached” subset. To this end, it is often
convenient to use an “annealing procedure,” which consists in
starting with a value of some parameter (usually the temperature
T) such that the system can quickly reach equilibrium, and then
varying this value progressively until the working value is reached.
The supercoiling level σ is also a parameter well fitted for this
method: starting with a torsionally relaxed molecule, one can per-
form simulations at various constant values of σ by continuously
increasing (or decreasing) its value, using the last conformation of
each simulation as the initial condition of the next one. Then, with
good confidence, equilibrium is reached if the statistical properties
of the resulting conformations at the working value do not depend
on the speed at which the annealing has been realized. On the
opposite case, one needs to resort to other types of elementary
move [27], or other techniques of simulations to prevent the
system from being trapped in specific states (see, e.g., [28]).

2.4 Rotations and

Associated Change of

Bending and Torsional

Properties

Most commonly in the MC simulation of a WLC model, an ele-
mentary move consists in randomly rotating a block of contiguous
cylinders, also called a crankshaft move (Fig. 3). To this end, first
define once for the entire simulation a maximum number (M) of
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cylinders allowed to rotate simultaneously and a maximum angle of
rotation (α) (see Note 5). A rotation then consists in (1) picking a
site i at random, (2) picking a number m < M at random, (3)
choosing a direction s ∈ {�1, 1}, (4) defining the axis of the
rotation as the straight line connecting the two sites i and j ¼ i +
s � m þ 1 (modulo the number of sites), (5) choosing an angle of
rotation randomly in [�α, α], and (6) applying the corresponding
rotation matrix to the vectors ~t and ~u associated with each site of
the block [i, j] (Fig. 3).

After having applied the rotation, test whether a collision or a
crossing occurred (explained in Subheading 2.5). If this is the case,
the rotation is rejected (seeNote 6). In the opposite case, use Eqs. 2
and 4 to compute the new bending and twist angles at sites i and j
(borders of the block). Then, compute the corresponding energies
(see Eq. 1) to obtain the total energy variation generated by the
rotation. Finally, accept the rotation according to the transition
probability W (see Eq. 5).

For linear molecules, when the site i, the direction s, and the
size m of the block are such that the extreme site j falls outside the
chain (j � 0 or j � N þ 1), the crankshaft rotation becomes ill-
defined. In this case, apply a rotation to the block extending from i
to the end of the molecule (site 1 or site N, depending on the
direction s), around a random axis and according to an angle chosen
at random in [�α, α]. Note that this type of elementary move is
necessary to displace the end points of the linear chain; in such case,
the extension (z) and, hence, the corresponding stretching energy
( � fz) must also be updated. In the case of a linear molecule for
which the linking number needs to be conserved, extra precaution
must also be taken. In particular, it is necessary to define two walls
bound to each end of the molecule and perpendicular to the
stretching force [5, 8], and to prevent any cylinder from trespassing
them (seeNote 7). These walls can be viewed as a simple modelling
of the fixed surface and the magnetic bead used in single-molecule
experiments.

2.5 Detection

of Collisions

and Crossings

To detect both collisions and crossings, first build a mesh of the
volume inside which themolecule is embedded, using a width of cells
(wcell) larger than naþ 2re, so that collisions may only occur between
cylinders whose center is in the same cell or in nearest neighbors

1
i

j

2
i

j

Fig. 3 Rotation: pick a random block [i, j] of cylinders (1) and rotate it around its
axis according to a random angle (2)
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(cells sharing a face, an edge, or a vertex). The collision detection for
a cylinder i that has just moved (as a consequence of the trial of an
elementary move) then consists in testing whether i collides with one
of the cylinders not belonging to the block but located in one of the
27 ( ¼ 33) cells in the vicinity of i. Note, here, that cylinders at a
distance too close to i along the chain (i.e., separated from i by less
than 2rewhenmeasured along the axis of the chain) must be ignored
since, by construction, they always overlap with i (seeNote 1). Then,
to test whether the new position ~ri of i leads to a collision with a
cylinder j at position ~rj , test whether ð~rj �~riÞ� ~n > 2re, where
~n ¼ ~t i � ~t j is the normal to the plane ð~t i,~t j Þ. If the inequality

holds, then there is no collision. In the opposite case, check first the
distances between the four possible pairs of cylinder ends. If one of
these distances is smaller than 2re, then there is a collision. In the
opposite case, there is still a possibility of collision in the middle of
both cylinders. The intersection of the two straight lines ðSitei,~t iÞ
and ðSitej ,~t j Þ is located at the abscissa u along ðSitei,~t iÞ and v along
ðSitej ,~t j Þ, where:

u ¼ ð~rj �~riÞ
~t i � ð~t i �~t j Þ~t j
1� ð~t i �~t j Þ2

ð6Þ

v ¼ �ð~rj � ~riÞ
~t j � ð~t i �~t j Þ~t i
1� ð~t i �~t j Þ2

: ð7Þ

Then, the cylinders collide if and only if 0< u< na and 0< v< na.

Next, in order to detect crossing events during the rotation of a
cylinder i, first build a list of all the cells that may contain a cylinder
crossed by i. This list corresponds to the cells whose center lies at a
distance smaller than a þ

ffiffi
3

p
2 wcell from the arc formed by the

rotation of the center of i (within these cells, just as in the case of
collisions, only the non-moving cylinders have to be processed).
Next, define a frame ðO 0, ~x 0 , ~y 0 , ~z0 Þ associated with the rotation of
i (Fig. 4), i.e. set the origin O0 anywhere on the axis of the rotation
and align ~z0 with this axis. Then define ~x 0 and ~y 0 arbitrarily in order
to complete an orthonormal base (for example, in Fig. 4, ~x 0 points
toward~ri). In that frame, the surface swept by the support segment
of the cylinder i during the rotation is bound by z0 and z1, the
coordinates of its ends along ~z0 (Fig. 4). For any given z in this
interval, the cylindrical coordinates of this surface are also easy to
determine: ρ(z) is constant and θ lies between θ0(z) and θ1(z), the
initial and final angular coordinates at z. Thus, the coordinates
(ρI, θI, zI) of a crossing point (intersection between the support
segment of a cylinder j and the surface swept by that of i) must
verify:

z0 < zI < z1 ð8Þ
ρI ¼ ρðzÞ ð9Þ
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θ0ðzI Þ < θ < θ1ðzI Þ if θ0ðzI Þ < θ1ðzI Þ
θ < θ0ðzI Þ or θ > θ1ðzI Þ otherwise

�

ð10Þ
In addition, this intersection must belong to the support segment
of j, i.e. lie on its support line:

ρI cos θI ¼ xj þ t jx
t jz

ðzI � zj Þ ð11Þ

ρI sin θI ¼ yj þ
t jy
t jz

ðzI � zj Þ ð12Þ

and be bound by the ends of j:

zj < zI < zjþ1 if zj < zjþ1

zjþ1 < zI < zj otherwise

�
ð13Þ

Equations 9, 11, and 12 lead to a quadratic equation for zI, the
solutions of which (if any) yield ρI and θI. Then, if exactly one
solution verifies the inequalities 8, 10 and 13, a crossing occurred
and the trial must be rejected (see Note 8).

2.6 Including

Structural Transitions

Structural transitions of the DNA-helix can be included and
simulated in order to capture the multi-scale properties of nega-
tively supercoiled molecules (Lepage and Junier, in prep). To this
end, one first needs to modify the form of the conformational
energy (Eq. 1) to account for the possibility that the sites can
now be associated with different DNA-forms (called states hereaf-
ter). This is done by adding a new variable, si, reflecting the state of

Fig. 4 Schematic representation of the rotation of the support segment of a cylinder (thick lines) from the blue
position to the green one. Each point of the segment moves with constant coordinates z and ρ(z) in the frame

ðO 0, ~x 0 , ~y 0 , ~z 0 Þ. The coordinate θ goes from θ0(z) to θ1ðzÞ ¼ θ0ðzÞ þ Ω, whereΩ is the angle of the rotation.
The red dashed line indicates the axis of rotation
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the site i [29], such that, for instance, si ¼ B, D, or Z if one
considers B-DNA (B), denaturation bubbles (D), and Z-DNA
(Z). Importantly, compared to the previous single-state case,
every state s has its own mechanical properties: ‘s (persistence
length), Cs (torsional module), ϕ0,s (average twist angle at rest),
and as (distance separating consecutive bps)—we consider, for
simplicity, a single electrostatic radius re independent of states. In
addition, the non-B states are characterized by a free energy forma-
tion per bp, denoted γs, reflecting the deformation of the base-
pairing and stacking of the base pairs, which is on the order of kBT
per bp [30]. Finally, one must consider a domain wall penalty, J,
corresponding to the energy between any two sites having different
states [29, 31]. This term reflects the energy cost to go from one
DNA-form to another and constrains the alternative forms to
produce as few domains as possible (see [29, 31] for further details).
Altogether, the new energy (E 0ðN Þ ) of a conformation N with
multiple possible forms along the chain reads:

E 0ðN Þ ¼ kBT

2

XN
i¼1

nγs i þ
‘s i
nasi

θ2i þ
nCsi

asi

ðϕi � ϕ0, s iÞ2
� �

þ J
XN�1

i¼1

δs i , s iþ1
� f z: ð14Þ

where we considered γB ¼ 0 (reference form) and where δs i , s iþ1
¼ 1

if si ¼ si+1, 0 otherwise.

Values of J, Cs, and ‘s have been estimated using single-
molecule experiments [12–14, 31]. In addition, ϕ0,D ¼ 0 (by defi-
nition), ϕ0,Z¼ 0. 52 and aZ¼ 0.37 nm [32] (from crystallographic
measurements), while aD ¼ 0.54 nm has been previously
used [13]. In this regard, because as differs from state to state,
one must now consider different sizes of the cylinders. In practice,
we use n(ai + ai+1)/2 for the length of the cylinder defined by the
sites i and i þ 1. As a consequence, each time the state of a site i is
updated, the length of the two surrounding cylinders has to be
updated, which is done in the following way.

First, pick a site i at random, whose state is going to be
changed. Decide with probability 1/2 whether the first length
adjustment will be performed towards decreasing indices or
towards increasing indices; here, we consider, for example, the
case of increasing indices (see Fig. 5). Second, stretch or shrink
the cylinder i � 1 to its new length li�1 ¼ n(ai�1 + ai)/2. Now,
the cylinder i has to be displaced in order to match the new
position of the site i, and its length also has to be changed to
li ¼ n(ai + ai+1)/2. To this end, choose a block with a random
size between the sites i þ 1 and j > i þ 1 and find a rotation which,
when applied to this block, will bring the site i þ 1 at the suitable
distance li from the site i. More precisely, find first the intersection
points between the three following objects: i) the sphere centered
around the new site iwith radius li (i.e., the possible positions of the
site i þ 1 given the length of the cylinder i), ii) the sphere centered
around the site j with radius the initial distance between i þ 1 and j
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(i.e., the possible positions of the site i þ 1 after a rotation of the
block) and iii) the plane defined by the cylinders i � 1 and i (to
ensure a minimal deformation of the conformation and thus mini-
mize the number of rejections). If the intersection does not exist
(which can happen when the cylinders are shrinked), reject the
move. Otherwise, choose from the two possible points (intersec-
tions of the black circles in Fig. 5) the one which minimizes the
variation in the bending angle between cylinders i� 1 and i (on the
right in that example).

In this context, the final MC method is almost identical to that
without structural transitions, the only difference being that at each
step, one has to choose with some fixed probability the kind of
elementary move to be performed (rotation or structural transi-
tion) (Fig. 2) and to consider the energy provided by Eq. 14. In
this regard, depending on the parameters of the problem (the
probability of occurrence of denaturation bubbles), it may prove
more efficient to bias the probabilities in favor of one kind of move,
as long as the resulting distribution of conformations does not
depend on this implementation detail.

3 Notes

1. Coarse-graining. The level of coarse-graining should be as high
as possible to speed up the simulations, but it is constrained by
several factors. First, the effective radius re imposes a minimal
length for the cylinders, which is typically equal to 2re. In the
absence of bending energy (‘p ¼ 0), cylinders shorter than this
distance indeed produce artifacts because all the cylinders

Fig. 5 Structural transition: pick a random site i (1). In this case, the transition is
a denaturation (red), so the length increases (2). Pick another site j at random
and find a suitable rotation for the block between i and j (3). Perform the rotation
of the block and change the length of the cylinder on the right of i (4)
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closer than 2re along the chain are ignored when looking for
collisions, but cylinders separated by just a bit more than 2re are
not, and require that all the cylinders in between be almost
aligned in order to avoid a collision. This leads to an unexpect-
edly rigid polymer (thus, the higher ‘p is, the less important this
effect).

The required level of discretization also depends on the
exact properties one is interested in. For example, five cylinders
per ‘p has been shown to be sufficiently accurate to study the
extension or the torque of a stretched supercoiledmolecule [5],
but measurements of finer details, such as the number of plec-
tonemes, require a higher resolution of ten cylinders per ‘p [8].

2. Speed-up using a global energy. The simulations can also be sped
up by using a thermodynamically equivalent model featuring a
global torsional energy [5], all the local fluctuations of the twist
being integrated out [33]:

EðN Þ ¼ kBT

2

XN
i¼1

‘p

na
θ2i þ 2π2kBT

C

aN
ðTw � Tw0Þ2 � f z ð15Þ

where Tw0 is the total twist at rest for the molecule.

3. Linking number. At any time, it is helpful (if not necessary) to
check a posteriori that the final conformation of the chain has
the expected linking number and is unknotted (see Note 9).
The conservation of Lk is verified by computing the sum Tw þ
Wr, where the writhe Wr is given by [34]:

Wr ¼ 1

2π

XN
i¼2

X
j<i

Ωij ð16Þ

To obtain Ωij , define:

a0 ¼ 1

sin 2β
ð~rj �~riÞð~t i �~t j Þ ð17Þ

a1 ¼ 1

sin 2β
ð~rj � ~riÞðcos β~t j �~t iÞ ð18Þ

a2 ¼ 1

sin 2β
ð~rj � ~riÞð~t j �~t icos βÞ ð19Þ

F ðx, yÞ ¼ �arctan
xy þ a2

0cos β

a0ðx2 þ y2 � 2xycos β þ a2
0 sin

2
βÞ12

ð20Þ

where β is the angle between ~t i and ~t j . Then:
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Ωij ¼ F ða1 þ l i, a2 þ l j Þ � F ða1 þ l i, a2Þ � F ða1, a2 þ l j Þ
þ F ða1, a2Þ ð21Þ

4. Initial conditions. For circular molecules, the initial conforma-
tion may be as simple as a planar, N-sided regular polygon
(approximating a circle), since the rotations will quickly deso-
rganize this structure. For linear chains, a straight line is how-
ever a bad idea: the axis of rotation of any inner block will pass
exactly through the cylinders, and thus will have no effect. A
solenoid is a better starting conformation, provided the pitch is
high enough so that the cylinders have room to move without
too many collisions occurring. Compute the writhe of this
conformation (see Note 3) in order to know the initial twist.

5. MC parameters and acceptance rates. The maximal block size
(M) and the maximal angle (α) for the rotations should be
chosen such that the acceptance ratio during the simulation is
neither close to 1, nor to 0. For a ratio close to 1, energies and
conformations almost never vary; larger blocks and larger
angles are then more efficient to generate uncorrelated con-
formations. For a ratio close to 0, most computation time is
wasted into moves that are almost always rejected; smaller
blocks and angles would then produce less collisions and cross-
ings but also lower energy variations. Note also that the larger
the surface swept by the block is, the longer the crossing-
detection routine. Typically, in absence of chain confinement,
a good compromise consists of blocks that span several persis-
tence lengths (e.g., Mna � 20‘p), while α � 30∘.

6. Pointers and better performances. For better performances,
avoid unnecessary copies of the data. In particular, it is not
efficient to save a copy of the original chain before attempting a
move and restore the copy if the move was rejected. Instead,
create only two copies of each cylinder at the beginning of the
simulation, and work only with pointers or references to these
copies. One pointer designates the current state of the cylinder
while the other one refers to a “draft.” If the elementary move
is accepted, swap both pointers so that the draft becomes the
new reference for this cylinder. If the move is rejected, the
reference stays unchanged.

7. Walls for linear molecules. During the simulation of a linear
molecule, the walls may be crossed in different ways. First, a
rotation may bring a cylinder beyond a wall, such that it is
necessary to check that any moving site ends its rotation in
between the walls. Second, the trespassing of a cylinder may
happen during a rotation, even though both its initial and final
positions are valid. To prevent this scenario, ensure that the
extremal coordinates (along the axis of the stretching force) of
any site during a rotation remain within the walls. Third, the
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alternative type of rotation used with linear molecules allows
the walls to move. If one of this wall movements goes toward
the center of the chain, check that the non-moving cylinders
remain between the walls.

8. Crossing detection. Due to the rounding errors inherently asso-
ciated with floating-point computation, the detection algo-
rithm may exceptionally fail to report a crossing, which results
in an instantaneous variation of the linking number by� 2, and
the possibility that a knot is formed. In order to mitigate that
risk, count every near-miss as a crossing (reject the move every
time a cylinder is found too close (within some arbitrary thresh-
old) to the surface swept by a moving cylinder). The few false-
positive crossings will not affect the final results of the simula-
tions. Other methods can be used to mitigate that risk, such as
using higher-precision floating-point numbers or reducing the
amplitude of the rotations, but all of them will come at a cost in
performance.

9. Knots. No absolute invariant is known to discriminate between
any two different knots, however a few partial invariants have
proven to be useful in practice. In particular, the Alexander
polynomial [35] has been used in this type of simulations
because knots sharing the same Alexander polynomial as
unknotted conformations are complex enough to be unlikely
to appear during simulations. Moreover, the complete polyno-
mial does not need to be computed: its value at x ¼ �1 is
sufficient to discriminate unknotted conformations from the
simplest knots [36].
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Chapter 24

Molecular Dynamics Simulation of Supercoiled, Knotted,
and Catenated DNA Molecules, Including Modeling of Action
of DNA Gyrase

Dusan Racko, Fabrizio Benedetti, Julien Dorier, Yannis Burnier,
and Andrzej Stasiak

Abstract

A detailed protocol of molecular dynamics simulations of supercoiled DNA molecules that can be in
addition knotted or catenated is described. We also describe how to model ongoing action of DNA gyrase
that introduces negative supercoing into DNA molecules. The protocols provide detailed instructions
about model parameters, equations of used potentials, simulation, and visualization. Implementation of
the model into a frequently used molecular dynamics simulation environment, ESPResSo, is shown step
by step.

Key words Molecular dynamics, Supercoiled DNA, DNA topoisomerases, DNA gyrase, DNA knots
and catenanes

1 Introduction

1.1 Coarse-Grained

Model

Molecular dynamics simulations of DNA molecules constitute
complementary approach to the actual physical experiments.
Results of the simulations provide illuminating insights that are
frequently difficult to obtain in real experiments. All simulations
have to be adjusted to the scale of details one is interested to study.
If for example one is interested in the separation of base pairs
resulting from excessive torsional stress, then the atomistic scale is
appropriate. In atomistic simulations the properties of all modeled
atoms in simulated DNA are based on quantum chemical calcula-
tions. The drawback of atomistic simulations is that with the cur-
rent computer technology one is strongly limited with respect to
the size (number of atoms) of the simulated system and also with
respect to the corresponding physical time span over which
simulated large molecules can be followed. Very recent molecular
dynamics studies succeeded to simulate supercoiled DNA
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minicircles with ca 300 bp, which is an impressive achievement [1].
However, studies of at least ten times larger plasmids are needed to
reach the size of small bacterial plasmids that autonomously repli-
cate and which are natural substrates for DNA topoisomerases that
decatenate postreplicative catenanes arising during replication of
circular DNA [2]. To model large DNA molecules it is still neces-
sary to use the coarse-graining approach where groups of atoms are
modeled as individual beads. Good coarse-graining should preserve
many of the global properties of DNA molecule, such as excluded
volume, mass, persistence length, or electrostatic charge.

The largest scale in the coarse grain polymer modeling is fre-
quently limited by the diameter of studied polymers. Since the
effective diameter of DNA under physiological conditions where
electrostatic charges are nearly completely screened is of about
2.5 nm, this diameter is used here for bead building coarse-grained
models of DNA [3]. We also show how to model torsional stiffness,
and the action of DNA gyrase, which dynamically introduces
supercoiling.

The outline of this chapter is as follows: In Subheading 2, we
provide instructions for the basic setting of the dependencies in the
operating system needed to run the simulation software. Further-
more, we show how to configure and compile ESPResSo. Next, we
introduce topologically restrained molecules such as circular,
knotted or catenated DNA molecules together with computer
scripts in tcl/tk language that can be used to generate molecules
with a given topology. In Subheading 3, we provide a step by step
guide to set up the model and to run the molecular dynamics
simulations of knotted and catenated molecules which are in addi-
tion supercoiled. The parts of the script provided here can be
copied into a file and directly run with the ESPResSo package. In
Subheading 4, further technical hints for improving the perfor-
mance of your molecular dynamics simulations is provided.

2 Materials

2.1 Preparing the

Operating System

Prior to installing the simulation package, one has to make sure that
the Linux operating system contains preinstalled all necessary
libraries and packages. In the following we show installation of
the essential packages in Ubuntu Linux operating system. In
order to make sure that all dependencies are installed type/paste
into your terminal:

sudo apt-get install tcl8.6-dev tk8.4-dev cython fftw3 fftw3-dev pkg-
config povray python-numpy python-scipy openmpi-bin git

All scripts and codes necessary for running the simulations are
explained along the chapter and the parts of code can be copied and
pasted from the text of the electronic reprint of the chapter.
The continuity of lines in the code is indicated by backslashes and
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by line numbers in the scripts. When doing copy and paste, one
should not select over a page break.

Alternatively the scripts can be downloaded from the GitHub
page by typing into terminal:

git clone https://github.com/dusanracko/mmb

2.2 The Initial

Structure

Biologically relevant DNA knots, i.e., those that are observed in
living cells belong mainly to torus and twist types of knots. Com-
plex torus knots can arise as a consequence of site-specific
recombination [4, 5] and complex twist knots can arise as a conse-
quence of type II topoisomerase-mediated intramolecular passages
occurring within supercoiled DNAmolecules [6]. The initial struc-
ture describes the initial conditions in our model, and is part of
parametrization. The coordinates of the initial structure can be in
some cases set manually. Alternatively, starting configurations of
knots and catenanes can be downloaded or generated by software
KnotPlot [7] or by using parametric equations. To download the
starting configuration of a given knot one needs to know its type
and its topological notation. The Alexander–Briggs notation is
most frequently used. For knots this notation is composed of two
numbers where the first indicates the crossing number, i.e., the
minimal number of crossings a given knot can have in a projection.
The second number (written as subscript) indicates the tabular
position of a given knot within knots with the same crossing num-
ber. So for example, the knot notation 92 indicates the knot type
that in standard tables of knots such as those shown in KnotPlot [7]
is represented by the second knot among the knots with nine
crossings. For catenanes the notation is somewhat more complex
and consists of three numbers. The first one, still indicates the
crossing number, i.e., the minimal number of crossings a given
type of catenane can have in a projection. The second number,
written as a superscript, indicates the number of component a
given catenane is composed of. In biological setting most impor-
tant are catenanes composed of two DNA rings. The third number,
written as subscript, indicates the tabular position a given catenane
among catenanes with the same number of crossings and the same
number of components. Again, the standard tables of catenanes can
be found on such sites as KnotPlot [7].

In the following sections we address the cases of DNA mole-
cules with above mentioned topologies and provide computer
scripts to generate molecules with a given topology and size.

2.2.1 Torus Knots

Including the Trivial Knot,

Which Is a Simple Closed

Ring

Torus knots are defined as closed trajectories that can be continuously
placed without any self-crossings on the surface of a simple torus.
Torus knots are conveniently characterized by two numbers p and q
which indicate how many times a given trajectory encircles the torus
along meridional and longitudinal direction, respectively [8]. The
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trivial knot, which is unknotted circle can be placed on the surface of
the torus without any intersections and can be described as (1, 0) or
(0, 1) torus (see Fig. 1). The simplest nontrivial knot, which is the
trefoil knot, is in fact a (3, 2) torus knot [8]. The starting trajectories
of all torus knots can be generated using parametric equations [8].

1. Download the code in a file torus.tcl (from https://github.
com/dusanracko/mmb)

2. Choose your settings for p, q number.

3. Run the script from terminal by typing.

tclsh torus.tcl

4. You may view your generated structure from terminal.

vmd torus.vtf

2.2.2 Twist Knots

and Other Structures

There is no simple parametric equation for twist knots. However,
there is computer software for generating twist knots that can be
downloaded from KnotPlot [7]. Another convenient option is
downloading directly the coordinates of the knots from Knot
Server [9] (Fig. 2).

1. Go to the URL address of the Knot Server and open page with
coordinates of a particular knot of interest.

2. Select the coordinates and save themto a text file namedknot.txt.

3. Download the code in a file knofit.tcl (from https://
github.com/dusanracko/mmb)

4. Modify the size in terms of number of particles NPART you
want to use for the given topology.

Fig. 1 A circle and a torus knot 31 (trefoil). A circle is a special case of a torus
knot with no internal nodes—in this case p ¼ 1 and q = 0; for 31 knot p ¼ 3
and q ¼ 2
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5. Run the script.

tclsh knotfit.tcl

6. Check the resulting molecule with the required topology and
interpolated particle positions.

vmd knot-300.vtf

2.2.3 Catenanes Torus type, right-handed catenanes are obligatory intermediates dur-
ing replicationof circularDNAmolecules [2]. Starting configurations
of catenanes can be downloaded or generated using parametric equa-
tion. The easiest way to construct a torus type catenane is using two
rings that wrap around the same torus, each running only once in the
longitudinal direction and each encircling the torus the same number
of times (at least once) in the meridional direction (Fig. 3).

Fig. 2 Twist knot 92 obtained by interpolation of coordinates from Knot Server [9]

Fig. 3 Catenanes 421 and 10
2
1
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1. Copy the below code into a file and save it into catenanes.tcl.

2. Run the script.

tclsh catenanes.tcl

3. See the result.

vmd catenane.vtf

1 set NPART 300 
2 set p 2 
3 set q 1 
4 set fp [open "catenane.vtf" w] 
5 set at [expr 2*$NPART-1]
6 puts $fp "atom 0:$at radius 1 name DNA" 
7 puts $fp "timestep ordered" 
8 for {set pid 1} {$pid <= $NPART} {incr pid} { 
9 set t [expr 2.0 * 3.14159 / $NPART * $pid ] 
10 set xx($pid,1) [expr (cos ($p*$t) + 2) * \

cos ($q*$t) ] 
11 set xx($pid,2) [expr (cos ($p*$t) + 2) * \

sin ($q*$t) ] 
12 set xx($pid,3) [expr - sin ($p*$t) ] 
13 } 
14 for {set pid [expr $NPART+1]} {$pid <= \

[expr 2*$NPART]} {incr pid} { 
15 set t [expr (2.0) * 3.14159 / $NPART * $pid ] Complementary

(p,1)-torus ring16 set xx($pid,1) [expr (cos ($p*$t) + 2) * \
17 sin ($q*$t) ] 
18 set xx($pid,2) [expr (cos ($p*$t) + 2) * \

cos ($q*$t) ] 
19 set xx($pid,3) [expr sin ($p*$t) ] 
20 } 
21 set ux(1) [expr $xx(2,1)-$xx(1,1)] 
22 set ux(2) [expr $xx(2,2)-$xx(1,2)] 
23 set ux(3) [expr $xx(2,3)-$xx(1,3)] 
24 set nf [expr pow (($ux(1)*$ux(1)+$ux(2)*$ux(2) \ Normalize 

coordinates+$ux(3)*$ux(3)),0.5)] 
25 for {set pid 1} {$pid <= [expr 2*$NPART]} {incr\

pid} { 
26 set xx($pid,1) [expr $xx($pid,1) / $nf] 
27 set xx($pid,2) [expr $xx($pid,2) / $nf] 
28 set xx($pid,3) [expr $xx($pid,3) / $nf] 
29 puts $fp "$xx($pid,1) $xx($pid,2) $xx($pid,3)" 
30 } 
31 close $fp
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2.3 Molecular

Simulation Package

For the molecular simulations we are going to use the software
package ESPResSo [10, 11]. ESPResSo stands for Extensible Sim-
ulation Package for Research on Soft matter. It is a highly versatile
software for performing molecular dynamics simulations of many
particle systems using coarse-grained or atomistic models, with a
special focus on simulations of polymers. It is parallelized and can
be employed on desktop computers, laboratory clusters as well as
on supercomputers with hundreds of CPUs. The parallel code is
controlled via the scripting language Tcl, which gives the
software its great flexibility. In this section we are going to show
how to get ESPResSo and how to configure the precompiler so
that the package can be used for our particular purpose to simulate
the supercoiled DNA.

1. Download ESPResSo (3.3.0) from the following address:
http://espressomd.org/wordpress/download/.

2. Unpack.

tar -xvf espresso-3.3.0.tar.gz

3. Configure the precompiler by opening the file.

espresso-3.3.0/src/core/myconfig-default.hpp

4. Enable necessary features for our model of supercoiledDNA by
editing the file myconfig-default.hpp in the following way.

1 /* global features */ The routines that 
have to be compiled 
into ESPResSo

2 #define PARTIAL_PERIODIC 
3 #define ELECTROSTATICS 
4 #define OLD_DIHEDRAL 
5 #define MASS 
6 #define EXCLUSIONS 
7 #define LANGEVIN_PER_PARTICLE 
8 /* potentials */ 
9 #define LENNARD_JONES 
10 #define BOND_ANGLE_HARMONIC 
11
12 #define MPI_CORE 
13 #define FORCE_CORE

5. Later in our simulations it will be necessary to modify the
source code of ESPResSo and implement new features—an
active motor—as explained later (Subheading 3.4), and recom-
pile the code. This modification however can be done already at
this stage by replacing the file dihedral.hpp with the one
provided as a downloadable material, or by editing the file as
described in Subheading 3.4.

6. From the directory espresso-3.3.0/ of ESPResSo config-
ure precompiler by running the script file and typing

./configure
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7. Compile the executables

make -j 4

8. Test run ESPResSo by typing

./Espresso

9. Exit the program

exit

3 Methods

3.1 Setting Up

Simulation

Environment in

ESPResSo

Modeling is a process of building the model and setting all the
parameters. Then, the simulation is a process obtained by using
the model. For the purpose of more efficient use of the computer
power and reaching biologically interesting timescales, we have built
a coarse grained model of the DNAmolecule where sequential 8 bp
segments are replaced, each by one bead with 2.5 nm diameter. For
the commands reference see the ESPResSo User’s Guide [12].

In the first step (1), test if all necessary features have been
compiled into ESPResSo

1 require_feature LENNARD_JONES Routines which we 
need in our model2 require_feature ELECTROSTATICS

3 require_feature PARTIAL_PERIODIC 
4 require_feature BOND_ANGLE_HARMONIC
5 require_feature LANGEVIN_PER_PARTICLE 
6 require_feature MASS 
7 require_feature EXCLUSIONS 
8 require_feature OLD_DIHEDRAL

(2) Set global properties of the simulation environment, such as
the time step, the simulation box size, the periodicity of the system.
The box size box_l should be large enough if we do not want the
periodic images of the molecules to interact. We may also change
periodicity of the system, i.e., to define whether we want to
have the box periodic in 3, 2, or 1 direction to simulate molecules
in a bulk solvent or confined within a slit or channel, respectively.
The standard setting 1 1 1 is for the bulk solvent situation.

9 setmd box_l 100. 100. 100. Periodic in all 
directions10 setmd periodicity 1 1 1 

(3) Also set the skin depth to be used for the link cell/
Verlet algorithm. This is the minimum of cell size or the maximal
range of real space interactions. The larger the skin depth value, the
less efficient is the parallelization. If the skin value is small, the bond
may rip apart when beads are passed to another sub-cell computed
on a different CPU. The value of the skin should be about the size
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of the maximum interaction distance. In our model the maximum
interaction distance is determined by the cutoff of the electrostatic
interaction rcut¼ 8.0 σ. The time step should be set such that it is of
the order of the reciprocal value of the largest force constant in the
potentials used in our model.

11 setmd time_step 0.001 Integration step
12 setmd skin 10.

3.2 Potential Model Traditional approach in the coarse grained simulations of DNA, is
to model the DNA as self-avoiding worm-like chain (WLC) [13].
WLC is well-suited to describe properties of semiflexible chains like
DNA. In the WLC, the chain bends smoothly unlike the case of
freely jointed model. The classical model for WLC consists of three
terms: excluded volume, penalty for bending, such as Kratky–
Porod interaction, and bonded interaction between the beads,
such as the harmonic potential. In ESPResSo, interactions are
created by using the inter command. The interactions are divided
into two types: nonbonded and bonded interactions.

Nonbonded interactions only depend on the type of the two
involved particles. This also applies to the electrostatic interactions,
which require special care due to their long-ranged nature (see
Subheading 3.2.3). The particle type and the charge are both
defined using the part type and charge command. In the case
of bonded interactions, particle identification numbers have to be
used to create a particular bond by command part bond.

3.2.1 Nonbonded

Interactions: Excluded

Volume

(4) The traditional Lennard–Jones potential is usually used to
describe particle–particle interactions in coarse-grained simulations.
It is a simple model of the van derWaals interaction, and is attractive
as soon as the interacting beads are closer than the cut-off distance,
but is strongly repulsive at short distances to avoid beads interpene-
tration. A special case of the Lennard–Jones potential is the Week-
s–Chandler–Andersen (WCA) potential [14], which one obtains by
cutting the attractive part of the Lennard–Jones potential, i.e.,
choosing rcut ¼ 21/6 σ and shifting it by ε. The WCA potential is
purely repulsive, and is often used to mimic hard sphere repulsion.
WCA is also used in Kremer–Grest model of DNA. The bead size σ
in our model represents the size of 8 bp, i.e., 2.5 nm. In ESPResSo,
we use the following settings of the L-J potential to obtain WCA:

13 set ljsigma 1.0                                       
14 set ljepsilon 1.0                                     
15 set ljrcut [expr $ljsigma * pow (2., 1./6.)]          Cut attractive part at 

the minimum16 set ljcshift [expr 0.25 * $ljepsilon]                 
17 set ljroff 0.0                                 
18 set ljrcap 3.0 Cut-off distance for 

force calculation19 set ljrmin 0.0 
20 inter 0 0 lennard-jones $ljepsilon $ljsigma \

$ljrcut $ljcshift $ljroff $ljrcap $ljrmin
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3.2.2 Nonbonded

Interactions: Electrostatic

Interactions

(5) In our model of DNA the effect of charge located on phosphate
groups and electrostatic interactions of charged parts of DNA
molecule is included. In ESPResSo the electrostatic interaction is
called by command inter coulomb. For a pair of particles at
distance r with charges q1 and q2, the interaction is given by
U(r) ¼ lBkBTq1q2/r where lB ¼ ε0

2/(4πkBT) denotes the Bjerrum
length, which measures the strength of the electrostatic interaction
in screened solutions of salts [15].

21 set lB 0.28 Bjerrum length
22 set k 0.81 
23 set relcut 8.0 Potential cut-off

charge on a bead24 set bcharge 2 
25 inter coulomb $lB dh $k $relcut

3.2.3 Bonded Interaction:

Harmonic Potential

(6) For bonding beads in the beaded DNA chain we use harmonic
potential U(r) ¼ 1/2K(r � R)2. The equilibrium length of the
bond is set to oscillate around R ¼ 1.0. The bond is kept very rigid
by setting the force constant K to a very large value.

26 inter 1 harmonic 800. 1.0 K = 800; R = 1.0

3.2.4 Bonded Interaction:

Bending Stiffness

(7) Introducing bond angle interactions in the model makes mod-
eled DNA molecules semiflexible with respect to bending. Semi-
flexible properties are set by a parameter of molecular stiffness
known as the persistence length [16]. The persistence length of
DNA is of about 50 nm which corresponds in our model to about
20 sigmas, lp ¼ 20 σ [17].

27 set stiffness 20.0                                     Stiffness ~ P
28 inter 2 angle $stiffness

3.2.5 Creating Particles (8) At this point the particles have to be created. Excluded volume
and electrostatics are general properties, and can be set in advance.
However, setting of individual bonded interactions requires identi-
fying particles and their specific positions. Particles can be created
in ESPResSo by command part followed by particle coordinates,
particles’ properties such as mass, friction coefficient with the sol-
vent, particles’ charges, or particle type identifier. Particle identifi-
cation number is created automatically. As particle positions we use
the coordinates created in Subheading 2.3. Particle type allows for
creating groups of particles with different excluded volume inter-
actions, which is discussed later (see Subheading 3.2.8).
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29 set NBOND 300 Number of bonds and 
beads 30 set NPART $NBOND

31 set mass 1.0 Mass, friction 
coefficient and 
charge

32 set gammar 3.9
33 set bcharge 2.0
34 \
35 set fp [open "knot.vtf" r] Open .vtf file

Read header36 gets $fp data
37 gets $fp data Read coordinates
38 for {set pid 1} {$pid <= $NPART} {incr pid} { 
39 gets $fp data
40 \
41 set xx($pid,1) [lindex $data 0]
42 set xx($pid,2) [lindex $data 1] 
43 set xx($pid,3) [lindex $data 2]
44 part $pid pos $xx($pid,1) $xx($pid,2) \

$xx($pid,3) mass $mass gamma $gammar \
type 0 q $bcharge}   

Real beads are of 
type 0

3.2.6 Creating Harmonic

Bonds

(9) The next step is bonding all the beads into a (circular) chain. At
the end also the first and the last bead are joined in the case of
circular DNAs, when the number of bonds equals the number of
particles.

45 for {set pid 2 } {$pid <= $NPART} {incr pid} { Bond between two 
consecutive particles 
i and i-1

46 part [expr $pid-1] bond 1 $pid 
47 } 
48
49 # close the ring In circular DNA 

number of bonds 
equals number of 
beads

50 if {$NPART==$NBOND} then { 
51 part $NPART bond 1 1 
52 }

3.2.7 Creating Bond

Angle Interactions

(10) We also create all bond angle interactions. These bond angle
interactions involve triplets of consecutive particles and are used to
introduce bending stiffness into the model. In the case of circular
DNA, two bonds are added to close the chain and provide uniform
stiffness along the whole WLC model.
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53 set rid 1 Number of chains
54 set pid 3 Number of beads
55 set bid 2 Bond identification
56 set nickedpart 250
57 for {} {$pid <= $NPART} {incr pid} { Position of a nick
58 if {$pid<=[expr $nickedpart-0] || $pid>=[expr \

$nickedpart+0]} then { 
59 part [expr $pid-1+($rid-1)*$NPART] bond $bid [ \ Bond-angle inter-

action between three 
consecutive particles

expr $pid-2+($rid-1)*$NPART] [expr $pid+( \
$rid-1)*$NPART] 

60 } 
61 } 
62 #join the ring 
63 if {$NPART==$NBOND} then { In circular DNA two 

additional angular 
bonds have to be 
added

64 part [expr $NPART*$rid] bond $bid [ \
expr $NPART*$rid-1] [expr $NPART*($rid-1)+1] 

65 part [expr $NPART*($rid-1)+1] bond $bid [ \
expr $NPART*$rid] [expr $NPART*($rid-1)+2] 

66 }

3.2.8 Adding Torsional

Stiffness of DNA Helix

The setting presented above is sufficient for simulating wide range
of interesting problems of DNA molecules, for instance see refs. 15,
18–22. However, the model described above is not torsionally con-
strained; hence, sequential beads can freely swivel with respect to
each other, which is not the case of sequential 8 bp segments in the
DNA double helix. The absence of torsional constraint makes the
model unfit to simulate supercoiled DNA molecules. The bead
spring model of DNA can be torsionally restrained for the price of
introducing additional beads [23–25]. These beads are volumeless,
i.e., without the excluded volume interaction, however they have
some frictional coefficient governing hydrodynamic interactions
with the solvent [23, 25]. Since these additional beads have no
volume, we call them further as virtual beads. In order to keep the
rotational and translational hydrodynamic drag of the molecule
symmetric, for each real chain bead we add four of such virtual
beads placed at the ends of four arms of orthogonal crosses placed
perpendicularly with respect to the axis of modeled DNA molecule
(see Fig. 4). Moreover, these four beads are displaced from the real
bead onto a position in the middle of the bond. For this purpose
attaching a fifth virtual bead is necessary. These five virtual beads, or
vectors, attached to one real bead form a composite bead. The
composite beads allow us also to introduce the torsional constraint
by locking the dihedral angle (Subheading 3.4) between axially
displaced beads belonging to consecutive composite particles.

(11) In the next step we create composite beads by using
coordinates of the real beads. Positioning of the axial bead in the
middle of the bond between real beads, away from the position of
the real beads, brings more accuracy into torsional restraining
under a given dihedral angle [23].
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67 set gammav 1.0 Mass and frictional 
coefficient inducing 
rotational drag

68 set massv 0.1
69 for {set pid 1 } {$pid <= $NPART} {incr pid} {
70
71

set p1 $pid

72 set p2 [expr $pid+1]
73 if {$p2 > $NPART} then {
74 set p2 1
75 }
76 set xp(1) [expr ($xx($p1,1)+$xx($p2,1))/2.0] Center of the bond 

or position of a in Fig 
4

77 set xp(2) [expr ($xx($p1,2)+$xx($p2,2))/2.0]
78 set xp(3) [expr ($xx($p1,3)+$xx($p2,3))/2.0]
79 part [expr $NPART+$pid] pos $xp(1) $xp(2) $xp(3) 

\ type 1 mass $massv gamma $gammav}
Virtual beads are of 
type 1

Fig. 4 Schematic construction of the composite beads consisting of one real bead r and five virtual beads (a,
v1, v2, v3, v4) that are needed to model the effects of torsional stiffness and rotational drag

Fig. 5 The picture shows starting configurations of modeled circular/knotted DNA chains decorated with
periaxial virtual particles by using the tcl/tk routine. Left: two circular DNAs have ΔLk ¼ 0 and �12
(parameter on line 80 of the script in Subheading “Generate Periaxial Virtual Particles”), corresponding to
supercoiling density of σsup ¼ 0 and �0.04. The relaxed circular DNA in the inside was shrunk to 90% of size
for the purpose of concentric placement in the picture. The configuration with ΔLk ¼ �12 is not supercoiled
as it is not equilibrated yet. In the right, a torsionally relaxed configuration of the 92 knot
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Generate Periaxial Virtual

Particles

(12) Next, we generate solid crosses with axially displaced particles.
The dihedral potential acting between arms of sequential crosses will
be then responsible for torsional stiffness ofmodeledDNAmolecules.
Since we may want to generate models of molecules with predefined
difference in their linking number as compared to torsionally relaxed
DNA circles, the following script allows generating positions of the
axial beads with a given difference of the linking number ΔLk.

80 set dLk 0.0 See legend to Fig.5
81 set PI 3.14159
82 set arm 0.9
83
84 for {set pid 1} {$pid <= $NPART} {incr pid} { Distance of periaxial 

beads  from axis
Move index to 
beginning in circular 
DNA

85 set p1 $pid
86 set p2 [expr $pid+1]
87 if {$p2 > $NPART} then {
88 set p2 1
89 }
90 set extr 4 extr=Number of extra 

beads added during 
knot inter-polation 
(Section 2.2.2)

91 set p3 [expr $p2+$extr]
92 if {$p3 > $NPART} then {
93 set p3 1
94 }
95 # axial particle Get coordinates of an 

axial virtual bead a in 
Fig. 4

96 set xp(1) [lindex [part [expr $NPART+$pid]\
print pos] 0]

97 set xp(2) [lindex [part [expr $NPART+$pid]\
print pos] 1]

98 set xp(3) [lindex [part [expr $NPART+$pid]\
print pos] 2]

99
100 # axis of rotation Get a directional 

vector of bond-angle 101 set ux(1) [expr ($xx($p2,1)-$xp(1))]
102 set ux(2) [expr ($xx($p2,2)-$xp(2))]
103 set ux(3) [expr ($xx($p2,3)-$xp(3))]
104 # real 1
105 set xr1(1) [lindex [part [expr $p1] print pos] 0]
106 set xr1(2) [lindex [part [expr $p1] print pos] 1]
107 set xr1(3) [lindex [part [expr $p1] print pos] 2]
108
109 # real 2
110 set xr2(1) [lindex [part [expr $p2] print pos] 0]
111 set xr2(2) [lindex [part [expr $p2] print pos] 1]
112 set xr2(3) [lindex [part [expr $p2] print pos] 2]
113
114 # real 3
115 set xr3(1) [lindex [part [expr $p3] print pos] 0]
116 set xr3(2) [lindex [part [expr $p3] print pos] 1]
117 set xr3(3) [lindex [part [expr $p3] print pos] 2]
118
119 # bond vectors

→
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120 set b1(1) [expr $xr1(1)-$xr2(1)]
121 set b1(2) [expr $xr1(2)-$xr2(2)]
122 set b1(3) [expr $xr1(3)-$xr2(3)]
123
124 set b2(1) [expr $xr3(1)-$xr2(1)]
125 set b2(2) [expr $xr3(2)-$xr2(2)]
126 set b2(3) [expr $xr3(3)-$xr2(3)]
127
128 # cross product, normal to the bond angle Directional vector of 

the periaxial bead 
in Fig. 4

0129 set px(1) [expr $b1(2)*$b2(3)-$b2(2)*$b1(3)]
130 set px(2) [expr $b1(3)*$b2(1)-$b2(3)*$b1(1)]
131 set px(3) [expr $b1(1)*$b2(2)-$b2(1)*$b1(2)]
132 # normalize
133 set px(1) [expr $arm*$px(1) / (pow 

($px(1)*$px(1)\
+$px(2)*$px(2)+$px(3)*$px(3),0.5)+0.00001)]

134 set px(2) [expr $arm*$px(2) / (pow 
($px(1)*$px(1)\
+$px(2)*$px(2)+$px(3)*$px(3),0.5)+0.00001)]

135 set px(3) [expr $arm*$px(3) / (pow 
($px(1)*$px(1)\
+$px(2)*$px(2)+$px(3)*$px(3),0.5)+0.00001)]

136
137 #set angle and pre-calculate trigonometric values
138 set theta [expr 2 * $PI / $NPART * $pid * $dLk]
139 set costheta [expr cos ($theta)]
140 set sintheta [expr sin ($theta)]
141
142 # pre-calculate
143 set u2 [expr $ux(1)*$ux(1)]
144 set v2 [expr $ux(2)*$ux(2)]
145 set w2 [expr $ux(3)*$ux(3)]
146 set L [expr ($u2 + $v2 + $w2)]
147 Initialization of 

quaternion rotational 
matrix

148 set M1(0,0) $px(1)
149 set M1(1,0) $px(2)
150 set M1(2,0) $px(3)
151 set M1(3,0) 1.0
152
153 set RM(0,0) [expr ($u2 + ($v2 + $w2) * 

$costheta) / $L]
Rotate vector of the 
periaxial bead around 
the bond by angle 
theta given by linking 
number and position 
along the chain 

154 set RM(0,1) [expr ($ux(1) * $ux(2) * (1 - \
$costheta) - $ux(3) * sqrt($L) * $sintheta) / 
$L]

→

→→
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155 set RM(0,2) [expr ($ux(1) * $ux(3) * (1 - \
$costheta) + $ux(2) * sqrt($L) * $sintheta) / 
$L]

156 set RM(0,3) 0.0 
157
158 set RM(1,0) [expr ($ux(1) * $ux(2) * (1 - \

$costheta) + $ux(3) * sqrt($L) * $sintheta) / 
$L]

159 set RM(1,1) [expr ($v2 + ($u2 + $w2) * \
$costheta) / $L]

160 set RM(1,2) [expr ($ux(2) * $ux(3) * (1 - \
$costheta) - $ux(1) * sqrt($L) * $sintheta) / $L]

161 set RM(1,3) 0.0 
162
163 set RM(2,0) [expr ($ux(1) * $ux(3) * (1 - \

$costheta) - $ux(2) * sqrt($L) * $sintheta) / $L]
164 set RM(2,1) [expr ($ux(2) * $ux(3) * (1 - \

$costheta) + $ux(1) * sqrt($L) * $sintheta) / 
$L]

165 set RM(2,2) [expr ($w2 + ($u2 + $v2) * \
$costheta) / $L]

166 set RM(2,3) 0.0 
167
168 set RM(3,0) 0.0
169 set RM(3,1) 0.0
170 set RM(3,2) 0.0
171 set RM(3,3) 1.0
172
173 for {set i 0} { $i < 4 } { incr i } {
174 for {set j 0} { $j < 1 } { incr j } {
175 set M2($i,$j) 0.0
176 for {set k 0} { $k < 4 } { incr k } {
177 set M2($i,$j) [expr $M2($i,$j) + \

$RM($i,$k) * $M1($k,$j)]
178 }
179 }
180 }
181
182 #shift the rotated point to the particular bond Add vector of the 

periaxial bead to the 
axial bead, i.e. shift 
origin of to a

183 set pv1(1) [expr $M2(0,0) + $xp(1)]
184 set pv1(2) [expr $M2(1,0) + $xp(2)]
185 set pv1(3) [expr $M2(2,0) + $xp(3)]
186
187 set pv2(1) [expr -1.0*$M2(0,0) + $xp(1)] Mirror the vector

–→

→
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188 set pv2(2) [expr -1.0*$M2(1,0) + $xp(2)]
189 set pv2(3) [expr -1.0*$M2(2,0) + $xp(3)]
190
191 set pv3(1) [expr ($M2(1,0)*$ux(3)-$M2(2,0)* \ The third vector of the 

solid cross is 
perpendicular to the 
first vector and vector 
of bond

$ux(2)) * 2.0]
192 set pv3(2) [expr ($M2(2,0)*$ux(1)-$M2(0,0)* \

$ux(3)) * 2.0]
193 set pv3(3) [expr ($M2(0,0)*$ux(2)-$M2(1,0)* \

$ux(1)) * 2.0]
194
195 set pv4(1) [expr -1.0*$pv3(1) + $xp(1)] The last vector is 

obtained by mirroring 
the third vector −

196 set pv4(2) [expr -1.0*$pv3(2) + $xp(2)]
197 set pv4(3) [expr -1.0*$pv3(3) + $xp(3)]
198
199 #the first periaxial bead
200 set xpv(1,$pid,1) $pv1(1)
201 set xpv(1,$pid,2) $pv1(2)
202 set xpv(1,$pid,3) $pv1(3)
203
204 #the second periaxial bead
205 set xpv(2,$pid,1) $pv2(1)
206 set xpv(2,$pid,2) $pv2(2)
207 set xpv(2,$pid,3) $pv2(3)
208
209 #the third periaxial bead
210 set xpv(3,$pid,1) [expr $pv3(1)+$xp(1)]
211 set xpv(3,$pid,2) [expr $pv3(2)+$xp(2)]
212 set xpv(3,$pid,3) [expr $pv3(3)+$xp(3)]
213
214 #the fourth periaxial bead
215 set xpv(4,$pid,1) $pv4(1)
216 set xpv(4,$pid,2) $pv4(2)
217 set xpv(4,$pid,3) $pv4(3)
218 }
219 #Generate periaxial particles Create all beads with 

pre-calculated 
coordinates v1, v2, v3, 
v4, mass, gamma and 
set type to 1 for all 
virtual beads

220 for {set j 1} {$j <= 4} {incr j} {
221 for {set pid 1} {$pid <= $NPART} {incr pid} {
222 part [expr ($j+1)*$NPART+$pid] pos\

$xpv($j,$pid,1) $xpv($j,$pid,2) $xpv($j,$pid,3)\
type 1 mass $massv gamma $gammav

223 }
224 }

→→→

→
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Creating the Solid Cross (13) The virtual particles are joined by strong bonds to stay in the
position of a solid cross. Moreover, they are attached to the axial
beads.

225 #Dihedral Parametrizing force 
interactions for fixing 
a solid cross

226 set mult 1 
227 set bend 10.0 
228 set phase 0. 
229 inter 3 dihedral $mult $bend $phase 
230
231 # Bonded interactions params harmonic (axial) 
232 inter 4 harmonic 1000. 0.50 
233
234 # Periaxial Set distance of 

periaxial virtual bead 
from axis to $arm

235 inter 5 harmonic 1000. $arm 
236
237 # Bonded right angle 
238 set stiffness 800.0 
239 inter 6 angle $stiffness [expr 3.14159 / 2.] 
240
241 # Bonded BENDING flat angle 
242 set stiffness 800.0                                     
243 inter 7 angle $stiffness 3.14159 
244
245 #Virtuals :: Create cross Bond the beads vi in 

Fig. 4 with a.246 for {set pid 1} {$pid <= $NPART} {incr pid} {
247 part [expr 2*$NPART+$pid] bond 5 [expr 

$pid+\$NPART]
v1 with a

248 part [expr 3*$NPART+$pid] bond 5 [expr 
$pid+\$NPART]

v2 with a

249 part [expr 4*$NPART+$pid] bond 5 [expr 
$pid+\$NPART]

v3 with a

250 part [expr 5*$NPART+$pid] bond 5 [expr 
$pid+\$NPART]

v4 with a

251 }
252 #Virtuals :: Attach cross to left and right bead Attach the cross to 

flanking real beads253 for {set pid 1} {$pid <= $NPART} {incr pid} {
254 set p2 [expr $pid + 1] 
255 if {$p2 > $NPART} then { set p2 1}
256 part [expr $NPART+$pid] bond 4 [expr $pid] Bond a with ri

257 part [expr $NPART+$pid] bond 4 [expr $p2] Bond a with ri+1

258 }
259
260 #Virtuals :: Flat angle
261 for {set pid 1} {$pid <= $NPART} {incr pid} {
262 part [expr 1*$NPART+$pid] bond 7 [expr 

2*$NPART\+$pid] [expr 3*$NPART+$pid]
Bond v1 with v2

263 part [expr 1*$NPART+$pid] bond 7 [expr 
4*$NPART\+$pid] [expr 5*$NPART+$pid]

Bond v3 with v4
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264 }
265 #Virtuals :: Fix right angles Fix angles in 90o

between:for {set pid 1} {$pid <= $NPART} {incr pid} {
266 part [expr 1*$NPART+$pid] bond 6 [expr 

0*$NPART\+$pid] [expr 2*$NPART+$pid]
∠(rav1)

267 part [expr 1*$NPART+$pid] bond 6 [expr 
0*$NPART\+$pid] [expr 4*$NPART+$pid]

∠(rav3)

268 part [expr 1*$NPART+$pid] bond 6 [expr 
4*$NPART\+$pid] [expr 2*$NPART+$pid]

∠(v1av3)

269 part [expr 1*$NPART+$pid] bond 6 [expr 
5*$NPART\+$pid] [expr 3*$NPART+$pid]

∠(v2av4)

270 }
271
272 #Virtuals :: Flat angle Fix 180o angle
273 for {set pid 1} {$pid <= $NPART} {incr pid} {
274 set p1 $pid
275 set p2 [expr $pid + 1]
276 if {$p2 > $NPART} then { set p2 1} ∠(riari+1)
277 part [expr 1*$NPART+$pid] bond 7 [expr\

0*$NPART+$pid] [expr 0*$NPART+$p2]
278 }

279 #Exclusions From the 
intermolecular 
interactions, we 
exclude the bonded 
monomers

280 for {set pid 1} {$pid <= $NPART} {incr pid} {
281 set p1 [expr $pid - 1]
282 set p2 $pid
283 set p3 [expr $pid + 1]
284 if {$p1 < 1} then { set p1 $NPART } ri-1 and ri+1 from 

interacting with ri285 if {$p3 > $NPART} then { set p3 1 }
286 part $p2 exclude $p1 $p3
287 }

3.3 The Gyrase After generating coordinates of virtual beads and generating the
particles for simulation, the axial swiveling can be restrained by
applying dihedral lock along the chain. The dihedral lock is due
to a dihedral potential defined by quadruplets of beads, where the
axis of the dihedral angle is given by two consecutive axial virtual
beads and the value of the angle is determined by the position of
two periaxial beads attached to the respective axial beads
(see Fig. 6).

The force constant of the dihedral angle determines the tor-
sional stiffness. The parameter of the torsional stiffness in our
model was set such that simulated molecules equilibrate reaching
a Δtwist–to-Δwrithe ratio of 1:3 [23, 25].

By modifying the properties of the dihedral potential, we can
simulate a range of phenomena during which the level of super-
coiling in DNA changes.
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For instance, DNA gyrase is a special type of topoisomerase
which can continuously induce axial swiveling of DNA resulting in
DNA supercoiling [26]. Action of gyrase in our model can be
introduced by replacing the dihedral potential acting between two
consecutive composite particles by oppositely oriented constant
moments of force acting on periaxial beads belonging each to two
consecutive composite particles. Another option is to maintain
dihedral potential between two selected composite consecutive
particles but vary the period in the dihedral angle definition with
a constant change of angle over the time. We refer to these two
options as a constant force and a constant speedmotor, respectively.
The constant force motor was built in the definition of the dihedral
potential in ESPResSo source code (see Subheading 3.4).

We use here a harmonic dihedral potential, U(r) ¼ 1/2K
(ϕ � ϕ0)

2, rather than frequently used sine form of the potential,
which is periodic. The periodic potential may result in an undesir-
able relaxation of Pi turns around axis at large angles or at large
torsional stress.

A special case of a dihedral potential with a force constant equal
to zero simulates the situation at the place of a nick in the DNA,
i.e., a place where one of DNA strands is interrupted. The virtual
particles flanking the nick site rotate independently from each other
as it is also the case of DNA base pairs flanking the site of a nick.
This is a passive swivel, which unlike the active swivel permits the
dissipations of the torsional energy and torsional relaxation of
modeled DNA molecules.

(14) Next, we introduce dihedral constraints between consec-
utive composite beads. The axis of the dihedral angle is given by
two consecutive axial virtual beads, and the value of the angle is
determined by the position of two periaxial beads attached to the
respective axial beads.

Fig. 6 Dihedral potential introduces torsional constraint into modeled DNA
molecules. Between sequential crosses only, two dihedral angles
ϕ1(v11a1a2v21) and ϕ2(v13a1a2v23) are used for the calculation of torsional
deformation. The force constant K1 ¼ K2 ¼ 10ε is set for both perpendicular
dihedral angles in order to preserve symmetry during the axial deformation, and
this value approximates real behavior of DNA molecules
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(15) To simulate the action of gyrase, place a special dihedral,
e.g., at position 100, to include the molecular motor, into the
model (see lines 299–302 in the simulation script).

(16) To simulate DNA nick, leave out two dihedral bonds at a
given bead number, e.g., at position 250.

288 for {set pid 1} {$pid <= $NPART} {incr pid} { Go along the chain 
and generate dihedral 
constraints

289 set pt1 [expr $pid+0] 
290 set pt2 [expr $pid+1] 
291
292 if {$pt1>$NPART} {set pt1 [expr $pt1-$NPART]} In the circular DNA

put last dihedrals 
connecting start and 
end of molecule's

293 if {$pt2>$NPART} {set pt2 [expr $pt2-$NPART]} 
294
295 if {($pid!=100)&&($pid!=$nickedpart)} then {
296 part [expr $NPART+$pt1] bond 3 [expr\

2*$NPART+$pt1] [expr $NPART+$pt2] [expr \
2*$NPART+$pt2]

297 part [expr $NPART+$pt1] bond 3 [expr \
4*$NPART+$pt1] [expr $NPART+$pt2] [expr \
4*$NPART+$pt2] 

298 } else { 
299 if {($pid==100)} then { Place motor at 

position 100300 inter 78 dihedral 456 15.0 0.0 
301 part [expr $NPART+$pt1] bond 78 [expr\
302 2*$NPART+$pt1] [expr $NPART+$pt2] [expr \

2*$NPART+$pt2]  
303 puts "Bead $pid MOTOR"  
304 } else { 'Do nothing' – don't 

create dihedral for 
bead 250

305 puts "Bead $pid NICK" 
306 } 
307 } 
308 }

3.4 Harmonic

Dihedral Potential for

ESPResSo

(17) The harmonic definition of dihedral potential, U(r) ¼ 1/2K
(ϕ � ϕ0)

2, is not a part of standard ESPResSo package, hence at
this point it’s necessary to go into the source code. So find the file in
the following location:

espresso-3.3.0/src/core/dihedral.hpp.

(18) Replace the content of the file by pasting the following
code in c++.4
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1 /* 
2 Copyright (C) 2010,2011,2012,2013,2014 The ESPResSo project 
3 Copyright (C) 2002,2003,2004,2005,2006,2007,2008,2009,2010 
4 Max-Planck-Institute for Polymer Research, Theory Group 
5 Copyright (C) 2016 Modified Dihedral Harmonic 
6 Center of Integrative Genomics, Universite de Lausanne 
7 */ 
8 #ifndef DIHEDRAL_H 
9 #define DIHEDRAL_H 
10 #include "utils.hpp" 
11 #include "interaction_data.hpp" 
12 #include "grid.hpp" 
13 #define ANGLE_NOT_DEFINED -100 
14
15 int dihedral_set_params(int bond_type, int mult, double bend, 

double phase); 
16
17 inline void calc_dihedral_angle(Particle *p1, Particle *p2, 

Particle *p3, Particle *p4, double a[3], double b[3], double 
c[3], double aXb[3], double *l_aXb, double bXc[3], double 
*l_bXc, double *cosphi, double *phi) 

18 { 
19 int i; 
20 get_mi_vector(a, p2->r.p, p1->r.p); 
21 get_mi_vector(b, p3->r.p, p2->r.p); 
22 get_mi_vector(c, p4->r.p, p3->r.p); 
23 vector_product(a, b, aXb); 
24 vector_product(b, c, bXc); 
25 *l_aXb = sqrt(sqrlen(aXb)); 
26 *l_bXc = sqrt(sqrlen(bXc)); 
27 if ( *l_aXb <= TINY_LENGTH_VALUE || *l_bXc <= 

TINY_LENGTH_VALUE ) { *phi = -1.0; *cosphi = 0; return;} 
28 for (i=0;i<3;i++) { 
29 aXb[i] /= *l_aXb; 
30 bXc[i] /= *l_bXc; 
31 } 
32 *cosphi = scalar(aXb, bXc); 
33 if ( fabs(fabs(*cosphi)-1)  < TINY_SIN_VALUE  ) *cosphi = 

dround(*cosphi); 
34 *phi = acos(*cosphi); 
35 #ifdef OLD_DIHEDRAL 
36 if( scalar(aXb, c) < 0.0 ) *phi =  - *phi; 
37 #else 
38 if( scalar(aXb, c) < 0.0 ) *phi = (2.0*PI) - *phi; 
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39 #endif 
40 } 
41 inline int calc_dihedral_force(Particle *p2, Particle *p1, 

Particle *p3, Particle *p4, Bonded_ia_parameters *iaparams, 
double force2[3], double force1[3], double force3[3]) 

42 { 
43 int i; 
44 double v12[3], v23[3], v34[3], v12Xv23[3], v23Xv34[3], 

v12Xv34[3], l_v12Xv23, l_v23Xv34, l_v12Xv34;
45 double v23Xf1[3], v23Xf4[3], v34Xf4[3], v12Xf1[3]; 
46 double phi, cosphi, sinmphi_sinphi; 
47 double fac, f1[3], f4[3]; 
48 calc_dihedral_angle(p1, p2, p3, p4, v12, v23, v34, v12Xv23, 

&l_v12Xv23, v23Xv34, &l_v23Xv34, &cosphi, &phi); 
49 if ( phi == -1.0 ) { 
50 for(i=0;i<3;i++) { force1[i] = 0.0; force2[i] = 0.0; force3[i] 

= 0.0; } 
51 return 0; 
52 } 
53 for(i=0;i<3;i++)  { 
54 f1[i] = (v23Xv34[i] - cosphi*v12Xv23[i])/l_v12Xv23;; 
55 f4[i] = (v12Xv23[i] - cosphi*v23Xv34[i])/l_v23Xv34; 
56 } 
57 vector_product(v23, f1, v23Xf1); 
58 vector_product(v23, f4, v23Xf4); 
59 vector_product(v34, f4, v34Xf4); 
60 vector_product(v12, f1, v12Xf1); 
61 #ifdef OLD_DIHEDRAL 
62 fac = -iaparams->p.dihedral.bend; 
63 #else 
64 fac = -iaparams->p.dihedral.bend * iaparams->p.dihedral.mult; 
65 #endif 
66 if(fabs(sin(phi)) < TINY_SIN_VALUE) { 
67 #ifdef OLD_DIHEDRAL 
68 sinmphi_sinphi = cos( phi - iaparams-

>p.dihedral.phase)/cos(phi); 
69 #else 
70 sinmphi_sinphi = iaparams->p.dihedral.mult* 
71 cos(iaparams->p.dihedral.mult*phi - iaparams-

>p.dihedral.phase)/cosphi; 
72 #endif 
73 } else { 
74 #ifdef OLD_DIHEDRAL 
75 if (iaparams->p.dihedral.mult==456) { 
76 sinmphi_sinphi = -1.0/sin(phi); 
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77 } else { 
78 sinmphi_sinphi = (phi- iaparams->p.dihedral.phase)/sin(phi); 
79 } 
80 #else 
81 sinmphi_sinphi = sin(iaparams->p.dihedral.mult*phi - iaparams-

>p.dihedral.phase)/sin(phi); 
82 #endif 
83 } 
84 fac *= sinmphi_sinphi; 
85 for(i=0;i<3;i++) { 
86 force1[i] = fac*v23Xf1[i]; 
87 force2[i] = fac*(v34Xf4[i] - v12Xf1[i] - v23Xf1[i]); 
88 force3[i] = fac*(v12Xf1[i] - v23Xf4[i] - v34Xf4[i]); 
89 } 
90 return 0; 
91 } 
92 inline int dihedral_energy(Particle *p1, Particle *p2, 

Particle *p3, Particle *p4, 
93 { 
94 double v12[3], v23[3], v34[3], v12Xv23[3], v23Xv34[3], 

l_v12Xv23, l_v23Xv34; 
95 double phi, cosphi; 
96 double fac; 
97 calc_dihedral_angle(p1, p2, p3, p4, v12, v23, v34, v12Xv23, 

&l_v12Xv23, v23Xv34, &l_v23Xv34, &cosphi, &phi); 
98 #ifdef OLD_DIHEDRAL 
99 fac =pow(phi-iaparams->p.dihedral.phase,2)/2.0; 
100 #else 
101 fac = -cos(iaparams->p.dihedral.mult*phi -iaparams-

>p.dihedral.phase); 
102 fac += 1.0; 
103 #endif 
104 fac *=  iaparams->p.dihedral.bend; 
105 *_energy = fac; 
106 return 0; 
107 } 
108 #endif

(19) Go to the main ESPResSo directory and run precompiler.

./configure

(20) Compile the source code.
make -j 4

3.5 Output Files (21) ESPReSo uses a standard output writing function VTF Trajec-
tory Format, or .vtf files [27]. The files require initialization of a
header which contains information on number of beads and their
radius. In its simplest form it should look like “atom0:299nameDNA
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radius 1”. The following script will create a more detailed header,
whichwill allow to easily distinguish between virtual and real particles
of DNA chain. The preformatted file named “trajectory.vtf”
will be used to store the trajectory from main MD simulation.

309 set vtffile [open "trajectory.vtf" w] Create file and
create simple 
heading

310 puts $vtffile "atom 0:[expr $NPART*6-1] radius 1" 
311 puts $vtffile "atom 0:[expr $NPART-1] radius 1\

name DNA" 
312 puts $vtffile \

atom [expr $NPART]:[expr $NPART*2-1] radius 1\
name V1 

313 puts $vtffile "atom [expr $NPART*2]:[expr \
$NPART*6-1] radius 1 name x2" 

314 puts $vtffile "bond 0:[expr $NPART-1],0::\
[expr $NPART-1]"

315 writevcf $vtffile 
316 flush $vtffile 

3.6 Thermostat (22) In general, ESPResSo uses Langevin thermostat. The Lange-
vin thermostat extends the classical Newton’s equations of motion
by the effect of solvent [28]. The solvent is represented by effective
viscous drag and random kicking force which are both functions of
an effective friction coefficient, gamma. The thermostat uses two
parameters. The friction coefficient of the thermostat basically sets
the viscosity of the media one wants to simulate. For aqueous
solutions the standard setting of the friction coefficient is 1. The
temperature of the bath has to be set to 2.5 for the room tempera-
ture, as indicated by the ESPResSo user guide.

317 set gammat 1.0 Coupling with kick 
force318 set temperature 2.5

319 thermostat langevin $gammat $temperature 
320 puts "thermostat=[thermostat]" 
321 integrate 0 Initialize

3.7 Thermalization (23) In the next step we have to thermalize constructed
configurations before we can start collecting the data during a
production run of the main simulation. The starting configurations
of the DNA molecule might be quite far from a configuration that
can be attained as a result of thermal fluctuation at ambient tem-
perature. Despite the fact that the initial configurations were con-
structed with the intention to have all the beads close to their
equilibrium bonding distances, there might have been artifacts
from averaging and mathematical operations which may cause the
overall energy of the system to be very large.

In addition, the initial structure originally has no kinetic energy,
which has to be added by numerical thermostat. After random
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velocity vectors are generated, the potential and kinetic energy have
to equilibrate while a desired temperature is maintained.

When thermalization process starts, the initial energy of the
structure may be so large that the calculated moves of the beads can
excess the permitted length of the bond—and some of the bonds
would rip apart. In computer language, the calculated energy at the
given distance would be so large that it exceeds the size of the
register used to store floating point numbers, causing the so-called
arithmetic overflow and crash of the program. In the simulation
such process of the energy buildup can behave as a chain reaction,
leading to an “explosion.” For these reasons it is necessary to
perform a special procedure called limited integration where the
calculation of the potential energy is capped and set not to exceed
some limiting value.

322 set save_warmingtrj “yes” Save structures
323 puts "Warming up..." 
324 set wcap 1.0 
325 set i 1 
326 while {$i < 100} { Do 100 cycles
327 set i [expr $i+1] 
328 set wcap [expr $wcap + 10] Remove the energy 

cap stepwisely329 inter forcecap $wcap 
330 integrate 10000 Integrate 10000 

steps each cycle331 puts -nonewline [format "Step: %4d" $i]\r
332 flush stdout
333 if { $save_warmingtrj == yes } then { 
334 writevcf $vtffile 
335 flush $vtffile 
336 } 
337 } 

3.8 Equilibration DNA molecules are very flexible and they greatly change their
overall shape under the effect of thermal fluctuations. Hence, in
molecular dynamics simulations we are less interested in a given
momentary configuration the molecule takes at the end of a simu-
lation run, but we are rather interested in statistical averages of
properties over the time <A> [29]. The <A> can stand for any
experimental structural or thermodynamic observable, like gyra-
tion radius and other shape factors, energies, heat capacities, and
diffusivities. The property average oscillates during the simulation
until it reaches a steady or equilibrated value. Since we start simula-
tions from rather idealized initial structures of DNA, one may need
a long equilibration run. For equilibration the same code can be
used as during the thermalization procedure, however without
capping the potential function.
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3.8.1 Running Simulation (24) We end up with the script for the simulation of our beaded
model of nicked and gapped DNA where gyrase acts as an active
swivel. The following code runs 10,000 cycles of 10,000 integra-
tions and saves a structure into the trajectory file every ten cycles.

338 set frame 0
339 for { } { $frame < 10000 } { incr frame } { Do 10000 cycles
340 puts -nonewline [format "Step: %4d" $frame ]\r 
341 flush stdout
342 integrate 10000 Integrate 10000 steps
343 if { $frame % 10 == 0 } then {
344 writevcf $vtffile Update trajectory
345 }
346 flush $vtffile Every 10 cycles
347 }

(25) To run the simulation, copy parts of the script into one file
named gyrase.tcl in the main ESPResSo directory. In the ter-
minal, enter the following command:

mpirun -n 4 ./Espresso gyrase.tcl

The command will run a parallel simulation job on four pro-
cessors. This number of processors was found to be effective for the
example we have shown here.

(26) You may see the result of the simulation in VMD (Figs. 7
and 8).

vmd trajectory.vtf

Fig. 7 Equilibrated structures of the circular DNA with ca 3000 bp and having ΔLk ¼ 0 and ΔLk ¼ �12.
respectively
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3.9 Analysis of Twist

and Writhe

(27) Despite the optimized shape of the dihedral potential func-
tion, during the coarse-grained simulation a bead can “jump” over
set energy barriers. Such jumps can cause loss of conservation of the
linking number, which is undesirable in the simulations. Since the
simulation is based on some randomness coming from the Lange-
vin thermostat, such jumps can be reversed when stepping back in
the simulation and repeating last dozen time units of
simulation with a different setting of random number generator
(see Subheading 4.2). Although such passages are very rare and
unlikely, it is recommended to check the conservation of linking
number during the simulation, especially in the case of long simu-
lation runs.

Monitoring twist and writhe, and calculating the linking num-
ber can be also important when simulating the action of DNA
gyrase. In this case the linking number is expected to change
continuously.

For this purposes you may download a routine for calculating
twist and writhe from the public library on the webpage of the git
hub project [30]. You may download the necessary files from
terminal by typing the following:

git clone https://github.com/fbenedett/polymer-libraries

(28) Copy the following code into a file “analyse.cpp” and
compile.

Fig. 8 The knotted DNA trefoil with an active and a passive swivel. The constant
force motor mimicking the action of DNA gyrase was set to produce a torque
τ ¼ 15 εσ. In nicked trefoil knot the action of DNA gyrase confines the knot and
pushes it toward the place of the nick [25]
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g++ analyse.cpp Tstatistics.cpp -llapack -lfftw3 -fopenmp -o analyse

1 # include "polymer_lib.h"
2 int main() {
3 ifstream infile;
4 string namef,s;
5 ofstream outfile;
6
7 int n_loops=1, nrealatoms, coords=3;
8 long num_atoms_sim, num_frames;
9 s="output.dat";
10 frames_atoms_size(s, num_frames, num_atoms_sim);
11 double *temp_data=new double[num_atoms_sim*num_frames*coords];
12 load_matrix(temp_data, s);
13 int num_atoms=3*num_atoms_sim/6; 
14 double *data=new double[num_atoms*num_frames*coords];
15 for(int i=0; i<num_frames; ++i)
16 for(int j=0; j<3*num_atoms;++j)
17 data[i*num_atoms*coords + j]=temp_data[i*num_atoms_sim*coords 

+j];
18 delete[] temp_data;
19 nrealatoms=num_atoms/3;

double epsilons_v[] = {2.0, 3.0, 4.0, 6.0, 8.0, 10.0, 12.0, 
15.0, 20.0};

20 vector<double> epsilon (epsilons_v, epsilons_v + 9 );
21 for(long l=0;l<epsilon.size();++l)
22 write_CM(0, nrealatoms, num_frames, num_atoms, epsilon[l], 

data);

23 infile.open("current_f.txt",ios::in);
long current_f=0;

24 if(infile)
25 {infile>>current_f;
26 infile.close(); infile.clear();
27 outfile.open("current_f.txt");
28 current_f+=num_frames;
29 outfile<<current_f;
30 }
31 else
32 {infile.close(); infile.clear();
33 outfile.open("current_f.txt");
34 outfile<<num_frames;}
35 outfile.close(); outfile.clear();
36
37 infile.open("rg_vals.txt", ios::in);
38 if(!infile)
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39 {
40 infile.close(); infile.clear();
41 outfile.open("rg_vals.txt", ios::out);
42 if(outfile)
43 {
44 outfile<<"Current_frame Rg_value"<<endl;
45 outfile.close(); outfile.clear();
46 }
47 }
48 else
49 {infile.close(); infile.clear();}
50 outfile.open("rg_vals.txt", ios::app);
51 outfile<<current_f<<" "<<radius_gyration(num_frames-

1,num_atoms,data,0,nrealatoms)<<endl;
52 outfile.close(); outfile.clear();
53
54 vector < vector<double> > finalvect; 
55 vector <double> a_tst;   
56 vector< string > names;  
57 double awr, atw;
58 vector <double> c_x(nrealatoms), c_y(nrealatoms), 

c_z(nrealatoms), p_x(nrealatoms), p_y(nrealatoms), 
p_z(nrealatoms),
t_x(nrealatoms), t_y(nrealatoms), t_z(nrealatoms);

59
60 for(long i=0; i<nrealatoms;++i){
61 c_x[i]=getx(num_frames-1, num_atoms, i, data);
62
63

c_y[i]=gety(num_frames-1, num_atoms, i, data); 
c_z[i]=getz(num_frames-1, num_atoms, i, data);

64
65
66

p_x[i]=getx(num_frames-1, num_atoms, i+nrealatoms, data); 
p_y[i]=gety(num_frames-1, num_atoms, i+nrealatoms, data); 
p_z[i]=getz(num_frames-1, num_atoms, i+nrealatoms, data);

67 t_x[i]=getx(num_frames-1, num_atoms, i+2*nrealatoms, data); 
68 t_y[i]=gety(num_frames-1, num_atoms, i+2*nrealatoms, data); 

t_z[i]=getz(num_frames-1, num_atoms, i+2*nrealatoms, data);
}

69 awr=get_writhe(0, nrealatoms, c_x, c_y, c_z);
70 atw=get_twist(0, nrealatoms+1, c_x, c_y, c_z, p_x, p_y, p_z, 

t_x, t_y, t_z);
71 infile.open("writhe_twist_chunk.txt", ios::in);
72 if(!infile)
73 {
74 infile.close(); infile.clear();
75 outfile.open("writhe_twist_chunk.txt", ios::out);
76 if(outfile)
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77 {
78 outfile<<"Current_frame writhe twist old_twist"<<endl;
79 outfile.close(); outfile.clear();
80 }
81 }
82 else
83 {infile.close(); infile.clear();}
84 outfile.open("writhe_twist_chunk.txt", ios::app);
85 outfile<<current_f<<" "<<awr<<" "<<atw<<endl;
86 outfile.close(); outfile.clear();
87 for(int nl=0;nl<n_loops;++nl){
88 s="rg_ring_"+num_to_str(nl);
89 names.push_back(s);
90 for(long i=0;i<num_frames;++i)
91 a_tst.push_back( radius_gyration(i,num_atoms,data, 

nl*nrealatoms*3 , nl*nrealatoms*3 + nrealatoms )  );
92 finalvect.push_back(a_tst); a_tst.clear();
93 }
94 observable_tstat(finalvect, names, current_f);

finalvect.clear();
95 return 0;
96 }

(29)Convert .vtf trajectory intoa xyz format (seeSubheading4.3).

vmd output.vtf -dispdev text -eofexit <dmd_to_coord.tcl> test.log

(30) Run the analysis.

./analyse

4 Notes

4.1 Constant Speed

Motor

For a constant speed motor use the following simulation script
replacing the script shown in Subheading 3.8.1 between code
lines 338 and 347.
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338 set frame 0
339 for { } { $frame < 100000 } { incr frame } { Do 100,000 cycles
340 puts -nonewline [format "Step: %4d" $frame ]\r 
341 flush stdout
342 integrate 1000 Integrate 1,000 steps
343 set phase [expr 2.0* 3.14 / 360.0 * $frame]
344 inter 78 dihedral 0 20.0 $phase Change the phase of 

dihedral by 1 degree345 if { $frame % 100 == 0 } then {
346 writevcf $vtffile Save every 100 

cycles347 }
348 flush $vtffile
349 }

4.2 Configuring

Random Number

Generator

For random events ESPReSo implements pseudorandom number
generator (PRNG) [12]. It is a deterministic random number
generator which generates sequences of random values which
depend on initial values of the seed. If a given simulation is repeated
and the seed is not reset, the second simulation will keep reprodu-
cing exactly the same trajectory as the first one. The value of seed
can be set manually, but to prevent bias it is convenient to imple-
ment certain automation. The seed can be set using for example the
date, temperature of CPU, or number of messages in mailbox. In
the following script the CPU time in seconds is taken as the seed
and set for each CPU used in parallelized calculation.

1 set n_cpu 8 Adjust according the 
number of CPU’s 
used

2 set ran_seed [clock seconds]
3 set ran_seed [expr $ran_seed - 1407918000]
4 expr srand($ran_seed)
5 set cmd "t_random seed"
6 for {set i 0} {$i < $n_cpu} { incr i } { lappend 

cmd [expr $ran_seed+$i] }
Set seed for each 
CPU as number of 
Seconds+ID of each 
CPU

7 eval $cmd
8 puts "$ran_seed"

4.3 Converting

Trajectories

In order to run and use the C++ routine for monitoring twist and
writhe successfully, the input data must be in a prescribed format.
One can make sure and preformat his/her data from any trajectory
readable in VMD by using a simple .tcl code and the tcl/tk
interface of the VMD.
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1 set file [open output.dat w] Save into output.dat
2 set rings [atomselect 0 "all"] 
3 set nfram [molinfo 0 get numframes] 
4 set natoms [$rings num] 
5 puts $file "Num_of_atoms $natoms" Write heading of the 

file6 puts $file "Num_of_frames $nfram" 
7 for {set j 0} {$j < $nfram } { incr j }  { 
8 $rings frame $j 
9 $rings update 
10 set coords [$rings get {x y z}  ] 
11 puts $file "$coords" Write coordinates
12 } 
13 close $file
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16. Cifra P, Benková Z, Bleha T (2008) Effect of
confinement on properties of stiff biological
macromolecules. Faraday Discuss 139:
377–392

17. Bednar J, Furrer P, Katritch V, Stasiak A,
Dubochet J, Stasiak A (1995) Determination
of DNA persistence length by cryo-electron
microscopy. Separation of the static and
dynamic contributions to the apparent persis-
tence length of DNA. J Mol Biol 254:579–594

18. Racko D, Cifra P (2013) Segregation of semi-
flexible macromolecules in nanochannel. J
Chem Phys 138:184904

19. Tubiana L, Rosa A, Fragiacomo F,Micheletti C
(2013) Spontaneous knotting and unknotting
of flexible linear polymers: equilibrium and
kinetic aspects. Macromolecules 46
(9):3669–3678

20. Arnold A, Suckjoon J (2007) Time scale of
entropic segregation of flexible polymers in
confinement. Phys Rev E 76:031901

21. Marenduzzo D, Orlandini E, Stasiak A, Sum-
ners DW, Tubiana L, Micheletti C (2009)
DNA–DNA interactions in bacteriophage cap-
sids are responsible for the observed DNA
knotting. Proc Natl Acad Sci U S A 106
(52):22269–22274

22. Benjamin Renner C, Doyle PS (2014) Untying
knotted DNA with elongational flows. ACS
Macro Lett 3:963–967

23. Benedetti F, Japaridze A, Dorier J, Racko D,
Kwapich R, Burnier Y, Dietler G, Stasiak A
(2015) Effects of physiological self-crowding
of DNA on shape and biological properties of
DNA molecules with various levels of super-
coiling. Nucleic Acids Res 43:2390–2399

24. Brackley CA, Morozov AN, Marenduzzo D
(2014) Models for twistable elastic polymers
in Brownian dynamics, and their implementa-
tion for LAMMPS. J Phys Chem 140:135103

25. Racko D, Benedetti F, Dorier J, Burnier Y,
Stasiak A (2015) Generation of supercoils in
nicked and gapped DNA drives DNA unknot-
ting and postreplicative decatenation. Nucleic
Acids Res 43(15):7229–7236

26. Gore J, Bryant Z, Stone MD, Nöllmann M,
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