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Preface

This book contains contributions from the NATO Advanced Research
Workshop (ARW), “Frontiers in Spectroscopy of Emergent Materials:
Recent Advances toward New Technologies,” held 14-18 September, 2003,
in the pleasant resort town of Sudak, Crimea, Ukraine.

The two main themes of the volume are spectroscopy and emerging
materials, which by themselves encompass an enormous field of material
science. Therefore, selection of highly relevant topics has been made, most
of them having in common the investigations of emergent materials relevant
to devices and applicative purposes. It should be noted that two specific talks
of general interest were given, the first concerning the Science and
Technology Center in Ukraine (STCU, Kyiv), presented by the STCU
Executive Director, Dr.Y. Carmel. A second overview talk on advanced
spectroscopic archaeometry was given by Dr. T. Calligaro of the Centre for
Research and Restoration of the Museums of France (Louvre).

From the point of view of spectroscopy, it has seemed essential to us to
include reviews of work using synchrotron and particle accelerator facilities.
The spectroscopies exemplified in this volume are optical, electronic and
magnetic: UV-visible absorption, Rayleigh scattering, photoluminescence,
vibrational  spectroscopy (Raman, infrared), magnetic resonance
investigations (NMR, EPR), electron energy loss, extended X-ray absorption
fine structure and X-ray absorption near edge strructure (EXAFS, XANES),
optical tomography, time-resolved spectroscopy, and point-contact
spectroscopy.

Materials studies presented during this meeting were also highly topical
and focused on carbon and silicon nanomaterials including nanotubes,
fullerenes, nanoclusters, metallic-superconducting phases, molecular
materials, magnetic and charge-stripe oxides, biomaterials. Almost all
currently emerging materials investigated worldwide were thus represented
at this workshop.

In addition to the experimental aspects of the different types of materials,
theoretical treatments also were discussed. These included the presentation
of studies related to molecular vibrational dynamics, the problem of
vibration-induced decay of electronic excited states, nanoscale spin-orbit
coupling in two-dimensional silicon-based structures, and the growth of
semiconductor clusters by combining both theoretical approaches with
actual experimental data.

The aim of the workshop was indeed to bring together scientists from
different areas of spectroscopy having various interests in emergent material
studies so that they could discuss their research methods and techniques and

X
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better learn the tools used by their colleagues. To that end, a quick poll
showed that participants have benefited greatly from those discussions and
exchanges. To the best of our knowledge, such conferences of general
interest are rare and have not been organized before at previous NATO-
sponsored workshops. The present event provided the opportunity for
scientists to become more familiar with famous research institutions and
their up-to-date research interests.

The year 2003 coincided with the 75" year of the Raman effect discovery.
Thus, eight contributions dealing with this technique were presented at the
workshop under various aspects: micro-Raman and surface enhanced Raman
scattering, combined XAS-Raman studies, investigation of phonon and
magnon scattering in oxides and carbon nanotubes. Raman spectroscopy has
an intrinsic nano-specificity, since it probes the ionic-covalent bonds of
materials and can be used to understand and predict physical properties of
nanostructured objects. Also, its complementary technique, infrared
spectroscopy, was not forgotten, among several papers, high resolution
FTIR. The Verkin Institute for Low Temperature Physics and Engineering
contributed papers to a very relevant technique, point-contact spectroscopy,
which was discovered there.

A number of review papers are included in this volume on light
scattering, light absorption, light emission, synchrotron spectroscopy,
electron energy loss spectroscopy, nuclear magnetic resonance, and time-
resolved spectroscopy, all of them featuring original research.

The key role of modern spectroscopic investigations in interdisciplinary
materials science and engineering was discussed comprehensively within the
scope of this workshop. This important field is shared by chemical, physical,
geo- and bio- researchers and engineers, ef al. Emerging materials topics
were classified as (a) absolutely novel, recently synthesized compounds and
new forms (ultrathin, nanostructured, etc.) of known materials, and (b) well-
known materials with recently discovered exciting properties. With the
development of user-friendly instrumentation, spectroscopy techniques,
being an exciting subject for fundamental investigations, find increasing use
for comprehensive research of emerging materials and further high-tech
applications in various forms of controlled devices. Various spectroscopic
instrumentation and measurements are indispensable for the continual
advances in contemporary materials science as well as for progress in opto-,
magneto-, and molecular electronics, magneto-optics and photonics. This
includes, for example, the last generation synchrotron based techniques,
ultrafast and high-resolution spectroscopy, etc. The organization of the
NATO ARW meeting made it possible to bring together the experts working
in adjacent scientific areas, emphasizing the multidisciplinary and
international status of this meeting, cultivating an effective exchange among
researchers from the various scientific and technological areas, resulting in
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consequent benefits to the fields, and serving to forge new links between
basic and applied research.

The workshop presentations and the informal, friendly atmosphere of
Sudak enabled the participants to be active contributors in the numerous
discussions. The ARW ended with a panel discussion in which the main
issues of the talks and possible future developments in the field were
discussed. The success of an ARW is very dependent upon the venue. In this
respect Sudak, located in the beautiful Crimean peninsula of Ukraine, was an
excellent choice as a location for holding the workshop. The organizers are
convinced that as many personal contacts were established in the dining
room and during the many informal meetings which occurred in the
evenings as during the formal sessions.

Finally, the editors would like to thank the members of the organizing
committee, Dr. D. Lockwood, and Prof. I. Yanson, as well as all the
participants of the workshop for their production of excellent papers and
talks and for their conscientious attendance through the entire workshop.
The editors, as well as all of the participants in the ARW, extend their warm
thanks to the gracious staff of the Sudak tourist-health complex for their help
in making an event so pleasant. The editors also wish to thank Louise Perry
for her editorial assistance with respect to the final preparation of the
manuscripts.

Finally, this NATO ARW could not have taken place without financial
support provided by the Scientific and Environmental Affairs Division of
NATO. The support of Dr.F. Pedrazzini, Physical and Engineering Science
and Technology Programme, is gratefully appreciated. The STCU, Ministry
of Education and Science of Ukraine and Verkin Institute for Low
Temperature Physics and Engineering are acknowledged for providing
support to observer participants.

E. C. Faulques
D. L. Perry
A. V. Yeremenko

February, 2004



PROBING WORKS OF ART WITH PHOTONS
AND CHARGED PARTICLES

Thomas Calligaro
Centre de Recherche et de Restauration des Musées de France, CNRS UMR-171, Palais du
Louvre, 75041 Paris cedex 01, France. e-mail thomas.calligaro@culture.gouv.fr

Abstract: The Centre for research and restoration of the museums of France (C2RMF),
located in the Louvre palace in Paris routinely uses advanced scientific
methods for the study of objects of cultural heritage. Among these techniques,
those based on photons or ion beams meet the harmless character required for
the study of these invaluable artefacts. The first step of the investigation,
namely the examination is advantageously achieved with X-ray, ultraviolet
and infrared imaging. Secondly, chemical and structural characterization of
materials constituting the objects are performed using a large panel of
analytical methods. The chemical composition is delivered either by X-ray
fluorescence or by ion beam methods such as particle induced X-ray emission
(PIXE) and particle induced y-ray emission (PIGE) with the 3-MeV proton
beam produced by the AGLAE' electrostatic accelerator facility of the Centre.
As far as the structure is concerned, it is obtained by X-ray diffraction or by p-
Raman spectrometry. These non destructive, non-invasive, rapid and sensitive
analytical methods enable to answer three major issues in the field of Art and
Archaeology: 1) identification of the material, 2) determination of the
provenance and 3) study of surface modification (ageing, alteration). Selected
case studies performed at the Centre illustrate the benefits of these methods.
For instance, underlying compositions and artists’ signatures are revealed by
X-rays in painted masterpieces, while the gemstones mounted on Medieval
jewels are characterized by PIXE and p-Raman spectrometry. The provenance
of the pyraldine garnets (X3Al,Si;01,, X=Fe, Mg, Mn) determined by the
composition and by identification of microscopic inclusions yields an
historical implication to the evolution of gems routes during the Dark ages. As
a conclusion, new trends in the use of non-destructive techniques in Art and
Archaeology are presented.

" AGLAE : Accélérateur Grand Louvre pour I’ Analyse Elémentaire
Keywords: ion beam analysis, Raman spectrometry, archacometry, PIXE, RBS, NRA,
garnets

E. C. Faulques et al. (eds.), Spectroscopy of Emerging Materials, 1-13.
© 2004 Kluwer Academic Publishers. Printed in the Netherlands.



2 Thomas Calligaro
1. INTRODUCTION

Since 1932, the laboratory of the Centre for research and restoration of the
museums of France has been studying works of cultural heritage [1]. A large
set of modern techniques is currently applied to get a better insight on art
objects as well as to contribute to their conservation and restoration.
However these techniques have to meet drastic constraints due to the
precious and sometime unique character of works of art. Consequently, non-
destructive techniques and even those requiring no (or only minute)
sampling, are preferred. Other features should be taken into account, such as
the complex shapes and structures, the great variety of constituent materials
quite often mixed, their possible alteration state susceptible to modify the
chemical composition of the outer parts. These features generally require the
development of a specific experimental approach, combining several
techniques of examination and chemical analysis. In this context, methods
based on the use of photons and charged particles to probe art objects and
archaeological artefacts constitute one of the best choices, since they
combine quite good analytical performances and non-destructiveness.

2. EXAMINATION TECHNIQUES

The main examination methods available at the Centre are photography
under different wavelengths (direct and grazing light, ultraviolet and infrared
radiations), radiography, electron emission radiography, p-radiography and
infrared reflectography. Radiography provides several informations
concerning easel paintings, it permits to identify the nature of the supports,
their assembling and any later modifications, and shows the successive
phases of the creation (composition, pentimenti, restorations). For instance,
as can be seen in Fig. 1, the radiography of the painting “L’homme blessé”
by Gustave Courbet reveals two previous compositions : first, the profile of a
lady wearing a dark headband, secondly, a man resting against a tree with
the head of a woman over his shoulder.
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Figure 1. The radiography of “L’homme blessé” by Gustave Courbet , 1844 — 1854, 815 x
975 mm, Musée d’Orsay, Paris reveals two previous compositions. Left figure: visible image,
right figure : radiography.© C2RMF.

As to objects like stone or bronze statues, furniture, jewellery, pottery,
ceramics or musical instruments, the radiography obtained with a high
energy X-ray generator (420 kV) shows their internal structure. Electron
emission radiography is used to obtain images when the target is too thick to
be X-rayed or to increase the contrast of the X-ray image obtained from high
Z targets, whereas P-radiography (using a '"C extended radiosource) is
widely used to image watermarks and fabrics. Infrared reflectography (A =
1.8 to 2.0 um) is mostly applied to investigate carbon-based underdrawings
in easel paintings [2]. For example, the infrared reflectography image from
“Saint Jérome lisant” by Georges de La Tour in Fig. 2 reveals the hidden
signature of the artist.

Figure 2. Infrared reflectography — detail of the inferior left corner of the painting “Saint
Jérome lisant” by Georges de La Tour, 1650, 952 x 725 mm, Musée historique lorrain,
Nancy.- showing the hidden signature of the artist. © C2RMF.
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3. ANALYTICAL TECHNIQUES FOR CULTURAL
HERITAGE

Concerning art history, the main objective of applying methods
originating from the physical sciences is to complement conventional
typological approach and contribute to a better understanding of the
technique of the artist through the identification of the raw materials used,
the way they have been mixed, the treatments applied [3]. The data obtained
constitute solid grounds for the authentication of a work or its attribution to
an artist, a workshop, etc.

In the field of conservation-restoration, the knowledge of the chemical
composition and particularly the elemental depth distribution, is essential for
checking the state of conservation of the work and in some cases inferring
the ageing mechanism by comparison with materials of similar composition
submitted to accelerated ageing tests. Furthermore this kind of investigation
can yield useful guidelines for choosing the proper restoration procedure.

In archaeology, the main purpose of analysis of artefacts is to contribute
to a better understanding of the technical development in the remote past and
to identify the sources of raw materials and the trade routes. It can also serve
as an indirect dating by compositional similitude with well-dated objects.

3.1 Elemental analysis

Besides the classical tools for elemental analysis available at the centre
such as SEM-EDX or ICP-AES, some analytical methods have been
developed or adapted to meet the harmlessness requirements for the study of
materials of cultural heritage: no sampling, no damage, no sample
preparation nor dismounting. Among these techniques, it is worth
mentioning two developments. First, a portable XRF system for on the field
analysis (e.g. in museums or in archaeological excavations) was designed on
the basis of a silicon-drift electrically cooled X-ray detector (5 mm?, 142eV
at 5.9keV, Rontec GmbH) and a lightweight X-ray generator (50 kV, 1 mA,
Mo anode, Dr Warrikhoff GmbH) [4]. The combination of a tight geometry
and a helium atmosphere surrounding the analysed area enables the
measurement of all elements down to magnesium. X-ray spectra are acquired
with a compact MCA and processed with a laptop computer (fundamental
parameter method, X-spec32 program). A second and major development is
the implantation in the Centre of an accelerator-based facility called AGLAE
(Accélérateur Grand Louvre pour I’Analyse Elémentaire). Being until now
the only one entirely dedicated to the study of cultural heritage [5], this
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system permits the apply the vast panel of ion beam analytical techniques
(IBA) to works of art and archaeological artifacts.

Figure 3 : View of the external nuclear microprobe beam line of the“AGLAE” accelerator.
© C2RMF.

The IBA techniques are based on the interaction of light ions having and
energy of a few MeV produced by a small particle accelerator with the
materials of the sample. The characterization relies upon the measurement of
the energy of various emitted products (X-rays, y-rays or charged particles)
resulting from this ion bombardment. The main IBA techniques and their
features are the following [6]:

- Particle-induced X-ray emission (PIXE). This method, which has a
similar principle to X-ray fluorescence, is well suited to the determination of
the bulk composition of the sample. PIXE allows the simultaneous
measurement of all elements above sodium. Due to the low background
produced by the PIXE process, the sensitivity can reach the pg/g level.
Ideally, incident particles are 3-MeV protons [7].

- Particle-induced y-ray emission (PIGE) is based on the emission of
rays resulting from nuclear reactions between in the incident ion and the
nucleus of target atoms. As this process only happen on light target nuclei,
the PIGE method usefully extends the PIXE bulk characterization to
elements lighter that sodium, such as Be, B, or F. The incident particle are
the same than for PIXE, i.e. 3-MeV protons.
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- Rutherford backscattering spectrometry (RBS), relies on the detection
of ions of the beam elastically backscattered by target nuclei. Since the
energy of the outgoing ion depends on its path inside the sample, all methods
based on the detection of charged particle, including RBS, have intrinsic
profiling capabilities. RBS is ideally suited for determination of layers of
heavy elements on top of a substrate composed of lighter elements (case of
guiding, glazes, etc.). The incident beam is usually He ions [8].

- Nuclear reaction analysis (NRA). Based on the detection of charged
particles emitted during nuclear reaction, NRA can be considered as an
inelastic counterpart of RBS. NRA is useful in the reverse case as for RBS,
namely the depth profiling light elements in a sample composed of heavy
elements. (e.g. corroded layers on metallic samples containing O, C, and N).
Incident ions are protons ('H) or deuterons (*H).

- Elastic recoil detection analysis (ERDA) is specifically used for the
determination of hydrogen profile in samples. The incident beam is
composed of He ions [9].

IBA techniques have most of the qualities required for the study of
materials of cultural heritage, which can be summarized below. These
techniques are:

1. non-destructive for most materials with the possible exception of
some inorganic materials (paper, parchment) which could be
sensitive to heating or radiation damage

2. quantitative with an accuracy generally better than 5%

multi-elemental including light elements down to hydrogen

4. very sensitive for at least one of them, PIXE which is well adapted
to trace element determination; this high sensitivity permits to limit
the irradiation dose necessary for getting a significant signal and
thus to reduce the risk of damaging the objects by irradiation

5. complementary and can to be carried out simultaneously

6. able to yield information on the spatial distribution of elements
(depth profile and mapping with a resolution down to the
micrometer range)

W

One should however keep in mind the following limitations:

1. the analysis is limited to the outer layers of the material (up to
several tens of micrometers) and thus can be irrelevant to the bulk
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composition in case of surface alteration (corroded metals, hydrated
glasses, for example)
2. no information is provided on the chemical state of elements

The features mentioned above show that IBA techniques and particularly
PIXE, because of its high sensitivity, constitute an extremely useful tool for
the knowledge and the preservation of cultural heritage. A decisive
improvement has been achieved in developing an experimental set-up
permitting the direct analysis of objects without sampling. This is carried out
by means of a 20-um diameter micro-beam extracted in air through an ultra-
thin exit window, as shown in fig. 3 [10].

3.2 Structural analysis

Most of the routine work in structural analysis is performed with D5000
Siemens diffractometer equipped with a Gobel mirror and an energy-
dispersive detector. Raman micro-spectrometry has been recently introduced
with a Labram infinity spectrometer with two laser sources, fitted with a
horizontal output adapted to the investigation of vertical items like paintings
or statues. For the most fine structural investigations, experiments are
conducted with EXAFS, XANES or diffraction lines from various
synchrotron facilities (ESRF at Grenoble, BESSY at Berlin, LURE at Paris).

33 Dating

Two methods are available for the direct dating of items of art and
archeology. First, thermo-luminescence dating is applied to objects that has
been fired like ceramics. This method is based on the detection photons
released during heating of a 100 mg sample taken from the item. This light
emission results from the release of energy produced by natural radioactivity
and stored during time in traps of the materials. Although hardly quantitative
this method is routinely applied for the authentication of earthenware. The
second method concerns the dating of organic samples by means of the
measurement of '*C content, a radioactive isotope of carbon decaying with
life-time of 5700 years. When performed by accelerator-based mass
spectrometry (AMS), the weight of the sample is very small, as it may vary
from 5mg to 2g according to the conservation state of the object. The Center
participates is involved in the installation and operation of a new AMS
facility installed close to Paris.
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4. EXAMPLE OF APPLICATION : THE ORIGIN OF
ANCIENT GEMSTONES OF THE DARK AGES

The following example is a illustration of how photon and charged
particles techniques like the micro-PIXE and micro-Raman spectrometry can
be combined to solve an important archaeological issue, namely to unveil the
intriguing provenance of the red gemstones mounted on barbarian jewels
from the early Middle-Ages [11].

The Germanic peoples who settled in Western Europe at the fall of the
Roman Empire and have established the geopolitical grounds of modern
Europe have also introduced a very specific type of jewels named
“Cloisonné”. The main gemstones used in these jewels are red garnets cut in
thin slices (<Imm) which were inserted in a honeycomb metallic structure,
as shown in fig. 4. The determination of the provenance of these garnets is
an important issue, particularly if we consider the huge quantity of gems
necessary to make these artefacts, which were not re-used but buried in
tombs according to the Barbarian custom.

Figure 4. Brooch of the Frankish queen Aregonde with garnets set in “cloisonné” style
placed in the external beam of the AGLAE accelerator

Approximately 1000 garnets set on jewels excavated in the necropolis of
the Saint-Denis basilica, near Paris, have been investigated. The artefacts
span the entire Merovingian period (5"-7" ¢. AD.) and comprise the famous
jewels of the Frankish queen Aregonde exhibited in the Louvre museum
[12]. From a mineralogical point of view, natural garnets usually have a
complex composition. The most common type of garnet is the pyraldine
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family of chemical formula X;Al,(SiO4);, where X can be a divalent ion like
Fe (almandine), Mg (pyrope) or Mn (spessartite), each combination being
called an end-member. The situation is actually more complex as natural
garnets are a solid solution of end-members in variable proportion. Because
garnets are relatively widespread and their composition is highly variable, it
was necessary to cross many criteria to determine their origin. The first
criterion is the composition; which was determined by external beam PIXE
for major constituents (Mg, Al, Si, Ca, Mn, Fe) and trace elements (Ti, V,
Cr, Y). As shown in fig. 5, three groups of garnets were identified. Most
garnets belong to the first group (almandine, Fe-rich). The second group
(one jewel) consists of intermediate almandine-pyrope garnets sometimes
called “rhodolite”. The third group comprises pyrope garnets (Mg-rich).
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Figure 5. The CaO vs MgO plot for garnets from various jewels shows 4 provenances:
pyropes from Bohemia, rhodolites from Ceylon and two sources of a/mandine in India

The trace elements content and slight differences in major composition
permit to split these three groups in five different sources: two sources of
pyrope garnets (with and without chromium) and two sources for almandine
garnets (distinctive calcium, magnesium and yttrium contents).

Comparison with the composition of natural garnets published in the
literature suggests that almandine garnets observed on archaeological jewels
have been mined from India while “rhodolite” garnets may have been
imported from Ceylon (Sri Lanka). The sources of pyrope garnets likely
correspond to the Bohemian deposits (Czech republic).
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The second provenance criterion is based on the identification of
inclusions in gemstones. Micro-Raman spectrometry was used for this task
in almandine garnets. Various inclusions were observed like apatite, zircon,
monazite, calcite, and quartz and two of them, curved needles of sillimanite
(Al,Si0Os) and 10-um metamict radioactive crystals, were specifically found
in archaeological garnets. Fig. 6 shows the Raman spectra of a sillimanite
needle, which is a mineral formed under a high temperature and high
pressure metamorphism.
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Figure 6. Raman spectrum of a sillimanite elongated and curved inclusion indicating a high
Pressure-Temperature metamorphism of the crystal

The radioactive crystal was analyzed by PIXE with an external micro-
beam of 20 um diameter. As can be seen in Fig. 7, uranium and lead were
found as the major constituents of this inclusion. As the Pb content is
attributed to the radioactive decay of *°U and ***U (0.7 and 4.46 billion-year
half live, respectively), this inclusion can be used as a geochronometer. The
Pb/U ratio gives a crystal formation age ranging between 1 to 1.5 billion
years. To sum it up, the almandine composition of the garnets, the presence
of sillimanite and the very ancient age of the crystal converge towards highly
metamorphised rocks of the Precambrian period. One of the only parts of
earth’s crust remaining from that period exhibiting these specific
mineralogical features is a metamorphic belt located in India, a region
presenting garnets deposits of gem quality. This confirms the Indian origin
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of most of the garnets used in Barbarian jewellery, a witness of a gem route
between Asia and Western Europe during the Dark Ages.
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Figure 7. PIXE spectrum of a radioactive inclusion. The relative uranium and lead contents
yields an approximate crystal age of 1.5 Ga.

The presence of pyrope garnets from Bohemia might also have a
historical significance. Pyrope garnets only appear in jewels dated after the
end of the 7™ century; this indicates that starting from that period
Merovingians had to use European garnets instead of Indian ones. This
major change in gem supply is likely a consequence of the closing of the
garnet route to India, due to the invasion of the Arabic peninsula by the
Sassanids at the end of the 6™ century, a troubled period announcing the rise
of Islam.

5. CONCLUSIONS AND PERSPECTIVES

Thanks to their outstanding analytical capability and their non-destructive
character, analytical techniques based on the use of photons and ions have
proved their usefulness for the study of works of art and archaeology.

Photon-based imaging techniques provide invaluable information for the
examination of works of cultural heritage. Concerning the determination of
the composition, methods like X-ray fluorescence or ion beam methods
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provided by small accelerators, thanks to the development of external beam
set-ups, permits a direct in-air analysis, thus avoiding taking off even minute
samples from precious items or even putting them inside a vacuum chamber,
a potentially detrimental operation. Among the numerous IBA methods, the
PIXE technique, often combined with PIGE, is the most widely spread
technique in this field, due to its high sensitivity and ease of implementation
in air. It can be used either for the quick identification of materials via the
detection of major elements, or for provenance determination using the trace
element content. However, as PIXE hardly provides depth information,
much effort has been made to associate it charged particle spectrometry such
as RBS and/or NRA, two methods which can yield elemental depth profiles
particularly useful for inferring the conservation state of artefacts and
alteration mechanisms. In addition, the use of ultra-thin exit windows,
permits to extract micro-beams with a size as low as 10 pm and to obtain
elemental micro-maps with lateral resolution of about the same value, but
with the possibility to scan large areas up to 100x100 mm [13]. In spite of
these qualities, IBA techniques are not a panacea, especially because they do
not provide any information on either the structure of materials or the
chemical state of constituent elements. It is frequently needed to rely on
complementary techniques such as X-ray diffraction or Raman spectrometry.
The latter is gaining a growing popularity in the field of cultural heritage,
due to the development of portable instruments and the wealth of
information it yields. Moreover IBA techniques necessitate the access to
medium scale facilities ordinarily not situated close to museums. In the mean
time, XRF portable systems have been developed which to some extent can
be a satisfactory alternative to IBA. On the other hand, analytical methods
based on large scale facilities like synchrotron rings, are increasingly
applied, specially to gain structural information by X-ray absorption
spectrometry such as EXAFS or XANES.
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APPLICATIONS OF X-RAY ABSORPTION
SPECTROSCOPY IN MATERIALS SCIENCE
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(1) LURE, Centre Universitaire Paris-Sud, BP 34, 91898 Orsay, France and (2) UNESP,
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Abstract: Short-range order information around a given atom obtained by the EXAFS
(Extended X-ray Absorption Fine Structure) technique, concerning
nanocrystalline materials, is reviewed. The potentialities of the technique to
characterise bulk materials, thin films, and structural evolution during the
preparation of nanoparticles using in sifu set-ups are presented.

Key words:  Synchrotron  Radiation, X-ray absorption  spectroscopy, EXAFS,
nanocrystalline materials

1. INTRODUCTION

A non exhaustive description of the history of X-ray Absorption
Spectroscopy (XAS) can be found in Ref. 1. The modern EXAFS (Extended
X-ray Absorption Fine Structure) technique began in the early seventies of
the last century. It corresponds to the concomitance of both theoretical and
experimental developments. Between 1969 and 1975, Stern, Sayers and
Lytle succeeded in interpreting theoretically the X-ray Absorption Structures
observed above an absorption edge [2], while during the same period, the
advent of synchrotron radiation (SR) sources reduced drastically the
acquisition time of a spectrum if compared to data obtained with
conventional X-ray tubes. XAS provides essential information about the
local atomic geometry and the electronic and chemical state of a specific
atom, for almost any element of the periodic table (Z>5). This prime tool for
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materials science has benefited from almost all the exceptional properties of
SR, such as the continuous range of energy, high degree of photon
polarizations, and high brilliance (which corresponds to the number of
photons emitted per unit source area per second per unit solid angle).

In the first section will be presented XAS from the physical principles to
data analysis and measurements. Then section 2 will be devoted to a
discussion of a few examples to illustrate the power and limitations of XAS
for gaining structural information. Examples are focused on EXAFS studies
on nanocrystalline materials. Detailed reviews for applications on other
fields of materials science or for presenting the complementary information
available by the study of the X-ray Absorption Near Edge Structure
(XANES) part of the X-ray absorption spectrum can be found in a number of
books [3-5]. A brief overview of the recent development of the technique
regarding the use of X-ray microbeams available on the third generation light
sources will be finally presented in the last section.

1.1 Basic Principles of XAS

XAS refers to the measurement of the variation of the linear absorption
coefficient, u, as a function of the energy E of the incident photons. In a
transmission experiment, the absorption coefficient of a sample of thickness
x is related to the intensities of the incident (Ip) and transmitted (I) beams
through the Beer-Lambert's law: 1 = I, exp(-ux). The X-ray absorption
spectrum is typically plotted as ux vs E as shown in Figure 1.

The physical process underlying XAS is the excitation of a core electron,
called photoelectron, towards empty states when X-ray photons are absorbed
by the matter. When the photon energy E is equal to the binding energy E, of
a core electron of a given species, an abrupt increase in the absorption
coefficient, called the absorption edge, is observed corresponding to the
ejection of the photoelectron (1s for a K edge, 2p for L,; edges...). This
absorption follows the dipolar electric selection rules. For E>E,, the
photoelectron is ejected towards the continuum states with a kinetic energy
E.= E - Eo. Due to the particle-wave dualism, this photoelectron may be
viewed as an outgoing wave originating from the absorbing atom with a
wavevector given by

hk=(2m.E,)" (1)

where m, is the electron mass.
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Figure 1. Typical X-ray absorption spectrum, ux = Ln(Ip/I) vs E (in electron Volt)
recorded for a crystalline ZnO reference at the Zn K edge (E; = 9659 eV). A two
dimensional model of the XAS process is presented.

The photoelectron can be involved in scattering processes with the
surrounding atoms. Two scattering regimes are distinguished according to
the E; value. At high kinetic energy, the mean free path of the photoelectron
is of about 10 A. Therefore the photoelectron will be mainly involved in
single scattering processes with the first or second nearest neighbours. Here
the modulation in the absorption coefficient is substantially due to
constructive or destructive interferences of the outgoing photoelectron wave
issued from the absorbing atom with the backscattered wave from each
surrounding atom. The single scattering regime determines the EXAFS
spectrum ranging from 50 to 1000 eV above the edge. On the contrary, at
low kinetic energy, the photoelectron mean free path is longer. This
photoelectron will be scattered by atoms located at longer distances or
scattered many times by the close neighbours. The part of the spectrum,
ranging from some eV below the edge to about 50 eV above the edge,
consisting of the preedge, edge regions, and multiple scattering regime is
called XANES spectrum. It can be used to extract electronic (e.g. spin and
oxidation states) and stereochemical information about the selected
absorbing atom.

1.2 EXAFS data processing

There are two primary tasks in data analysis: first, to extract the EXAFS
function, y(k), from the ux vs E data, second to determine the structural
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parameters of interest from this function. The first point will not be discussed
herein but can be found in specialized books [3, 6].

In the classical framework of single scattering (SS), the EXAFS signal,
(&), is related to the sum of sinusoidal oscillations for each shell of
neighbours around the absorbing atom :

1(0)=3S"N;A(1,K)/(KR;*).exp(-26;°k*).exp(-2R /A (K))
pi(€)-sin(ZkRy+®y(k)) (2)

where N; is the number of atoms in the j scattering shell at distance R;
from the absorbing atom i, o is the Debye-Waller factor which takes into
account thermal and static disorders inside the j™ shell, A(k) is the
photoelectron mean free path, S,” is an amplitude reduction factor reflecting
multi-electron effects, Aj(m,k) is the backscattering amplitude function
relative to the j™ shell and ®@;; (k) is the phase shift relative to the absorbing i
and neighbour j pair. Finally pj(€) accounts for the possible polarization of
the incident radiation. The phase shift correction is not large and is
predominantly linear in k. Therefore a Fourier transform (FT) of the
weighted k".x(k) EXAFS spectrum (where n is an integer from 1 to 3) will
provide a pseudo-radial distribution function, in which the different peaks
correspond to the contributions of atoms located at each scattering distance,
Rjj - a. The factor a is due to the phase shift term not included in the Fourier
transform. The EXAFS spectrum of the crystalline ZnO reference and its
corresponding FT are shown in Figure 2.

A back Fourier transform on individual peak can be then applied to
isolate individual contributions. The so-obtained filtered EXAFS signal is
analyzed in order to determine the related structural parameters N, R and o.
A common method consists to build a theoretical model from the relation (2)
using known electronic parameters for A(k), S¢’, Aj(m,k) and @5 (k), and, by
treating N, R, and o as free parameters, to minimize the difference between
the theoretical and experimental curves. The electronic parameters can be
evaluated from EXAFS signals recorded for references of known structures
or from theoretical calculations using the efficient ab initio FeFF codes [7,
8].

It is noteworthy that the theoretical developments incorporated into the
FeFF codes have led to go beyond the single scattering approximation
supposed by the expression (2). High order multiple scattering (MS) events,
generally neglected in the past making results beyond the first coordination
shell often unreliable, can be now efficiently and accurately treated to
calculate EXAFS spectra as illustrated in Figure 2 for an isotropic ZnO
crystalline reference.
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Figure 2. a) ky(k) EXAFS spectrum and b) corresponding FT (solid line) of the weighted

k*y(k) EXAFS spectrum for isotropic crystalline ZnO. The dashed line is a multiple
scattering calculation using the FeFF6 code. The structural input for this calculation is the
crystalline structure of ZnO, no parameters were adjusted, except the Debye-Waller
factors. In the insert of b) is reported a comparison between the imaginary parts of the FT
for the experiment and for SS and MS calculations in the region in which the SS
calculation fails in reproducing the experimental results.

The accuracy of structural parameters extracted from EXAFS depends on
many factors such as the disorder, the extension of the experimental spectra
and quality of these data. Typical accuracies for the determination of
parameters are 1% for interatomic distances, 15% for the coordination
numbers and 20% for Debye-Waller factors [6]. But, in a situation more
complex where several shells must be fitted simultaneously, one must be
satisfied with much less accurate results.

1.3 EXAFS measurements

In concentrated systems obtained in a thin uniform shape, the simplest
way to record X-ray absorption data is the transmission mode in which the
incident and transmitted photons are directly measured by means of
ionisation chambers. However, in dilute systems or for surface
characterisations, data are usually recorded using secondary effects resulting
from the creation of the core hole during the absorption process and from its
subsequent relaxation by radiative or non-radiative decays. These processes
are the X-ray fluorescence emission and the total electron yield (TEY)
emission, respectively. In these detection modes, the linear absorption
coefficient is proportional to the ratio of the fluorescence or TEY intensity to
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incident radiation intensity. The EXAFS data presented in Section 2 were
recorded at LURE, the French synchrotron radiation laboratory, using the
DCI storage ring (1.85 GeV and 300 mA) at the D44 set-up or at the energy-
dispersive D11 [9] station.

2. SPECIFICITIES OF XAS AND APPLICATIONS

2.1 XAS is an element-specific technique

Since the binding energy of a given core electron depends on the atomic
number of the absorbing atom, XAS is an element-selective technique. By
recording EXAFS spectra at one edge of each atomic species in a material,
one can obtain complementary and often unique information on the local
arrangement around each element. The atomic species under study can be at
concentration ranging from a few ppm to the pure element. Thus EXAFS
technique can be applied to systems like dopant in matrixes by studying both
the main component of the matrix and the dopant [10-14]. The atomic
specificity is illustrated herein with the study of the cationic order of [Zn-Cr-
ClI] and [Cu-Cr-Cl] Layered Double Hydroxyde (LDH) compounds [15].

LDHs, which belong to the clay family, present several and various
applications in different fields, such as catalysis or medicine. The general
formula for these compounds is [MI_XIIMXIII(OH)2]+.AX'.nHQO (labelled [MH—
M"-A]) where the Ms are divalent and trivalent cations and A is an anion.
LDH is composed of infinite sheets of positively charged brucite-type
Mg(OH),, where trivalent cations have replaced a fraction x of divalent
cations in octahedral coordination. The interlamellar space is occupied by
anions, keeping the electroneutrality of the structure, and completed by water
molecules.

Cationic order in most LDHs is proposed by several authors [16, 17] but
not demonstrated. LDHs are generally prepared by coprecipitation method
by mixing solutions of trivalent and divalent salts at controlled pH. Among
all LDHs, the [Zn-Cr-Cl] compound is a good candidate for cationic ordering
due to its particularity to be synthesized only with the ratio Zn/Cr=2,
whatever the proportion of di- and trivalent cations in the starting solutions.
In this case the cationic order within sheets of the LDH is based on six
divalent cations around trivalent metals, and three divalent and three trivalent
cations around divalent metals [17]. Unfortunately X-Ray Diffraction (XRD)
does not evidence superstructure reflections and the low electronic contrast
between Zn (Z=30) and Cr (Z=24) backscattering atoms does not allow
EXAFS to discriminate between models with cationic ordering and the other
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without ordering. As an evidence, you can note in Figure 3 that the FT
recorded at the Cr and Zn K edges for [Zn-Cr-Cl] present a very similar
shape. Note that the difficulty in EXAFS to distinguish backscattering atoms
with close atomic number is an intrinsic limitation of the technique.
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Figure 3. FT of the EXAFS k*y(k) spectra for [Zn-Cr-Cl] (solid lines) and [Cu-Cr-Cl]
(dashed lines) a) at the Cr K edge and b) at the Zn or Cu K edges.

Interestingly, and although the electronic constrast between Cu and Cr is
of the same order of magnitude than those for Zn and Cr, the peaks of the FT
of [Cu-Cr-Cl] prepared also with the ratio Cu/Cr=2 display strong
differences in shape and intensity above the first coordination shell (peak
P1). This is due to the Jahn-Teller distorsion suffered by Cu, which induces a
significant structural “contrast” between both cations. Indeed, quantitative
simulations based on least square fitting procedure show that [Cu-Cr-Cl] is
based on regular CrOg (d(Cr-O) = 1.98 A) and distorted CuOg (d(Cu-O) =
1.97 and 2.31 A) octahedra. On the other hand, the distribution of cations as
second neighbours (Peak P2) at the Cu K edge presenting the best reliability
factor in the fitting procedure is fully in agreement with the ordered model of
cations within the sheets.

Local description of the arrangement around cations concludes
unambiguously for [Cu-Cr-Cl]in a cationic ordering. The evidence of
similar ordering for [Zn-Cr-Cl] was only obtained by a combined EXAFS
and UV-Vis study of the formation of this LDH in solution [18]. The
structural pathway so-reported involves the heterocondensation between
hexa-aquo zinc(IT) complexes and deprotonated chromium monomers.
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2.2 Polarization Dependent XAS study on thin films

Synchrotron radiation produced by a bending magnet is linearly polarized
in the orbit plane of electrons (or positrons) and actually the term pj(e) of
polarization dependence in formula (2) is equal to 3<cos’0> for K edges
where

<cos’0>= 1/N; ¥, cos’0, (3).

The angle 6, is the angle between the X-ray polarization direction, €, and
the direction to the atom h in the j shell. For isotropic materials, like
powders, the sum becomes Nj/3. For thin films like heteroepitaxial metallic
films [19], there is often an intrinsic asymmetry leading to different in-plane
and out-of-plane bonds. Otherwise, the polarization dependence of EXAFS
can be also an important tool for studying texturized films providing an
alternative probe to the long range order technique such as diffraction when
XRD diffraction is dominated by that from the substrate.

Such polarized EXAFS measurements were carried out to study the
structure of undoped and indium doped ZnO thin films prepared by the
pyrosol process [11, 20]. Such films are promising materials as gas sensors,
ultrasonic oscillators, piezoelectric transducers, and transparent electrodes in
solar cells.

In Figure 4 a) is presented the polarized Zn K edge EXAFS
measurements for undoped and 5 at. % In-doped ZnO films. The orientation
of films with respect to the X-ray beam is also schematically displayed in
Fig. 4 a). Normal incidence data were obtained with the X-ray polarization
nearly perpendicular (10° of deviation) to the surface whereas the grazing
incidence data were recorded with the X-ray polarization lying in the surface
plane. On one hand, strong polarization dependence affects the peaks located
in the FT above the first three peaks (R > 4.5 A), suggesting an anisotropic
growth of ZnO. On the other hand, the 5 at. % In-doped ZnO films is clearly
more anisotropic than the undoped ZnO films. Such anisotropy was
simulated using ab initio FeFF6 calculations in which the linear polarization
of the X-rays has been taken into account, as shown in Figure 4 b). A
satisfactorily reproduction of the polarization-dependent measurements is
obtained by considering for normal incidence € parallel to the [101] ZnO
direction and for grazing incidence ¢ parallel to the [010] ZnO direction.
Then this indicates that the normal to the film surface lies in the (xz) plane
where vectors x, y and z defined the orthorombic referential such as x.a =
c0s30°, y=b and z=c. In other words, a preferential orientation along the c-
axis, slightly tilted with respect to the film surface, is responsible for the
polarization dependence of the EXAFS measurements.
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Figure 4. a) FT of the polarized Zn K-edge EXAFS k’y(k) spectra for undoped and
indium doped ZnO films at normal (full line) and grazing (dashed line) incident angles. b)
Polarized FeFF6 simulations with the X-ray polarization vector parallel to the [101]
direction (full line) and to the [010] direction (dashed line).

The motivation of this study was to establish a relationship between the
structure of the films and their electrical and optical characteristics, which
strongly depend on the indium concentration [11, 20]. The conclusion of this
study is clearly beyond the scope of this review. But the polarized EXAFS
study has clearly evidenced that the indium doping affects the grain growth
process by increasing the surface anisotropy of films. Finally this example
shows that we have powerful experimental but also theoretical tools to study
surfaces or oriented systems.

2.3 Time-Resolved XAS study of the formation of ZnO
nanoparticles

The high intensity of photons delivered by synchrotron sources was
essential for reducing data time collection and so providing time-resolved
studies of dynamic processes, like phase transitions [21] or catalysis
reactions [22]. Indeed XAS, unlike XRD, does not rely on long-range
crystalline order and can be used to study local structure in gaseous states,
liquids and amorphous or crystalline solids. An example of time-resolved
study is given in this section with the investigation of the formation of ZnO
nanoparticles from solutions.

The control of the size of nanoparticles is of prime importance on the
optimisation of the properties of the final materials. For chemical preparation
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routes involving hydrolysis-condensation processes, this task can be
achieved by XAS investigation of the structure of the different building
blocks during the solid-state growth, as reported for Ce [23], Cr and Zn [18],
Ga [24] or Ni [25] cations. An emergent perspective for time-resolved
studies is the possibilities of combining several experimental techniques
simultaneously so that vibrational, electronic or themodynamic information
can be obtained with the structural features provided by XAS. This has been
recently illustrated with the combination of XAS with Raman spectroscopy,
UV-Vis spectroscopy or Differential Scanning Calorimetry [26]. Such
approach presents clearly several advantages compared to separate
experiments: firstly it permits to totally eliminate artefacts due to sample
history and environment, second it is the unique way to accurately determine
the order of occurrence of physical and chemical events in time-resolved
experiments.

Since a quantum confinement phenomenon by excitons for particles
smaller than 7 nm exists, ZnO nanoparticles are promising materials in many
technologies, such as solar energy conversion or optoelectronic devices.
Such exciton levels around 300-360 nm can be well evidenced by UV-Vis
spectroscopy, allowing an easy determination of particle sizes [27]. Kinetics
of formation of ZnO nanoparticles were recently investigated by combining
UV-Vis spectroscopy with energy-dispersive EXAFS measurements at the
Zn K edge. Energy-dispersive XAS set-up allows the fast and simultaneous
full spectral collection of EXAFS data over about 1000 eV above the
absorption edge. For the experiments presented herein, the time framing is of
140 ms. 100 frames must be added in order to improve the signal to noise
ratio, leading finally to a data collection of 1 min per spectrum.
Concomitantly a scanning rate of 600 nm/min was chosen for recording the
UV-Vis spectra from 220 to 820 nm using a Varian Cary 50 apparatus
equipped with a fiber optic coupler.

Nanosized ZnO particles are prepared by hydrolysis-condensation at
moderate temperature (from 20 to 70°C) [27-29] of zinc-acetate precursors
[30] in ethanolic medium. Besides the determination of local order around
Zn and of the particle sizes during the nanosized ZnO preparation, the
motivation of the combined investigation was also to clarify the occurrence
of a Zn-based hydroxy double salt phase, Zns(OH)s(OCOCH;),.2H,0
(labeled hereafter Zn-HDS) observed as final solid mixed with ZnO and zinc
acetate phases [29]. In particular, we were interested in determining whether
the formation of the Zn-HDS phase was concomitant to the ZnO formation
or arose from the reaction of ZnO with zinc acetate precursors during ageing
of the colloidal suspension before extraction of solids.
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Figure 5. Selected time-resolved a) UV-Vis spectra and b) Zn K-edge EXAFS k’y(k)
spectra recorded during the formation of ZnO quantum dot nanoparticles by heating of a
precursor solution at 70°C in presence of LiOH. The ageing time ranges from 1 to 40
minutes. At the top of b) is reported for comparison purpose the EXAFS spectrum of a
crystalline ZnO reference.

Figure 5a) displays the optical UV-Vis absorption spectra recorded
during heating of a precursor solution at 70°C, whereas Figure 5 b) shows
the corresponding Zn-K edge EXAFS spectra. From the relationship between
the volume-weigthed size D and the onset of the ZnO band gap absorption
established in [27], the calculated size of ZnO particles formed at the early
stage of the kinetic (t < 6 min), is almost constant and equal to = 2.5 nm.
Despite an increasing number of nanosized ZnO particles in solution
evidenced by the increase of the intensity of the HOMO-LUMO transition
centred at =~ 320 nm, the associated EXAFS spectra do not evidence
significant changes compared to the initial solution for t < 6 min. For time
larger than 15 min, the EXAFS technique becomes sensitive to the formation
of ZnO colloidal particles in solution. In turn, the UV-Vis spectroscopy
becomes less efficient for characterizing the particle growth since the UV-
Vis absorbance is over the photometric range of 3.3. Nevertheless a shift of
the absorption onset to longer wavelength is clearly evidenced at prolonged
ageing at 70°C indicating that ZnO nanoparticles continue to grow. At the
end of the process (at 40 min), the EXAFS spectrum presents features in
phase with the characteristic oscillations measured on ZnO bulk crystals but
with damped intensities. This is an illustration of the use of EXAFS to
establish a relationship between oligomeric species and final solid phases.
The time-resolved study clearly evidences that the formation of Zn-HDS is
not concomitant to the formation of ZnO particles under the investigated
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conditions. EXAFS is the only praticable method for obtaining the structural
information directly. Indeed, it deals with very small oligomeric species in
solution, what makes difficult the use of diffraction technique. This study
shows also the benefit that XAS can get when combined with
complementary techniques.

Finally it is noteworthy herein that the damping of EXAFS oscillations is
not only due to the nanocrystalline size of ZnO particles but also to the fact
that the solution is a mixture of different species, here ZnO and Zn
precursors. The access by XAS to an average picture of the environment of
the target atoms in various phases or in different crystallographic sites in a
solid is sometimes a limitation of the technique. However, the identification
and isolation of the different components of the mixture can allow access to
its composition. This approach is for example illustrated in Ref. 29.
Furthermore, with the advent of microbeams allowing spatial resolution
information combined to spectrocopic ones, this drawback should be
overcome in the next years for heterogeneous solid systems at the micron
scale, as discussed in the last section.

3. X-RAY SPECTROMICROSCOPY

The above results are typical applications of EXAFS to nanocrystalline
materials obtained by using a first-generation light source. Recently, the
third-generation light sources for which the production of SR from insertion
devices like undulators is a figure of merit have become available. The
photon density at the sample position with these new sources is higher by
several orders of magnitude than the one at the first-generation one. The
combination of imaging at the micron level and XAS is now possible. Such
combination should have a major scientific impact in years to come.

3.1 LUCIA: a future SOLEIL’s beamline for X-ray
Spectromicroscopy

The soft x-ray micro-XAS beamline (u-XAS) named LUCIA (Line for
Ultimate Characterisation by Imagery and Absorption) is a joint effort by the
swiss and french user community. It is going to be installed at the X07M
straight section of the SLS (Switzerland) with a commissioning expected by
the end of 2003, prior to its installation on SOLEIL (France) at the beginning
of 2008. The experimental set-up is schematized in Fig. 6.
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Figure 6. Schematic experimental set-up of the LUCIA beamline for p-XAS.

The goal of this beamline is to achieve a spot size on the sample of the
order of 2x1 um?, with a photon flux of the order of 10'*ph/sec, keeping the
possibility to widely scan in energy. So the beam characteristics have to
fulfill all the necessities required for optimized XAS measurements such as
spatial stability, high photon flux, high energy resolution, and minimized
contamination by energy radiation (harmonics). The beamline will be
installed on the 7 m straight section of the SLS machine, equipped with an
Apple-II type ondulator, which emits linearly polarized light with variable
direction as well as circular polarisation. The beam is prefocused by a
spherical mirror followed downstream by a double fixed-exit flat mirrors,
which acts as a low-pass filter. The double crystal monochromator (DCM)
based on a double Bragg reflection is equipped with a double cam, which
provides a fixed exit geometry. The use of five different crystals with
different d-spacings, namely beryl, YB66, KTP, InSb, and Si(111) allows us
to cover an energy range from 0.8 keV to about 7 keV which corresponds to
the cut-off of nickel coated mirrors. This energy domain cover the K edges
of elements from Ne to Fe, L edges of the 3d and 4d transition metals and of
the first rare earths, M edges of rare earths, actinides and 5d elements.

Finally in order to insure the best focusing and the achromaticity (with a
focal distance which does not change with energy) a Kirkpatrick-Baez (KB)
optic will be installed, next to the experimental chamber where the sample is
placed on a motorized (X,y,z,®) stage, allowing its precise positionning and
mapping.

An energy dispersive fluorescence Si drift detector associated to a
multichannel analyzer will allow to do elemental 2D cartography with spatial
resolution at the photon spot scale.

The micro-XAS spectra will be measured either by collecting the drain
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current (TEY), the fluorescence yield or by measuring the transmitted beam.
3.2 An example of spatially Resolved XAS Study

Primary basaltic glass inclusions trapped in olivines and representative of
magmas from active volcanoes have been studied by X-ray
spectromicroscopy, in order to understand the excess degassing of sulfur
dioxide (SO,) [31]. The u-XANES experiments at the sulfur K edge were
carried out on the x-ray microspectroscopy beamline ID21 (ESRF, France)
with a spot size range from 0.5x0.5 pm’.

The energy separation of the thresholds allows a clear distinction between
sulfide S™ (2470eV), sulfite S' (2478¢V) and sulfate SV (2482¢eV). It is then
possible to image profiles (Fig. 7b) of the different sulfur species across the
inclusion (Fig. 7 a), even for very low sulfur concentrations.
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Figure 7. a) Mapping of one glass inclusion at 2482.1 eV showing the presence of sulfate

(SYY. b) Profiles along the direction AB across the inclusion for 3 energies (2469 eV, (S™),
2478 eV (S") and 2482.1 eV (SY)). ¢) p-XANES spectra of glass inclusions trapped in
olivines and of one oxidized silicate glass containing sulfur in sulfate form. (Figures
reproduced from Reference 31 with permission from EDP Sciences).

Depending on the provenance of the olivine, the relative proportion of the
sulfur species is different (Fig. 7 c). But the presence of sulfite S" in
addition to sulfate is demonstrated in oxidized and water rich basaltic
magmas. The sulfite S" may act as an intermediate metastable species,
which results in partitionning of sulfur into the volcanic gaz emissions.
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4. CONCLUSION

The above examples have demonstrated that the XAS technique is a
powerful and versatile tool for gaining local order information of any
specific element, but also for following structural changes occurring during
the synthesis of materials, like nanomaterials prepared by sol-gel methods. In
some cases, XAS is even the only suitable method to provide data on the
local environment of a given atom. Experimental approach for studying
materials processing based on the simultaneous combination of XAS with
techniques routinely applied in materials science, such as UV-Vis
spectroscopy, but also DSC or Raman techniques offers also new potentials
to the materials science community. It allows for example a better
understanding of the mechanisms involved in soft chemistry methods or of
the phase transformation suffered by samples under consolidation,
sintering... The access to set-ups with fast data acquistion allows real time
studies of rapid physical and chemical processes. Finally with the advent of
microfocus beamlines, the spatial distribution of different elements in a
material, or even of the same element in different sites, can be determined
with a micrometer resolution. The drawback of average technique associated
to conventional XAS then disappears with this spatially resolved XAS
technique. The field of applications of the spectromicroscopy is very large
from environmental science to materials science.
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Abstract: The complex tetra(imidazole)chlorocopper(Il) chloride, [Cu(imidazole),CI]Cl, has
been synthesized, and the structure has been determined at the Small Crystal X-ray
Crystallography Beamline (11.3.1) of the Advanced Light Source (ALS) at Lawrence
Berkeley National Laboratory (LBNL), USA. Structural parameters of the parent complex are
compared to similar materials previously reported in the literature. The particles in the
present study can be used to prepare nanoparticle materials, or, by controlled growth, can be
formed as nanoparticles initially.  The structural data are important for making detailed
calculations, models, and deriving reaction mechanisms involving metal ion-based
biochemical systems.
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1. INTRODUCTION

In the biochemical world, there are thousands of bioinorganic compounds
that have been identified, but many of them have not been significantly
analyzed for their important relevant properties and biological roles and uses.
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Imidazole (C;H4N,;) (IUPAC name 1,3-diazole) is a fundamental building
block of many biological proteins and other biological systems. Imidazole
and related compounds constitute the backbone of histidine and many
peptides involved in human biological processes. Imidazole acts as a ligand,
or electron donor, which will bond readily when introduced to a metal ion
via metal ion salts in aqueous systems. The imidazole molecule is the core
component of histamine, whose structures with transition metal ions have
been studied as model quasi-enzyme compounds [1], along with other
structural reports [2]. Imidazole-copper metal complexes with thiol systems
also have been studied with respect to their biologically-related importance
[3], as have vanadyl-imidazole complexes [4]. Other similar class
copper(Il) organic aromatic heterocyclic compounds have been reported
because of their structural interests [5] and their chemical applications such
as catalysis [6].

In the present study, the complex, tetra(imidazole)chlorocopper(Il) chloride,
[Cu(imidazole)4Cl]Cl, has been synthesized, and the structure has been
determined at the Small Crystal X-ray Crystallography Beamline (11.3.1) of
the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory
(LBNL)(Fig.1)[7]. Structural parameters are compared to similar compounds
previously reported in the literature. The particles in the present study can be
used to prepare nanoparticle materials, or the crystals can be grown under
conditions to form nanoparticles or nanoparticle clusters. The molecular
structure of the complex here can be used as a model to correlate with its
magnetic and electronic properties. Structural parameters for the present
complex of copper(I) are compared to similar compounds previously reported
in the literature. With the data accumulated here, some previously unexplained
bioinorganic chemistry and related phenomena may be explained in the
context of the compounds’ molecular and electronic properties.
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2. EXPERIMENTAL DETAILS

2.1 Reagents

All chemicals used in the work were reagent grade,
including imidazole (Aldrich Chemical), absolute ethanol (Aldrich), and
copper(Il) chloride dihydrate (Alfa Aesar), and they were used without
further purification.

2.2 Preparation of [Cu(imidazole),Cl|Cl

The parent imidazole complex was produced by means of a wet

synthesis using millimolar amounts in a slightly greater ratio of 4:1 ratio of
the imidazole ligand and the parent copper(ll) chloride. All syntheses were
conducted in standard Pyrex glassware. The reaction solution of CuCl,
(H,0), and imidazole was combined slowly into a heated beaker using the
copper(Il) salt first. Immediately following the mixture of the reagents, 0.1
M NaOH was added drop wise until the solution changed color and a solid
purple product precipitated. Several cycles of heating and cooling were
instituted during and after the reaction, to help stimulate crystal growth. The
crystals were then washed with ice-cold 100 % methanol on a Buchner
funnel and allowed to air-dry. After collection, the crystals were stored in a
dark, dry environment and transferred to Beamline 11.3.1 at the ALS for
structural study.

2.3 Beamline 11.3.1.

Beamline 11.3.1, the Small Crystal X-Ray Crystallography
Beamline at the Advanced Light Source (ALS) at Lawrence Berkeley
National Laboratory (LBNL), has been described previously [7].Small
crystals about 180um x 60um x 10um were studied at 14 keV with an
exposure time of 5 sec/frame. With 900 frames of data, a resolution of 0.8
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Angstroms was achieved.  Experimental details regarding the X-ray
crystallography used in determining the structure are in Table 1.
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Figure 1. Schematic of Beamline 11.3.1 at the Advanced Light Source used for structural
determination of small crystals.

3. RESULTS AND DISCUSSION

The complex, tetra(imidazole)chlorocopper(Il) chloride,
[Cu(imidazole)4Cl]Cl, exhibits a square pyramidal structure (Fig. 2) with
respect to the actual bonds formed between the copper(Il), the imidazole, and
the chloride ions. The four copper-nitrogen bonds are 1.99, 2.00, 2.00, and
2.00 Angstroms, in very good agreement with copper(Il)-nitrogen bond
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lengths of copper-nitrogen complex structural data reported in the literature
for very similar copper(Il)-imidazole systems [8].

N(14)

Figure 2. Structure of [Cu(imidazole),CI1]ClI

The two copper-chloride linkages, however, represent two differences in
bond lengths. One of the chloride ions is actually bonded to the copper(Il)
central ion (Cu-Cl bond distance of 2.6 Angstroms), while the second
chloride is at a 4.12 Angstrom distance from the copper(Il) ion and thus a
non-bonding chloride lattice ion. This non-bonding chloride ion is in a
pseudo-frans position to the bonded chloride ion through the plane generated
by the copper(Il) ion-imidazole coordination core. The 2.6 Angstrom Cu-Cl
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distance is in excellent agreement with analogous bonding in copper(Il)
coordination schemes for histidine in the copper blue protein azurin and
other biologically-related compounds [9]. Structural data concerning
hydrogen bonding in the parent material are in Table 5.
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Figure 3. Hydrogen bonding schemes for [Cu(imidazole),CI1]Cl.

The structure of the parent material in this study---due to
its uniqueness with respect to its inequivalent chloride ions both as
coordinated and lattice chlorides---represents yet still another example of a
solid state copper imidazole material. Others include copper(Il) perchlorate
salts complexed with amines [10] and copper(l) imidazole complexes based
on a cavitand ligand design [11]. Copper(I) imidazole complexes have been



Perry, Bowman, Teat, Ortega, and Thompson 37

used as subjects for luminescence spectral studies [12], the luminescence
being dependent on the structure of the material. Structural characteristics of
a copper(Il) saccharin material have been used to compare both the structure
and infrared spectra to a cadmium(Il) analog [13]. Yet still other copper-
imidazole materials have been used to model intermediate and metabolic
reaction species involved in human biochemistry [14].

In summary, x-ray crystallographic investigations of

metal-aromatic hydrocarbon materials such as the parent material studied
here will continue to be of extreme importance with respect to the correlation
of molecular structure with spectroscopic properties, along with their
importance as models for materials reaction chemistry intermediates and
mechanisms. A large part of this field of study will undoubtedly depend on
the use of x-ray synchrotron approaches for the structural elucidation of
samples that heretofore were too small to be structurally studied using
traditional x-ray crystallographic approaches.
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Table 1. Crystal data and structure refinement for [ Cufimidazole)yClJCI

Molecule

Chemical formula

Formula weight
Temperature

Radiation, wavelength
Crystal system, space group
Unit cell parameters

Cell volume

Z

Calculated density

Absorption coefficient

F(000)

Crystal color and size

Reflections for cell refinement

Data collection method
diffractometer

8 range for data collection

Index ranges

Completeness to 6 = 30.22°

Reflections collected

Independent reflections

Reflections with F > 2c

Absorption correction

Min. and max. transmission

Structure solution

Refinement method

Weighting parameters a,b

Data/restraints/parameters

Final R indices [F* > 2]

R indices (all data)

Goodness-of-fit on F*

Largest and mean shift/su

Largest diff. peak and hole

[Cu(imi dazol ¢)4C1]Cl
CyoHi6Cl,CuNg
406.77
173 @)K
Synchrotron, 0.8850 Angstroms
Monoclinic, P2;/n
a=288186(5) Angstroms o« =90°
b=13.1916(10) A B =90.018(4)°
¢ =13.8354(8) Angstroms y =90°
1609.49(18) Angstroms®
4
1.679 g/em’
1.700 mm™*
828
Dark blue, 018 x 0.06 x 0.03 mm’
8018 (6 range 2.62 to 30.22°)
Bruker SMART PROTEUM 300 CC

1.83 to 30.22°

h-9 to 10, k-15 to 15, 1-15 to 15
99.9%

17426

2468 (Ryy; = 0.0490)

2299

Semi-empirical from equivalents
0.72 and 0.97

Direct methods

Full-matrix least-squares on F
0.0338,1.5176

2468 /0 /209

R1=0.0315, wR2 =0.0710

R1 =0.0347, wR2 =0.0720
1.114

0.001 and 0.000

0.293 and - 0.302 ¢



40 Structural Studies of Bio-and Related Materials Using
Synchrotron Radiation

Table 2 Atomic coordinates and equivalent isotropic displacement parameters (Angstroms’)
1 for [ Cufimidazole)y CLICE, Uy, is defined as one third of the trace of the
arthagonalized UF tensar.

Cu(l) 0.18942(4) 0.21442(3) 0.87752(3) 0.01448(13)
Cl(1) - 0.05277(9) 0.10122(6) 0.87920(6) 0.01990(19)
Cl2) 0.55482(9) 0.40901(6) 0.87492(6) 0.0223(2)
N(1) 0.1982(3) 0.22234(19) 1.02122(18) 0.0178(6)
c@2) 02712(4) 0.2949(3) 1.0759(2) 0.0223(8)
CE) 0.2584(4) 0.2711(3) 1.1701(2) 0.0238(8)
N(4) 0.1770(3) 0.1830(2) 1.17368(19) 0.0227(7)
C(5) 0.1432(4) 0.1565(3) 1.0833(2) 0.0201(8)
N(6) 0.3601(3) 0.11389(19) 0.87995(19) 0.0162(6)
() 0.3500(4) 0.0111(2) 0.8834(2) 0.0204(7)
C®) 0.4907(4) -0.0296(3) 0.8796(3) 0.0255(8)
N(9) 0.5879(3) 0.00498(2) 0.8742(2) 0.0229(6)
C(10) 0.50355(4) 0.1346(3) 0.8747(3) 0.0215(7)
N(11) 0.1987(3) 0.2135(2) 0.73387(10) 0.0167(6)
C(12) 0.2856(4) 0.2779(2) 0.6790(2) 0.0206(8)
C(13) 0.2676(4) 0.2555(3) 0.5849(2) 0.0225(8)
N(14) 0.1700(3) 0.1757(2) 0.58183(19) 0.0212(6)
C(15) 0.1312(4) 0.1524(2) 0.6720(2) 0.0179(7)
N(16) 0.0866(3) 0.34991(18) 0.87428(19) 0.0159(6)
oy 0.1482(4) 0.4456(2) 0.8758(3) 0.0200(7)
C(18) 0.0363(4) 0.5144(2) 0.8736(2) 0.0246(3)
N(19) -0.0963(3) 0.4616(2) 0.9705(2) 0.0230(6)

C(20) -0.0614(4) 0.3633(2) 0.8715(2) 0.0186(7)
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Table 3. Bond lengths [Angstroms] and angles [Degrees] for [Cu(imidazole),C1]C1

Cu(1)-Cl(1)
Cu(1)-N(1)
Cu(1)-N(11)
N(1)-C2)
C(2)-C(3)
N(4)-C(5)
N(6)-C(10)
C(8)-N(9)
N(11)-C(12)
C(12)-C(13)
N(14)-C(15)
N(16)-C(20)
C(18)-N(19)

CI(1)-Cu(1)-C1(2)
CI(1)-Cu(1)-N(6)
CI(1)-Cu(1)-N(16)
C1(2)-Cu(1)-N(6)
C1(2)-Cu(1)-N(16)
N(1)-Cu(1)-N(11)
N(6)-Cu(1)-N(11)
N(11)-Cu(1)-N(16)
Cu(1)-N(1)-C(5)
N(1)-C2)-C3)
CR3)-N@)-C(5)
Cu(1)-N(6)-C(7)
C(T)-N(6)-C(10)
C(7)-C(8)-N(©)
N(6)-C(10)-N(9)
Cu(1)-N(11)-C(15)
N(11)-C(12)-C(13)
C(13)-N(14)-C(15)
Cu(1)-N(16)-C(17)
C(7)-N(16)-C(20)
C(17)-C(18)-N(19)
N(16)-C(20)-N(19)

2.6062(8)
1.992(3)
1.989(3)
1.379(4)
1.345(5)
1.332(4)
1.313(4)
1.356(4)
1373(4)
1.345(5)
1.330(4)
1.317(4)
1.362(4)

176.42(2)
103.64(7)
98.07(7)
79.94(7)
7835(7)
174.70(11)
88.96(11)
90.09(11)
127.1(2)
109.2(3)
107.9(3)
127.7(2)
105.8(3)
105.9(3)
111.0(3)
129.4(2)
109.5(3)
108.2(3)
129.7(2)
105.6(2)
106.7(3)
111.1(3)

Cu(1)- CI(2)
Cu(1)-N(6)
Cu(1)-N(16)
N(1)-C(5)
C(3)-N(4)
N(6)-C(7)
C(7)-C(8)
N(9)-C(10)
N(11)-C(15)
C(13)-N(14)
N(16)-C(17)
C(17)-C(18)
N(19)-C(20)

CI(1)-Cu(1)-N(1)
CI(1)-Cu(1)-N(11)
C1(2)-Cu(1)-N(1)
C1(2)}-Cu(1)-N(11)
N(1)-Cu(10)-N(6)
N(1)~Cu(1)-N(5)
N(6)-Cu(1)-N(16)
Cu(1)-N(1)-C(2)
C(2)-N(1)-C(5)
C(2)-CG)-N)
N(1)-C(5)-N)
Cu(10)-N(6)-C(10)
N(6)-C(7)-C(8)
C(8)-N(9)-C(10)
Cu(1)-N(11)-C(12)
C(12)-N(11)-C(15)
C(12)-C(13)-N(14)
N(11)-C(15)-N(14)
Cu(1)-N(16)-C(20)
N(16)-C(17)-C18)
C(18)-N(19)-C(20)

4.1200(9)
2.006(3)
2.005(2)
1.315(4)
1.366(5)
1.359 (4)
1.353(5)
1.333(4)
1.318(4)
1.361(5)
1.374(4)
1.341(5)
11.332(4)

93.03(8)
92.25(8)
86.89(8)
87.86(8)
9.36(11)
£9.60(11)
158.29(10)
127.0(2)
105.8(3)
106.2(3)
110.9(3)
126.5(2)
109.6(3)
107.7(3)
124.8(2)
105.8(3)
105.9(3)
110.6(3)
124.6(2)
109.3(3)
107.4(3)
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Tuble 4. Anistropic displacement parameters (Angstroms?) fozr [Cu(lrmds}zole)4C1]Cl The
anistropic displacement factor exponent takes the form: —27°[h a* U Tt 2hka*b*U ]

Cu(l)
Cl(1)
Cl(2)
N
C@)
C3)
N4
C(3)
Ni6)
C()
Ci®)
N{©)
C{10)
N{m)
C(12)
C(13)
N(14)
C(13)
N(16)
C{17)
C(18)
N(19)
C(20)

Ull

00166(2)
00187(4)
00197(4)
0.0195(14)
0.0236(19)
0.0235(19)
00214(16)
00203(18)
00175(15)
0.0202(18)
0032(2)
0.0129(14)
00217(19)
0.0164(14)
00247(19)
0025(2)
0.0224(16)
00158(17)
0.0188(15)
00158(17)
00267(19)
0.0186(15)
0.0196(18)

U22

0.0149(2)
0.0205(4)
0.0287(4)
0.0187(14)
0.0228(18)
0.030(2)
0.0333(17)
0.0181(18)
0.0198(14)
0.0150(17)
0.0176(17)
0.0295(16)
0.0224(18)
0.0163(13)
0.0153(17)
0.0263(19)
0.0263(15)
0.0174(17)
0.0174(14)
0.0161(16)
0.0146(16)
0.0228 (15)
0.0174(17)

U33

0.0119(2)
0.0205(d)
0.0185(4)
0.0152(14)
0.0205(18)
0.0178(19)
0.0134(15)
0.0218(18)
0.0114(13)
0.0261(18)
0.027(2)
0.0263(15)
0.0204(18)
0.0172(14)
0.0218(19)
0.0161(17)
0.0147(14)
0.0205(18)
0.0114(13)
0.0281(18)
0.033(2)
0.0277(16)
0.0189(17)

U23

-0.00003(17)

0.0020(4)
0.0018(4)
0.0015(12)

-0.0043(15)
-0.0066(15)

0.0071(13)
0.0014(14)
0.0010(12)

-0.0012(15)

0.0006(16)
0.0026(14)
0.0015(16)
0.0006(12)

-0.0001(14)

0.0022(14)

-0.0036(12)
-0.0007(14)

0.0017(12)

-0.0024(16)

-0.0015(16)

-0.0019(14)

0.0008(14)

U13

-0.00115(16)
-0.0014(4)
-0.0016(4)
-0.0008(12)
-0.0035(15)
-0.0037(15)
0.0020(12)
-0.0036(14)
-0.0009(12)
-0.0012(15)
-0.0005(16)
-0.0014(13)
0.0001(15)
0.0002(12)
0.0002(15)
0.0038(15)
-0.0032(12)
-0.0006(14)
-0.0011(12)
0.0009(16)
-0.0033(17)
-0.0048(13)
-0.0032(15)

U12

0.00274(16)

-0.0040(3)

0.0054(3)
0.0019(12)

-0.0020(15)
-0.0011(16)

0.0011(14)
0.0007(14)

-0.0004(11)

0.0001(13)
0.0021(15)
0.0057(12)

-0.0032(14)

0.0023(12)

-0.0011(15)

0.0021(15)
0.0009(13)
0.0021(14)
0.0014(11)

-0.0015(13)
-0.0013(14)

0.0070(12)
0.0003(14)
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Table 5. Hydrogen bonds for [Cu(imidazole),Cl]Cl. [Angstroms and Degrees]
D-H...A d(D-H) d(H...A) d(D...A) <<DHA)
N@)-H4A). CI2A) 088 236 32233) 1683
N(9)-H(9A)...CI(IB) 0.88 241 3.241(3) 158.5
N(14)-H(14A)..CI(2C) 0.88 237 3.236(3) 169.7
N(19)-H(19A)..CI2D) 088 249 3.155(3) 1323

Symmetry operations for equivalent atoms
Cx-12,-y+112,z-1/2 Dx-lyz

A x-12,-v+112,2+1/2 Bx+lyz



ADVANCES IN SPECTROSCOPY OF
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Abstract: A review is given on the recent spectroscopic studies of the electronic
excitation induced processes of large-scale atomic displacements in atomic
cryocrystals, including defect formation, atomic and molecular desorption.

Key words:  Rare-gas solids, Cryocrystals, Electronic excitations, Self-trapping, Frenkel
pairs, Desorption

1. INTRODUCTION

Fundamental excitation of non-metallic solids by photons and beams of
particles with a kinetic energy below the threshold of knock-on of atoms
from the lattice sites — the subthreshold excitation — is a powerful tool for
material modification by selective removal of material, controlled changes in
selected regions, altering the balance between the process steps, quantum
control, etc. [1]. The scission of the bonds, which stabilize the ground-state
configuration, by transferring the electronic excitation energy to the lattice
requires trapping or self-trapping of electronic excitations [2]. However, the
range of materials which exhibit the inelastic subthreshold processes induced
by electronic excitation is limited to specific classes of materials, such as
alkali halides, alkali earth fluorides and fused quartz [1].

Rare-gas solids (RGS), or atomic cryocrystals, are the model systems in
physics and chemistry of solids, and enormous amount of information about
electronic excitations in RGS has been documented in several books [2—5]
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and reviews [6-9]. As a consequence of the closed electronic shells, solid
Xe, Kr, Ar, and Ne are the simplest known solids of the smallest binding
energy between atoms in the lattice. On the other hand, solid Ar and Ne have
band-gap energies, E,, exceeding that of LiF and may be cited as the widest
band-gap insulators. Therefore, RGS are very promising systems for study
the mechanisms of subthreshold radiation-induced processes.

The present paper reviews the updated understandings of the
subthreshold inelastic processes induced by electronic excitations in RGS.

2. EXPERIMENTAL

Rare-gas samples exist only at cryogenic temperatures and most of the
optical spectroscopy of electronic processes should be done in the vacuum
ultraviolet. Making experiments requires an indispensable combination of
liquid-helium equipment with windowless VUV-spectroscopic devices and
synchrotron radiation as a photon source. To study the electronic excitation
energy pathways and a variety of subthreshold inelastic processes, we used
the complimentary advantages of cathodoluminescence (possibility to vary
the excitation depth beneath the sample surface), photoluminescence
(selective-state  excitation by synchrotron radiation at high-flux
SUPERLUMI-station at HASYLAB, DESY, Hamburg) and
thermoactivation spectroscopy (sequential release of electrons from traps of
different depth ended in thermoluminescence and thermostimulated
exoelectron emission). The experimental setups and methods of sample
preparation from vapor phase were described in detail elsewhere [10].

3. ELECTRONIC EXCITATIONS AND
LUMINESCENCE OF ATOMIC CRYOCRYSTALS

The electronic properties of RGS have been under investigation since
seventies [3—7] and now the overall picture of creation and trapping of
electronic excitations is basically complete. Because of strong interaction
with phonons the excitons and holes in RGS are self-trapped, and a wide
range of electronic excitations are created in samples: free excitons (FE),
atomic-like (A-STE) and molecular-like self-trapped excitons (M-STE),
molecular-like self-trapped holes (STH) and electrons trapped at lattice
imperfections. The coexistence of free and trapped excitations and, as a
result, the presence of a wide range of luminescence bands in the emission
spectra enable one to reveal the energy relaxation channels and to detect the
elementary steps in lattice rearrangement.
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Figure 1. (a) — Photoluminescence spectra of atomic cryocrystals at 7=5 K under excitation
energy hv=E,. (b)—(1-3) Excitation spectra of molecular luminescence bands of solid Ar;
(4) — absorption spectrum of solid Ar (from Ref.7).

The most prominent feature in luminescence of Xe, Kr and Ar — the so-
called M-band (Fig.1a) — is formed by "3Zu+—>12g+ transitions in (R,*)
excimer M-STE (R=rare gas atom). The negative electron affinity (Table 1)
is a moving force of the cavity ("bubble") formation around A-STE in the
bulk of crystal, and the desorption of atoms and excimers from the surface of
solid Ne and Ar [11]. Radiative "hot" transitions in desorbed excimers of Ar
and Ne result in a //-band. 4-bands are emitted by A-STE (R*).

Recent study of charged centers in RGS [12-14] reveal the nature of
H-bands. These bands correspond to the third continua in rare gas emission
[15], which are formed by transitions (R, )*—(R,") in molecular ions [16].
A tiny amount of impurity Xe atoms in solid Kr results in the formation of
heteronuclear excited ions (KrXe")* and a corresponding H'-band (Fig.1a).

Radiative decay of free excitons from the bottom of the lowest I'(3/2),
n=1 excitonic band produces strong lines FE (Fig.1a) in spectra of solid Xe,

Table 1. Some parameters of energetic structure and luminescence of RGS [2,7]

Xe Kr Ar Ne
Band-gap energy at the I'-point, E, (V) 9.298 11.59 14.14  21.58
Binding energy per atom, &, (eV) 0.172  0.123 0.088  0.026
Electron affinity, y (eV) 0.5 0.3 -0.4 -1.3
Bottom of the lowest excitonic band I'(3/2), FE (eV) 8.37 10.14 12.06 17.36
Barrier height against M-STE formation, H",,,. (meV) 20 10 2 0.3
Barrier height against A-STE formation, H, (meV) 30 10 1
Energy release at M-STE formation, E,/* (eV) [17] 0.45 0.75 1.25
Energy release at A-STE formation, E,* (eV) [17] 0.2 0.58
Threshold energy for M, subband, E, (eV) [18] 8.18 9.87 11.61
Threshold energy for M, subband, £, (eV) [18] 8.28 10.03 11.81
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Figure 2. (a) — Potential curves of M-STE and A-STE. (b,c) — Simplified geometrical structure
of M-STE and A-STE. (c) — Scheme of the population of molecular neutral and charged
trapped centers in atomic cryocrystals.

Krand Ar [19].

The schematic representation of A-STE and M-STE and luminescence
transitions in neutral centers is shown in Fig.2a. In M-STE the configuration
co-ordinate, Q,, is an internuclear distance of the molecule (Fig.2b). In
A-STE (Fig.2c), the configuration co-ordinate, O, is a radius of microcavity
(nearest-neighbor distance) [7].

The commonly used scheme of energy relaxation in RGS includes some
stages (Fig.2d, solid arrows). Primary excitation by VUV photons or low
energy electrons creates electron-hole pairs. Secondary electrons are
scattered inelastically and create free excitons, which are self-trapped into
atomic or molecular type centers due to strong exciton-phonon interaction.

Complementary studies of neutral [20] and charged [16] intrinsic trapped
centers, comparison of cathodoluminescence [21] and thermoluminescence
data [12] with results of analysis of photoelectron scattering [13] and pump-
probe experiments [14] allow us to extend the energy relaxation scheme
(Fig.2d, dotted arrows) including electron-hole recombination channels. The
formation of H-band emitting centers (R,")* occurs through the excitation of
STH by an exciton. The bulk recombination of trapped holes with electrons
populates the (R,*) states with subsequent M-band emission [22]. After
surface recombination of STH with electrons the excited dimers escape from
the surface of the crystal with subsequent //-band emission.

The general behavior of the excitation spectra of H- and W-bands
(Fig.1b) reproduces all surface (S) and bulk (transverse »n=1,2,3 and
longitudinal L) features of photoabsorption. The opposite behavior of the
M-band underlines the branching of competing channels of population
neutral and charged trapped centers [16].
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Figure 3. M-bands of RGS at 7=5 K under photoexcitation with energies listed below.

(a) Xe—(1) 8.25 eV, and (2,3) 8.89 eV before (2) and after (3) annealing at 60 K. (b) Kr—
(1) 10.02 eV, and (2) 10.6 eV. (c) Ar—12.06 eV before (1) and after (2) 15 min of wide-band
synchrotron-beam irradiation with energies centered at #1=20 eV with FWHM=13 eV.

4. FRENKEL PAIRS FORMATION BY
ELECTRONIC EXCITATIONS

The interatomic bond scission in the crystal lattice may be simulated
either by elastic encounters between atoms composing solids and incoming
particles or by creation of electronic excitations which transfer the energy to
a specified crystal cell. The energy stored by electronic excitations in RGS is
much higher than the binding energy & (Table 1), and various trapping
processes concentrate the energy within a volume of about a unit cell. The
extremely high quantum yield of luminescence [23] allows one to neglect
non-radiative transitions, and the population of antibonding 'X," ground
molecular state is usually considered as a main source of kinetic energy for a
large-scale movement of atoms finishing in the Frenkel defects or desorption
of atoms in the ground state — ground-state (GS) mechanism.

On the other hand, the processes of formation of A-STE and M-STE
centers themselves are accompanied by a considerable energy release (E,*
and Ey*) to the crystal lattice (see Fig.2a. and Table 1) which also exceeds
the binding energy &. Such an excited-state (ES) mechanism of the large-
scale atomic movement was the subject of our recent investigations.

The analysis of the luminescence spectra of solid Xe, Kr, and Ar (Fig.3)
under different excitation conditions, excitation energies and crystal-growth
conditions made it possible to elucidate the internal structure of M-bands.
Each of the M-bands can be well approximated by two Gaussians: low
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Figure 4. Excitation spectra of M-bands and subbands A, () and M, (o) of RGS.

energy subband M, and high energy one M,. The subband M, is dominant in
the luminescence of more perfect samples. The spectra of samples with a
great number of initial defects are mainly determined by the component M,.

This suggests that the subband M, is emitted by the excitons which are
self-trapped in the regular lattice (M,-centers) while the component M; is
emitted by the centers (M,-centers) which are populated during trapping that
occurs with the lattice imperfections involved.

Because of the strong overlapping of molecular subbands there is no way
of recording the excitation spectra of the M, and M, subbands separately and
we restored these spectra by decomposing the sequence of the luminescence
spectra measured at different excitation energies (Fig.4) [18]. Using the
restored excitation spectra one can determine their threshold energies £, and
E, for the M, and M, subbands to appear (Table 1). In all cases the excitation
spectra of the M;-subbands exhibit preferential excitation at energies below
the n=1 exciton and in the range E,<E<E, the direct photoabsorption by
defect-related centers produces the only M| component in the spectra [24].
The transformation of the M-band due to the sample annealing (Fig.3a) or
irradiation, resulting in the lattice degradation (Fig.3c), in all cases may be
described by the intensity redistribution between two subbands.

The A-bands of solid Ar and Ne have a similar two-component internal
structure [6,19]. Each band of the bulk emission associated with the
transitions *P,—'S, and 'P;—'S, consists of a high-energy component
stemmed from A-STE in a regular lattice and a low-energy one which
appears to be associated with structural defects.

The time (or dose) dependences of the subbands turned out to be a very
precise and sensitive tool to study the defect formation, and STE can be used
to both trigger and probe the dynamics of lattice rearrangement in RGS.
Figures 5 and 6 show examples of evolution of luminescence spectra of RGS
under irradiation by electrons (Fig.5) and photons (Fig.6). In all cases a
pronounced increase in the intensity of the defect component during
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Figure 5. Evolution with exposure time (dose) of cathodoluminescence of solid Xe (a) and Ar
atoms in Ne matrix (b). The insets show the dose dependences of the subbands.

irradiation has been observed for A-STE (Fig.6a—c), M-STE (Fig.5a) and for
impurity atomic emissions (Fig.5b) in solid Xe [10,18,19], Kr [18,20], Ar
[18,22,25] and Ne [6,25,26], evidencing the accumulation of stable long-
lived defects in the lattice. Since the energy of STE is transferred into kinetic
energy of atomic motion over a unit cell, the formation of three-, two-, or
one-dimensional defects is ruled out. In this case, only the point defects,
Frenkel-pairs, may emerge in the bulk of the crystal.

M-STE is the main channel of exciton self-trapping in solid Xe, Kr, and
Ar. In addition to the GS-mechanism, we proposed an ES-mechanism of
M-STE to Frankel-pair conversion [20] which consists of three stages
(Fig.7). The process is supposed to occur by (stage 1) self-trapping of an
exciton (Fig.7a—b) with a subsequent displacement (stage 2) of M-STE
from the centrosymmetric position in the <110> direction (Fig.7b—c)
followed by (stage 3) reorientation to the <100> direction (Fig.7d) to
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Figure 6. (a)—(d) Evolution of 4-band of solid Ne at T=5 K: (a—c) — under irradiation by
20 eV photons, (d) — after annealing at T=11.5 K. (e) — Dose dependence of M and M,
subbands of solid Xe excited by photons with #1=9.15 eV at 7=21 K.
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Figure 7. Scheme of ES-mechanism of Frenkel-pair formation induced by exciton self-
trapping into quasi-molecular state.

stabilize the defect. The radiative decay of the stabilized excimer (Fig.7d)
results in the creation of a stable point defect, Frenkel-pair, in the lattice,
whereas the radiative decay of M-STE in the off-center position (Fig.7c)
returns the lattice into the initial (Fig.7a) state without permanent defect.
Thus, the state Fig.7c may be considered as a metastable short-lived lattice
defect, which, together with stable defects, emits the M,-subband, but is not
accumulated in the crystal lattice. The M,-subband is emitted by radiative
decay of M-STE in the on-center position Fig.7b.

Increase of the stable Frenkel-pair concentration under irradiation of the
samples is saturated (Fig.6) when the trapping of excitons at defects exceeds
the exciton self-trapping in the perfect lattice. Further long-time irradiation
of the samples results in an aggregation of vacancies and interstitials, which
results in decrease of intensity of defect subbands (Fig.6e).

The Frenkel-pair formation induced by excitation of Rydberg states of
atomic-like centers was studied both for the intrinsic process of lattice
degradation (exciton self-trapping in solid Ne [26]) and for the extrinsic
process of lattice degradation induced by excitation of impurity atoms
(trapping of exciton at Ar impurity in Ne matrix [25] (Fig.5b) and selective
photoexcitation of Xe impurity in Ar matrix [27]). The strong repulsion of
the Rydberg electron with a closed shell of surrounding atoms induces a
substantial local lattice rearrangement. In solid Ar and Ne this rearrangement
leads to a "bubble" formation, i.e., the surrounding atoms are pushed
outwards and a cavity is formed around the excited atom (Fig.2c and Fig.8a).

The ES-mechanism of Frenkel-pair formation as a result of excitation of
Rydberg atomic states was confirmed by recent molecular dynamics
calculations [28,29]. After the bubble formation the surrounding ground state
atoms appear to have moved to the second shell. It was found that the
second-nearest neighboring vacancy-interstitial pairs could create the
permanent defects, which remain in the lattice after exciton annihilation

(Fig.8b) [29].
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(d)

Figure 8. Scheme of inelastic processes induced by A-STE in atomic cryocrystals:
(a—b) — Frenkel-pair formation; (c—d) — desorption of excited atoms.

In all RGS selective excitation of excitons by photons of energies below
the band-gap energy E, results in accumulation of Frenkel-pairs, which is a
direct proof of the excitonic nature of the ES-mechanism of defect
formation.

5. DESORPTION INDUCED BY ELECTRONIC
EXCITATIONS

The ejection of atoms or molecules from the surface of solid in response
to primary electronic excitation is referred to as electronically stimulated
desorption (ESD) or desorption induced by electronic transitions (DIET).
Localization of electronic excitations at the surface of RGS induces DIET of
atoms both in excited and in ground states, excimers and ions. Most authors
(see e.g. Refs. [8,11,23,30] and references therein) discuss their results on
DIET from RGS in terms of three different desorption mechanisms namely
(i) M-STE-induced desorption of ground-state atoms; (ii) "cavity-ejection"
(CE) mechanism of desorption of excited atoms and excimers induced by
exciton self-trapping at surface; and (iii) "dissociative recombination” (DR)
mechanism of desorption of excimers induced by dissociative recombination
of trapped holes with electrons.

(i) After the radiative decay of M-STE (Fig.2a) the strongly repulsive
1Zg+ ground molecular state is populated. The nonradiative transfer of
electronic energy to the kinetic energy of two involved atoms induces the
Frenkel-pair formation (GS-mechanism) in the bulk of the sample or ESD of
the ground-state atom, if such a process occurs at the surface. Desorption
occurs either directly by the escape of one of these "fast" atoms or through
secondary processes like collision cascades initiated by the fast particles.

(il)) The "cavity-ejection" mechanism (Fig.8c,d) is a consequence of
repulsive force between the excited atom (A-STE) and its neighbors due to
the overlap of their electron wave functions. For solid Ne and Ar which have
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Figure 9. (a) — The dependence of integral intensity of #-band of solid Ar on temperature and
photoexcitation energy. (b) — The dependence of integral intensity of # and 4 bands on
energy of electrons in cathodoluminescence of solid Ar.

a negative electron affinity (Table 1) the free exciton self-trapping in the
bulk results in a cavity ("bubble") formation around A-STE (Fig.8a). At the
surface the short-range repulsion is no longer spherically symmetric like in
the bulk but effectively directed outside the surface, leading to the ejection
of the excited atom (Fig.8d) or excimer [11]. DIET by the CE-mechanism
has unambiguously been verified by the detection of luminescence light
originated from electronically excited species in the bloom of gas in front of
the surface under irradiation [11,30], and by the detection of metastable
particles in ESD [31]. In luminescence spectra the desorption of excited
atoms manifests itself as narrow resolution-limited atomic lines [10,19] (e.g.
line by of solid Ne in Fig.6a-d).

(iii) The DR-mechanism was proposed to explain the desorption of
excimers from the surface of solid Ar. In luminescence spectra the DIET of
vibrationally excited dimers of Ar manifests itself as a W-band (Fig.1a). The
recombination of self-trapped hole Ar,” with an electron at the surface of the
sample results in the separation of the Ar and Ar* atoms along the repulsive
311, potential of Ar,*. The dimerization of the moving energetic Ar* with a
neighboring Ar results in the desorption of Ar,* [11].

Direct verification of DR-mechanism of DIET was provided [21] by
combining the state-selective photoexcitation of the sample and the
controlled thermally induced release of electrons from electron traps
(Fig.9a). In RGS, after electron-hole pair creation at selective excitation by
photons with energies £>FE,, the hole may survive and be self-trapped if the
electron is captured by any kind of traps [32]. In solid Ar at 7>21 K the
main part of electron traps is not active [12], the electron-hole recombination
occurs before self-trapping the holes, and, therefore, the concentration of
W-band emitting centers decreases (Fig.9a). On the contrary, the heating
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above T=21K at selective excitation of solid Ar in the excitonic energy
range E<E, produces no decrease in the intensity of the /-band.
Cathodoluminescence provides an additional evidence of non-excitonic
nature of the mechanism of excimer desorption. The dependences of integral
intensity of luminescence bands on electron beam energy (Fig.9b) for
A-band  (excitonic =~ CE-mechanism) and W-band (non-excitonic
DR-mechanism) are quite different. Changing the electron energy varies the
excitation depth beneath the sample surface. The electronic excitations
propagate through the bulk as free excitons or mobile holes and are localized
at the surface, causing desorption distant from the site of primary excitation
[8]. The mobility of holes is much smaller than that of free excitons [33],
and just the energy transfer to the surface by excitons or holes governs the
efficiency of DIET of excited atoms (4-band) or excimers (W-band).

6. CONCLUSIONS

Atomic cryocrystals which are widely used as inert matrices in the matrix
isolated spectroscopy become non-inert after excitation of an electronic
subsystem. Local elastic and inelastic lattice deformation around trapped
electronic excitations, population of antibonding electronic states during
relaxation of the molecular-like centers, and excitation of the Rydberg states
of guest species are the moving force of Frenkel-pairs formation in the bulk
and desorption of atoms and molecules from the surface of the condensed
rare gases. Even a tiny probability of exciton or electron-hole pair creation in
the multiphoton processes under, e.g., laser irradiation has to be taken into
account as it may considerably alter the energy relaxation pathways.
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Abstract: Electron Energy Loss Spectroscopy in a Transmission Electron Microscope
now has a very high energy resolution (0.1 eV) associated with a sub-
nanometer probe. All elements of the periodic table can be detected, which
makes it an essential technique for nanomaterial studies. After presenting the
basis of the technique, a review of the most recent results is presented with a
focus on: interfaces (Si-SiO, and derivatives), nano-objects (nanotubes,
onions...), nanomaterials (composites, quantum wells...). Special
consideration is given to the simulation of EELS spectra, showing the crucial
explanatory aspect provided by theory. Finally, a more prospective part
envisages possible near future developments in EELS which may help us solve
forth-coming challenges in nanometer-scale analysis.

Key words:  EELS, LELS, Electron-Energy-Loss Spectroscopy, Nanomaterials, interfaces

1. INTRODUCTION

In the past ten years the tremendous development of the manufactured
nano-world has generated an ever greater interest for analytical tools with
high spatial resolution. Up to now, Electron Energy Loss Spectroscopy
(EELS) in a Transmission Electron Microscope (TEM) is the only method
meeting the criteria for nanometer or sub-nanometer analysis, in the bulk and
for any element of the periodic table. As will be shown in the following, the
limits of the technique seem to have disappeared and it is now possible to
attain the ultimate sub-atomic resolution. Before illustrating these advances
however, which were clearly present in the SALSA meeting in Guadeloupe
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[1], let us remind ourselves of some of the basic principles of EELS (for an
exhaustive review, see the reference book by Egerton [2]).

High energy electrons (typically 100 - 400 keV) are focused onto a
sample which they are transmitted through. These electrons interact with the
sample, thereby losing a certain amount of energy, which is determined via a
spectrometer. Considering the inelastic mean free path for these high energy
electrons, the typical thickness of the studied sample ranges from 100 to 500
nm. Special techniques can fashion samples of this thickness, although in the
present context, nanometer-size samples are obviously often small enough.
A spectrum characteristic of the sample is thus produced. The inelastic
interaction of the fast electron with the material induces electronic
transitions from occupied to empty levels above the Fermi level (Figure 1a).
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Figure 1. a) Schematic band structure illustrating transitions from the valence band to the
conduction band (black arrow) and from core levels to the empty states above Fermi level
(grey arrow).b) comparison, for graphite, (top) of LELS with optic measurements (optic data
from [3]) and (bottom) of Core Losses with XAS (XAS data from [4])

Owing to the different dispersion degrees of the starting levels, Low
Energy Losses (LELS) are, by convention, separated from Core Losses (say,
below and above 100 eV). Dielectric medium theory shows that the energy
loss spectrum is proportional to Im(-1/¢(E,q)) with &(E,q) the energy and
momentum dependent dielectric function of the medium. Low loss spectra
can readily be compared to optic measurements even though the g-
dependency differs in the two spectroscopies (Figure 1b). It can be shown
that core loss spectra are proportional to €, and, providing q is small enough,
the matrix elements formula is very similar to that obtained for X-ray
Absorption Spectroscopy (XAS) :
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Here, the diffusion vector q plays the same role as the electric field in
XAS (Figure 1b). Hence, the spectra are element, / (azimutal quantum
number) and m (magnetic quantum number) dependent. XAS and EELS can
be seen as complementary since, due to the fast decay of the EELS signal as
a function of the energy loss, EELS is best suited for light element studies
(via their K edges). Very useful information can also be obtained from
heavier elements via their L,; edges (— Yttrium) or M,s edges (—
Platinum). But what makes EELS the ideal tool for nanomaterial analysis is
its ability to add a spatial dependency to the recorded spectrum. Indeed, the
routine probe size available in recent TEMs is around 1 nm. This resolution
would not be of any use if it were not associated with images with a
comparable resolution : around 2A in phase contrast or Annular Dark Field
(in a Scanning-TEM, STEM). Other standard tools for TEM users, like
diffraction or Energy Dispersive X-Rays spectrometers, are essential
complements to an exhaustive analysis. Consequently, even if the vacuum in
the microscope, the possible high energy beam damages or the sometimes
delicate specimen preparation might harden the sample study, EELS must be
considered in the course of nanomaterials research.

The small size of a nanomaterial implies the existence of interfaces
between its components, or between itself and vacuum. These interfaces are
often responsible for the special properties observed. That is why the first
part of this paper deals with some remarkable and illustrative examples of
technologically important interfaces. The second part focuses on nano-
objects, potentially nanomaterials because of their small size but whose
application is not yet effective. The third part is dedicated to well-established
nanomaterials, the knowledge of which has been vastly improved thanks to
EELS in a (S)TEM. Finally, a more prospective part presents the very next
challenges to be faced in a near future. In all these parts, both Core Loss and
LELS examples are given to demonstrate the complementarity of the two
energy domains.

2. INTERFACES

The Si-SiO, interface is one of the most studied interfaces in the semi-
conductor industry. The technological limit of ultrathin gate oxides based on
Si0; is about to be reached and it is essential to fully understand the Si-SiO,
interface to move on to next generation gates. The first atomic resolution



60 P. MOREAU

EELS study of this interface was carried out by Batson [5]. It revealed the
presence of Si*" (SiO like layer) and possible defect states at the boundary
(Figure 2a). LELS can also give information about the interface. We showed
that the use of relativistic formula was essential to explain the shift of the
interface plasmon peak (IPP) as the probe was moved away from the
interface (Figure 2b). The agreement with the experiment allowed us to
conclude that a 1 nm thick SiO layer had to be introduced between Si and
SiO, to fit the IPP position precisely [6].
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Figure 2. a) EELS silicon L, 5 edges on a Si-SiO, interface. Left: annular dark field image of
the interface ; right: corresponding EELS spectra for different probe positions, reprinted from
[5] Copyright (1993) with permission from Nature Publishing Group. b) Top : experimental
interface plasmon peak as a function of the probe position (x,=0 : on the interface). Bottom :
corresponding calculated relativistic spectra.

The next step on was to study double interfaces present in thin gate
oxides. In order to get a better picture of the interfaces, Muller et al. [7]
recorded the oxygen K-edge through the Si-SiO,-Si gate, with an atomic
resolution. Noticing the step like spectrum obtained for interfacial oxygen
compared to the white line one for bulk SiO,, they managed to fit each
spectrum of the line scan with a linear combination of these two spectra. In
doing so, they showed that before annealing, two well-separated areas of
interfacial states existed (Figure 3a top). For thin gates, these two areas
merged after annealing leading to a leakage current of 10 Acm™ (Figure 3a
middle). For thicker gates (typically 1.8 nm, Figure 3a bottom), even after
annealing, a sizable amount of bulk-like SiO, persisted, which lead to a
reduced leakage current (10° Acm™). Similar recent studies have been
completed on other candidates for future gates, for example Gd,O; [8] or
71O, [9]. Chemical analysis is not the only information that can be retrieved
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from these high resolution spectra: associated with ab initio calculations,
they also allow researchers to pinpoint the reasons for non abrupt interfaces,
for example. In particular, it was shown that the second oxygen nearest
neighbor was crucial to the local density of states at the interface [10].

IPPs are modified by the presence of a second interface, even tens of
nanometers apart. The position of the Double Interface Plasmon Peak
depends essentially on the distance between the two interfaces and is not
shifted as the probe position is changed (Figure 3b), contrary to the single
interface case. The 0.5 eV difference between experiment and theory in the
peak position for abrupt interfaces is compatible with the existence of a SiO
thin layer on each interface. More details will be given elsewhere [11]. Other
studies have also been performed recently on grain boundaries [12, 13] and
dislocations [14], helping to choose between various possible structures.
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Figure 3.a) Interfacial and bulk oxygen signals, as a function of the probe position, in three
different double interfaces, reprinted from [7] Copyright (1997) with permission from Nature
Publishing Group. b) experimental and calculated LELS spectra for a 28 nm thick gate.

Providing the existence of extra lenses in the spectrometer, element
selective images can be obtained. A few eV-wide slit selects electrons that
have lost an energy characteristic of the desired element. Bright spots on the
CCD camera are consequently representative of a locally large quantity of
the imaged element. Chang et al. [15] used this technique to reveal an
increased carbon amount at the SiC-SiO, interface which they attributed to
the thermal growth process creating CO molecules at the interface (Fig. 4).
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Interface —»

Figure 4 . Left : High resolution TEM image of a SiC-SiO, interface. Right : corresponding
EELS carbon map. (from Chang K. C., Nuhfer N. T., Porter L. M. and Wahab Q., Appl. Phys.
Lett. 77 (2000) 2186 with permission from American Institute of Physics)

3. NANO-OBJECTS

Nanotubes represent the typical nano-objects and this presentation would
not be representative without at least one example. The high resolution
image on the left-hand side of Figure 5 represents a nanotube, the detailed
composition of which cannot be deduced from the image or any technique
other than EELS. By performing line scans, it was possible to quantify all
the detected elements (B, C, N) as a function of the probe position. From the
atomic ratios and the shape of the atomic distribution, Suenaga et al. [16]
demonstrated that this particular nanotube was made of a succession of 3
carbon layers, 6 boron nitride layers and finally 5 carbon layers.
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Figure 5. EELS analysis of a multiwall nanotube. Left: TEM image; middle: element analysis
as a function of probe position; right: schematic view of the different layers constituting the
tube. (from Suenaga K. et al, Science 278 (1997) 653 with permission from Science)

More recently, a chemical map of gadolinium atoms in metallofullerene
molecules (Gd@Cs,), themselves inside a single-wall carbon nanotube was
obtained. Individual Gd atoms could be detected [17]. Nanotubes [18, 19]
and spheres [20, 21] were also studied, introducing anisotropy and
relativistic effects in the simulation of LELS. The agreement is particularly
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remarkable for the simulation of BN nanofilaments where ab initio
calculations of the boron nitride dielectric function and anisotropic and
relativistic formulae were used [22]. The 10-15 eV region was shown to be
very sensitive to possible atomic defects in the walls.
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Figure 6. LELS on a BN nanofilaments. a) TEM image; b) experimental spectra for 3 probe
positions; ¢) simulated relativistic spectra (inset: non-relativistic spectra)

Quantum confinement could be evidenced on small silicon nanowires
[23]. Focusing the probe on different diameter nanowires, a blue shift of the
silicon L,; edges which was not detected in a spatially average technique
such as XAS. Similar LELS spectra could be conclusively interpreted using
the boundary charge method [24].
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Figure 7. EELS L,; silicon edges spectra on various silicon nanowires. (Sun et al., J. Appl.
Phys. 90 (2001) 6379 with permission from American Institute of Physics)

4. NANOMATERIALS

As materials are getting smaller, how large they have to be to still present
bulk properties becomes a very relevant issue. To obtain experimental
evidence on that subject and more generally on charge screening in complex
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oxides, Ohtomo et al. [25] performed line scans on perovskite titanate
superlattices. LaTi" Os/StTi' O; superlattices were grown with different
numbers of layers of each compound. The Ti’" and Ti*" distribution was
found by fitting the EELS spectra recorded across 1, 2 ... layers of LaTiOs
in SrTiO;. The authors showed that the Ti*" signal could be detected up to 2
nm away from a LaTiO; monolayer. By increasing the number of LaTiOs
layers, they also showed that at least 5 layers were necessary to recover the
characteristic bulk Ti** signal.

InyGa, N quantum wells (QW) separated by GaN barriers were analyzed
and experimental spectra compared to ab initio calculations (Figure 8). The
observed differences with respect to the GaN matrix depend on the degree of
indium substitution and also reflect the strain over the QW induced by the
barrier lattice. Indeed, by fixing the a and b parameters of the QW to the
GaN values, very good agreement EELS/calculation was obtained, as
opposed to relaxed In,Ga; N parameters [26].
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Figure 8. Left : experimental spectra obtained on 2.5 nm (QW-A) and 1.5 nm (QW-B) thick
quantum wells. Both spectra are compared with the GaN matrix spectrum. Right : ab initio
calculations of the strained In,Ga, 41N and of the GaN. (From J. Microscopy, Keast V.J.,
Kappers M.J. and Humphreys C.J., 210 (2003) 89, with permission from Blackwell
Publishing)

Nanoporous materials are of great interest for example for their
photoluminescent properties (silicon) or possible use as templates (alumina).
The types of synthesis of these materials are numerous and the etching/
anodization influences the results [27 - 29]. A detailed studied of Cherenkov
radiation in nanoporous alumina membranes has been done which explains
the existence of low energy peaks around 7-8 eV [30] (Figure 9 left).
Whereas for a cylindrical hole in alumina the simulation does not show a
peak, a cylindrical shell of alumina does. The Cherenkov radiation is
confined in the shell, as in a wave guide, and a peak appears. If an effective
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medium dielectric function is used for the outerspace, the position of the
peak can be tuned to the experimental value. Maxwell-Garnett-like functions
have long been proven to be useful approximations in the case of dispersed
nano-objects in a matrix [31].
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Figure 9. Left: experimental spectrum obtained in the center of a hole in porous alumina.
Right: three LELS relativistic simulations. (Reprinted from Surface Science 532-535 Zabala
N, Rivacoba, Garcia de Abajo F.J. and Pattantyus A., Cherenkov radiation effects in EELS for
nanoporous alumina membranes, 461-467 Copyright (2003) with permission from Elsevier)

Typical but precise element analysis was also used to characterize cobalt-
carbon nanocluster magnets [32], ferric iron in geologically important
minerals [33] or cerium ions in Ce-doped a-sialon [34]. The imaging
properties of the new spectrometers were exploited to reveal the magnitude
of Young's modulus in carbon-carbon composites [35] as well as to obtain
phase specific images of AIN precipitates usually found in steel (Figure 10).
At the Al L,; edge, spectra corresponding to cubic phase particles and
hexagonal phase particles differ in their Near Edge Structures (ELNES). By
choosing appropriate energy windows, AIN particle phases could be
identified [36].

= 100 nm Cubic phase particles Hexagonal phase particles

Figure 10. AIN precipitates with different structures. EFTEM images reveal the cubic phase
and the hexagonal phase particles (middle and right). (From J. Microscopy, Bayle-Guillemaud
P, Radtke G. and Sennour M., 210 (2003) 66, .with permission from Blackwell Publishing)
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5. FUTURE DEVELOPMENTS

As material science progresses, the size and complexity of the created
structures increase. The pursuit of analytical solutions for LELS of these
objects becomes very cumbersome and the future could well be in numerical
solutions. The Boundary Element Method (BEM) has recently [37] been
proven successful in calculating relativistic spectra of any-shape objects.
Although anisotropic dielectric functions are not yet implemented, the LELS
region, thanks to these new computing tools, should grow in use in a very
near future. Indeed, the spectra are material-shape dependent which should
be seen, not as a drawback, but as a very valuable piece of additional
information.

As suggested by Howie [38], the strong convergence between LELS and
Scanning Near-field Optical Microscopes (SNOM) should motivate
collaborations. As an example, the LELS spectrum obtained on a gold sphere
(D = 100 nm) embedded in a TiO, anatase matrix was simulated and
compared to recent SNOM results (Figure 11) [39]. A peak around 2 eV is
clearly seen in both techniques due to the similar processes involved in the
creation of interface plasmon peaks. In connection with the BEM presented
above, optimal shapes and configurations could be tested experimentally and
theoretically in LELS with a much higher resolution.
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Figure 11. SNOM and LELS. a) schematic SNOM experiment; b) spectra following
transmission enhancement via surface plasmon excitations, from [39] Copyright 1998 by the
American Physical Society; ¢) LELS simulation of a similar experiment for a fast (100 kV)
electron.

In the core loss region, major advances in the last couple of years allow
us to envisage a very bright future for EELS. New generations of high
resolution spectrometers (sub-50 meV) associated with improved detection
capabilities lead to spectrum quality (Figure 12) only limited by life time
broadening [40, 41]. With this energy resolution, magnetic circular
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dichroism experiments could be performed in the same way as the XAS
community [42] but more generally this will allow a better knowledge of the
nanomaterial's electronic structures.
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Figure 12. Comparison of old generation TEM-spectrometer typical spectrum (top) with new
generation TEM-spectrometer spectrum (bottom). (Reprinted from Ultramicroscopy 96,
Mitterbauer C., Kothleitner G., Grogger W., Zandbergen H., Freitag B., Tiemeijer P and
Hofer F., Electron energy-loss near-edge structures of 3d transition metal oxides recorded at
high-energy resolution, 469-480, Copyright (2003) with permission from Elsevier)

Progress on spectrometers was concomitant with TEM improvements.
Sub-0.5A resolution is on the way thanks to aberration correctors [43, 44].
Although these advances are mainly targeted for high resolution images,
they also improve the electron density in the probe which increases the
signal to noise ratio in EELS spectra. This raises a lot of theoretical
questions about nanobeam propagation: for example, as a function of the
depth in the sample, the beam can be delocalized on an adjacent atomic
column to the one of interest [45, 46]. Once again, this should not
necessarily be viewed as a strong issue but a further tool towards, for
example, 3D-EELS. Indeed, tomography experiments can now be performed
with energy-filtered images showing the precise location, within a
nanometer-size particle, of any selected element (Cr, Fe, O...) [47, 48].

As sub-angstrom resolution is now achieved, another dimension is being
added to EELS. Another frontier for this amazing technique, till the next one
(beyond first Born approximation ? [49]).
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PHOTOELECTRONS SPECTROSCOPY OF
ORGANIZED ORGANIC THIN FILMS

Ron Naaman
Department of Chemical Physics, Weizmann Institute, Rehovot 76100, Israel

Abstract: Low energy electron photoemission spectroscopy (LEPS) allows the study of
the electronic properties of organized organic thin films (OOTF) adsorbed on
conducting surfaces by monitoring the energy and angular distribution of
electrons emitted from the substrate and transmitted through the film. This
technique provides unique information on the electronic properties of the
adsorbed layer.

The electron transmission properties are explained by electronic band structure
in the organic film. This band is an example of an electron resonance that is
delocalized in the layer. It results from the two dimensional nature of the layer.
Other resonances in the transmission spectra are also discussed, as well as
their experimental manifestation.

Despite the fact that the molecules in the OOTF are weakly interacting, when
not charged, the electron transmission through the film is governed by
cooperative effects. These effects must be taken into account when considering

electronic properties of adsorbed layers.

Key words:  monolayer, electron transmission, supra-molecular
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1. INTRODUCTION

Close-packed, organized organic layers have been the focus of substantial
studies in recent years, due to their abilities to modify electronic properties
of substrates', metals or semiconductors®*’, and applications as elements
electronic devices,”™®’ light emitting diodes'®, sensors,'' etc. It is usually
assumed that the electronic properties of the molecules, assembled in a close
packed layer, are similar to that of the isolated molecule or of the molecule
embedded in an isotropic medium. The weak coupling between the neutral,
ground state molecules in a monolayer seems to support this notion and is
taken as a justification for using molecular based calculations to predict the
properties of the monolayer.'”"> However, some simple electrostatic
arguments indicate that the pseudo-two-dimensional structure of the
organized organic thin films (OOTF) may introduce cooperative properties
that can not be inferred from those of the isolated molecule.'*

Here we discuss the application of low energy photoelectron transmission
spectroscopy (LEPS) as a means for investigating the electronic properties of
OOTEF. In a typical experiment photoelectrons are ejected from the
conductive substrate and after being transmitted through the adsorbed layer,
the energy (and or angle) dependent electrons flux is measured as a function
of incident photon energy, molecular film thickness, adsorbate and substrate
types and temperature.

Electron transmission through organic thin films condensed on metal
substrates has been investigated in the past mainly by low-energy electron-
transmission (LEET) spectroscopy, in which single energy electrons are
injected into the layer from the vacuum side and are collected on the
conductive substrate.'”'® It was suggested that for films of saturated
hydrocarbon chains of various lengths, the low-energy electron transmission
is governed mainly by the film’s electronic band structure.'”'®'***  Also in
the case of ordered rare gas and other simple molecular layers, the
transmission,”** as well as the reflection” were found to correlate strongly
with the band structure of the corresponding crystals. Recently, the
electronic properties of adsorbed organic molecules have been investigated
by two photon photoemission (TPPE) spectroscopy. Experiments have been
performed both with sub-picosecond**** and nanosecond laser pulses™. In
these studies, the first photon excites electrons in the substrate, which can
electron transfer to either a surface state or to a negative ion state on the
adsorbate. A second photon detaches the electron from the metastable state
and its kinetic energy and angular distribution is measured. The TPPE
technique has been used to study the electronic structure of the adsorbed
layer,27 the nature of the electronic states,” and the effect of the thickness of
the adsorbed layer.*
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When electrons are ejected from a conductive substrate their energy
distribution, Py(E), depends on the photon energy, the density of states in the
substrate, the barrier for electrons to escape from the substrate (work
function), and the electron-affinity of the detector. Special attention should
be given to the low and high energy cut-offs (LECO and HECO
respectively) in the energy distribution. The LECO depends on the work
function of the substrate and the difference between it and that of the
detector. The HECO is a function only of the photon energy and the electron
affinity of the detector. When OOTF is adsorbed on the surface, it may
change its work function by exchanging charge with the substrate or by
applying force on the ejected electrons, due to the intrinsic dipole moment of
the molecules on the layer. Now, the LECO depends on the new work
function of the metal-OOTF system. In addition, there is an energy
dependent probability, T(E), for electrons to be transmitted through the
layer. Hence the final energy distribution of the electrons P(E) is given by:

P(E)=R(E)-T(E) ()

when Py’(E) is the modified energy distribution of the photoelectron
ejected from the substrate, due to the chemical bonding of the OOTF. From
equation (1) it is clear that in the LEPS studies T(E) cannot be obtained
simply by measuring P(E) and the pure substrate - Po(E), since Po=P,’. Still,
as will be shown, LEPS provides direct information on the electronic
properties of the adsorbed film.

In what follows we will discuss the mechanism that controls the electron
transmission through OOTFs, the resonances expected in the energy
resolved transmission and how the dependence of the transmission on the
initial direction of the electrons affects the temperature dependence of the
transmission.

2. EXPERIMENTAL

2.1 Film Preparation and Characterization

Several type of OOTFs have been prepared, usually on 100 nm thick
gold or silver films that are deposited on glass slides or silicon (100)
wafers. OOTFs were deposited using either Langmuir-Blodgett (LB) or
Self-Assembly (SA) techniques. The LB films were made from
cadmium salts of arachidic [Cdar;(CH3(CH2)18COO‘)2Cd2+], brassidic
[Cdbr;CH;(CH,),CH=CH(CH,);;C0O0),Cd"?] or stearic [Cdst;
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(CH;(CH,),6CO0),Cd*'] acids. Self-assembled films were made from
octadecylmercaptane [OM; CH;(CH,);7SH] and from the molecules shown
in Figure 1.

The quality of the layers was determined by the transfer ratio from the
trough in the case of LB films, by ellipsometric studies that probe the
thickness of the layers and by IR spectroscopy. For successfully deposited
films, the contact angle with water was typically 111-113°, except for the
molecules shown in Fig. 1 where lower angles were observed. The
ellipsometric data for Cdst and Cdbr show that the thickness of each single
layer is about 2.40+0.05 nm, independent of the film composition. This
number indicates that the Cdbr layers, despite being slightly longer than
CdSt, are tilted relative to the surface normal and therefore the thickness of
the layers of the two types of film are almost identical. Atomic force
microscopy studies confirmed the results obtained from ellipsometry. Layers
in which a 1:1 mixture of the Cdbr and Cdst were also produced and probed
by the same methods, and their quality was found to be the same as that of
the other layers.” From other studies™ it is known that the 1:1 mixed layer is
homogenous and no domains are formed.
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Figure 1: The structure of the molecules adsorbed on the gold surface.
2.2 Photoelectron Energy Distribution Measurements

The slides coated with the OOTF were attached to a temperature
controlled holder and inserted into a UHV chamber pumped to below 10~
mbar.*'** Various lasers were used to eject photoelectrons from the
conducting substrate. The lasers’ wavelengths were chosen so that the
photon energy will be above the substrate work function, below the
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ionization potential of the molecules and will not be absorbed by the
adsorbed film. The lasers have 10-20 nsec long pulses and the pulse energy
was kept below about 0.1pJ to avoid non-linear effects.

> >
Electron Energy

Figure 2: The expected electron energy distribution assuming a
“classical” scattering process (dashed line). The initial photoelectron
spectrum is shown as solid line.

The laser beam is introduced into the chamber and after reflecting from
the sample it exits through quartz windows. The photoelectron kinetic
energy distribution was measured either via the retarding field method or by
a time of flight electron energy analyzer. In the first method, a grid made of
nickel was placed 3 mm in front of and parallel to the OOTF coated slide.
The grid could be biased with a negative or positive voltage relative to the
metal surface which was kept at ground potential. The close proximity of the
grid and the sample ensures high collection efficiency and unperturbed
collection of low energy electrons. Although the method is inherently of low
resolution, it has the advantage of being sensitive to the low energy
electrons. The details of the time of flight energy analyzer are given in ref.
33. In this setup the resolution is of better than 30 meV. The electron energy
distributions obtained by both methods were consistent.

3. THE TRANSMISSION MECHANISM-
ELECTRONIC BAND STRUCTURE

If one thinks of the electron transmission process as a random scattering
process in which electrons change their momentum due to the collision with
the atoms, it is expected that any initial energy distribution will become
broader and some of the transmitted electrons will have lower energy than
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their initial energy. In the case of thick enough layers, this “relaxed” energy
distribution may look as shown in Figure 2. Figure 3 presents the actual
electron energy distribution of photoelectrons from gold coated with one
(A), three (B), five (C) and 13 (D) monolayers of Cdst. From the spectra
shown in Figs. 3A-3C it is evident the electrons energy distribution is not
“relaxed”. Rather it shows a high transmission probability for energies above
ca. 0.8 eV and low transmission probability for electrons with lower
energies. The energy distribution actually becomes narrower with increasing
thickness of the layer. Only when the film becomes relatively thick (about 25
nm), does a somewhat relaxed distribution evolve (Figure 3D). The
importance of film order in the electron transmission process is
demonstrated in Figure 4, which presents the current density as a function of
electron energy for photoelectrons transmitted through 13 layers of Cdar,
before (circles) and after (squares) they were heated to 378 K and cooled
back again to room temperature. Thus, before heating, electrons with
energies near ca. 1eV are transmitted through the band very efficiently with
little energy loss. Following the heating, the electron energy distribution
indicates that extensive random scattering processes occur.
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Figure 3: The electron energy distribution of photoelectrons from gold
coated with one (A), three (B), five (C) and thirteen (D) monolayers of
cadmium stearate.

The results presented above indicate a “non-classical” scattering process
which can in principle result from two different effects. One is related
simply to the fact that thin layers exist with their thickness comparable to the
electrons’ wavelength, hence interferences in the transmission result in what
is known as “shape resonances”. These resonances are very sensitive to the
thickness of the layer, but only weakly depend on the electronic properties of
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the molecules. Another origin for the structure in the transmission spectrum
may arise from the negative ion states of the adsorbed molecules. Since the
radius of the electron’s orbital in these states is large, it causes coupling with
nearby molecules in the layer and electronic bands are formed. In both cases
the layer must be well organized.
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Figure 4: The electron energy distribution as measured by the retarding
field method for photoelectrons transmitted through 13 organized (circles)
and unorganized (squares) layers of Cdar.

The positions of the maxima of the distributions in Fig. 3 are almost
independent of the thickness of the films (1,3 or 5 layers). This is
inconsistent with shape resonances and indicates that the second type of
resonances is controlling the electron transmission. The transmission indeed
depends on the film being well organized, organization which is lost upon
warming the layer. The same conclusion has been reached based on LEET
studies, where it was suggested that for films of saturated hydrocarbon
chains of various lengths, the LEET is governed mainly by the film
electronic band structure'”'®. Other LEET studies have established that the
conduction band in many alkane layers is at about 0.2-0.8 eV above the
vacuum level

In the OOTF, periodicity in the potential exists both in the direction
perpendicular to the layer’s plane (z-axis) and in the directions parallel to the
layer (x,y). In the z direction, the periodicity is a result of almost all the
chemical functionalities being identical, CH, groups. The situation in the xy
plane is different, here the periodicity results from having the molecules
adsorbed in an organized layer. However, the interaction between the
molecules is weak and therefore no band structure can be observed without
an additional electron.
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Figure 5: The photoelectron energy distribution is shown for electrons
transmitted through layers of Cdar (dashed), Cdbr (dotted) and of mixed
monolayers (solid) for three (A) and nine (b) layers.

While in a bulk solid, addition of an electron does not affect the
interaction between sub-units, in the OOTFs the additional electron makes
all the difference. This can be understood as follows. In bulk solids, the total
Hamiltonian describing the system is given by H = Zhn + ZVnm when h,

is the Hamiltonian of each subunit in the solid and V., is the interaction
between the sub-units. The bandwidth is characterized by V., which in
typical, non-molecular, solids is large. When an additional electron is added
to the system, it induces new interaction between the subunits, V', and the
Hamiltonian is now given by

H=Yhy+ SV + 3 Vo ()
. .n . hFEm_, n#*m ' ..
Since in a typical solid »,, > Vv, , the addition of an electron does

not change significantly the interaction between the sub-units and therefore
does not affect the band structure. In OOTFSs, the interaction between the
subunits is weak and therefore no band structure can be observed in the
spectroscopy of the neutral system. However, when an electron is added to
the system, V,, >> V,. . Hence the addition of the electron
significantly increases the coupling between the sub-units. This “electron
induced coupling” results from the size of the system and its molecular
properties, which forces the electron to be localized, at least in one
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dimension. Therefore, significant “band structure” exists only in the
presence of an additional electron.

The importance of the two dimensional periodicity on the transmission
properties is demonstrated in Figure 5, which presents the transmission
probability of electrons as a function of the photoelectron energy for layers
of Cdar (dashed), Cdbr (dotted) and of mixed layers (solid) for three (Fig.
5A) and nine (Fig. 5B) layers. As is clearly evident, the electron
transmission through the mixed layers is significantly less efficient than that
through the Cdar or Cdbr layers themselves. Moreover, the spectrum for the
mixed layers is much closer to the relaxed type (Fig. 2).

Some word of caution is needed at this point. The notion of electronic
bands is of course related to the electronic structure of ordered bulk solids,
and applying it to thin films is in principle questionable. Indeed, it is
sufficient to associate high transmission probabilities with states of the
excess electron in the film which are extended on the scale of the film
thickness. In fact, numerical results®® suggest that the correspondence with
the band structure of the bulk material is substantial even for very thin films.

The results presented above indicate that ‘band conduction’, or
transmission through electronic states which are extended, is the cause of the
efficient electron transmission through amphiphiles. It also rationalizes the
observation that electrons are better conducted through all-trans amphiphilic
chains than through chains containing some gauche bonds:*> When the
chains are in an “all-trans” configuration, the layer is ordered and the
electronic wavefunctions in the band are delocalized. The formation of the
gauche bonds amounts to introducing disorder which increases scattering
and reflection and, when pronounced enough, localizes the electronic wave
function.

4. RESONANCES IN ELECTRON TRANSMISSION
THROUGH OOTF

The formation of transient anion states, or electron resonances, plays an
important role in low-energy electron-molecule scattering in the gas phase®.
When electrons are transmitted through thin molecular films, the
transmission probability is energy dependent and therefore the energy
spectrum is structured.’”*® The structure may have several origins. The
broader peaks are related to the electronic band structure, as discussed
above. Namely, they relate to an excess electron being delocalized in the
film and the formation of “global” states, electronic states that are
delocalized over many molecules (See Fig. 6A). Such resonances are
expected for layers made from identical molecules containing repetitive
functional groups, like the CH, groups in the alkyl chains.
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Figure 6: A scheme of the three possible resonances in OOTF. i) Global
resonance (A). Very weak electron-vibration interaction is expected ii)
Localized resonances or traps (B).Usually the LEPS experiments are not
detecting electrons trapped in these resonances and they appear as a
reduction in the transmission probability. iii) Quantum well structure (C).
Here the electron is localized in one dimension, while it is delocalized in the
other two dimensions. There is a significant electron-vibration coupling.

Another type of structure may result from localized resonance states
formed by either traps or impurities in the film® (see Fig. 6B). In this case,
the electrons are localized at the “trap” and due to the high charge
concentration strong electron-vibration interactions exist that result in
inelastic processes in the film. While these traps are observed clearly in
LEET,” in the LEPS experiments they are manifest by reduction in the
transmission probability and sometimes by charging effects, but cannot be
observed as modulation on the amplitude of the spectra.

A third type of resonance may result from the two dimensional
structure of the organized organic films. In this case the electron is
delocalized in two dimensions but localized in the third one (see Fig. 6C).*
Hence, the structure in the transmission probability is not a result of
complete delocalization of the electron (as in the case of band structure) nor
to complete localization of the electron on a single molecule (as in a typical
“trap”). As expected, also in this process strong electron-vibration coupling
occurs and evidence for inelastic scattering is observed.

This type of resonance is apparent for OOTFs that were formed by self-
assembling the molecules shown in Fig. 1 on a 100-nm polycrystalline Au
film. The films were well characterized in past studies*'. Figures 7A present
the electron energy distributions obtained for electrons transmitted through
films made of molecules LII and III (see Fig. 1), while Figure 7B shows the
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distribution obtained for a monolayer made of molecule IV. The spectra in
Fig. 7A consist of two broad bands peaking at about 0.7 and 1.3 eV for all
three molecules. On top of these bands fine structure is shown, which is
better resolved on the low energy band. In the case of benzene substituted
molecule (molecule I) a progression in the fine structure is observed with
energy separation of 0.12+0.01 eV. In the case of naphthalene substituted
molecules, the progression is composed from two energy intervals 0.800.10
and 0.16£0.02 eV. These results are in surprising good agreement with the
vibrational resonances reported for benzene and naphthalene in the gas
phase, where the resonances are at 0.123 eV for benzene and at 0.78 and
0.170 eV for naphthalene®. In the case of anthracene substituted molecule
(molecule IIT), a long and strong anharmonic progression is observed with
energy gaps of AE=0.18, 0.15, 0.11, 0.09, 0.08 eV. The structure in the
spectrum is more pronounced when the aromatic system becomes larger,
indicating longer resonance delay for larger systems. When the aromatic
rings in molecules I,IT and III were substituted by CN, NO, or CF; the sharp
vibronic resonances vanish. This effect is similar to that obtained in the gas
phase where it was found that substituted aromatic do not show vibrational
structure, due to breaking of the symmetry and shortening of the resonance
life-time™.
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Figure 7: A) The electron energy distribution obtained for electrons
transmitted through an organized monolayer made of molecule I (solid line)
IT (dashed line) and III (dotted line). The molecules are shown in Figure 1.
B) The electron energy distribution obtained for electrons transmitted
through organized monolayer made of molecule IV (Fig. 1).
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The observation that the fine structure in the spectra relate to the
vibrational states of the anions of the aromatic parts of the molecule,
indicates that the extra electron is delayed near the aromatic groups and
therefore electron-vibrational coupling occurs.

Figure 7A displays interference between fine structure due to vibrational
coupling and a broad structure which is almost identical for the three types
of monolayers. The question that arises is why such vastly different size
molecules show similar broad transmission of electrons. Studies of electron
scattering from these molecules in the gas phase indicated that the two first
electronic resonances for benzene and naphthalene are at 1.12, 4.8 eV and
0.19, 0.9 eV respectively. For anthracene the two first electronic resonances
(above the vacuum level) are observed at about 0.6 and 1.13 eV**. Hence, we
must conclude that despite the fact that the vibrational structure relates to the
negative aromatic ions, the electronic structure, observed here, has a
different origin.

A model that explains all these observations assumes that the electrons
are localized on the aromatic rings, but are delocalized between the
molecules, namely the extra electron has a state which is delocalized in the
XY plane parallel to the substrate, but is localized on the Z axis (normal to
the substrate) so that the extra electron wavefunction has high probability on
the aromatic rings. Hence the energy of the electronic states is determined by
the size of the “box” in the Z direction and by the polarizability of the
aromatic rings.

For calculating the electronic states the following assumptions were
made-

1. We assumed boxes with a length that corresponds to the length
of the aromatic rings, taking into account their tilt angle vs. surface
normal.

2. The energy levels of each box were down shifted by the polarization
energy.

Based on these assumptions the observed electronic resonances could be
obtained, based on the polarizability of the aromatic components and their
length.”

5. SUMMARY

Transmission of electrons through organized organic thin films depends
on the film’s global properties, like order and alignment relative to the



Photoelectrons spectroscopy of organized organic thin films 81

substrate, as well as the properties of the molecules themselves. These
findings are of importance when considering the charging/conductive
properties of thin organic layers and deviate from the “classical” point of
view in which a simple scattering process was assumed to operate. The
LEPS technique, as applied, is a relatively simple method that extracts
information on electronic properties of adsorbed films. In general, it is
complementary to the more established LEET technique. In LEPS one
measures the momentum distribution of the electrons after the transmission,
while in LEET the momentum is defined before the transmission, but cannot
be measured following the transmission process. However, by varying the
light-surface incident angle and the photon energy, methods were developed
for controlling, to some extent, the momentum distribution of photoelectrons
also in the LEPS process. This ability allowed us to obtain information on
the momentum dependent electron transmission through OOTFs.
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GROWTH OF SILICON NANOCLUSTERS

Elucidation by gas-phase experiments and DFT calculations

Alexandre A. Shvartsburg, Mihai Horoi, and Koblar A. Jackson
Pacific Northwest National Laboratory, MS K8-98, 3335 Q Avenue, Richland, WA 99352,
USA; Department of Physics, Central Michigan University, Mt. Pleasant, MI 48859, USA

Abstract: Semiconductor nanostructures are of great interest from both fundamental and
applied perspectives. They are intriguing scientifically because their bonding
and properties deviate strongly from those of their bulk solids and relevant
industrially since nanodevices now approach the scale of large clusters.
Understanding the behavior of any molecular system starts from ascertaining
its structure. So a colossal effort was expended over the last two decades on
characterizing semiconductor cluster geometries. As silicon is the most critical
semiconductor, that effort largely focused on Si clusters. Structures of small Si
clusters were elucidated early on by ab initio calculations, vibrationally
resolved spectroscopy, and optical spectroscopies of matrix-isolated species.
Progress for larger systems was enabled in late 1990s by an integrated suite of
new tools. It includes ion mobility spectrometry, photoelectron spectroscopy,
collisional dissociation, and threshold ionization on the side of experiment,
and novel molecular optimization algorithms based on evolution paradigm and
fast, but accurate semiempirical protocols for energy evaluation on the theory
side. Coherent application of these methods has characterized Si clusters up to
the region of radical transition from prolate to spherical growth at ~ 25 atoms.

Key words:  clusters, ion mobility spectrometry, photoelectron spectroscopy, collision-
induced dissociation, molecular structure optimization

1. SMALL SI CLUSTERS (LESS THAN 10 ATOMS)

Since the mid-1980s, semiconductor and particularly silicon nanosystems
have fascinated theorists and experimentalists alike. Both ab initio' and
density functional theory” calculations for Si clusters with under 10 atoms
produced geometries completely unrelated to the tetrahedral diamond
packing of bulk silicon (Fig. 1a). Instead, driven by a huge energy gain from
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tying up dangling bonds on surface atoms, Si, with » > 5 assume compact
highly coordinated structures. These are the Sis Dsp, Sig D4y, and Si; Dsy
bipyramids, the Sig octahedron, and the Si, distorted capped cube (Fig. 1 b-d,
Fig. 2 a,c). The morphologies of Si;o and Sij; are built on the exceptionally
stable tricapped trigonal prism (TTP) nine-atom unit (Fig. 1 e,f)."”

Figure 1. The “adamantane” unit of Si tetrahedral bulk packing (a) vs. small clusters: Si; Dsy
bipyramid (b), Sig C,, bicapped octahedron (c), Sig C,, Bernal’s structure (d), Sijy Csy
tetracapped trigonal prism (e), and Si;; Cyy (I) (f). The trigonal prism unit in (e) is highlighted.

The structures for small Si clusters were verified in several experiments.
Small clusters can be soft-landed on an inert gas matrix, permitting Raman®
or IR’ spectroscopy. This confirmed the Si, geometries for » < 7. Further
proof came from vibrationally resolved photoelectron spectroscopy (PES),’
which exposed some normal modes of anions as overtones on the
photoelectron spectra. The electronic transitions also contain structural
information about anions.” PES established a major difference between Sig
and Sig ", revealing the charge-dependence of Si cluster geometries (Fig. 2).”

52 4|

a b c Calculated Experimental

Figure 2. Geometries of Sig neutral (Dyy, a) and anion (C,, (II), b) are grossly dissimilar. The
panel on the right illustrates a typical agreement between simulated (left) and measured
(right) photoelectron spectra (Ref. [7]), here for the Sis~ C,, (II) trigonal bipyramid (c).

2. TOOLS FOR LARGER GAS-PHASE CLUSTERS

Vibrationally resolved PES and matrix-isolation spectroscopy are classic
tools for systems of a few atoms but fail for larger sizes, the former because
of spectral congestion and the latter for inadequate signal intensity.

A decade ago, several novel experimental methods began furnishing rich
information on gas-phase semiconductor clusters (both neutrals and ions) in
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the size range of > 10 atoms. The seminal role belonged to ion mobility
spectrometry (IMS), followed by collisional dissociation, photoelectron
spectroscopy, and threshold ionization measurements. Still, characterization
of Si, beyond n = 10 stalled, as the properties for any conceivable geometry
did not match the measurements. Here we review how those data were
obtained, and how they were explained by new structures found from
calculations based on advanced evolutionary search algorithms.

IMS made the decisive contribution to our knowledge about larger
semiconductor clusters.® In IMS/MS, ions selected by mass spectrometry are
injected into a tube filled with an inert buffer gas, through which they drift
pulled by a weak uniform electric field. The drift velocity of an ion is set by
its mobility, which depends on the ion geometry. Rigorously, the mobility is
related to the first-order orientationally-averaged collision integral (cross
section) between the ion and the buffer gas atoms. Densely packed, compact,
near-spherical objects have high mobilities, while loosely packed or
extended ones with high aspect ratios have low mobilities. Since 1991, IMS
has been the tool of choice to characterize sizable gaseous ions.”

The first IMS study of Si, cations discovered a structural transition over
the n = 24-30 size range between two growth sequences, assigned as prolate
“sausages” and compact “spheres” (Fig. 3).'"° The resolving power of IMS
instruments was then limited to ~ 15. With the advent of high-resolution
IMS/MS,'" multiple isomers were found for nearly all clusters with n > 17,
in both “prolate” and “compact” families.'> For some sizes in the transition
region (e.g. Siy; in Fig. 3), at least six geometries co-exist. A similar trans-
formation occurs'? in Si,", though the geometries of most cations and anions
differ in detail. An issue in such experiments is whether the source-generated
isomer distribution reflects the thermodynamics rather than kinetics of
cluster growth. This can be assessed via “annealing”, where ions injected at
a high energy into a pressurized gas in IMS tube convert to lowest-energy
geometries in a heating-cooling cycle. Such annealing of Si,” has proven'
that the structural transition at n ~ 27 is of true thermodynamic origin.
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Figure 3. IMS findings (Ref. [8]) for Si, cations: examples of raw spectra (left) and summary
plot exhibiting a transition to compact structures once clusters grow beyond »n = 24 (right).
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The attainment of an IMS resolving power'' of > 100 brought the
challenge of data interpretation forward. Features observed in IMS are
assigned by matching measured mobilities vs. those evaluated for plausible
candidate geometries. Previously, rough estimates such as the approximation
of collision cross section by projection’ had usually sufficed: while the
computational error margin was ~ 10 %, measurements had a similarly poor
resolution. A drastic tightening of IMS resolution and accuracy to < 1 %
raised the requirements for accuracy of mobility calculations by an order of
magnitude. Novel computational methods based on detailed molecular
dynamics modeling of ion-buffer gas scattering in a realistic pair potential
(including the attractive interactions) were a crucial advance."”" Further
improvements arose from the new paradigm of scattering on electronic
density isosurfaces'® (SEDI) that represents ions as electron clouds and not
by nuclear coordinates. This proved critical for precise calculation of
mobilities for anions that often have extended electronic orbitals.'® However,
SEDI ignores the attractive molecular potential accounted for in classical
trajectory calculations.'*"> This is remedied in the hybrid SEDI-TC method
that combines the scattering on atomic nuclei and electron orbitals."”

The second most important role in unraveling the growth of semi-
conductor nanosystems belonged to collision-induced dissociation (CID). In
CID, mass-selected ions are fragmented by collisions with inert gas
molecules at a defined energy and the products are monitored. This not only
reveals the preferred dissociation channels, but also quantifies their
activation barriers.'"® Experiments are normally carried out in triple-
quadrupole instruments, where a parent ion is selected in the 1% quad and
dissociated in a cell within the 2™, with fragments identified in the 3. While
usually CID is performed under single-collision conditions, Si clusters were
probed in the multicollisional regime.'”*’ This is commonly perceived to
yield less reliable data, but those for Si," proved surprisingly accurate.

Dissociation energies of clusters normally increase with increasing size
and asymptotically approach the bulk vaporization enthalpy, save for small
local oscillations due to even/odd alternation or completion of electronic or
geometric shells. In contrast, the dissociation energies of Si,” drop from 5 eV
for Sis” to 2 eV for Siy", and start rising only then®® (§ 4). The coincidence
of size ranges for this trend inversion and the onset of structural transition in
IMS data suggest that these phenomena are related. Further, typical clusters
dissociate by loss of a monomer or, rarely, a dimer. Si, cations with n > 9
exhibit a remarkable fission, eliminating chunks of 6, 7, or 10 atoms. !>

Dissociation energies play a singular role in characterizing gas-phase
clusters, since they uniquely determine whether the global minimum has
been found. Indeed, agreement between calculations and measurements for
any other quantity (e.g. mobility, photoelectron spectrum, or ionization
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energy) shows only that the geometry is consistent with experiment. It
cannot rule out the possibility of an equally good agreement for an unknown
lower-energy isomer. A systematic set of measured sequential binding
energies creates a robust “depth gauge” for the potential energy surface that
tells if calculations reached the global minimum.”' Thus, in principle, while
other methods check if a structure may be the right one, CID confirms it.

In its many forms, spectroscopy is the main structural tool of chemistry.
While standard optical spectroscopies are powerful for studying gaseous
neutrals, they fail for ions because of low target density. However, photo-
dissociation and especially photoelectron®** “half-spectroscopies” prove
useful. In PES, electrons detached from mass-selected anions by a laser are
dispersed by kinetic energy, which uncovers the electronic structure of the
neutral at the anion geometry. Structural interpretation of PES data (without
vibrational resolution) requires modeling of electronic transitions that
accounts for the thermal motion of the precursor by sampling instantaneous
geometries.” Unlike IMS or CID that work for ions of either charge state,
PES is restricted to anions. Another limitation is that PES obtains a weighted
average over the spectra of all isomers present, with weights given (on top of
abundances) by unknown photoabsorption efficiencies. This severely
degrades the utility of PES for isomeric mixtures, such' as all Si,” for n >
20. This problem may be solved by isomer-resolved spectroscopy, where
isomers are separated by IMS prior to PES.** However, a major sensitivity
gain is needed to make IMS/PES a routine technique.

All three methods listed above (IMS, CID, and PES) explore ions only,
whether positive or negative. Information on neutrals is often more relevant
to materials research and easier to compare with theory. The single probe
accessing neutrals is threshold ionization, where a tunable laser (or several
lasers with different wavelengths) ionize a neutral beam and the resulting
cations are identified by MS. This technique determines vertical ionization
energies (IE) that can be matched with values predicted for trial geometries.
Experiments for Si, revealed” an abrupt fall of IE at n = 22. The coincidence
of this size with the onset of the structural transition in IMS and the
inversion of the dissociation energy trend in CID suggests that the IE drop is
also associated with conversion to compact geometries.

Other reported measurements include Si, polarizabilities* and chemical
reactivities of Si," and Si,” vs. several simple gases, such as O,, H,O, NH;,
and ethylene.””** The polarizability data could not be explained in terms of
cluster structure,” and reactivity studies largely remain controversial.

In summary, new experimental tools had measured diverse properties of
Siy, Si,", and Si, for n > 10, and procedures accurately relating those to
cluster structure had been developed. It remained to create potent, unbiased
search protocols for finding low-energy geometries of large Si clusters.
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3. OPTIMIZATION OF SI CLUSTER GEOMETRIES

The morphologies for small Si clusters (§ 1) were first obtained by
comparing the few reasonable isomers constructed by hand.' Those findings
were confirmed in an unbiased simulated annealing optimization coupled
with density functional theory (DFT) in the local density approximation
(LDA).” In this approach, a heated cluster explores diverse minima on its
potential energy surface. As the system cools gradually, the accessible phase
space shrinks and the structure is forced into a potential energy well. This
procedure located® the lowest-energy Si, for n = 7-10, but the properties of
geometries3 435 generated for Sij, and Sij; already deviated from the
experimental findings (§ 4). Candidate geometries for still larger clusters
were manually constructed following hypothetical bonding patterns: (1)
hexagon stacking,’® (2) triangle stacking,’’ (3) icosahedral packing,’® or (4)
“stuffed fullerenes”.’> These motifs were guided by certain experimental
observations, such as frequent Sig loss'**® in CID (1) or low reactivity of
Si;s" (closed atomic shell for icosahedra) vs. some common gases” ™ (3).
However, none of the geometries fit the majority of experimental data. Thus
the progress in unraveling the growth of semiconductor clusters had stopped
at n = 11 until the advent of novel structural optimization methods.

The breakthrough in this problem was achieved by two developments.
One was the genetic algorithm (GA)*’ inspired by biological evolution via
mating. In nature, parent genes mix in the offspring, creating organisms with
unprecedented genes in each generation. New gene lines include both those
fitter and less fit than the parents, but the former are chosen by natural
selection and preferentially pass their genes to the next generation. The GA
mimics this process to optimize molecular structures. Namely, in each
generation, a population of four parent clusters combines to produce 16
offspring that are relaxed to the nearest local minima.*” A structure replaces
a member of the parent population if its energy is below that of the parents,
else discarded. This engenders diverse offspring while preserving beneficial
parental features. The diversity is augmented by occasional “mutations”. The
procedure is repeated for ~ 1000 generations and (to ensure convergence) for
multiple “ecologies” (colonies drawn from different original ancestors).

The other key component of optimization is the evaluation of cluster
energies. The major early pitfall was an adoption of empirical potentials (for
example, Stillinger-Weber) fit to bulk Si properties.”® The outcome was
inevitably disastrous, since bonding in Si, of relevant sizes has nothing in
common with the bulk. For instance, these potentials typically predict Si;; to
be icosahedral, a structure that is enormously high in energy and not even a
stationary point.’”> At the other extreme, first-principles methods such as
LDA and particularly gradient-corrected DFT functionals (PWB 88 or PBE)
deliver superb Si, energies.* DFT is practical in simulated annealing,™ but
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its computational cost remains prohibitive for genetic algorithms that process
~ 10" offspring per ecology considered. What is needed are much faster
(even though less accurate) methods that are still vastly superior to empirical
potentials. The density-functional tight-binding (DFTB) approach™* fits
this niche well. While DFTB is aimed to track DFT as closely as possible, it
necessarily is less exact. Thus a two-step protocol was designed. First, an
extensive database of Si, geometries with energies under a certain cutoff was
built for each n by the DFTB/genetic algorithm, then ranked by energy using
DFT itself. The global minima found for Si, (# < 18) are presented in Fig. 4.

e e

Sil Sa C?v

Size, Con (D) | Siie, Con(ID) Siye, Cs

Figure 4. Lowest-energy Si, neutrals (n = 12-18) found by genetic algorithm coupled with
DFT (Ref. [40]). Geometries within 5 meV/atom above global minima are also shown.

These geometries were much lower in energy than any known before, e.g.
by 0.6 eV, 1.2 eV, and 2.7 eV for n = 12, 14, and 17. In fact, for Si;; and
Siys, they were first structures that do not break into pieces* spontaneously!
Most species in Fig. 4 are clearly based on one or two TTP units. For Sijo
and Siy, GA produced differing, compact morphologies, with elongated
geometries like those in Fig. 4 lying slightly higher in energy.* This appears
connected to the structural transition (Fig. 3), but that sets on later at n = 24.
This indicated that the true global minima for » > 19 had not been found.

Continuing the biological analogy, simple life forms procreate asexually,
each offspring having a single parent. This seems to limit evolutionary
diversity, but must benefit small organisms somehow. We translated this
concept into a single-parent evolution algorithm for molecular optimization.
A cluster is cut by two random parallel planes such that the outer sections
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contain equal number of atoms.* Then we execute a “rotation” (an outer
piece turned by a random angle about an axis normal to said planes) or a
“reflection” (an outer piece is replaced by the other reflected through a third
parallel plane including the cluster center of mass), Fig. 5. Upon either
procedure, the geometry is relaxed to the nearest local minimum. Offspring
substitute for their parents with a probability depending on the energy,
unless in a rare mutation when they are accepted regardless. The search
continues for hundreds of generations, alternating rotations and reflections.

858

Figure 5. Operations involved in the single-parent evolution algorithm (Ref. [44]):
“reflection” (left) and “rotation” (right). The rotation is by a random angle, 180° in this case.

The method was validated for Lennard-Jones systems and applied* to Si,
and Si,". This discovered lower-energy isomers for » > 19. All structures for
n = 19-23 are prolate (Fig. 6). “Compact” geometries first become
competitive in energy at n = 24 - 25, exactly as observed in IMS. Our
ongoing studies for n > 24 will be presented in future publications.

Siye, Cy Sizo, Csy 5121, Gy Siz, Cs (1) Sizs, Csy
Figure 6. Global Si,, minima (n = 19-23) found by the single-parent evolution algorithm/DFT.

Most experimental data on clusters are for cations or anions (§ 2), so
ionic geometries are needed. lons are treatable in simulated annealing using
DFT, but not readily in GA as most DFTB methods exist for neutrals only.
The ionic structures may be obtained by relaxing the database of low-energy
neutrals, as long as (i) the ionic global minimum is at least a local minimum
for the neutral, and (ii) the change in isomer energies between neutrals and
ions is limited to the database “depth”. If both conditions hold, the ground
state ion geometry must be in the database. Using this approach, lists of
favorable Si," and Si,” geometries were created.'®*** However, some Si,"
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and Si, have no neutral analogs: the geometry is not a stationary point for
the neutral and thus is not in the database.'® To find those structures, a search
was run with DFTB amended for an ionic charge state.** Global minima for
Si," and Si,” often differ from each other and from Si,: all three are almost
never identical. Rearrangements may be dramatic, e.g. Sig is the TTP (Fig.
7) while Sio and Siy" assume the Bernal’s structure (Fig. 1d). Some cation
and anion geometries that differ from the neutrals are shown in Fig. 7.

Si13+5 C2V (II)

Siiy", C, (11D

Sy, Cs ()

N

Siyy, C (1)

Figure 7. Geometries for selected Si,” and Si,~ (Ref. [16,37]) that differ from the neutrals.

4. VALIDATING STRUCTURES BY EXPERIMENTS

The structures of Si clusters derived from various optimizations (§ 3)
were vetted by comparisons with experiments (§ 2). Table 1 presents
calculated and measured mobilities for lowest-energy Si, cations and anions.

Table 1. Computed cohesive energies (PWB 88) and mobilities of low-energy isomers for Si,
(n < 20) neutrals, cations, and anions vs. measured mobilities (in He at 298 K, Ref. [16,44]),
and calculated binding energies for Si," vs. CID data (Ref. [20]). Global minima are in bold.
Multiple features observed for Si, cations (n > 17) are ranked by decreasing abundance.

n  Point
Group
3 CZV
4 D2h
5 Dy
Cay (1)
6 Dy
Coy (D
Coy (D
7 Ds,
Gy (ID)
8 C2h
Cy/Cq
C2v

9 Cu(@

Cohesive energy, eV

Inverse mobility, Vs/m?

Cation

—-0.165
1.106
1.642
1.669
2.145
2.187
none
2.410
2.452
2.596
2.596
2.517
2.753

Neutral

2.537
3.042
3.266
none

3.439
3.438
none

3.555
none

3.491
3.422
3.445
3.580

Anion

3.267
3.565
3.733
none

3.778
none

3.789
3.828
none

3.752
3.736
3.791
3.772

Cations
Calc. Exp.
930 915
1020 1005
1020
1105 1105
1110
n/a
1190 1195
1195
1300 1315
1290
1310
1375 1380

Anions
Cale.  Exp.
915 920
1040 1040
1115 1115
n/a
1210 1215
n/a
1210
1295 1295
n/a
1390 1400
1385
1395
1465 1440

Cation binding
energy, eV
Calc.  Exp.

3.86

4.92 4.95
3.92 3.90
4.78 5.00
4.04 4.00
3.60 3.90
4.01 3.75
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C,(I1) 2.727  3.527 3.819 n/a 1440

10 Gy, 2.900  3.682 3.897 1425 1415 1510 1520 3.95 3.80
C, 2.924 none none 1415 n/a

11 G, (I) 2.985 3.618 3.777 1520 1505 1620 1615 3.87 3.85
Cs(I) 3.029 3.620 3.803 1515 1610
Cy, (II) 2.986  3.577 3.821 1505 1595

12 Cy, 3.034  3.648 3.826 1615 1600 1695 1700 2.72 2.80
C 3.040 3.593 3.821 1595 1700

13 C 3.093 3.634 3860 1670 1680 1760 1775 2.71 2.70

Co () 3132 3.629  3.855 1675
14 C,(I) 3181 3.677 3.830 1745 1755 1845 1850 258  2.70
C,(I) 3.114 3.621  3.860 1770 1855
C,(Il) 3.188 3.668  3.836 1755
15 Cy 3225 3701  3.837 1845 1840 1945 1915 272 2.5

Cs (IIT) none none 3.862 n/a 1945
Cyy 3221 3.659 3.860 1795 1895

16 Cy (1) 3.265 3.672 3.837 1950 1930 2055 2010 2.30 2.30
Cs 3.240  3.661 3.865 1925 2035

17 Gy 3.298  3.703 3.850 2010 1985 2130 2105 2.01 2.10
C.(I 3287 3.681 3.869 2015 2050 2120
Cyy 3302 3.693 3.837 1990 1935
C; (1) 3.301  3.689 3.826 1995

18 G, 3340  3.720 3.830 2170 2115 2270 2155 2.01 2.15
Djy 3329  3.704 3.881 2095 2155 2185

C, 3345 3711  3.863 2105
19 ¢ 3380 3719  3.853 2185 2200 2265 2.62 270
C () 3362 3712  3.871 2185 2165 2260
20 C 3393 3721  3.852 2255 2245 2330 1.80  2.15
Cy, 3393 3.736 2295
C, 3381 3.712  3.866 2295 2395
21 Co(I) 3423  3.746 2425 2415 174  2.05
C,(I) 3420 3727 2340 2325
C,(I) 3419 3.733 2340
C, (I 3411 3722 2340
Co (1) 3411 3719 2340
22 C,(I) 3453 3.747 2400 2360 267 2.65
C,(I) 3452  3.748 2400 2380
C 3446 3.745 2380 2425
C,(Il) 3.446  3.745 2455
23 C/(I) 3475 3.741 2480 2460 239 275
C () 3474 3744 2475
C () 3472 3.743 2475
Ci(IV) 3471 3.742 2475
Ci(V) 3470 3.745 2480
Ci (VD) 3.469  3.745 2475

The combined error of calculation and experiment is 1.0 - 1.5 %, and the
predictions for global minima match the measurements within this margin.
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For n < 13, many plausible isomers are compact and have similar mobilities.
Still, IMS excludes® all bulklike, tetrahedral, octahedral, and icosahedral
species discussed in the literature. The differentiating ability of IMS
increases for larger clusters, where it rules out most higher energy isomers,
including the putative icosahedra and triangle/hexagon stack families (§ 3).
IMS is especially powerful for multi-isomer systems, as abundances can
be correlated with the energies of candidate geometries. For example,™ the
1 and 3" lowest-energy Sijs" isomers with computed inverse mobilities of
respectively 2105 and 2095 Vs/m” match the major peak observed at 2115
Vs/m®, while the 2™ lowest isomer with mobility of 2170 Vs/m® fits the
minor peak at 2155 Vs/m?. Likewise for Siy', the inverse mobilities
computed for the four lowest-energy isomers are 2400 (two), 2380, and 2455
Vs/m®, matching the observed peaks at respectively 2380 Vs/m® (major),
2360 Vs/m® (major), and 2425 Vs/m® (minor). For some sizes, a single
feature is observed. While the energy density of isomers in smallest clusters
may be so low that only the global minimum is produced, this is implausible
for species as large as Siy;. Indeed, the calculations reveal that at least six
lowest-energy isomers have identical mobilities matching the experiment.
Given the assumptions inherent in the data analysis, CID*” measures the
relative dissociation energies much more reliably than absolute ones.
Adjusting for that, the values computed for Si,” are in a near-perfect
agreement with experiment (Table 1). This proves that the geometry
optimization reached (at least very close to) the global minima. Further,
fragmentation pathways for almost every Si, are sensitive to the relative
energies of many competing potential products, both neutrals and cations.”!
Thus reproducing the fragmentation pattern of all Si," at once requires
satisfying a greatly overdefined system of equations, and so is an extremely
stringent test for the accuracy of cluster energies.* As shown in Table 2,
primary fragmentation channels predicted for Si, always match the CID
data, and there is a substantial agreement even for the secondary channels.

Table 2. Calculated (c) and experimental (e) Siy, fragments of Si," (# < 29). Primary m (I) and
secondary m (II) channels are shown. Pathways computed to lie within 0.12 eV are bunched.

n 34 5 6 7 8 9 10 11 12 13 14 15 16
m () c 11 1 1 1 1 1,35 4 45 6 7 7 7 6,10
e 1 1 1 1 1 1 3 4 4 6 7 7 7 6
c 23 4 25 6 2,47 6 5 6 6 4,5
m (D) e 22 2 2 23 4 1 6 5 5 6 6 6 10
n 17 18 19 20 21 22 23 24 25 26 27 28 29
m () c 7 7 10 10 10 7,10 10 10 7,10 7,10 10 10 10
e 7 7 10 10 10 10 10 10 10 10 10 10 10
c 6,10 10 9 79 7 7 7 7 7 7
m (1) e 6 no 7 no no 7 7 13,17 7 7 7 7 7
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The final proof for TTP structures of mid-sized Si clusters came from
PES (Fig. 8). The match of modeled and measured spectra is striking, except
for Sij,” and (perhaps) Siy . For some n where several Si, geometries are
near-degenerate, PES elucidates the structure. For example, in DFT three
Siy;” isomers closely compete for the ground state (Fig. 8). The one observed
in PES is C, (II), the 3™-lowest by DFT calculations.”” This assignment could
not be made using IMS or CID, since the mobilities calculated for all three
species are within 1 % and total cohesive energies are within 0.06 eV.

11¢,1V) 11410

2 3 45 6 3 45 6 3 4 56
Binding Energy, eV

3.821eV | 3.818¢eV | 3.816eV

. L A S Vertical detachment energy:
2 3456 3 456 3 456 3012eV|2936eV | 2.795eV
Binding Energy, eV

Figure 8. Photoelectron spectra for Si,” (n = 8-20), experiment (bold) and LDA simulations

for the global minima (Ref. [22]). For Si;;~, we show modeling for three low-energy isomers.

This agreement is unique to lowest-energy Si, : it is absent even for other
favorable isomers,* e.g. those best for Si, or Si,". This is clear simply from
the inspection of vertical detachment energies (VDE)* presented in Fig. 9:

4.0

35t
30t
25¢

VDE, eV

2.0t

4 6 8 10 12 14 16 18 20
Number of Atoms

Figure 9. VDE of Si, anions. The line indicates measurements. Symbols mark calculated
values (LDA) for various geometries: global minima for Si, (circles), Si,, (filled triangles),
Si," (empty triangles), and some other low-energy geometries (diamonds and squares).
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For the neutrals, DFT ionization energies of global minima are in
excellent agreement*’ with the threshold ionization data (Fig. 10). This is not
the case for many alternative structures proposed in the literature.*

I
Ay \

A
/ _+

*
n

Ionization Potential, eV
~
wn

Number of Atoms

Figure 10. lonization potentials of Si clusters. Solid and dashed lines are the boundaries
obtained in experiment. Triangles are the vertical and adiabatic IPs computed using PWB:
filled for the global minima and empty for some other low-energy neutrals (Ref. [45]).

In summary, a synergistic blend of experimental and theoretical tools has
revealed the Si nanostructure growth in fine detail. This success provides a
robust blueprint for the full characterization of virtually any nanosystem.
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PROGRESS IN LIGHT EMISSION FROM
SILICON NANOSTRUCTURES

DAVID J. LOCKWOOD

Institute for Microstructural Sciences, National Research Council, Ottawa K14 OR6, Canada

Abstract: The many and diverse approaches to materials science problems have
greatly enhanced our ability in recent times to engineer the physical
properties of semiconductors. Silicon, of all semiconductors, underpins
nearly all microelectronics today and will continue to do so for some
time to come. However, in optoelectronics, the severe disadvantage of
an indirect band gap has limited the application of elemental silicon.
Here we review a number of diverse approaches to engineering
efficient light emission in silicon nanostructures. These different
approaches are placed in context and their prospects for application in
silicon-based optoelectronics are assessed.

Key words:  Silicon, germanium, carbon, alloys, nanostructures, optoelectronics,
light emission, photoluminescence, electroluminescence, quantum
well, quantum wire, quantum dot, superlattices, quantum confinement.

1. INTRODUCTION

The ubiquitous silicon microelectronics “chip” is taken for granted in modern
society. There has been much research involved in producing these high technology
marvels and such research continues unabated at a faster and faster pace. Despite the
often stated announcement that “the age of GaAs has arrived”, it never quite has,
and continued developments in Si and, more recently, Si;,Ge, alloy technologyl'3
continue to advance the frontiers of microminiaturization, complexity, and speed.
This continued advance has been driven by application requirements in switching
technology (e.g., computers) and high-speed electronics (e.g., wireless
telecommunications). Gallium arsenide and other compound semiconductors have,
however, maintained a significant role in the construction of optoelectronic and
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purely photonic devices where the medium of switching and communication is light
itself.*

The merging of Si-based electronics with photonics has largely required the
pursuit of hybrid technologies for light emitters and modulators (see, for example,
Ref. 5), which are often both expensive and complicated to produce. The most
satisfactory solution and still mostly a dream as far as light sources are concerned
would be optoelectronic devices created entirely from Si-based materials, where the
extensive experience in Si fabrication and processing could be put to best use.
Already, a wide range of optoelectronic integrated circuits (OEICs) incorporating Si
or Si;Ge, as a detector or waveguide have been elaborated.'* Despite these
advances, the major deficiency in Si-based optoelectronic devices remains the lack
of suitable light emitters and especially lasers.

The general requirements in Si-based light sources are efficient light emitting
diodes (LEDs), lasers, and optical amplifiers for use in optical communications
technologies such as fiber optics and displays. Operating wavelengths in the range
0.45-1.6 pm are needed to cover both full-color displays and the fiber-optic
operating wavelengths of 1.3 and 1.55 um. Specific applications for such sources
include fiber-optic transmitters, optical interconnects within and between computer
chips, optical controllers for phased-array microwave antennas, information display
screens, printing elements in xerography, and writing and readout of optical compact
disc information.

Many quite different approaches to alleviating the miserable light emission in
bulk Si (~10 quantum efficiency at 300 K) have been proposed and are actively
being explored.g'14 Some, such as Si;.,Ge, quantum well or Si/Ge superlattice
structures, rely on band structure engineering, while others rely on quantum
confinement effects in low dimensional structures, as typified by quantum dots or
porous Si (n-Si'%). Still another approach is impurity-mediated luminescence from,
for example, isoelectronic substitution or by the addition of rare earth ions. An
overview of results obtained with some of these methods is given below. However,
in order to understand more fully the reasons why such different approaches are
necessary, it is appropriate to review first what creates the optical emission problem
in crystalline Si (c-Si).

2. OPTICAL EMISSION IN SILICON

Silicon crystallizes in the diamond structure,'® which consists of two
interpenetrating face-centered cubic lattices displaced from each other by one
quarter of the body diagonal. In zinc blende semiconductors such as GaAs, the Ga
and As atoms lie on separate sublattices, and thus the inversion symmetry of Si is
lost in III-V binary compounds. This difference in their crystal structures underlies
the disparate electronic properties of Si and GaAs. The energy band structure in
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semiconductors is derived from the relationship between the energy and momentum
of a carrier, which depends not only on the crystal structure but also on the bonding
between atoms, the respective bond lengths, and the chemical species. The band
structure is often quite complex and can only be calculated empirically."”

The valence band structure is much the same for many semiconductors and
exhibits a maximum at the Brillouin zone center or I' point (i.e., at wave vector
k = 0). The notable difference between Si and GaAs is that the degeneracy in the I',s-
band maximum at k=0 is removed in the case of GaAs, because of the spin-orbit
interaction, into I'g and I7 subbands. In general, E(k) has maxima or minima at zone
center and zone boundary symmetry points, but additional extrema may occur at
other points in the Brillouin zone. In the case of Si, the lowest point in the
conduction band occurs away from high symmetry points near the X point at the
Brillouin zone boundary (along <001>), whereas in GaAs it occurs at the I" point.
The energy gap in a semiconductor is defined as the separation between this
conduction band minimum and the valence band maximum at the I" point. For GaAs,
the energy gap is classified as direct, because a transition can occur directly at k=0
between initial and final states having the same wave vector. Correspondingly, Si is
termed an indirect gap semiconductor, because the initial and final states have
different wave vectors.

In direct gap GaAs, an excited electron at the bottom of the conduction band can
relax spontaneously back into a hole in the valence band by emitting a photon at the
band gap energy. This electron-hole radiative recombination process can only occur
in Si if momentum is conserved, i.e., the excited electron wave vector must be
reduced to zero. This, in pure Si, occurs via the transfer of momentum to a phonon
that is created with equal and opposite wave vector to that of the initial state in the
conduction band. Such a three-body process is quite inefficient compared with direct
gap recombination.'>'® This is why Si is such a poor light emitter.

The indirect band gap of Si is 1.12 eV at room temperature. The weak band-to-
band emission at this energy in the near infrared was first observed by Haynes and
Briggs'® using visible light excitation or by forward-biasing Si diodes. A review of
the early work on intrinsic and extrinsic radiative recombination in Si has been
given by Dean.” Intriguingly, broad-band white light emission can also be seen by
reverse biasing the Si diode to avalanche breakdown conditions.”' After decades of
speculation, the most probable explanation of this phenomenon is a recombination
model* in which hot carriers are produced by impact ionization and subsequently
recombine via a direct conduction-band to valence-band transition.”

Electron-hole pairs may bind to each other to form excitons, which can be either
free or tied to impurities or defects.'*'® The decay of such excitons can lead to light
emission that may be tunable by, for example, quantum confinement. Such excitonic
emission is thus under active investigation in quantum well, wire, and dot
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structures® corresponding to carrier confinement in 1, 2, and 3 dimensions,
respectively.

3. OVERCOMING THE INDIRECT BAND GAP

Materials engineering, a relatively new phenomenon in materials science, is now
being actively applied to Si in an attempt to overcome the indirect band gap
limitations in light emission from Si.' In these various attempts, the aim is (1) to
increase the efficiency of the luminescence by increasing the overlap of the electron
and hole wavefunctions via, for example, confinement and band structure
engineering, (2) to tune the wavelength of the emission by forming alloys,
molecules, and clusters, or (3) to induce recombination at impurity centers.® Such
attempts can often involve several of these factors. Alternatively, hybrid methods
are being explored where, for example, direct gap GaAs is joined with Si. Reviews
of each of these methods have been given earlier."!' Here we consider just Si
structures of nanometer dimensions.

Research on the quantum confinement of carriers in silicon-based nanostructures
including 7t-Si, nanoclusters, and quantum wells, wires, and dots forms a large part
of the work on light emission in silicon. Much of this work was stimulated by the
discovery of bright visible light emission at room temperature in n-Si reported in
1990 The number of papers published per year on m-Si alone has been
approximately 500 for the last several years.”® The interest in nanostructures of Si
stems from the effects of confinement on carrier wave functions when the crystallite
diameter is less than the size of the free exciton Bohr radius of 4.3 nm** in bulk c-Si.
The quantum confinement increases the electron-hole wave function overlap,
resulting in increased light emission efficiency, and shifts the emission peak to
higher energy.'**’

3.1 Porous silicon

Porous silicon was discovered over 35 years ago by Uhlir.?® The porous material
is created by electrochemical dissolution in HF-based electrolytes. Hydrofluoric
acid, on its own, etches single-crystal Si extremely slowly, at a rate of only
nanometers per hour. However, passing an electric current between the acid
electrolyte and the Si sample speeds up the process considerably, leaving an array of
deep narrow pores that generally run perpendicular to the Si surface. Pores
measuring only nanometers across, but micrometers deep, have been achieved under
specific etching conditions.

In July 1989, Canham conceived the idea of fabricating Si quantum wires in w-Si
by reverting to the much slower chemical HF etch after electrochemically etching c-
Si. In this way Canham proposed to join up the pores leaving behind an irregular
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array of undulating freestanding pillars of c-Si only nanometers wide. In 1990,
Canham® observed intense visible PL at room temperature from 7-Si that had been
etched under carefully controlled conditions. Visible luminescence ranging from
green to red in color was soon reported by Canham et al. for other n-Si samples and
ascribed to quantum size effects in wires of width ~3 nm.** Independently,
Lehmann and Gosele® reported on the optical absorption properties of m-Si. They
observed a shift in the bulk Si absorption edge to values as high as 1.76 eV that they
also attributed to quantum wire formation. Visible PL in n-Si at room temperature
was soon also reported by Bsiesy e al.’! Koshida and Koyama,** and Gardelis et
al® while visible electroluminescence was observed by Halimaoui et al.** during
the anodic oxidation of 7-Si and, later, by Richter ez al.*> and Koshida and Koyama®
with a diode cell.

Tremendous activity on research into the physical and associated chemical
characteristics of m-Si has ensued from these early reports with, unfortunately,
considerable duplication of effort. It is impossible to mention all of this work here
and interested readers are directed to recent reviews and books'>?**"* for further
aspects of this work.

A strong PL signal has been observed from n-Si at wavelengths from the near
infrared through the visible to the blue depending on the sample porosity and the
surface chemical treatment. It has even been possible using specialized preparation
techniques to produce “white” light emitting 7-Si.*” For discussion purposes, it is
convenient to divide these wavelength regions into three: near infrared, red-yellow,
and blue.

The most widely studied PL is in the far-red to orange-yellow region, which we
shall denote simply as the “red” PL. This PL shifts to shorter wavelength with
increasing chemical dissolution time. It was soon found that much smaller
immersion times were required to produce noticeable blue shifts when the chemical
dissolution was carried out in the presence of light. The spectra also show a blue
shift with increasing anodization current density. The porosity of n-Si increases with
increasing anodization current density. Therefore, the behavior of the red PL spectra
qualitatively reflects the differences in sample porosity and hence in the dimensions
of Si nanocrystallites within 7-Si. The blue shift of the PL and optical absorption
with increasing porosity provided the first important evidence that quantum
confinement plays a significant role in 7-Si, which has since been confirmed by the
observation of the splitting of the luminescent states, the polarization of the PL, and
the phonon replicas seen in the PL under resonant excitation.”’ Nevertheless, after
much research, the controversy over the origin(s) of the red PL in n-Si has persisted.
This is because the PL peak wavelength and intensity are sensitive to the surface
chemistry of 7-Si, particularly with regard to the relative amounts of hydrogen and
oxygen on the surface. Thus, besides the quantum confinement mechanism, various
surface state and defect models have been invoked to explain the various results.'>*’
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Although direct evidence of quantum confinement effects in n-Si has been obtained
via optical absorption measurements,*** the problems in explaining the PL of some
samples in such a way are amply demonstrated by a study of oxidized n-Si
samples.” In this case the samples had a sphere-like morphology (spherites) and the
optical gap was seen to be in good agreement with theoretical predictions for
quantum dots, but there was a substantial energy difference between the absorption
and emission data at small spherite diameters. Very recently, this energy difference
has been described as being due to an oxygen passivation effect.”’ For H-passivated
Si, recombination is via free exciton states for all crystallite sizes and follows the
expected quantum confinement behavior. For oxygen-passivated nanocrystals, a
stabilized electronic surface state is postulated to form on a Si=O covalent bond and
three different recombination mechanisms can be invoked depending on the
crystallite size. For larger sizes, recombination occurs via free excitons since the
band gap is not wide enough to stabilize the Si=O surface state; for intermediate
sizes, recombination involves a trapped electron localized on the Si atom of the
Si=0O bond and a free hole; and for smaller sizes, recombination is via electrons
trapped on the Si=O bond. Thus the respective roles of quantum confinement and
surface passivation in red light emission from 7#-Si are now understood and the
controversy has been resolved.

Oxidation of the n-Si surface has been shown to produce blue PL."> The blue PL
is quite weak in as-prepared ©-Si and becomes intense only after strong oxidation.
The blue PL has a much faster decay than the red PL and its origin is of some debate
at present. Models currently under consideration include band-to-band
recombination in Si nanocrystals, emission from oxide, and emission due to surface
states. Blue PL has been observed also in oxide-free 7-Si simply by decreasing the
size of the Si crystallites in accordance with the quantum confinement
mechanism.”"*? In fact, the PL can be tuned from the c-Si band gap of 1.1 eV all the
way up to ~3 eV by a judicious choice of the porosity in unoxidized 7-Si.”'*

The near-infrared PL'® at ~0.8 eV (below the bulk Si band gap) exhibits complex
nonexponential dynamics, with a wide distribution of decay times, and has been
assigned to deep level transitions associated with dangling bonds on the surface of
the Si nanocrystallites.*

From these considerations it is apparent that PL in #n-Si is very sensitive to the
chemistry of n-Si production and treatment. Crystalline-Si wires, c-Si spherites, and
amorphous Si (a-Si) material, or any combination of them, may be formed in a given
sample. The n-Si layers thus formed may be far from uniform, which adds to the
difficulties in analyzing their optical properties. Other light emitting species may
also be formed on the surfaces of the anodized and otherwise chemically treated Si.

Despite all these disadvantages, the ease of production of 7-Si and the facts that
the room temperature PL is very efficient (1-10% external quantum efficiency)***®
and that it is tunable through blue to near infrared wavelengths have led to
impressive efforts to produce practical room-temperature devices. The latest red
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LEDs have exhibited external quantum efficiencies greater than 0.1% and lifetimes
of the order of months.****** Most recently, n-Si LEDs have been integrated into Si
microelectronic circuits to provide an addressable LED display>® and a focused-ion-
beam (FIB) patterning technology has been developed®’ that permits a 7Si display
technology with pixel sizes down to 100 nm. However, improvements in efficiency
and power dissipation are necessary for display applications, while an increased
modulation frequency (presently ~1 MHz"® is required for optical interconnects. One
way to improve the EL efficiency, to narrow the band width, to improve the
directionality, and to increase the long-term stability is to insert the LED into a n-Si
resonant cavity.” Even so, the long switching times observed in present 7-Si LEDs
may yet prove to be an Achilles’ heel in optoelectronic applications.

The nonlinear optical properties of n-Si may also prove useful for devices.
Second harmonic generation has been observed from #n-Si with a magnitude two
orders greater than that from c-Si owing to the large surface-to-volume ratio of 7-
Si.%° A large optically induced absorption change has been observed in n-Si.*! This
phenomenon has been used to form all-optical logic gates in n-Si and raises the
possibility of fabricating all-optical integrated circuits on Si.*"¢"¢*

3.2 Silicon nanocrystals

Rather than produce nanometer-size Si crystals by etching, as in @-Si, there have
been numerous attempts at growing them either directly from a gas phase or
indirectly by recrystallization within a matrix.'***%% In fact, the observation of a
nanoparticle-size dependence of the PL energy in very small Si crystals passivated
with hydrogen® predates the similar finding in ©-Si.*> Takagi et al.*® found that the
PL peak energy varied as 1/d” (3 < d <5 nm), where d is the Si nanocrystal diameter,
in accordance with quantum confinement effects predicted by a simple effective
mass model. As for n-Si, however, the emitted light energy generally falls below
that expected from calculations of the energy gap for Si spheres.'” Also, the
confinement effect is seen®®® or not seen® in emission depending on sample
preparation. Interpretation of the nanocrystal PL spectra suffers from the same
ambiguities as n-Si, i.e., nanocrystal size distribution effects and surface chemistry
effects.” In addition, the nanocrystal structure may deviate from the cubic diamond
structure for very small Si nanoclusters.”> Calculations’’' have shown that
luminescence in Si nanocrystals can be due to excitons trapped at the surface, which
is passivated by hydrogen or silicon oxide, while the optical absorption is
characteristic of quantum confinement effects. In definitive experiments,”® the
indirect nature of the Si band gap has been seen from phonon-assisted PL and
absorption spectra for small (1-2 nm in diameter) surface-oxidized nanocrystals.
The red PL quantum efficiency and lifetime is similar to that found for m-Si, ™
indicating a similar light emission mechanism involving quantum-confined
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nanocrystal states. The observation of phonon assisted optical transitions in oxidized
Si nanocrystals has also been reported by Kovalev ez al.” and they found that for
confinement energies above 0.7 eV the radiative transitions are governed by no-
phonon quasidirect processes. Direct measurements of the conduction and valence
band edges of Si nanocrystals with diameters from 1 to 5 nm using x-ray absorption
and photoemission spectra have confirmed the quantum size effect in the band
structure.”* However, the increase of the band gap with decreasing nanocrystal size
is lower overall than that predicted by theory. Thus, the vagaries and complexities of
the nanocrystal-interface-surface system are still proving difficult to unravel.

Interesting new results have come from a PL study of individual oxidized Si
nanocrystals imaged in the far field using a laser scanning confocal microscope.”
Mason et al. observed a distribution of emission wavelengths, vibronic structure,
and, notably, luminescence intermittency and irreversible photobleaching. The
blinking nature of the PL from individual nanocrystals indicates a strong coupling
between excitons and the surface of the quantum-dot-like nanocrystal. The phonon-
assisted PL structure exhibits a much larger splitting than that found in c-Si and is
ascribed to Si-O-Si vibrational stretching modes associated with the oxide
passivating layer on the nanocrystal. Thus in this system the PL is mediated by the
surface of the Si nanocrystal: Excitons are confined near the surface and emission
from these excitons is strongly coupled to vibrations in the surface passivating layer.
The results imply that controlled modification of the surface by species other than
oxygen should produce large differences in the PL yield. An unexpected verification
of this idea has come from a totally unrelated development: The observation of
intense blue PL at room temperature from Si nanocrystals formed within an a-Si
matrix.”® The PL energy exhibits a size dependence and has a short lifetime (~500
ps), which is attributed to a novel quantum size effect resulting from the generation
of resonant electronic states’’ in the Si nanocrystals.

Nanocrystals of Si trapped in some matrix form an attractive system for device
fabrication when compared with ©-Si, because of the increased surface stability and
material rigidity. Visible EL has been observed, for example, from Si nanocrystals
embedded in films of a-Si:H® and from an electrochemically-formed
nanocrystalline Si thin film deposited on SnO,.” In the latter case the p-i-n LED at
room temperature emitted orange-red light (1.8 eV) that was readily visible to the
eye. The light emission is ascribed variously to near surface states’® and the quantum
size effect.”” Also, infrared emission near 1.1 eV has been obtained from a room-
temperature EL device comprised of Si nanocrystals embedded within a Si-rich
Si0,., matrix.** The PL from this structure has an external quantum efficiency of
107, Substantial progress in the development of such nanocrystalline-Si EL
structures can be expected over the next few years.
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33 Quantum wells, wires, and dots

One of the major problems involved in ©-Si and Si-nanocluster research and
development work is the inhomogeneity of the material. Such inhomogenous
broadening effects in the PL and EL can be minimized by preparing uniform Si
structures in the form of quantum wells, wires, or dots. Such structures can readily
be produced directly by modern epitaxial growth techniques such as planar epitaxy,
quantum wire formation along wafer steps, and dot self assembly, or indirectly by
etching appropriate planar structures in the case of wires and dots. The predicted Si
transition energies®'** due to the different degrees of quantum confinement show
that appreciable confinement effects are seen only for diameters less than 3 nm.
Etched structures of this size have been difficult to produce in Si until very recently.

The simplest approach is to grow thin quantum wells of Si separated by wide
band gap barriers. Suitable barrier candidates are SiO,, CaF,, and A1203,83 and SiO,
has the additional advantage of being an excellent passivator of Si.** Although a
number of Si/barrier superlattices have been produced in the past® none has
produced convincing evidence for quantum confinement induced emission until
recently. In 1995, Lu et al.® reported visible light emission at room temperature
from ultrathin-layer Si/SiO, superlattices grown by molecular beam epitaxy (MBE)
that exhibited a clear quantum confinement shift with Si layer thickness. According
to effective mass theory and assuming infinite potential barriers, which is a
reasonable approximation since wide-gap (9 eV) 1-nm-thick SiO, barriers are used,
the energy gap E for one-dimensionally confined Si should vary as

(1 1
E:Eg+2d2( —+ J )

me mh

where E, is the bulk material band gap and m, and m," are the electron and hole
effective masses.®” This simple model is a reasonable first approximation to compare
with experiment for quantum wells.*> The shift in PL peak energy with Si well
thickness d is well represented by Eq. (1), with E(€V§= 1.60+0.72d . The
very thin layers of Si (1 <d<3nm) have a disordered, but nearly crystalline,
structure owing to the growth conditions and the huge strain at the Si—SiO,
interfaces.*™ (By reducing considerably the SiO, thickness, epitaxial growth of the Si
layers can be achieved.®) The fitted E, of 1.60 eV is larger than that expected for c-
Si (1.12 eV at 295 K), but is in excellent agreement with that of bulk a-Si (1.5—
1.6 eV at 295K). The indications of direct band-to-band recombination were
confirmed by measurements via x-ray techniques of the conduction and valence
band shifts with layer thickness."™® The fitted confinement parameter of
0.72 eV/nm? indicates m, =~my, =1, comparable to the effective masses of ¢-Si at
room temperature.®” The integrated intensity at first rises sharply with decreasing Si
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thickness until d~ 1.5 nm and then decreases again, which is consistent with
quantum well exciton emission.”"*> The PL intensity is enhanced by factors of up to
100 on annealing and is also selectively enhanced and band-width narrowed by
incorporation into an optical microcavity.”® In a higher quality cavity, a very sharp
(17 meV full width at half maximum) PL peak has been observed.”*

Room temperature PL at visible wavelengths has also been observed from MBE-
grown nanocrystalline Si/CaF, superlattices,® but in this case the luminescence is
related to localized states located well below the Si layer optical absorption edge.”
Nevertheless, these states do exhibit some sensitivity to confinement effects.
Likewise, the visible PL observed in Si/SiN, superlattices grown by MBE in
association with an electron-cyclotron-resonance plasma surface treatment’®
exhibited only a weak dependence on quantum well confinement compared with
Si/Si0,. Further evidence of confinement-induced PL in plasma-enhanced chemical
vapor deposition (PECVD)-grown Si/SiN; single quantum well structures has been
obtained by Steigmeier et al.”’

Theoretical calculations of the optical properties of Si/SiO, superlattices based
on an empirical pseudopotential homojunction model®® revealed that for Si layers in
the (100) direction the energy gap is pseudodirect, i.e., the optical transition matrix
element is smaller than that of a direct transition as in bulk GaAs. Nevertheless, the
energy increases with decreasing Si quantum-well thickness and the transition
matrix element increases steeply up to ~2 nm thickness and then decreases again in
general agreement with the experimental results. Tight binding bandstructure
calculations for Si,/(SiO,), crystalline superlattices with the number of unit cells
m,n < 5% show a striking new feature. Besides the expected increase in the band gap
due to quantum confinement, the confined bands along the I'-Z symmetry direction
are essentially dispersionless and exhibit a strongly-nested direct band gap character
at the minimum energy gap of the system. Thus, these superlattices produce a high
radiative efficiency for a 1-3 nm (m=2-5) Si layer thickness,” as found
experimentally. The self-consistent electronic structures of Si/CaF, superlattices
have been calculated by means of the linear muffin-tin orbital method in the atomic-
sphere approximation.'” These calculations could not explain the experimental
difference between absorption and PL in such superlattices (see Ref. 95 and
references therein), but they did emphasize that both quantum confinement and
adequate passivation of the Si layers are necessary in order to observe visible
wavelength PL.

The bright PL obtained from as-grown and annealed Si/SiO, superlattices offers
interesting prospects for the fabrication of a Si-based light emitter that can be tuned
from 500 to beyond 800 nm by varying the Si layer thickness and/or the annealing
conditions, all using available vacuum deposition technology and standard Si wafer
processing techniques. The next important step is to develop LEDs based on such
superlattices. Several prototype devices have been constructed in Si/SiO,'""'** and
Si/CaF,'” and all report visible EL, although as yet there is no strong evidence that
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the emission originates from confined states in the Si quantum wells. The EL from
the Si/SiO, superlattices is notably stable.'*!!*?

Quantum wires obtained by etching Si/Si;,Ge, heterostructures have been
investigated by several groups (see, for example, Refs. 106 and 107). In PL
measurements, wires defined by electron beam lithography and reactive ion etching
have shown small blue shifts of up to 30 meV in the Si;Ge, alloy peak at ~1.1 eV
due to a combination of strain and confinement.'*'"” Alternatively, Si;..Ge, wires
have been grown on V-groove patterned Si substrates'®: The infrared emission (PL
and EL) in this case exhibits a large optical anisotropy.'” No significant intensity
enhancements compared with PL from quantum well transitions have been realized
in these wire structures.

Until recently, it has not been possible to produce thin enough freestanding wires
of c-Si by etching techniques to observe quantum confinement effects, although
room temperature PL at wavelengths from 400-850 nm is found for pillars with
diameters ~10 nm (see, for example, Refs. 110-112 and references therein).
Recently, an EL device based on such Si nanopillars has been produced: The device
emitted red light that was visible to the naked eye.'” New etching techniques have
now been developed for fabricating Si quantum wires with dimensions in the sub-
10-nm region that after thermal oxidation should allow investigation of the optical
properties of sub-2-nm wires in conventional wire''* and free-standing pillar'"®
form.

Theoretical calculations of the electronic structure and optical properties of
H-passivated Si quantum wires have been reported by a number of research groups
(see, for example, Ref. 116 and references therein). First principles calculations
show the same band nesting phenomenon and near-flat dispersion along the I'-Z
symmetry (wire) direction, as described above for Si quantum wells, and the
occurrence of direct gaps.''*!!’

Attention has now turned mainly to the production of Si,.,Ge, quantum dots, as
these produce the strongest confinement effects for a given diameter or can achieve
desired confinements with smaller diameters than for wires. A number of first
principles calculations have been performed for H-passivated Si quantum dots (see
Ref. 118 and references therein) and they all show a steep increase in the optical gap
energy with decreasing dot size below 3—5 nm. Quantum dots fabricated by etching
Si/Si; Ge, superlattices have produced 4 K PL at 0.97 eV that is 200 times brighter
in 60 nm dots compared with the unetched superlattice PL.""" Similar studies of Si;.
«Ge, dots fabricated by self-assembling island growth on Si have shown an increased
luminescence efficiency due to the localization of excitons in the dots.'*’ In the latter
case, the dots were buried in Si, which has the advantage of minimizing surface
defect recombination. In both cases, EL has been observed from diode structures at
low temperatures'**'*! and at room temperature.'”' The infrared EL at 4.2 K in the
dot is two orders of magnitude higher in intensity than in the as-grown superlattice.
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At room temperature, the dot EL at 1.3 pm is only 50% less efficient, with a
threshold injection current of ~0.1 pA/dot and an electrical-input to optical-output
power conversion efficiency of 0.14%.'%!

In subsequent work on Si quantum dots ~10 nm in size formed in a-Si/SiO,
superlattices by controlled crystallization, Tsybeskov et al.'** have shown that the
PL emitted near 1.1 eV is remarkably efficient (~0.2% external quantum efficiency
at 300 K) compared with c-Si. The observation of sharp structure in the superlattice
PL spectrum proves that the Si dots are extremely pure, primarily as a result of self-
purification during thermal crystallization.'* The high room temperature quantum
efficiency indicates that strong luminescence in indirect gap semiconductor dots
does not necessarily require strong quantum confinement, but can arise simply from
spatial confinement in well passivated nanocrystals. Finally, a shift of the PL peak
toward higher energies was found with smaller-size (<10-nm) Si dots. The PL in
such dots can be tuned up in energy by confinement and down in energy by alloying
of Ge with Si. The latter case has been investigated in MBE-grown Sig sGe, 5 dots in
a coherent wave superlattice structure. Here, strong no-phonon PL was obtained at
~0.8 eV (1.55 um) that could easily be varied in wavelength by changing the Ge
content.'

It is conceivable that this diverse work on Si quantum dots could soon lead to a
new generation of Si/Si;Ge, optoelectronic devices at the optical fiber
communication wavelengths of 1.3 and 1.55 um.

4. PROSPECTS FOR SILICON-BASED
OPTOELECTRONIC DEVICES

Although a considerable number of optical detectors and waveguide structures
have been created from Si-based materials®*'**!** there is still a paucity of LEDs
constructed from Si and, most importantly for many all-Si optoelectronic
applications, no lasers. The requirements for an acceptable semiconductor laser for
optical fiber applications are rather stringent: 5-10 mW of laser facet power at 1.3
pm, maximum laser threshold less than 70 mA, spectral width less than 10 nm,
operation over the temperature range -40°C to +85°C, average lifetime of 10° hr, and
low cost.'”

Of the materials systems reviewed here, LEDs made from Si:Er show the most
immediate promise for device applications at 1.54 pm. An optoelectronic device has
been constructed' comprising an edge emitting Si:Er LED integrated with a Si
waveguide on a SOI substrate. The EL linewidth of such LEDs at room temperature
is approximately 10 nm.'** This narrow linewidth and the fixed emission wavelength
augers well for optical fiber communication systems with high bandwidth capacity.
Optical gain at 1.54 pum has already been obtained in suitable Si waveguide
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structures'*® and laser emission could soon follow if the room temperature quantum
efficiency can be improved sufficiently.

Porous Si LEDs emitting at orange-red wavelengths are no longer just a curiosity
with the announcement of LEDs having reasonable external quantum efficiencies
(0.1%), lifetimes of the order of months, and low driving voltages (2-5V) in
forward bias'?” and also of devices with integrated Si transistor drivers.’® Apart from
display applications,’® however, the long lifetime and broad linewidth of the optical
emission will limit optical communications applications of n-Si LEDs, and it is not
clear whether current injection lasers will ever be made from 7-Si. The need to be
compatible with existing large-scale Si processing also leads to difficulties with
electrochemically created n-Si. It is likely that oxidized Si nanoparticles will
eventually prove to be superior to ©-Si in this regard and also in device stability, but
the long lifetime and wide band width of the emitted light are still going to limit
device performance. Nevertheless, n-Si is a versatile material and offers extremely
diverse optoelectronic functionality to Si in the areas of infrared and visible
waveguiding, photodetection, and photomodulation.'**

Light emission from quantum well and dot structures may yet hold the most
promise for producing lasers at wavelengths across the visible into the infrared. The
Si/SiO, multiple quantum well structures® are well suited for visible wavelength
lasers at room temperature. Their optical absorption characteristics are ideal for
optical pumping in a planar microcavity, but it is not yet certain if their electrical
characteristics are amenable to injection laser design. Quantum dot LEDs made from
Si/Si;.,Ge,'*! show considerable potential for laser applications at 1.3 and possibly
1.55 pm. However, much more research and development work on these structures
is required before this potential can be realized.

In conclusion, considerable progress has been made over the last decade on
obtaining efficient light emission from a wide variety of Si-based materials. This
work has led to the development of light emitting devices that are just now reaching
useful performance levels. The intensity of research and development on light
emission in Si is increasing as a result of these stimulating advances in materials
engineering and technology. It is likely that a Si-based laser will emerge from this
research in the very near future, although the actual active laser material could be
none of those discussed here, because of the burgeoning diversification™'**'* in Si-
based materials.
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Abstract Spin-orbit coupling is a crucial parameter controlling the spin relaxation rate
in solids. Here we review recent theoretical results on the randomness of spin-
orbit coupling in two-dimensional structures and show that it exists in a form
of random nanodomains. The spin relaxation rate arising due the randomness
is analyzed. The random spin-orbit coupling leads to a measurable intensity
of electric dipole spin resonance, that is to spin-flip transitions caused by the
electric field of an electromagnetic wave.

Keywords:  Spin-orbit coupling, spin relaxation, spin resonance, Monte Carlo simulations

1. Introduction: Spin-orbit coupling and spin relaxation

Spintronics, a prospective technology which should allow to use spins of
single electrons for storage and transportation of information, is based on a
possibility to manipulate the spins, and if necessary to preserve them in definite
controlled states as long as necessary to avoid loss of the information. In solids,
electrons interact with impurities, surfaces, phonons, and each other. These
interactions lead to momentum and energy relaxation of carriers. If the orbital
and spin degrees of freedom were completely uncoupled, the spin states would
persist for an infinite time and spin relaxation would never occur. Therefore,
understanding and controlling of the spin-orbit (SO) coupling and, in turn, the
spin relaxation are important for the design of intended spintronics devices
[1-5].

As the prospective systems for spintronics, two-dimensional semiconduct-
ing electron structures where electrons are localized in the z-direction and
free in the lateral ones, are assumed. High mobilities of electrons (1 > 1(P
cm?/(Vs)) achievable there make the electron transport easy. In order to dis-
cuss the possible effects of SO coupling we will consider three types of struc-
tures shown in Fig.1. In these structures, the electron states are extended along
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the z-axis on the scale of the order of 10 nm. These are arranged according
to the strength of their artificial growth-induced macroscopic asymmetry. The
first structure (Fig.1(a)) is the heterojunction of two different materials (e.g.
GaAs/Al,Ga;_,As) with the strongest asymmetry. The electrons are local-
ized due to the mismatch of the conduction bands of these two materials and
the electric field of the dopant ions attracting them to the interfaces. The next
structure (Fig.1(b)) is an asymmetrically doped quantum well (QW) where the
electrons localized in the GaAs layer due to the GaAs/Al,Ga;_,As edges are
influenced by a strong electric field of the ionized dopants. In these two struc-
tures their structural inversion asymmetry (SIA) leads to SO coupling which
can be qualitatively understood as follows. For an electron moving with veloc-
ity ¥ in an electric field E, the spatial symmetry of the electron envorinment
is lifted. If ¥ L E the magnetic field H = (v/c)E arising in its eigenframe
acts on the electron spin, thus coupling it to the electron momentum. From
this symmetry point of view the SO coupling in these systems described by the
Rashba Hamiltonian [6] can be understood:

A = ofd x k)7, ¢))

where « is the coupling constant, ¢ are the Pauli matrices, EII = —ihV” —

(e/ C)A'H is the in-plane momentum of a carrier, A is vector-potential of ex-
ternal field, and 7 is the unit vector in the growth direction shown in Fig.1.
Hgo describes a EH -dependent “magnetic” field h r L EII acting on the spin of
a carrier. The field leads to a spin splitting 2akr of the electron states in the
vicinity of the Fermi momentum kg, a renormalization of the electron g-factor,
a splitting of the cyclotron resonance, and the electron spin dipole (combined)
resonance, where an external periodic electric field causes spin-flip transitions.
In GaAs/Al,Ga;_xAs heterojunctions [7] and Si-based transistors [8] where
the structure asymmetry is strong [9], the value of « is of the order of 10710
eV-cm leading to 2akr ~1 meV for kr ~ 10% cm™! corresponding to a two-
dimensional (2D) concentration of carriers nyp ~ 10'' cm~2 [10]. By chang-
ing the asymmetry of the doping on the well sides, it is possible to manipulate
the magnitude and the sign of o [11].

Let us turn now to Fig. 1(c) where the structure seems to be symmetric. If it
was produced of crystals with the unit cell (bulk) inversion asymmetry (BIA)
like GaAs, the bulk SO (Dresselhaus) term inherited by the 2D system Hp =
a.(0R), with Kk, = kw(kz — k2), Ky = ky(k? — k2), and K, = k;(k2 — k;)
leads to the 2D Hamiltonian:

HEY) = ap (—6.ke + 6,ky) 2)

which is different from Eq.(1), but has similar physical consequences. The
coupling constant ap = ar(m/a)?, where a is the well thickness [12, 13],
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Figure 1.  The two-dimensional systems with different types of SO coupling. Possible real-
izations for A/B are, for example, AlxGa;_xAs/GaAs or Ge,—«Six/Si, respectively. (a) Het-
erojunction with the strongest asymmetry arising due to the interfaces. (b) One-side doped QW
with the asymmetry arising due to the doping. (c) Symmetrically doped QW with a random
local asymmetry.

and a. is the Dresselhaus SO coupling constant. For holes, the k-dependence
of the SO coupling is rather complicated [13-15] and the resulting spin split-
ting can be non-monotonic [13]. In the asymmetric zincblend structures, the
HSPO and the Hé%o—originated effects which are typically of the same order of
magnitude can be distinguished at certain conditions [16].

Another mechanism of a kj-dependent spin splitting in zincblend-based
QWs, a native interface asymmetry (NIA), arises due to changes in the in-
terionic bonds at the interfaces [17]. In asymmetric Si/Si_Gey QWs, where
neither a BIA nor a NIA term contributes, the value of « is much smaller being
0.55x 107'2 eV-cm as measured by electron spin resonance (ESR) [18]. Also,
holes in these systems show a weak SO coupling [19].

Spin-orbit coupling leads to spin precession, however, it doesn’t cause an ir-
reversible spin relaxation itself since for this purpose a randomness in the spin
precession is needed. It is usually accepted that for the SO coupling discussed
above the Dyakonov-Perel’ [20] mechanism is responsible for the spin relax-
ation in semiconductors with one type of carriers [21]. This mechanism can be
described as follows. Due to scattering by impurities, phonons and other elec-
trons, the momentum of the electron randomly changes in time. Therefore,
also, the direction of the precession axis changes randomly in time. If the SO
coupling is relatively weak, the precession angle between the collisions with
impurities is small, and the spin direction randomly goes back and forth with
a small random angle. The resulting spin movement is a diffusion in the spin
space and the relaxation rate is I'pp ~ (ak” / h)z’i', where 7 is the momentum
relaxation time. For a typical example of GaAs at electron concentration of
5x 10" cm™2, o of 5 x 1071% eV-cm, and a mobility z of 10° cm?/(Vs) one
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obtains an estimate for the relaxation time of the order of 0.1 ps. We point out
that the spin and momentum relaxation rates are are inversely proportional to
each other, and, therefore, in high-mobility systems spin relaxes fast. For Si
the relaxation time can be from five to six orders of magnitude larger, making
it a promising material for the spintronics applications.

Due to the effects of the SO coupling, it is important to understand the pos-
sibilities to manipulate its strength. For example, in QWs the asymmetry can
be removed by an equivalent doping on the sides or effectively by applying
an external bias which also can lead to a compensation of the I@DO and Hézo
terms [22] for some electron momenta. By changing the bias one can manipu-
late the spin dynamics. In order to understand the limits of spin manipulation,
it is necessary to find the lowest limit of the SO coupling when all asymme-
tries seem to disappear. We will show that an SO coupling is present even in
“perfectly” symmetric systems and leads to a spin relaxation and an electric
spin dipole resonance. This kind of coupling can be regarded as minimal SO
coupling achiavable in 2D electron systems.

2. Random spin-orbit coupling: a model

Most of theories of spin dynamics in semiconductors, as discussed above,
consider the SO coupling as uniform, that is electron-coordinate independent.
The reality is, however, different: the coupling produced by randomly dis-
tributed charged impurities is spatially random as well.

The idea of a random SO coupling stems from a work of Mel’nikov and
Rashba [23] on bulk Si and Ge with charged impurities. It seems that in Si lo-
calized large-radius dopant states should not demonstrate SO coupling. How-
ever, on each site the random electric field is nonzero due to fluctuations of the
concentration of randomly distributed surrounding dopants. This field leads to
a local SO coupling, which randomly changes from site to site. Below, we re-
view the dopant fluctuation-induced random Rashba field in two-dimensional
structures and show that this SO coupling exists in a form of random domains
on a spatial scale of the order of 10 nm.

As an example we consider an symmetric structure consisting of a 2D con-
ducting channel and two dopant layers at — — w/2 < z < —l + w/2 and
I —w/2 < z <1+ w/2 (Fig. 1c). With the mean concentration of dopant
ions per side 7, the 2D concentration of carriers in the well is ,,p = 2nw.
As the factor that determines the strength of the SO coupling we consider the
z—component of electric field of the dopant ions E,(5) in a point with the 2D
coordinate p' at the well symmetry plane (2 = 0), where the charge density
|1/J2(z)| for the first subband of the size quantization is close to the maximum.
A nonzero E,(p) arises randomly due to unavoidable fluctuations in the dopant
concentration. Therefore, the asymmetry always exists locally. We assume
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Figure 2. A typical realization of a random SO coupling in a quantum well. (a) symmetrically
doped, (b) asymmetrically doped well. The parameters are chosen as follows. The concentration
of electrons is 5 x 10'" cm™2 as achieved by the one-side doping in Fig.2(b) and symmetric
doping in Fig.2(a). The mean SO coupling in Fig.2(b) is {(a), = 8.5 x 107'% eV-cm, the
distance between the dopant layer and the well symmetry plane Iy is 10 nm (solid lines) and 20
nm (dashed lines), respectively.

also that the SO coupling is a linear function of the electric field, and, there-
fore a(p) = (E.(p), where ( is a system-dependent parameter. For example,
in Si-based structures ¢ ~ 0.2|e|A2 [18]. The z-component of the Coulomb
field of the dopants with concentration n(7) is given by

B9 = [ Grer, 557 =

z
=7+ PP

where 7" = (7|, 2), and ¢ is the dielectric constant. The integration is performed
over the two dopant layers. We assume that the correlation function of the
dopant concentration n(7) is the “white noise”

((n(r1) —m)(n(ra) — 1)) =M6(r — 72), 4

where (...) stands for averages and define the correlation function of the Rashba
parameter Feop(p) as:

3)

(a(0)a(p)) = <a2>Fcorr (p)- &)
() and F,o;(p) in Eq.(5) can be obtained using the technique of Ref. [24]:

[ 1@

2¢2 nap
(%) = 4 ¢ ‘ 4l2272’ Foore(p) = — . (6)
€2 4l3 —w /f2(0,r’)d2p'dz
where 7 = (7, z). For a very thin dopant layer with w < ly cappng = v/ {a?) =

Cle| v/mnap/€ly. For comparison, in a one-side doped QW (maximal asym-
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metry), o, is a sum of a regular average (), and a random term with the mean
p-independent contribution

(a)q = 27C (f) nap. (7

By comparing Eqs.(6) and Eq.(7) one concludes that at nypl3 ~ 0.1, a typical
parameter for QWs [18], aynq can vary between ~ 0.1(a), and ~ (a),. At
p ~ lo, Feorr(p) decays as (Ip/p)? and therefore, establishes a common spatial
nanoscale in the lateral and the z—axis directions. A typical realization of a
random «(p) in shown in Fig.2.

Above we did not consider the screening of the E (p) field for the following
reason. The lateral charge redistribution in the field of the dopant ions [25]
causing the lateral screening, doesn’t change F,(p). Therefore, the screening
corrections to E,(p) arise due to the polarization of the wavefunctions along
the z—axis. This linear in E.(p) correction leads to a small renormalization of
the constant (.

We also assume that k:”lg > 1, and, therefore, the Rashba Hamiltonian can
be treated locally as uniform field that describes the random SO coupling in
the semiclassical approximation as:

Hso(p) = hr(p)G  hr(p) = a(f) (). — k), 8)

with the mean value (A (7)) = 0. This random term in III-V quantum wells
is added to the f[é% Hamiltonian. In the symmetric Si-based wells it gives
the only contribution. Therefore, the symmetrically-doped Si/SiGe;_x wells
demonstrate the minimal nonzero SO coupling arising due to random doping
on their sides.

3. Random spin-orbit coupling: experimental
consequences

Having established the mechanism, the spatial scale, and the strength of
the random SO coupling, we will discuss the possibility of its experimental
manifestations below.

Spin relaxation rate

For the Dyakonov-Perel” mechanism the randomness enters the spin preces-
sion due to the random time dependence of the momentum. However, as we
have seen above, the randomness is an intrinsic property of the SO coupling.
Therefore, it should lead to a spin relaxation even if the momentum of the
electron remains constant. Below, we discuss this mechanism both for asym-
metrically and symmetrically doped structures. Even in the latter case where
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Figure 3. Spin relaxation obtained by the Monte Carlo simulation with N = 64 electrons in

the system. (a) Symmetrically doped, (b) asymmetrically doped well. Solid lines: the total spin
polarization, dashed lines: one selected spin.

the mean SO coupling is zero, the spin relaxation occurs, as can be seen from
the following qualitative arguments.

The spin precession rate and direction at a point p'are determined by |« (7) |,
and its sign, respectively. Therefore, for a moving electron it is a random
function of time without any scattering by impurities or phonons. The change

of the precession angle d¢; during the motion through a domain of a lateral
size of the order of Iy is d¢g ~ k:||(a2>1/27'd, where 7, = lp/v is the time
necessary to pass through one domain. In the next domain of the same lateral
size the sign of « (p) is most probably opposite leading to the spin precession
in the other direction. Thus, the spin precession is stochastic even for a carrier
moving in a straight line.

Let us consider the spin relaxation of an ensemble of j = 1, N electrons
moving with the velocities ¥, |¢;| = v for all electrons assuming that the free
path £ = vt > ly. We select one representative of the ensemble which starts
at a point pj in the fully polarized state with (s,); = 1/2. Its path is then
| = vt’ and the coordinate p(t') = pj + U;t’. Each electron in the ensemble
interacts with the random Rashba field corresponding to its path. The spin
precesses randomly and when an electron arrives at time ¢ at the point py, its
z-component and the mean z-polarization of the ensemble S.(t) are given by:

(2s.(0))y =cos | = [al@yS |, (8:0) = = (s ©

where the integral is taken along the path of the particle. The spin polariza-
tion (S,(t)) is the sum of random variables, which tends to zero at ¢ — oo
since the summands cancel each other. Two approaches can be applied to cal-
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Figure 4.  The trajectory in the Si.S. space for two different time scales: (a) ¢ < 25 ps, (b)
25 ps< t < 50 ps. The figure shows the random character of the spin relaxation.

culate (S,(t)). One is analytical, the other one is the Monte Carlo simulation
which was successfully used in calculations of the spin relaxation for regular
SO coupling [26].

The analytical solution found in Ref. [27] gives the rexation time %, ~
2m(a?)kjf74, which can be understood as follows. If ¢ >> 74, the precession

angle is estimated from the diffusion picture as <(A¢>)2> ~ (6¢q)* t/7q. At

t ~ Tup, (Ap)? ~ 1 that leads to this result.

Below we concentrate on the Monte Carlo approach which allows to inves-
tigate the movement of each electron. Figs. 3(a) and 3(b) present the results of
a simulation for a selected particle and the total spin of the system for a sym-
metrically and asymmetrically doped well, respectively. As demonstrated in
this Figure, the relaxation times are similar in both cases. The randomness of
the spin movement is clearly seen in the figure. The relaxation of the in-plane
components of the spin is determined by the same random mechanism, and,
therefore, occurs at the same time scale.

In Fig.4 we present the trajectory of the system in the (.S, S )-spin space
where S is the mean value of the spin projection on the momentum axis:
Sk(t) = (2/N) Zj<§’E/k) The (0, 0) point in this space is the attractor, where
the system path finally comes in as a result of a stochastic movement.

Now we can estimate the relaxation rates for spins arising due to impuri-
ties within the Dyakonov-Perel mechanism and due to the randomness under
the ballistic movement. From the formula for I'np we obtain an estimate:
['./Tpp ~ 74/7, which gives for the mobility p > 10° cm?/(Vs), lp = 10
nm, and v = 3 x 107 cm/s the ratio of the order of 100. Therefore, for the
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ballistically moving carriers in symmetrically doped systems with a high mo-
bility, the total spin relaxes by two orders of magnitude more slowly than in the
asymmetrically doped systems due to the Dyakonov-Perel’ mechanism. With
the decrease of the mobility this ratio decreases, and, therefore, the relaxation
rates in the symmetrically and asymmetrically doped systems can be of the
same order of magnitude.

Electric dipole spin resonance

An interesting manifestation of the SO coupling is the electric dipole spin
resonance, where spin-flip transitions are caused by the electric field of an
electromagnetic wave [28]. Let us consider a response of a 2D electron gas
in a magnetic field H || z to a relatively weak external electromagnetic (EM)

wave propagating along the z—axis with magnetic and electric fields H =
Hoe ™' ||  and E 1 H, respectively. The ratio of the fields amplitudes
is given by Ey/Hy = 1/y/e. The interaction of the electron charge with the
wave of the vector-potential A and amplitude Ay = (c/w) Ey can be treated
as a perturbation given by: V4 = —(e/c)GA. Here v = V,;f[ is the velocity
operator. For the Hamiltonian H = h2k? /2m* + Hgo, the velocity acquires
also a spin-dependent term V;Hgo [28, 29]:

o Mhe  a(p) o = My o),

T m*

i 0-317 Yy m* I Oz, (10)

where m* is the lateral effective mass. The terms in ¢, and ¥, containing
the Pauli matrices cause the spin-flip transitions in electric field. The matrix
elements of 0, between the states v;(p) |T) and ¢f(p) |]) are:

vi =1 [P an

with the average (vy; ) = 0 due to («(p)) = 0. However, the parameter which
determines the measured intensity of spin-flip transitions, <]v i \2> is nonzero
and given in Ref. [30] as:

2
(jogi ) = 38 [ 07505 (0) Feom (Bro)s(B2) o (o) prc . (12)

where pi2 = |p1 — pa|. We consider the quantum limit of the problem, with
maximal four ocupied Landau levels (quantum numbers n = 0, 1, two spin-up
and two spin-down). For a carrier concentration of npp =2X 10 em—2, this
occurs at 4 > 2.3 T. The wave function in the magnetic field

Vnm () = eXp(*P2/4l%{)an(P/lH)eimw (13)

1
V2mly
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N

Figure 5. A schematic plot of the the spatial scale of the electron wavefunction in the case of
a weak (a) and a strong (b) magnetic field on a two-dimensional scan of random SO coupling
obtained by a Monte Carlo simulation.

where m is the orbital momentum, ¢ is the azimuthal angle, the magnetic
length Iy = /he/ |e| H, and Ly, (p/lgr) is a polynomial. We consider the
zero orbital momentum ground state (Lgg = 1) and the first excited state
(L1o(2) = 1 — 22/2) in the static magnetic field with the gauge A = [H, 7] /2.
The spin-flip-transitions as ¢;(p) |T) — 1;(p) ||) without change of the Lan-
dau level occur at the frequency gup /h. The transitions between Landau levels
accompanied by a spin flip occur at frequencies w. + gup /h forming satellites
of the synchrotron resonance peak at w, = |e| H/m*c. Here we neglected the
influence of the random potential on the wave function of electrons since un-
der typical experimental conditions (¢ > 10° cm?/(Vs), H > 1 T) wer > 1.
We also assumed that the magnetic field is sufficiently strong and so the in-
fluence of the SO term on the spin states can be neglected. The role of the
randomness strongly depends on the ratio of the spatial scales of the electron
wave function and the SO coupling. Fig.5 shows their relative spatial scales
in the case of a weak (I > ly) and a strong (I < lp) magnetic field. For
lg > ly, all transition matrix elements are small (proportional to & /1%,) be-
cause of oscillations in the sign of the SO coupling on the spatial scale of the
order of [y (Fig. 5(a)) with neighboring domains contributing with opposite
signs. This is analogous to the mechanism of the spin relaxation discussed

above. For “pure” spin-flip transitions in a strong ﬁeld<\vﬁ \2> — a? /R*
For a 9oo(p) |1) — 110(p) |1) transition, <|vfi |2> vanishes both in a weak
(as I2/13;) as well as in a strong (as l3; /1) field.
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Now we can estimate the static magnetic field, where the electric field -
induced spin-flips have a larger probability than the transitions due to the mag-
netic field of the EM wave. With the Hamiltonian of interaction of the spin

with the magnetic field Vg = (gup/2)(HG), we obtain for the “pure” spin-
flip transitions:

(I ’VH’ m apndlel 1 lo

( ‘VA‘ 1 wpH emax(lo,ln)

(14)

It can be seen in Eq.(14) that the dipole spin transitions dominate up to fields
of

Qynd le] 12
/e max(i3,2)°
where I, = (up/ |e|) v/ic/armae'/*. For example, with an experimental value
of (a), in Si QWs [18] and the minimal estimate a4,q/{), ~ 0.1 one obtains
Qund ~ 5 x 107 eV.cm. This leads to ayyq |e| /%€ ~ 10 T, with [, ~ 10
nm. Therefore, at H < 10 T the spin-flip transitions caused by electric field
are still more probable than the transitions due to the magnetic field.

H < Hey ~ (15)

4. Summary

We demonstrated that SO coupling in 2D structures exists in a form of ran-
dom nanodomains and is present even in ’perfectly’ symmetric systems. This
’minimal’ coupling which can be close in magnitude to the coupling induced
by the asymmetric doping, imposes restrictions on the possibilities to manipu-
late artificially the SO coupling. The effect of the minimal SO coupling man-
ifests itself even when the regular contribution is suppressed by applying an
external bias. Experimentally, it can have the following indications:

m [t causes a random precession of the electron spin and, in turn, a finite
spin relaxation rate thus imposing restrictions on the possibilities of spin
manipulation.

m [t leads to an intense electric dipole spin resonance even if the mean
value of the coupling vanishes. It can be measured with the electron
spin resonance technique even in Si-based quantum wells, where the SO
coupling is very weak.
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Abstract:

Key words:

We present a survey of Raman and Surface Enhanced Raman Scattering
(SERS) studies carried out on carbon nanotubes systems, including single
walled nanotubes (SWNTs), multi-walled nanotubes (MWNTs) and
nanotubes/polymers composites. We first recall the main features of Raman
spectra taken at different excitation wavelengths and we particularly focus on
the interactions that take place between tubes when they are in bundles. We
predict an upshift of the radial breathing mode (RBM) and we demonstrate this
effect experimentally. In the case of tubes deposited on a rough gold or silver
layer, i.e. in SERS conditions, we show that interactions take place also with
the metallic surface giving rise at some degradation of the tubes. Then, we
present results on MWNTSs and interpret the low frequency Raman modes, as
originating from the RBM of isolated tubes whose interaction between the
concentric shells lead again to an up-shift of the frequency of these modes.
Finally, we have undertaken a careful study of composites prepared with
nanotubes and either saturated or non-saturated polymers. For example, with
Poly-(phenylene-vinylene)/nanotubes composites, it is shown that the
luminescence properties of such compounds are strongly affected by the
presence of the nanotubes.

Raman Scattering, Surface Enhanced Raman Scattering, Carbon Nanotubes,
Composites.
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1. INTRODUCTION

Carbon nanotubes have been studied extensively since their first
observation in 1991 by Ijima [1]. Several techniques of preparation have
been developed such as laser ablation [2], arc electric procedure [3] or
decomposition of hydrocarbides [4]. The tremendous interest of scientists
towards this new class of carbon materials is due to several reasons. First,
the electronic properties are of primary importance on a fundamental point
of view, but more importantly, potential applications are proposed every day
[5], far beyond the use of nanotubes as electron emitters in flat screen as
reported some time ago.

Let us recall that nanotubes can be considered as graphene sheets rolled
up in different ways. If we consider the so-called chiral vectors
¢ =na; + na,, in which a; and a, are the basis vectors of a 2D graphite
lattice, depending on the value of the integers n and m, one can define three
families of tubes : “armchair” tubes (n = m), “zig-zag” tubes (n or m = 0),
and chiral tubes (n # m # 0). Band structure calculations have demonstrated
that tubes are either metallic compounds, or zero-gap semiconductors, or
semiconductors [6,7]. More commonly, they are divided into metallic tubes
(when n-m is a multiple of 3) or semiconducting ones.

2. GENERAL PROPERTIES AND RAMAN
SCATTERING

From the early days of investigation of carbon nanotubes, two
spectroscopic techniques emerged as needed tools, namely high resolution
transmission electron microscopy (HRTEM), and Raman scattering [3]. On
one hand, HRTEM permits a direct observation of single-walled nanotubes
(SWNTs) either isolated or in bundles providing then an estimation of the
average diameter of the tubes. In the case of multiwalled nanotubes
(MWNTs) HRTEM allows a determination of the size of the inner and outer
diameters, as well as the averaged number of shells. As it will be seen later,
these parameters turn out to be important for the simulation of Raman
spectra for example. On the other hand, Raman scattering, via the vibrations,
provides additional information, especially when performed at different
wavelength excitations (Fig.1). Three domains of frequencies can be
distinguished: i) the 1400-1700 cm™ range where the so-called “G” modes
around1600 cm™ are seen, originating from a graphite vibration which is
splitted as a consequence of the curvature of the tubes, ii) the frequency
domain ranging from 1100 to 1400 cm™ in which the “D” band is observed,
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as a signature of defects, iii) the low frequency range in which appear the
radial breathing modes of the tubes.
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Figure 1. Raman spectra of single-walled carbon nanotubes recorded at
room temperature for different excitation wavelengths: 457.9 nm; 514.5 nm;
676.4 nm and 1064 nm, as indicated on the curves.

The theoretical prediction of these vibrations was made by several
authors (see for example refs. 8,9). Two main characteristics in the Raman
spectra of SWNTs can be raised. First, the radial breathing mode, hereafter
referred to RBM, is strongly dependant upon the diameter of the tubes.
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Performing Raman scattering in high resolution in this domain reveals
several components and several models have been built [10,11,12] to
establish a direct relationship between the frequency of this mode and the
tube diameter. In our group, we use the expression v(cm™) = 2238/d(A) as
published by J.P. Buisson et al [13]. As a consequence, one can determine
some kind of diameter distribution of tubes in a sample, if one keeps the
laser excitation unchanged, since resonance effects are not taken into
account. Secondly, a peculiar result is observed in the behavior of the “G”
band when one uses a red light excitation. This Raman band exhibits a Breit-
Wigner-Fano component on the low frequency side, modifying the band
profile. This is due to a resonance effect since the energy of the laser
excitation matches the electronic transition of metallic tubes, as
demonstrated by Brown et al. [14]. The energy window for exciting metallic
tube goes from 1.7 to 2.2 eV, while for other excitations, the Raman
spectrum reveals mostly semiconducting tubes.

240
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N

Radial Breathing Mode
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Nanotube diameter (nm)

Figure 2. Calculations of the radial breathing mode frequency of (10,10)
armchair single-walled nanotubes: a) isolated tubes; b) bundle of 7 tubes and
¢) bundle with an infinity of tubes.

Carbon nanotubes therefore exhibit different electronic properties and
their incorporation in electronic devices is rather promising. Nevertheless, it
is of crucial importance to synthesize tubes in reproducible ways and to be
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able to characterize them precisely. In this respect, and as far as Raman
scattering is concerned, single-walled nanotubes are produced most of the
time in bundles, and determining their diameter in a reliable manner is a
difficult task. As a matter of fact, one has to take into account the Van der
Waals interactions between tubes. Different models have been proposed, and
in our case, we have described the carbon-carbon interaction by a Lennard
Jones potential and we derived the tube-tube force constant from Cg, the
adjacent inter-plane force constant of graphite. In these conditions, the
diagonalization of the dynamical matrix leads to modifications of the radial
breathing mode (RBM) frequencies, and the most intense one can be written
as follows: o’ = o’ + 1 C/m,, in which @, is the frequency of an isolated
tube, m. the mass of a carbon atom and n a parameter which depends on the
number of tubes constituting the bundle. Detailed calculations [13] have
been published elsewhere and results can be viewed on Fig.2. We just recall
here that for a bundle made of an infinite number of (10,10) armchair tubes,
the upshift that is calculated is 16.2 cm™. Even if such theoretical prediction
is difficult to be proved experimentally, we have observed in isolated tubes
prepared via a fluorination—defluorination procedure [15] that two RBM
bands are observed at 177 and 194 cm™, and the lowest in frequency (177
cm™) is attributed to isolated tubes. The frequency shift Aw = 23 cm™ is
rather close to our predictions. This result is corroborated by temperature
effect measurements showing that these two components have a different
behavior when the temperature is increased up to 600K [16].

3. SERS EXPERIMENTS

SERS stands for Surface-Enhanced Raman Scattering. Introduced three
decades ago [17] for studying monolayers, the SERS technique is used to
provide a drastic amplification of the Raman signal. Most commonly, it is
based on the use of a rough metallic surface that leads to such an
amplification by resonantly exciting surface plasmons, the enhancement of
the signal depending on the dielectric constant of the metal. Silver and gold
turn out to be the most appropriate metals. It is known that the observed
enhancement has a two-fold origin, one through an electromagnetic
mechanism and the other having a chemical nature, i.e. being due to an
increased polarisibility of the molecule adsorbed on the metal as a result of
charge transfer processes. Depending on the method used for coupling to the
surface plasmons, one can obtain amplification factors as high as 10'%-10"
[18] although rough surfaces lead more commonly to 10°-10°,

In our studies, we have used the SERS technique to amplify the Raman
signal in an ultimate attempt to record Raman spectra on individual
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nanotubes and prove experimentally the bundle effect, as explained above.
In the case of SWNTs deposited on films of 100-150 nm in thickness, no
significant differences are observed in comparison with Raman spectra of
powders, if one excepts the amplification of the signal. On the contrary,
when thinner films of nanotubes (below 100 nm) are used, SERS
experiments have demonstrated the occurrence of interfacial reactions
between nanotubes and the metallic support. The experiments have been
carried out at different excitation wavelengths and the film thickness has
been decreased from 150 nm down to 10 nm. Films were deposited on a
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Figure 3. SERS spectra recorded at room temperature with Ae.=676.4 nm of
SWNTs deposited onto a rough gold substrate as a function of the film
thickness: Curves 1, 2 and 3 are for 150nm, 60 nm and 30 nm, respectively.

gold or a silver substrate. In SERS spectra, the relative variations in intensity
of some Raman lines, peak shifts and line shape changes resulting from the
gradual decrease of the film thickness were studied [19], considered as
originating from interactions between the substrate and the nanotube film.
For laser wavelengths for which semiconducting tubes are predominantly
excited (i.e. 514.5 or 1064 nm), the “D” band exhibits a relative increase of
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intensity and the “G” band is not particularly affected neither in shape nor in
frequency. This result can be interpreted by an increased disorder and/or
formation on defects on nanotubes.

Contrarily, using an excitation energy of 676.4 nm, for which the
Raman response of metallic tubes is resonantly enhanced, a striking result is
observed in the behaviour of the “D” and “G” bands, especially when Au is
used as support. A gradual increase of the “D” band is recorded suggesting
as before an enhanced degree of disorder, with a concomitant modification
of the “G” band profile, consisting in a gradual narrowing of its low energy
side (Fig.3).

This modification can be interpreted again by a partial degradation of
carbon nanotubes, leading to the formation to graphite-like or carbon
particles. This result is further put in evidence if the film thickness decreases
until 10 nm. We observe in the Raman spectrum the features attributed to
amorphous carbon together with new bands characteristics of Cgo-like
molecules. One may then consider the breaking of the nanotubes into species
such as amorphous carbon, tubular fragments and closed-shell fullerenes.
Such reactions are of chemical nature occurring at the nanotube-metal
substrate interface. These results may appear as surprising. Nevertheless,
previous studies reported in the literature show that SWNTs submitted to
ball milling may be transformed into spherical carbon particles that are
precursors of closed-shell fullerenes [20]. It has also been shown that
electrochemical transformation of nanotubes can lead to the formation of Cg
molecules [21].

These modification are indicative of a chemical mechanism in the
SERS process in particular in very thin films for which chemical reactions
are optimised. These experiments show in addition that metallic tubes are
mainly involved, evidenced by the decrease of the Breit-Wigner-Fano
component, as due to a possible direct interaction between nanotubes and Cg
leading to the formation of SWNTs Cgy complexes [19].

4. MULTI-WALLED CARBON NANOTUBES

Multi-walled nanotubes are made of concentric tubes whose number
can be as high as 50. Prepared also by the electric arc technique, they can be
purified in air at = 600°C. High Resolution transmission Electron
Microscopy images reveals clear images and in our case, we could for
example statistically determine an average number of 18 tubes with inner
diameters between 1 and 1.5 nm and outer diameters between 5 and 15 nm.
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Such MWNTs exhibit Raman features (Fig. 4) that consist of the “G” band,
the “D” band, but also low frequency modes whose origin is not
straightforward.
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Figure 4. Raman spectrum of multi-walled carbon nanotubes after
purification recorded for Ae. = 676.4 nm [22]. The low frequency modes
have been calculated as explained in the text.

In order to interpret these Raman characteristics, we have carried out
calculations [23] by again introducing Van der Waals interaction between
concentric tubes, on the basis on a Lennard-Jones potential as described in
the case of bundles. It is obtained that modes that are seen in the low
frequency domain originate from the RBM of individual tubes, the frequency
of which being upshifted. In addition, we were able to evaluate the intensity
of such modes by using a bond polarization theory [24]. We were able to
reproduce Raman spectra taken at 647.1 and 514.5 nm by introducing
different types of MWNTs. It is to be noticed that the main experimental
parameters that have to be taken into account are the number of shells
constituting the MWNTSs and then the inner diameters. Such parameters have
been extracted from HRTEM images. Our simulated Raman spectra [23] are
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close to experimental ones, although a more sophisticated treatment would
be needed to take into account the resonance effects that have been seen by
different groups [25,26] when Raman spectra are recorded at different
excitation wavelengths.

S. POLYMER/NANOTUBES COMPOSITES

Polymer nanotubes composites are now extensively studied. Indeed,
one may associate the properties of the polymer with those of nanotubes.
This is the case of the mechanical reinforcement of standard polymer for
example, but also one can take advantage of the specific electronic
properties of the nanotubes. Therefore, we prepared composites with either
saturated polymers like polymethylmethacrylate and MWNTs [27]. The
electrical conductivity of these compounds as a function of the nanotube
content exhibits for example a very low percolation threshold, (a few % in
mass) and therefore they can be used as conducting and transparent layers in
electronic devices such as Light Emitting Diodes (LEDs). Another type of
composite that we have studied is based on the use of a conjugated polymer,
polyphenylene-vinylene (PPV) known for its photoluminescence properties
and SWNTs. We prepared this composite by mixing SWNTs to the
precursor polymer of PPV. The conversion into PPV was subsequently
performed by a thermal treatment at 300°C under dynamical vacuum [28].

We studied these materials by means of several optical spectroscopies
including optical absorption, photoluminescence and Raman scattering in
order to follow their properties as a function of the SWNT content. We
observed drastic changes, as due to strong electronic interactions between
SWNTs and the PPV precursor polymer. As an example, the
photoluminescence spectra obtained at room temperature after excitation at
248 eV (500 nm) and 2.81 eV (440 nm) when the weight percentage of
nanotubes x is varied from 0.5 to 64% are shown in Fig.5.

When x is higher than 12, significant changes are observed, namely an
increase of an emission peak at 2.43 eV, and the appearance of a new feature
at 2.57 eV (482 nm) for x = 64 %. All the results have been interpreted by a
model presented elsewhere [28] which takes into account the effective
conjugation length distribution in the sample with the help of Raman spectra.
Also, a blue-shift of the absorption band of the polymer in the composite is
recorded. In brief, one can explain all these data by the formation of short
conjugated segments whose relative weight dominate over longer segments,
as due to the addition of SWNTs in the precursor polymer solution. In terms
of applications, one can then monitor the maximum emission of the
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compound by an appropriate amount of nanotubes. This technique is easier
to achieve than modifying chemically the PPV polymer into a derivative
whose emission properties are changed not as gradually as in the case of
composites.
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Figure 5. Luminescence spectra of poly-phenylene-vinylene/SWNTs
composites as a function of the nanotube content expressed in mass

percentage (x) from 0 to 64 %.

6. CONCLUSION

In this paper, we have shown the importance of Raman Scattering and
Surface Enhanced Raman scattering to study carbon nanotubes together with
High Resolution Transmission Electron Microscopy. This technique is a
powerful tool to characterize different systems. In the case of SWNTSs, one
can deduce the diameter distribution in a specific sample by measuring the
radial breathing mode frequency, and the nature of the tubes by changing the
excitation wavelength. Using SERS, one can in addition test the model that
uses Van der Waals interactions by allowing to record Raman spectra of
individual tubes. Also, we could put in evidence interfacial reactions that
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take place at the interface nanotube/metallic substrate, as a signature of a
chemical component in the SERS mechanism. Raman scattering permits also
to characterize multi-walled nanotubes and again, the introduction of Van de
Waals interactions between the shells leads to a clear interpretation of the
low frequency Raman modes.

Finally, the study of different types of composites has been briefly
discussed, as an example to exploit the properties of the carbon nanotubes to
modify those of conducting polymers, and monitor their emission features as
needed in devices like light emitting diodes.
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Abstract:

Key words:

1.

Raman spectra of film HiPCO carbon single-walled nanotubes (SWNTs) with
organic molecules (pyrene, naphthalene) and nanotubes aqueous solutions
with different type surfactants are studied. In the spectra of these complex
systems the spectral shift of the line position and intensity redistribution
among the lines, compared with the spectra of pristine SWNT in KBr pellet or
film, is observed that indicates interaction between nanotubes and molecules.
Influence of different type surfactants on visible-near-infra-red absorption
spectra of SWNTs in water solutions is investigated. The most essential
spectral changes are observed for nanotube with the surfactant containing a
charge group. Effect of noncovalent interaction of SWNTs with organic
molecules and surfactants of different types on optical spectra is discussed.

Single-wall carbon nanotube, noncovalent nanotube functionalization, Raman
spectroscopy, near-infra-red absorption, surfactant, phonon.

INTRODUCTION

Single-walled carbon nanotubes are novel molecular scale wires
exhibiting unusual useful properties for various potential applications
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including creation of miniature biological devices. The central direction in
creating such devices is surface functionalization [1-8] of nanomaterial and
elucidating interactions between nanotubes and biomolecules. The
modification of nanotubes can be performed by two ways: a) covalent
functionalization [1-4] as a result of the direct attachment of functional
groups to the graphitic surface or functionalization reactions with defects; b)
noncovalent functionalization [5-9]. It is suggested that weak van der Waals
interaction, charge transfer or m-m interaction between NT and organic
molecules/polymers will provide convenient and quick functionalization of
NT without essential changes of nanotube physical properties. Recently, n-nt
interaction between NT and pyrene derivative was used for immobilization
of protein on the nanotube surface [7].

In many cases the potential application of single-walled carbon
nanotubes is associated with solubility of this nanomaterial in different
solvents. Unfortunately, nanotubes are poorly soluble in the most of organic
solvents and are insoluble in water, and this fact especially hinders
biological using SWNT. Weak solubility of SWNT is a result of substantial
van der Waals attractions between nanotubes aggregated in bundles. To
solve nanotubes in water without any covalent functionalization, a surfactant
would be added into aqueous solution, and then this mixture is suspended by
sonication. It is supposed that the sound wave splits bundles in aqueous
solution. A surfactant in suspension adsorbed onto the nanotube surfaces
precludes aggregation of nanotubes in bundles.

At high volume fraction of suspensions a self-assembly is formed in this
complex fluids. If the surfactant concentration exceeded some critical point,
micelles appeared in solution. The input surfactant concentration for
nanotube research exceeded usually critical micelle concentrations. The ratio
of nanotube to surfactant is varied from 1:5 to 1:10 by weight. Sodium
dodecyl sulfate, SDS, Triton X-100 and Tween are the most widely used
surfactants [2-12]. The length of alkyl chains, presence of a charge group
and benzene ring moiety influence the nanotube solubility in water. SDS and
TX100 have alkyl chains and SDS contains a negative charged group. TX-
100 has no charged group but is of benzene ring moiety. In spite of wide
usage of surfactants as material favored for nanotube water solubility, the
SWNT behavior in surfactant micelle surrounding has not been yet
investigated properly.

In this report we represent the results of Raman and NIR absorption
spectroscopy of SWNT with organic molecules (pyrene and naphthalene) in
a film and with various surfactants (cationic, anionic and nonionic) in
aqueous solution.
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2. EXPERIMENTAL.

SWNTs were prepared by high-pressure CO decomposition over the Fe
catalyst (HiPco method [13]) at Carbon Nanotechnologies Inc. Houston,
Texas, USA. The raw sample was purified by controlled thermal oxidation in
air followed by sonication in HCl. The purity estimated by elemental
analysis, TGA, XRD and TEM gave in result 99% content of SWNT in the
samples studied [4].

The nanotubes suspension in toluene (0.1 mg/mL) after short sonication
was deposited onto a quartz substrate to form a thin film for Raman
measurements. SWNTs in KBr pellets obtained after pressing were used for
NIR absorption study.

Pyrene and naphthalene were purified by zone refinement for more than
130 passes (Bridgmen method). After such purification the central part of the
glass ampoule was extracted and used in the sample preparation. Drop
coating of the pyrene (naphthalene) with SWNT suspension in toluene on a
quartz substrate was used to form a thin film for Raman measurements. The
film was deposited onto the quartz substrate from nanotube suspension in
toluene (0.1 mg/mL) and from suspension of nanotube with pyrene (or
naphthalene) after short sonication (20 minutes 44 kHz). The weight ratio
was 1:1 and 1:4 for mixture with pyrene (samples P1 and P2, respectively)
and 1:1 with naphthalene (sample N).

Aqueous solution of SWNTs was suspended with different types of
surfactants: a) anionic (SDS) (CHs(CH,),(SO4) Na’), b) cationic
(hexadecyltrimethylammonium bromide (CTAB) (CH3(CH,);sN'(CH;);Br)
and c¢) and non-ionic (Tween-80) H(Et-0),0(C4Hs0,CHOHCH,O
CO(CygH,3). Surfactants SDS and CTAB were purchased from “Serva”,
Tween-80 from “Shuchard” (Germany). 0.05 mg/mL nanotube dispersion
with surfactant was mixed and then the suspension was sonicated for 40
minutes. A concentration of surfactants in water solution was 1%. Water was
prepared by distillation and then passed through Multi-Q system. The
deionized water has resistance 18 MQ.

The Raman experiments were performed using the backscattering
configuration. The He-Ne laser at A=632.8 nm (1.96 eV) was used for
excitation. The laser light was focused on a spot of about 50 um in the
diameter. The laser power density was not higher than 300 W/cm®. The
spectra were recorded using a Raman double monochromator with the
reverse dispersion of 3 A/mm. NIR absorption spectra were observed with
the help of NIR spectrometer equipped with a liquid nitrogen-cooled NIR
sensor (PbS). Water solution of SWNTs was investigated in narrow cells
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with small light way (0.5 mm in both registration and comparison channels)
to escape influence of water absorption.

3. RESULTS AND DISCUSSION.

3.1 Raman spectroscopy of SWNT with pyrene and
naphthalene.

The Raman spectrum of HiPco SWNT obtained at the He-Ne laser
excitation of 1.96 eV has three characteristic regions: four bands in the low
frequency region at 100-300 cm™ (radial breathing mode (RBM)), two
intensive bands at 1500-1600 cm™ (tangential mode (G-mode)) of the
spectrum and D mode (near 1300 cm™) [14-18]. At He-Ne laser excitation 4
intensive bands (RBM) are observed in Raman spectra of HiPCO nanotubes,
corresponding to SWNTs of different diameters and chirality.

Noncovalent coupling between nanotubes and pyrene or naphthalene
gives rise to the change in the Raman spectra, which is quite weak. So, in the
spectral region corresponding to RBM for three complex samples a small
spectral shift of lines is observed that does not exceed 0.7-0.9 cm™ and
intensity redistribution among the lines is within 10 %. (Fig.1). But it is not
the case for the G mode in the Raman spectra presented in Fig. 2. The most
intensive high-frequency component of the G mode (G') of SWNT with
pyrene and naphthalene becomes narrower and the maximum of the band is
shifted to the low frequency region by 1, 1.5 and 2.5 cm™ (for samples of
SWNT with P1, N and P2, respectively), comparing with the SWNT
spectrum. The width of the G band for these samples is by 2, 1.5 and 3 cm™
narrower (Table 1) than in pristine nanotubes. In each spectrum the
additional control of the spectral line position is achieved by determination
of plasma line (at v=1648.8 cm™") of He-Ne laser.

The most significant change of the SWNT Raman spectrum due to the
interaction with pyrene or naphthalene was observed in the intensity of the
low-frequency component of the G mode (G), which decreased by about 16,
15 and % 30 for SWNT with P1, N and P2, respectively. To estimate the
intensity of all the bands in the spectra, the bands were normalized to the
most intensive G band in each spectrum. All these changes are the spectral
manifestations of the complex formation between the nanotubes and the
pyrene/naphthalene molecules. However, all the observed changes of the
SWNT Raman spectrum are not strong. This was not unexpected because
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intermolecular stacking interaction causes usually small changes of the
vibrational frequency [19].
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Table 1. Spectral position (®) of peak, full-width (AI') at half-maximum (FWHM)
intensity of G* band, normalized intensity ratio of SWNT with pyrene/naphthalene to SWNT
(Ig/16")*/(Ig"/1g") and parameter of BWF curve (1/q) obtained with laser excitation at
Aexc=632.8 nm.

SWNT | SWNT+P1 | SWNT+P2 | SWNT+N
o, cm’ 1592,5 1591,5 1590 1591
AT, cm’™! 16,4 14,4 13,4 15,1
(I /16H*/ 85 84 70 100
(I 716, %/
1/q -0.15 -0.16 -0.12 -0.17

Structures and interaction energies of complexes of pyrene and nanotubes
of various sizes (from 0.49 to 1.58 nm) were determined using the quantum-
chemical calculations (see in detail [20]). The interaction energy in the
complex is -30.8 kJ mol’. Increasing the nanotube diameter leads to
enhancement of the interaction energy till -37.2 kJ mol™ in the case of the
planar carbon surface. It is shown that for the zigzag (n,0) SWNT with n >
10 the interaction pyrene-nanotube is more preferable than a interaction
pyrene-pyrene, and for nanotubes with n < 10 the interaction energies with
pyrene are lower than interaction energies in pyrene dimers.

Table 2. Frequencies (w) and full-width (AI) at half-maximum (FWHM) intensity of
Lorentzian and BWF curves used to fit bands associated with G* of SWNT and SWNT with

pyrene/naphthalene at 295 K obtained with laser excitation at A.,.=632.8 nm.
SWNT+N SWNT+P1 SWNT+P2 SWNT

, AT, o, AT, , AT, o, AT,
cm’ cm’ cm’ cm’ em’ | em’ cm’ cm’
1592,8 | 14,1 1592,6 | 12,9 15914 | 11,8 15947 15,6
1588,4 | 9,8 1588,2 | 7.4 1587,2 | 8,7 1590 10,6
1556,9 | 14,7 1556,9 | 12,5 1557,1 | 13,4 1557,6 14,7
1543,5 | 38,8 1549,9 | 53,5 1546,2 | 42,8 15439 38,6

The G™ band of the SWNT and SWNT complex (Fig.2) can be well fitted
with 2 Lorentzian curves with parameters listed in Table 2. The G band is
wide with an asymmetric form, which is strongly broadened in the region of
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lower frequencies. The lower-frequency front of the band can be connected
with metallic nanotubes. The shape of such a band is well described by
Breit-Wigner-Fano  (BWF)  function  [15,16,21] (I(0)=I0{1+(®-
®0)/qI'}2/{1+[(0-00)/T']2}, where 10, ®0, I' and q are intensity, the BWF
peak frequency, broadening parameter, and the asymmetry parameter,
respectively). The G-bands of pristine nanotubes and ones with
pyrene/naphthalene were fitted with Lorentzian and BWF curves (see Table
2). The parameter 1/q for different samples is shown in Table 1.

3.2 Aqueous solution of SWNT's with various
surfactants.

Fig. 3 presents NIR absorption spectra of SWNT in aqueous solutions
with different surfactants: SDS, Tween and CTAB. For comparison, the
absorption spectrum of SWNTs in KBr pellet is shown in this Figure. Light
absorption of SWNT in NIR region is caused by electronic transitions
between pairs of van Hove singularities in the density of states. So, light
absorption in the region 0.6-1.2 eV can be assigned to electronic transitions
E;,® in the semiconducting nanotube (band gap transition), absorption at the
energy 1.2-2.2 eV results from the E,,® transitions of these types of SWNTs
and absorption at 2.2-3.2 eV is assigned to the E;;™ transition in the metallic
SWNTs [10]. Several bands are observed in the absorption spectrum of
HiPco nanotubes for every electronic transition, corresponding to the tubes
with different diameters and chilarity, predominant in the sample. As seen
from Fig. 3, the bands in the region of the E,," transition are shifted to the
high energy in absorption spectra of aqueous solutions SWNTs with various
surfactants from each other as well as from the absorption spectrum of
SWNT in KBr. Note that spectral shifts for bands in the region of the Ex®
and E;;" transitions are very small. As compared with the spectrum of
SWNT in KBr, bands corresponding to the E;,® transition in nanotubes with
CTAB are shifted by about (16-32 meV) to the higher energy.
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Small shifts of the same bands are observed for nanotubes solutions with
Tween but these shifts are smaller (by about 5-7 meV). The greatest shift of
bands (up to 70 meV) can be seen for absorption spectra of nanotubes with
SDS. So, the interaction between SWNT and surfactant in aqueous solution
leads to the increase of the semiconducting nanotubes band gap, especially
for a surfactant with a charge group.

SWNT interactions with different surfactants in aqueous solution result
in changes in Raman spectra, as compared with spectra of a nanotube in
films (Fig. 4). In this Figure two spectral intervals with bands corresponding
to RBM and G mode are shown. Each Raman spectrum is normalized to the
most intense band corresponding to the G-mode. The interaction with
different surfactants leads to the intensity decrease and shift of lines
attributed to the RBM. The essential changes in spectra are observed for this
mode of SWNT in aqueous solutions with SDS. The intensity of the low-
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SWNT+SDS

— /N//\%VNT-FTW%H
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Energy (eV)
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Figure 3. Absorption spectra of SWNT in KBr and nanotubes in aqueous solution with
different surfactants: SDS, CTAB and Tween.
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frequency band decreases significantly as compared with the intensity of
other bands and shifts into the high-frequency region by 5 cm™. Some
redistribution of band intensities is observed in spectra of the nanotubes in
other solutions too. The intensity of the G mode is decreasing also, in
comparison with the high-frequency (1580-1600 cm™) component of this
band. It should be noted that the greatest changes are observed for nanotubes
suspension with SDS and small ones are revealed for suspension with
Tween.

A surfactant interaction with SWNT in aqueous solutions is determined
by the surfactant micelle formation around the nanotube. Two types of
micelles can be discussed: 1) surfactant molecules surround tubes so that the
alkyl chain and charged group of some surfactant molecules lie flat on the
graphite SWNT surface along the tube axis and other molecules with the
hydrophilic part of the surfactant are oriented toward the aqueous phase and
hydrophobic part of the SDS/CTAB in the direction of the nanotube surface
(forming half-cylinders (belt) similarly on the graphite surface [22]), 2)
surfactant molecules are distributed uniformly around the tubes with
hydrophobic chains close to the tube surface. For micelle of the second type
the surfactant molecules interact with nanotube by ends of the alkyl chain,
and generally this interaction will be similar for all the surfactants. As
coupling between the surfactant with a charge group and the nanotube leads
to more essential transformation of Raman spectra and shift of bands
corresponding to E11S transition (NIR absorption spectra) in comparison
with nonionic surfactant and pristine SWNT, a conclusion can be made that
the role of the charge in forming spectra is very decisive and, consequently,
the first model of the micelle formation is preferable. The line shape and
intensity of the band described by the BWF curve are very sensitive to an
interaction among nanotubes in bundles or between nanotubes and
surrounding molecules. BWF band was assigned [14,16,21,23] to coupling
phonon (A, component of the G mode) with continuum electronic n
plasmon excitation in metallic nanotubes. The intensity of BWF bands is
enhanced in thick bundles and decreased in thin ones [23,24]. It is supposed
that the nanotube-nanotube van der Waals interaction increases the plasmon-
phonon coupling [25] and, as a result, it leads to enhancement of the
intensity of BWF band. A similar picture is observed in our Raman spectra
of nanotubes with pyrene or naphthalene in film and aqueous SWNT
solution. The intensity of the G band is lower in solution, which contains
mainly a single nanotube and thin bundles. In SWNT:pyrene/naphthalene
films the intensity of the G~ band is also decreased.
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Figure 4. Raman spectra of nanotube film and SWNT in aqueous solution with various
surfactants in range of RBM and G mode obtained at A.,=632.8 nm laser excitation.

During sonication of nanotubes with these organic molecules in toluene
the bundles became thinner. In solution, as a result of an interaction of
nanotubes with the pyrene/naphthalene molecules, these molecules lie flat on
the surface of the nanotube and hinder formation of thick bundles after
sonication stopping and during film growing. At least, the organic molecules
are arranged among nanotubes, and a nanotube-nanotube van der Waals
interaction is decreased. Essential changes of the G profile were observed
upon doping by alkali metals. In the first steps of doping, the BWF line
shape of the G is suppressed [14,26,27].

It is possible that the decrease of intensity of the BWF band is a result of
not only lowering interaction between nanotubes but coupling with organic
molecules too.
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4. CONCLUSION.

Noncovalent interaction of SWNTs with organic molecules (pyrene and
naphthalene) and surfactants of different types in aqueous solutions leads to
the spectral shift of lines and its intensity redistribution in spectra in
comparison with the spectra of pristine SWNT.

In Raman spectra the most essential changes are observed for the G
mode. For SWNT with pyrene or naphthalene the high-frequency component
of the G mode becomes narrower and the maximum of the band is shifted to
the low frequency, the intensity of the low-frequency component of the G
mode is decreased.

In NIR absorption spectra of aqueous solutions of SWNTs with various
surfactants, the bands in the region of the first electronic transition (EHS) in
the semiconducting nanotube are shifted to the high energy, as compared
with a spectrum of SWNT in KBr. In Raman spectra of aqueous solution of
SWNT with different surfactants the intensity of the low-frequency
component of the G mode decreases in comparison with spectra of the
nanotube in films. In the spectrum of SWNT with SDS the intensity of this
component is very weak.

So, in both Raman and NIR absorption spectra the most essential spectral
changes are observed for nanotube aqueous solution with the surfactant
containing a charged group.

The model of the micelle formation in which some surfactant molecules
lie flat on the graphene SWNT surface along the tube axis is preferable than
the model with surfactant molecules distributed uniformly around the tube
with hydrophobic chains close to the SWNT surface.

Decreasing the BWF component of the G-mode in nanotube water
solution and in a film with organic molecules supports the assumption that
coupling between plasmon modes and the G-mode is weaker in individual
nanotubes and thin bundles than in thick bundles.
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PECULIARITIES FOR LUMINESCENCE IN
SYSTEMS WITH FULLERENE C60-WATER
INTERFACE

Peculiarities for Cysy) Luminescence
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V K. Klochkov?®, V.S. Kurnosov®, A.V. Peschanskii’

¢ Institute for Therapy of Ukrainian Academy of Medical Sciences
b B.Verkin Institute of Low Temperature Physics and Engineering of Ukrainian Academy of
Sciences

Abstract: The “additional” wide photoluminescence band is observed first in highly
stable and finely dispersed colloidal solutions of fullerenes Cgy in water.
Unusual dependence on exciting light wavelength for this band is found. The
position of the band maximum exhibits long-wavelength shift following the
excited light wavelength, when last one becomes longer then 440 nm. A very
simple “additional” luminescence band is found in the interface of water and
fullerite Cgq thin films also.

Key words:  Luminescence, fullerene Cg, colloidal solution.

1. INTRODUCTION

Fullerenes are widely investigated with the respect to their interesting
physical properties for the one hand and their biological activity for the other
hand. It is clear that for medical and biological applications the fullerenes
must be solved in water in any way. It is well known that fullerenes are not
soluble in water per se [1]. That is why most attention is presently paid to
investigation of water-soluble Cyo derivatives, which, in turn, can be able to
form colloidal solutions. Mono-functional fullerene Cg, derivatives have the
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tendency to form more or less large particles in concentrated solutions; such
colloidal particles may have size up to 1-10 um [2].

That fact that the diameter of C60 molecule equals to 10 A makes one
possible to considerate this molecule as a colloidal particle itself. This
originates from the traditional point of view that 10-A boundary corresponds
to low boundary of colloidal range of dispersity, and the range of true
solution is under this limit [3]. Thus, it is clear that aqueous solutions of any
fullerenes must have properties of colloidal systems, which contain
associates of solvated fullerenes of different size.

A technology, which has allowed producing of fullerene molecular-
colloidal water solutions (FWS), has made new step for the biological
applications of fullerenes. Such technology is now available [4], and
CsoFWS produced by means of it is highly stable (8-24 months and longer)
and finely dispersed without any stabilizers. The fact that this colloid
consists of individual molecules of Cg and the water only has been proved
earlier by means of different experimental methods.

In spite of this, the structure of colloidal particles of FWS remains yet
hypothesized only. Current model, which is not at variance with known
experimental data, intends that FWS contains both single fullerene
molecules and their fractal clusters in hydrated state [5].

Spectroscopic  investigations were directed for the first time
measurements of CeFWS in order to elucidate a structure of hydrated
particles in the colloid and a structure of interface layer of water molecules
surrounded them. The results obtained in these experiments proved to be
enough unexpected and unusual, and served as a spur to present
investigations and present paper.

2. EXPERIMENTAL PROCEDURE AND SAMPLES

Experimental technique used during these investigations is usual for
Raman scattering and photoluminescence spectroscopy. For luminescence
excitation He-Cd, He-Ne, and Ar” ion lasers were used. The exciting light
power not exceeds 25 mW in all experiments.

In experiments with liquid solutions laser beam was focused inside the
parallelepiped or cylindrical quvettes. The beam had the minimal cross
section diameter not lower then 0.2 mm. In experiments with solid samples
the beam was stretched in one direction by means of cylindrical lens, so the
ellipse projected on a surface had dimensions of about 2x0.2 mm?®. In such
conditions the density of exciting light power did not excite 65 W/cm?® for
the experiments with liquids and was at least 10 times smaller for the
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experiments with solid samples. All the experiments have been performed at
room temperature.

In addition to light sources the experimental setup contains Jobin Yvon
U-1000 double monochromator, a cooled photomultiplier, and a photon
counting system as well. The signal-to-noise ratio was improved by the
spectrum acquisition method with a multiple scanning of the frequency
range studied. Because of investigated spectral ranges were enough wide
(from 11700 to 22600 cm™) all recorded spectra were corrected on spectral
response of the setup, so the resulted ones are presented in the kind of
quantum yield.

Samples that were used for investigations are the following:

e Dbenzene solution of fullerene Cqp;

e molecular-colloidal aqueous solutions of fullerene Cgo;

e thin solid porous films of C4y deposited in vacuum on mica substrate;

e solid films of Cg deposited in vacuum on crystalline silicon

substrate;

o Cg fullerite single crystal.

All pure solvents and substrates used for the sample preparation were
characterized also by means of Raman and photoluminescence spectroscopy.

Procedures of the sample preparation are enough trivial now with the
exception of producing of CoFWS. This was produced without using of any
solubilizers and chemical modification [4]. The method is based on
transferring of fullerene from organic solution into the aqueous phase with
the help of ultrasonic treatment [6]. The highest concentration of the solution
used in present experiments was 400 uM/1.

3. RESULTS AND DISCUSSION

It is well known that in the red and near IR wavelength range fullerene
Cso shows wide structural luminescent band which may easy be excited by
light with a wavelength shorter then 700 nm. According to [7] this
luminescence resulted from parity forbidden electronic transition between 2,
and A, energy levels of Cg. Fine distinctions in the shape of this, called
“usual”, luminescent band strongly depend on an environment of fullerene
Cso molecules, such as different solvents, ions or molecules in single
crystals, and so on. Some of the distinctions one can see in the figures below.

The most interesting and unexpected feature of CgFWS
photoluminescence spectrum was the presence of a very wide, nonstructural,
and enough intensive band in it, which has maximum at a wavelength of
about 530 nm (correspondent wavenumber is about 19000 cm™). We have
called this band as an “additional” or an “unusual” because we were not able
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to find something similar in known to us papers devoted to investigations of
fullerenes. The typical spectrum of CeFWS excited by Ar' ion laser is
shown in Fig. 1. It consists of overlapped Raman spectrum of water and
luminescent spectrum of fullerene including the “unusual” band (upper solid
curve). The most of characteristic Raman lines of fullerene Cg are presented
in spectra also, but they are very narrow and weak in comparison to water
and luminescent spectra and are not visible in the figures presented.

FWS C,, 200 i/l Exciting laser
Usual wavelength 4880 A
luminescence i

"Additional"
luminescence

/

INTENSITY, arb. un.

Raman spectrum
of water

1 1 n 1 n 1 n 1 1
12000 14000 16000 18000 20000 22000
WAVENUMBER, cm”

Figure 1. Typical spectrum of CsFWS excited by 488 nm line of Ar" ion laser. Spectral
resolution over all spectral range is 6+11 cm™'. Upper solid curve represents an original
spectrum. Lower solid curve is a result of subtraction of the Raman spectrum of pure water
(dashed curve).

It is well known that luminescence bands have absolute spectral position
in contrast to Raman spectra whose absolute frequency position follows on
exciting light frequency. There is a tradition to check what part of a
spectrum in Raman experiment belongs to scattering, and what part is a
luminescence. The easiest way is to do several records of the same spectrum
using different wavelengths of exciting light. Such checking in a case of
FWS led us to conclusion that the so-called “additional” luminescence is
“unusual” really, because the spectral position of their band maximum
depends on exciting light frequency. In spite of this fact, we continue to
believe that this spectral feature belongs to luminescent process. The
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dependence on exiting light wavelength does not reveal a strong character
required for Raman scattering process (Fig.2). Last experiments land
support to the validity of our conclusion; the shift of the “additional” band
maximum comes to stop when an exciting wavelength becomes shorter then
440 nm.

FWSC_ 400 Ml ' Exciting laser
Usual wavelength [A]
luminescence

"Additional"
luminescence

6328

\4 L 5145
W“N
m\ 4965
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1 L 1

1 n 1 n )
l 4416 |
1 " 1 N 1 " 1 " 1 N
12000 14000 16000 18000 20000 22000
WAVENUMBER, cm”

INTENSITY, arb. un.

Figure 2. Luminescence spectra of C¢oFWS excited by different laser wavelengths. Raman
spectrum of water is subtracted.

The different ratio of usual and “additional” luminescent bands integral
intensities for different exciting laser wavelengths may partially be caused
by influence of large reabsorption of light inside of a sample (see Fig. 3).
Another cause, which may be responsible for this effect, is different
excitation spectra for the luminescence of two types. Moreover, if energy
relaxation pathways, which lead to occupation of excited electronic
luminescent levels of two types, are not independent, this may cause the
observed effect also.

Reabsorption plays a great role in the experiments with FWS. Fig. 3
shows clearly its influence on obtained experimental data. Two spectra in
Fig. 3 was recorded for a C¢(FWS sample placed in a rectangular quartz
quvette and excited by focused He-Cd laser beam passed along the side
surface of the quvette. In the first case the beam was located at a distance of
0.1 mm from the cuvette surface, in the second — at 1.0 mm. The whole
investigated spectral range is overlapped by two luminescent bands, so the



156 G.V. Andrievsky, A.A. Avdeenko, L.1. Derevyanchenko, V.I. Fomin,
V.K. Klochkov, V.S. Kurnosov, A.V. Peschanskii

illuminated volume of the solution in the cuvette may be considered as
“white” light source inside the absorbing media. It made us possible to
calculate extinction coefficient of the CqFWS. In the contrast to standard
method of extinction measurement using spectrophotometer, this result has
no errors connected with the reflection on the surfaces of cuvettes.

The molar extinction coefficient « is calculated with the following
formula:

a :ln(Il/Iz)/(xz _xl)C7
where /; is intensity of spectrum number 7, x; is distance of the exciting laser
beam from the quvette surface for this spectrum, c is molar concentration of
fullerene in FWS.

LI L L
FWS C,, 400 uM/I
50000
g Exciting laser 5 40000 Q
S wavelength 4416 A =
g Z
> 30000 %
z z
fw 20000 S
z =
3
10000 —

: : : 28
12000 14000 16000 18000 20000 22000
WAVENUMBER, cm’

Figure 3. Spectrum of the extinction coefficient (open circles) calculated from the
experimental spectra (solid curves) of CsoFWS at concentration 400uM/1 recorded at right
angle for different distance of the excited laser beam from the side surface of a quartz cuvette.

To investigate conditions in which “unusual” luminescence appears, we
did comparison with spectra obtained on Cg, benzene solution, Cg4y single
crystal, two kinds of crystalline thin films on mica and silicon substrates
(Fig. 4). They clearly showed, that the “unusual” luminescence presents only
in FWS.
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Figure 4. Comparison of photoluminescence spectra obtained on Cg single crystal, C¢oFWS,
and Cgp benzene solution. Raman spectrum of pure benzene is presented also.
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Figure 5. Photoluminescence of Cg film on mica substrate in the immersed in water state and
initially dry. Upper spectrum of photoluminescence in single crystal is given for comparison.

The further step was an investigation of interface between water and
fullerene Cg in solid state. A result of these experiments had validated the
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occurred conjecture that “additional” luminescence is a result of some
interaction between water and fullerene Cq at least. Fig.5 shows
comparison of photoluminescence spectra of Cg single crystal and Cg thin
solid film deposited in vacuum on mica substrate in initially dry and
immersed in water states. Unfortunately the experiments with Cyo films on
mica were irreversible. After film was immersed in water and then was
subsequently dried, even at vacuum and heating up to 170 °C during several
hours, its initial state was not restored. The dried film showed presence of
“additional” luminescent band like in moisturized state.

T T T T T T T T T T T
Exciting laser

4 Usual | wavelength 4880 A
luminescence

"Additional"
luminescence

single crystal

Vg 60

C,, thin film on
silicon single crystal

'/’;o ./.
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; x10 |n|t|allydry
A

x10 dned afteri |mmerS|ng
A

12000 14000 16000 18000 20000 22000
WAVENUMBER, cm

Figure 6. Photoluminescence of Cg film on silicon substrate in the immersed in water,
initially dry, and dried after immersion on water states.

Another solid state fullerene samples were prepared by deposition in
vacuum on silicon single crystal substrate. The films were thicker, then in
the case with mica, and had optically perfect surface. Their immersing in
water and subsequent drying had reproducible character, as one can see in
Fig. 6. That fact that intensity of ‘“additional” luminescence in last
experiments is essentially lower then usual one, whereas in previous case
with films on mica they are about equal, one can explain easily taking into
account a big difference of films thickness. The film on mica is practically
transparent, so its thickness may be estimated as 20+30 nm. The film on
silicon, on the other hand, is enough thick to absorb light at the range of
500+440 nm fully. This gives essential difference in the ratio of
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photoexcited molecules numbers belonged to surface and bulk, and lends
support of validity of an assignment once more that the “additional”
luminescence is originated from water-fullerene interface. Moreover, thin
film on mica probably more porous then film on silicon, that is why it
demonstrate irreducible property in relation to water moisturizing.

During the experimental work we treated our results from the following
point of view: how do they relay to main hypothesis about the structure of
fullerene colloidal particles in CeoFWS [5]? The basis of this structure is
hydrated Cg fullerene molecules, the molecules with a shell consisted of
oriented water molecules. The diameter of the shell is about 1.6-1.7 nm.
Icosahedral clusters can be constructed from 13 hydrated Cgo molecules, and
have diameter of about 3.4 nm. Lager clusters are built from 13C¢, hydrated
clusters and individual hydrated fullerene molecules. The experimental fact,
that “additional” luminescence presents not only in FWS but also in the
other water-fullerene interface systems, argues that the nature of the
luminescence not connected with specific formation of a water shell around
Cso molecules. It is well known that FWS not exists in heavy water, so
hypothetical shells are not formed here. The “additional” Iuminescence,
nevertheless, appears in fullerene-heavy water interface also (Fig.6.). In
addition, it is useful to note that a pure carbon system as crystalline graphite,
which also was examined in our experiments, exhibits no luminescence in
spectral range of visible light. Thus, this phenomenon may be specific for
fullerenes only due to peculiar structure of their 7 orbitals.

The nature of the “additional” luminescence in systems with Cg
fullerene-water interface remains unknown yet, but we can just advocate that
the role of water (or maybe oxygen ion) is essential to formation of this
luminescence mechanism. It reflects an existence of high interaction
between water and Cg, fullerene molecules.

4. CONCLUSIONS

Unusual band was revealed in photoluminescence spectra of different
systems that included Cg fullerene contacted with water. This phenomenon
was investigated experimentally for the first time. It was found that the
maximum of the unusual luminescence band depends on the exciting light
wavelength if it is longer than 440 nm. Probably, the nature of this
luminescence lies in charge transfer processes between molecules of water
and Cg fullerene, which leads to redistribution of fullerene surface density
of charge and formation of new energy levels for this bounded system.
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PHOTOLUMINESCENCE AND STRUCTURE OF
FULLERITE Cg INTERCALATED WITH HELIUM
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Abstract: Powder x-ray diffractometry was employed to study infusion of He into Cg
fullerite. It has been shown that the intercalation at a pressure of 0.1 MPa is a
two-stage process, the first stage being the saturation of the octahedral voids,
virtually complete after 55 hr. Photoluminescence spectra have been measured
at 5 K on Cg, with virtually completely saturated octahedral voids. Helium in
the lattice voids is shown to reduce that part of the luminescent emission
which is due to 0-0 transitions around 1.69 eV from the so-called deep traps,
or according to existing notions, covalently bound pairs of Cg4y molecules. The
effect of intercalation with helium on dimer formation in fullerite Cqq is
ascribed to a combined action of the following factors: intercalation-related
changes of the pentagon to hexagon configuration ratio, formation of a bonded
state of He in the Cg lattice, and moderation by helium of the orientational
phase transition near 260 K, the last factor resulting in a reduced number of
dislocations (which also promotes dimer formation).

Key words:  fullerite Cqy, powder x-ray diffractometry, He infusion, low temperature
photoluminescence spectroscopy, dislocation, dimer

1. INTRODUCTION

Currently, intercalation of Cg with the rare gases into octahedral and
tetrahedral interstitial voids of the fullerite Cq crystal is broadly studied (see
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review [1] and references therein). First of all, this is connected with certain
perspectives of solid-state gas storage. On the other hand, such examinations
of rare gas intercalates allow to reveal physical and chemical properties of
novel fullerene materials both in the molecular form and in the solid state.

In the present paper, we report on the dynamics of He filling the fullerite Cq
fcc lattice octahedral and tetrahedral interstitial voids with the respective
sizes of 4.12 and 2.26 A [2], both larger than the helium Van der Waals
diameter of 2.14 A [3]. We also present results of study of influence of He
intercalation on of photoluminescence spectra of Cg single crystal in the low
temperature phase. The measurement technique as well as the experimental
setup for structural [4-6] and luminescent [5, 6] studies have been reported
elsewhere.

2. RESULTS AND DISCUSSION

In the first stage of this work we studied the kinetics of saturatlon of
fullerite C¢o with He at room temperature and at pressures close to 10° Pa.,
The temperature dependences of the lattice parameter of Cg being saturated
with helium was investigated within the temperatures interval of 30-300 K
under warm-up and cool-down conditions.

The room-temperature cubic lattice parameter @ as a function of the
exposure time of the uninterrupted intercalation process is plotted on Figure
1.
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Figure 1. Lattice parameter versus the duration of intercalation; pressure near 0.1 MPa;
room temperature. The error of the fullerite lattice parameter determined by powder x-ray
diffractometry was 0,02 %.

Noteworthy is the rather fast increase of a during the initial 25-30 h of
intercalation, which then converted to a much slower gradual increase with



PHOTOLUMINESCENCE AND STRUCTURE OF FULLERITE C60 163
INTERCALATED WITH HELIUM

distinct indications of a tendency to saturate only after 4000 h of exposure to
helium atmosphere. The half-widths of all reflections versus time have a
maximum approximately in the same region where the saturation regime
changeover was documented for the a(f) dependence. This temporal
behavior of the structure characteristics allows us to tentatively reconstruct
the scenario of helium penetration into the sample. During the first stage,
octahedral cavities are filled, which are larger in size and have much wider
passes in between, as compared to tetrahedral cavities. A characteristic
feature of the beginning of stage 1 is an inhomogeneous distribution of
helium over the sample (helium diffuses from the sample surface inward),
which manifests itself through a substantial broadening of the reflections. As
the He concentration in octahedral voids gets more homogeneous, the half-
width is restored to a value that differs little from that in pure starting
fullerite. After that, a much slower filling of tetrahedral vacancies begins.
Estimates of the typical energies of helium in the respective environments of
both vacancy types I as ell as the relevant diffusion problem can be found
elsewhere [7]. It should be noted here that, unlike octahedral vacancies, the
system of tetrahedral vacancies is filled virtually homogeneously over the
whole sample. The He content can be roughly (to within 5-10%) evaluated
from the exponential dependence characteristic of the second saturation
stage [7].

Figure 2 shows the lattice parameter a dependence on temperature for a
fullerite Cgy sample, saturated with helium to a high content.
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Figure 2. Temperature dependences of pure fullerite C60 cubic lattice parameter (o) [8]
and fullerite Cg intercalated with helium (A ).The error of the pure and intercalated fullerite
lattice parameter determination was 0,02 %.

One can see that the filling of octahedral and tetrahedral voids of the Cq
cubic lattice with helium results in an appreciable increase of the lattice
parameter (on the average, by about 0.3 %) over the entire explored
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temperature interval, in a shift of the orientational phase transition to lower
temperatures by nearly 10 K, and to a barely discernable lattice parameter
jump. The anomaly at the orientational glassification temperature (90 K) is
much less pronounced, which suggests that hexagon configurations are
fewer.

In the next stage of this work we studied effects of intercalation on low-
temperature photoluminescence spectra of fullerite Cq single crystal. Figure
3 shows photoluminescence spectra, normalized to integrated intensity, for
pure fullerite and fullerite with helium impurities taken at 5 K, as well as a
difference between the two.

20

o

Intensity , arb. units
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A L 1 A
12 13 14 15 16 17 18
Energy, eV

Figure 3. Normalized to their integral intensities photoluminescence spectra of Cg single
crystal at 5 K under excitation of light with energy of 2.84 ¢V: a) pure fullerite Cgp; (b)
helium-intercalated fullerite Cgo; (c) differed spectrum. The (a) and (b) PL spectra were
corrected for instrumental response. The recording spectrometer slit width was 2.6 nm.
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This difference spectrum is consistent with the luminescence spectrum of
«type A» [9], which originates at the so-called deep traps (the 0—0 transition
energy being equal to 1.69 eV), formed by a pair or a chain of Cg molecules
[9,10]. Thus, we can infer that the helium impurity, which can form a weak
chemical bond with Cg [11] and increase the crystal lattice parameter,
hinders the formation of radiation centers that could be responsible for type-
A luminescence. A possible mechanism of this phenomenon might be as
follows. As shown by Davydov et al. [12], polymerization of Cg in its low-
temperature phase is affected by the number ratio of hexagon and pentagon
pair-wise configurations, the hexagon configuration being the one that favors
polymerization.

The helium impurity is expected to promote a depletion of hexagon
configurations due to larger lattice parameters in doped crystals and, thereby,
inhibit polymerization, which is often initiated by stresses around
dislocations [10]. The anomaly at the orientational glassification temperature
(90 K) is less pronounced (Figure 2), which again suggests that hexagon
configurations are fewer.

From Figure 2 one can see that the lattice parameter jump in doped
fullerite Cg at the orientational phase transition is barely discernable. Most
likely, it is connected with a lesser number of dislocations at the
orientational phase transition. The less is the number of dislocations, the
lower is the probability of dimer formation [10]. The only known
mechanism of producing covalent bonding in the low-temperature phase of
Ceo 1s polymerization in distorted areas around dislocations [10]. Generally
speaking, since dimerization is hardly possible even in a purely hexagonal
state of Cg, orientational disorder, irrespective of its origin, is the necessary
condition for the formation of covalent dimers [12]. The presence of
orientational disorder in the Cg low-temperature phase is confirmed by the
inhomogeneous broadening of the photoluminescence bands, which is
removed using site selective excitation [9]. Thus, the hypothesis that the
type-4 luminescence spectrum in the low-temperature phase of fullerite Cg
is due to covalent bonded molecules is confirmed by our measurements on
Cgo Intercalated with helium.

3. CONCLUSIONS

1. Infusion of helium into fullerite Cgy occurs in two stages. Intercalation
of helium entails an increase of the lattice parameter.
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2. The orientational transition temperature goes down by about 12 K. The
lattice parameter jump is less pronounced. The anomaly near the
orientational glass transition (around 90 K) is smoothed out.

3. Luminescence spectra give evidence that the concentration of dimers in
Ceo with He in octahedral cavities is notably lower than in pristine material.
This inference is corroborated by our structure findings.

4. Two possible reasons for this reduction are: (i) helium doping decreases
the number of hexagon configurations; (2) helium moderates the 260 K
phase transition, thereby decreasing the number of dislocations (which also
promote dimer formation).
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Abstract: The effect of a weak magnetic field with By<1 T on photoconductivity of the
donor-acceptor complex TBPDA:(Cg), has been found. The RYDMR
spectrum is evidence of a spin nature of the mechanism of free charge carrier
generation in magnetic fields. A model of triplet-triplet annihilation of charge
transfer excitons has been suggested. The model interprets the effect of a weak
magnetic field on photoconductivity in TBPDA(Cq),.

Fullerene Cg is a new m—acceptor, which essentially differs from other
planar m-acceptors by large size, spherical shape, high symmetry and
polarizability [1]. These features provide the design of materials possessing
unusual magnetic and conductive properties [2]. Fullerenes also have unique
photoacceptor properties. Different fullerene based composites, dyads and
triads show efficient electron transfer from chromophores to fullerenes and
the formation of charge separated states with lifetimes up to tens ms [3].
This makes fullerene compounds promising materials for photovoltaic
devices. Thus, it seems interesting to study electron-optical properties of Cgo
compounds, particularly, donor-acceptor complexes with amines.

The goal of this work was to find and study the effect of weak static and
microwave magnetic fields on electron-optical properties, particularly,
photoconductivity of Cg complex with N,N,N',N'-tetrabenzyl-p-
phenylenediamine: TBPDA(Cg), [4].
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Synthesis of single crystals of TBPDA'(Cg), was described elsewhere [4].
Photoconductivity was excited by white light of a 150 W halogen tube.
Photoconductivity was characterized by current “I” running through indium
contacts attached to one of the faces of the samples with silver paste. The
contacts were under direct voltage of 10-50 V. Current values were
measured with a charge amplifier connected with PC. The cell filled with the
sample was put in a resonator of a standard Radiopan SE/X 2547
spectrometer.

Figure -1. The projection of crystal structure of TMPDA(Cg), along the c-axis.

TBPDA-(Cqp); has a layered structure [4]. Fullerenes form distorted
puckered layers arranged along a diagonal to the ac plane (Fig. 1). Each Cg
molecule has 5 neighboring Cg ones in the layer with center-to-center
distances of 9.77-10.67 A, several of them being shorter than the van der
Waals diameter of the Cgo molecule (10.18 A). Due to strong puckering of
the Cqp layers, each Cg molecule also has two neighboring Cg ones from the
adjacent layer with a center-to-center distance of 10.25 A. TBPDA
molecules occupy cavities between the Cq layers (Fig. 1) and form van der
Waals contacts with the C¢y molecules by phenyl substituents (molecule 7,
the C...C distances in the 3.42 — 3.55 A range) and the central phenylene
groups (molecule 17, the C...C distances in the 3.33 — 3.52 A range).

The UV-vis-NIR spectrum of TBPDA'(Cg), is a superposition of the
spectra of TBPDA and Cg. A broad band in the 700-1100 nm range and the
maximum at 896 mn can be attributed to charge transfer (CT) from TBPDA
to Cgo at the absorption of light quantum. However, the IR and EPR spectra
of TBPDA"(Cqo), indicate the absence of any charge transfer from TBPDA
to Cgo in the ground state. Thus, TBPDA(Cq), is a neutral CT complex.
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Different mechanisms of photoinduced electron transfer are possible
under excitation of Cg complexes with amines by white light (Fig. 2) [4].

Amine Ceo
LUMO I I

2
\ LUMO
Il V

HOMO IS 11,
11,

HOMO

Figure -2. The diagram of possible mechanisms of photoinduced electron transfer in the Cg
complexes with amines.

Photoexcitation of the donor component (Fig. 2, I;) is followed by
electron transfer to the Cg molecule (Fig. 2, I,). However, photoexcitation of
amines is possible only in the UV-range.

Since the Cg molecule is a stronger acceptor in the excited than in the
ground state, photoexcitation of Cgy (Fig. 2, II;) can also result in electron
transfer from the donor to the excited C¢ molecule (Fig. 2, II,). Due to that
the direct HOMO-LUMO transitions are symmetry forbidden in the Cgo,
photoexcitation is realized mainly at energies higher than 2 eV.

Figure -3. The dependency of relative changes of photocurrent Al in TBPDA:(Cg), on
magnetic field induction By.
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Direct intermolecular charge transfer from the donor to the Cgy molecule
(Fig. 2, III) is also possible at the excitation by white light. As it was
mentioned above, the CT band in the TBPDA"(Cq), is observed at 1-2 eV.

It was found that in the TBPDA(Cs), single crystals in neutral ground
state show low conductivity, ~10"> (Q*cm)'. Upon illuminating the
sample with white light one observes the 10° increase of photocurrent, which
remains unchanged for 10*s. It was found that photoconductivity of
TBPDA(Cq), is sensitive to magnetic field (MF) with By< 1 T. The
dependency of photocurrent on By is characterized by sign inversion at 0.3 T
(Fig. 3) and conceivably attains saturation at 1 T. The sign inversion field
dependency is characteristic of processes associated with the effect of MF on
concentration of triplet charge transfer excitons in molecular crystals [5].

Photoexcitation of the complex is accompanied by charge transfer from
the donor TBPDA molecule to the acceptor Cg one and CT-exciton is
formed. Depending on mutual orientation of spins of components (electrons
and holes), CT-exciton can be either a singlet or a triplet one. Free charge
carriers are formed in molecular crystals mainly due to thermal or impurity
dissociation of triplet CT-excitons [6].

I, a.u.

0 . '
0.2 03 B, T

Figure -4. The RYDMR spectrum for TBPDA(Cg),. Microwave magnetic field frequency
v=8.96 GHz.

A spin nature of the effect of MF on photogeneration of free charge
carriers was verified under experimental conditions of the registration of an
EPR spectrum detected by photoconductivity measurements (RYDMR-
Reaction Yield Detected Magnetic Resonance) of TBPDA'(Cg),. The
spectrum (Fig. 4) contains two resonance peaks of negative polarity at 0.189
and 0.312 T, the peak halfwidth is 0.009 T. The second peak has a fine
structure.
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The effect of magnetic field on a spin - dependent reactions in solids is
valid, provided that [7]: the time T, of particles staying in the paired state
must be longer than the time needed for mixing the spin states t.,, but shorter
than the relaxation time 1, with the value typical for molecular crystals 10 ~°
~10%s: Tev < Tpair <Trel-

The time t., depends on the mechanism of spin evolution. For the dipole-
dipole mechanism 1., = /guD, where D is the dipole-dipole energy of
interaction, p is the Bohr magneton. The values 1,=2.7-10"" s, and
Tpair=3.1710 ~?'s were calculated for TBPDA(Cq)o.

The RYDMR spectrum of the TBPDA(Cg), crystals is interpreted by a
model, which considers external-field modulation of a triplet-triplet exciton
annihilation rate constant [6]. The kinetic model of triplet-triplet exciton
annihilation can be presented as follows:

e
—2—13,5

T+T (T1..T), 5B g 45, (1)

Ky

where (T...T); - intermediate pair state formed in one of nine possible, ith, a
spin state; K;, K, - rate constants of collision and back scattering; K | S; | 2.
the rate constant of annihilation for the ith spin state, S;-amplitude of singlet
components in this state.

E
/O-l

sQ,

W bl
x\_‘\ 5Q,

Figure -5. The scheme of resonance transitions in the (T...T) complex.

In magnetic fields with Bi>0.1 T only two levels, SQ, and SQ, generally
contain a singlet component S, which defines the transition of a pair to a
final singlet state. These transitions cause partial emptying of the SQ; and
SQ; levels. Microwave magnetic field stimulates mainly transitions from the
quintiplet levels Q.; and Q. to the SQ; and SQ, ones (Fig. 5), whose
occupancy increases. Since the total rate constant (1) defined as
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is a function of stationary occupancies of the levels of the (T...T) complex,
the above mentioned resonance transitions result in the increase of y.

The increased yield of the reaction products of (1) results in lower
concentration of triplet excitons and, consequently, a lower number of free
charge carriers formed in molecular crystals that is justified by two
resonance peaks of negative polarity in the RYDMR spectrum of
TBPDA(Cso)z

The effect of weak magnetic field with By <1 T on photoconductivity of
the donor-acceptor layered complex TBPDA - (Cqo), has been found. The
RYDMR spectrum is evidence of a spin nature of the mechanism of free
charge carrier generation in magnetic fields. The information on structure,
energy and time performances of short-lived intermediate charge transfer
states can be obtained from the analysis of the RYDMR spectrum. A model
of triplet-triplet annihilation of charge transfer excitons has been suggested.
The model interprets the effect of weak magnetic field on photoconductivity
n TBPDA(Cé()) 2.
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Abstract In the investigation of quantum critical spin systems light scattering experiments
prove to be especially useful due to their high sensitivity and spectral resolu-
tion that perfectly match the relevant energy scales. The observed low energy
collective excitations or bound states with singlet character play an important
role characterizing fluctuations of the system. Furthermore, often spin or or-
bital related phonon anomalies are observed that include important symmetry
information. The use of this experimental technique will be demonstrated on
three model systems, the frustrated spin dimer system SrCu(BOs)2, the spin
tetrahedra system CuzTe2O5Br2 and the layered pseudo gap system TiOCl.

Keywords:  magnetic light scattering, singlet bound states, quantum criticality, spin frustra-
tion, spin gap, electronic correlation, transition metal oxides

Introduction

The use of light scattering experiments to investigate transition metal ox-
ides with small spin moments and strong magnetic fluctuations has evolved
from investigations of high temperature superconductors (HTSC) [1]. These
materials, with their two dimensional (2D) layered structure and spin moments
based on the 3d” configuration of Cu?*, represent up to today the most in-
teresting class of quantum spin systems. Here, long range magnetic ordering
due to strong antiferromagnetic (AF) superexchange is suppressed by doping
charge carriers and a spin liquid state evolves [2]. Many interesting aspects of
electron correlation, such as renormalized two-magnon scattering, pseudo gap
formation and phase separation, have been revived and intensified in the much
broader class of transition metal oxides studied in the following [3]. The rich-
ness of these compounds is mainly based on two aspects, the use of a larger
group of transition metal ions, such as T+, V14, Co?T, and the overwhelm-
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ingly large number of different spin topologies that are realized in these sys-
tems [4].

In the following we will discuss three systems that on one hand can be re-
garded as model systems, however, on the other hand have extraordinary and
unusual magnetic properties that distinguish them from other more classical
materials. This exotic behavior is the basis for the fascination they raised in
the community devoted to quantum magnetism.

An antiferromagnetically coupled spin dimer of two s=1/2 has a spin singlet
as its lowest energy state. The first excited state is a spin triplet and the energy
between these two states is denoted as the spin gap A. If such dimers are
coupled in one dimension a dimerized spin chain is formed. Such spin chains
exist in several spin systems, e.g. in CuGeOs [5]. Properties of this and related
compounds are further discussed in Ref. [3].

1. The frustrated spin dimer system SrCu(BOs),

Spin dimers can be coupled in 2D and form a planar arrangement where
each spin has one next neighbor and four next nearest neighbors. The cou-
plings with these neighbors are shown in Fig. 1a) by dashed and full lines,
respectively. For small coupling J within a dimer such a lattice is equivalent
to a square lattice. For strong coupling J the antiferromagnetic interaction be-
tween three spins, two on one dimer and one on an adjacent dimer, cannot
be satisfied simultaneously. The system is frustrated due the competing inter-
actions J’. A classical system consisting of spin triangles would form a long
range ordered state with a compromise of significantly low energy [6]. In a
quantum spin system such an ordering is usually suppressed as sufficient low
energy states and fluctuations exist to destabilize it. In contrast, local short
range correlations develop that evade competing interactions, a singlet ground
state is formed. The competition and interplay between short range and long
range states at the T=0K critical point governed by quantum fluctuations is in
the center of our interest [7]. Such a quantum critical point (QCP) has also im-
portant implications for the excitation spectrum and thermodynamic properties
of these systems at finite temperature [8].

The compound SrCu(BOs), realizes such a system [9]. Its exchange topol-
ogy can be compared to an earlier theoretical model [10] although also evi-
dence for additional Dzyaloshinskii-Moriya and spin-phonon interactions exist
[11, 12]. In neutron scattering experiments on SrCu(BOs), a flat and disper-
sionless triplet branch has been detected as shown in Fig. 1b) [13]. In addition
to this elementary triplet further s=1 pair states exist that have considerable
spectral weight only at certain points of q space. These composite or pair
states show strong level repulsion that depresses the dispersion [15]. In Raman
scattering investigations a larger number of nearly equidistant s=0 singlet states
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Figure 1. a) Spin topology of SrCu(BO3)2 with intradimer J and interdimer J* couplings. b)
Dispersion of the triplet and triplet pair states from neutron scattering [13] and energies of the
Raman scattering s=0 pair states at q=0. Triplet pair states of related branches are connected
by thick dashed lines. c) Raman scattering intensity in (a’b’) polarization showing four singlet
bound states at 30, 46, 56, 70 cm ™! and the onset of a broader mode at about 100 cm ™!
[14]. Arrows denote the elementary triplet (spin gap A), a bound triplet pair state Atp and the
doubled spin gap from neutron scattering.

are observed. The composite states with singlet and triplet nature alternate in
energy and form a dense spectrum of low energy modes.

This behavior matches quite well to the scenario that has recently been de-
veloped for 2D spin systems in the proximity to a quantum critical point [16]
and is a direct fingerprint of the tendency to form local correlations. It has to
be mentioned, however, that the lowest energy excitation still has triplet char-
acter. For compounds with closer proximity to quantum criticality, such as the
1/6 depleted triangular lattice (Kagome) [6] and the 1/5 depleted square lattice,
also exists a dense singlet spectrum within the singlet triplet gap [17-20]. Un-
fortunately no Raman scattering data for the related compounds are available
up to now.
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In applying a large magnetic field of O - 70 Tesla SrCu(BOs)2 crosses over
into new quantum phases observable as distinct plateaus in the magnetization
[21-23]. These plateaus correspond to 1/8, 1/4 and 1/3 of the saturation magne-
tization of the spin system [24-26] and are understood as field induced triplet
states that are divided in a commensurate way on the dimer lattice. Recent
NMR experiments on the 1/8 plateau at 28 Tesla and at very low temperatures
(35 mK) show a transition-like crystallization of triplets within a larger super-
cell and Friedel-like oscillations of the field induced spin polarization [27].

2. The spin tetrahedra system Cu;Te;O5Br,

The above mentioned experimental results show unquestionably the rich
physics of quantum spin systems in the singlet phase. It is, however, of simi-
lar interest how correlations develop for compounds where “some" long range
ordering of the spin moments is achieved. There are different techniques to
induce a crossover from a short range correlated state to a long range ordered
state and all have specific advantages and disadvantages. Applying large mag-
netic fields or large hydrostatic pressures can be used for this purpose. How-
ever, also chemical means are used as substituting magnetic or nonmagnetic
sites in the compound. In this case the effect of static disorder of the coupling
constants leads to universal scaling relations of thermodynamic properties [28—
31].

A different but successful approach starts with chemical building blocks
that allow open frameworks and weak coupling of subgroups [4, 35]. These
techniques are also important for other functional compounds, as ion conduc-
tors, catalysts or thermoelectric materials. In a thermoelectric oxide with large
Peltier effect based on mixed Co** /Co** on a layered triangular lattice super-
conductivity has been found with a T,.=4.6 K [36-38]. Also lone pair cations,
e.g. Te'™, Se*t or As?T, can be used to introduce an electronic charge dis-
tribution that is not involved in a chemical bond [4]. In this way, a struc-
tural/chemical basis for interesting magnetic properties has been developed.

The most spectacular example of such a directed chemical approach toward
quantum magnetism is CupsTeoO5Bro, a system with weakly connected Cu? ™t
tetrahedra, as sketched in Fig. 2a) [39]. The magnetic susceptibility data given
in Fig. 2b) show a broad maximum at T,,,,=30 K and a decrease at low tem-
peratures, a behavior that is consistent with weakly coupled tetrahedra of AF
coupled spins. A fit to this temperature dependence gives a typical energy
scale for the intra-tetrahedra coupling of J=40 K for this compound. A kink at
T.=14.4 K in the susceptibility marks a transition [32].

Recent muon spin rotation (u-SR) experiments evidence the existence of
internal fields. Hence, a weak Neel ordering is assumed [40]. The substitution
of Br by CI reduces the unit cell volume by 7% and increases the transition
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Figure 2. a) Projection on the ab plane of the crystal structure of CuxTe2OsBra. The
“magnetic" Cu tetrahedra are surrounded by Te and O ions. The unit cell volume and the inter-
tetrahedra coupling are strongly affected by the bromide ions. b) Magnetic susceptibility at 0.1
and 5 Tesla [32]. c) Raman spectra in (cc) polarization in the 3 - 70 K temperature range. The
data for T=14 K are shown with a thicker line for clarity. A low energy mode at 18 cm™* with
a soft mode behavior and a continuum centered at about 60 cm™! are observed. d) Magnetic
field dependence of the Raman modes for fields in the O - 6 Tesla range [33, 34].

temperature of CuzTeaO5Cly to T=18.2 K. An analysis of the entropy change
at the transition shows in the chloride AS,,=0.36 - RIn2. In the bromide it is
only AS;,=0.16 - RIn2 [32]. These and other experimental data can be taken
as evidence for a proximity of the system to a QCP [33, 34].

Raman scattering spectra show a symmetric continuum of scattering cen-
tered at about 60 cm ™! in the temperature range where the susceptibility has a
maximum (see Fig. 2¢) [32]). This corresponds to two-magnon scattering with
a typical energy scale of 2J=84 K, in good agreement with fits to the magnetic
susceptibility data mentioned above. The lineshape and scattering selection
rules of this scattering intensity have been described within a chain model of
tetrahedra [41-43].
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The low energy excitation is observed at finite frequencies only for T<T;. In
moderate magnetic fields its frequency is increasing as shown in Fig. 2d). Such
a shift of the low temperature mode and the order parameter-like dependence
on temperature has been taken as evidence that the mode cannot be related to
a singlet state and must be identified as a longitudinal magnon [33, 34].

Longitudinal fluctuations of a Neel-ordered state are usually strongly damped
and not included in a spin-wave approximation of its excitation spectrum. Un-
til now similar modes have been only observed in neutron scattering on spin
chain systems as broadened maxima [44-46]. The present narrow linewidth
is probably related to the small scattering vector involved in light scattering
experiments.

3. Orbital-related fluctuations in the layered system
TiOCl

The examples presented above demonstrate the high sensitivity of light scat-
tering techniques to magnetic excitations. This progress is among other things
based on experimental improvements, such as the broader availability of CCD
detectors with quantum efficiencies close to or above 90% and the use of triple
spectrometer with strong quasi-elastic light rejection and high resolution at low
energies. On the other hand, the detection of light scattering by phonons with
this technique is well established in the characterization of semiconductors and
other insulating systems. It is therefore not surprising that phonon studies also
gained importance in the investigation of quantum criticality in transition metal
oxides.

Phonons may couple to spin systems in various ways. A modulation of
the exchange coupling or the spin gap is possible [1, 47]. In systems with
charge fluctuations similar effect exist [48]. Due to the low symmetry of the
local exchange paths in many systems, the phonon modulation of the coupling
constants do not compensate each other and the resulting spin-phonon cou-
pling is large [3]. An interesting effect in this context is that, in depleted spin
topologies with nonequal bonds, some phonon modes stabilize local singlet
correlations and phases [49] and shift the corresponding critical lines.

An aspect that will be discussed in the following is the effect of orbital de-
grees of freedom and orbital fluctuations. As the occupation and possible de-
generacy of orbital states strongly depend on the local geometries, this problem
is also related to spin-phonon coupling and, in some cases, similar conclusions
can be drawn. Recent theoretical models using spin and orbital degrees of free-
dom on equal footing [SU(4) symmetry] [50, 51] found nontrivial extensions
of this problem, such as the destabilization of long range ordering and/or un-
conventional spin gap formation [52] with spin-orbit coupled excitations [53].
The extension of such models from 1D spin-orbital chains to 2D triangular sys-
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Figure 3. a) Projections on the crystallographic structure of TiOCl and the CEF level scheme
of Ti** with 3d! in a tog orbital. The in-plane dxy orbitals that form chains along the b axis
direction and the interplane dy, and dy, orbitals are given by dashed lines within TiO4Cl2 oc-
tahedra. b) Raman scattering intensity in (bb) polarization as a function of temperature [55]. In
the lower panel the scattering intensity parallel and perpendicular to the b-axis are compared at
T=300 K. The three symmetry allowed phonon modes are denoted by (3, v and J. A low tem-
perature excitation which shows extreme fluctuation effects in the pseudo gap phase is denoted
by «. It steams from the folded phonon branch corresponding to the beta mode.

tems shows the wider applicability of such concepts. The compounds LiNiO,
and BaVS3 have been discussed in this context [54].

The break down of usual concepts of spin gap formation can be studied
very well in the recently established T3+ systems MgTiy Oy4 [56], TiOCI [57]
or NaTiSisOg [58]. In all these compounds a crystallographic distortion is
accompanied with the formation of an unusually large spin gap and strong
fluctuations exist, pointing to electronic energy scales involved.

A broad fluctuation regime and a pseudo spin gap have been observed in the
2D system TiOCI that motivated a comparison with HTSC [57, 59]. The rele-
vance of the orbital sector is evident here due to pronounced phonon anomalies
[55, 60]. The crystal structure of this material is sketched in Fig. 3. It consists
of double layers of edge-sharing and strongly distorted TiOyCly octahedra.
Such a distortion leads to lifting of the tp, orbital degeneracy, as shown in the
crystalline electric field (CEF) level scheme given in Fig. 3a). The character of
the lowest energy level, either an in-layer dy, orbitals that form chains along
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the b-axis direction or interlayer dy, and dy, orbitals, is less clear, as it depends
on the detailed balance of local fields, covalency, and correlations effects.

The magnetic susceptibility of TiOCl is very flat and structureless in the
temperature regime T>T*=135 K, which might be indicative of slowly evolv-
ing magnetic correlations typically observed in spin chains or planar geome-
tries [57]. NMR/NQR experiments, on the other hand, show evidence for
strong lattice fluctuations for T<200 K and the opening of a spin gap with a
characteristic temperature T*=135 K [61]. In the magnetic susceptibility, how-
ever, transition-like phenomena are observed only at Tto=94 K and T;; =66 K
as a kink and a sharp drop, respectively [57, 61]. The low temperature transi-
tion also leads to a doubling of the unit cell in the b-axis direction, while for
T>T.; incommensurate superlattice peaks are observed [62]. Therefore and
as the behavior of the nuclear spin-lattice relaxation rate (1/T3T) resembles to
HTSC, this phenomenon is denoted as a pseudo gap formation. The relaxation
rate can be used to estimate the pseudo-gap Aguct~430 K (Ref. [61]). This
is extraordinarily large when compared to the transition temperatures, leading
to 2Afuct/kpT¢=9.1 and 13 for T.s and Ty, respectively. These ratios are
not consistent with a mean field theory or spin-Peierls mechanism for this gap
formation [63].

Raman scattering spectra of TiOCl with in-plane polarization show three
phonon modes in (aa) polarization, denoted by 3, v and ¢ in the lower inset
of Fig. 3. Following a shell model calculation, these modes are the three A;q
out-of-plane vibrations of the structure that are Raman allowed. In the (bb)
scattering geometry, with the same symmetry selection rules but with incident
and scattered light parallel to the chains of the dy, orbitals, an extremely broad
mode is observed, denoted by « in the figure. In the upper panel of Fig. 3b) the
temperature dependence of the phonon spectra is shown for this polarization.
The o mode shows a “giant" softening (by 20%) with decreasing temperatures
for T>T .o that is accompanied by a reduction of the quasielastic background
and the linewidth of this mode. Finally, for T<T,; only well-defined modes
with sharp sidebands exist.

The origin of this strongly fluctuating mode is proposed to be the zone
folded branch of the 3 mode. Zone folding occurs due to the above mentioned
structural distortion [55]. The 3 mode is a good candidate for the respective
I"-point phonon, as this T1-Cl in-phase vibration modulates the interlayer Ti-Ti
distance and should therefore effectively modulate the energy of the interlayer
with respect to the chain orbitals.

There are several arguments that support a causality between the phonon
anomalies and the pseudo gap formation in the spin fluctuation spectrum. The
connecting element is a coupling of the lattice displacement of the o phonon to
the occupancy and admixture of interlayer d,, and d, orbitals. The energy of
this mode softens from 155 to 130 cm™! in the temperature range from 200 to
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100 K. As the energy of this mode is similar to the temperature scale, a drastic
change of the phonon population is induced for T~T*=135 K. Furthermore,
in two-magnon scattering observed at higher energies (600-1500 cni!) an
intensity modulation with a periodicity of 65 cm™! is observed. This difference
corresponds to the separation of the o and the 3 mode. Hence, the pronounced
phonon anomalies of the 5 mode in the pseudo gap phase of TiOCl are related
to the peculiar electronic configuration of the tp, states on TiO4Cly double
layers [55]. The compound TiOCI therefore gives an impressive example of
orbital-related phonon anomalies that are present in such systems.
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Abstract  High quality single crystals of LaMnOgs4s with 6 =0.071, 0.085, 0.092,
0.097, 0.125 that extend from antiferromagnetic insulating (6 = 0.071,
Tn=128 K) to ferromagnetic metallic state (§ =0.125, Tc=248 K) have
been investigated by polarized Raman light scattering. A giant soften-
ing up to 30 cm™! of the 490- and 620-cm™* phonon modes has been
observed below the Curie temperature. We interpret this phenomenon
as a manifestation of an orbital fluctuating state which exists in a wide
temperature range in ferromagnetic LaMnOg3 5.
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Introduction

Some well known materials become emergent due to a manifestation
of an unusual degrees of freedom. Two regime of conductivity presented
in manganese oxides drastically changed the state of orbital subsystem
from orbital liquid state in metallic phase to orbital ordered state in
insulating phase. The role and state of orbitals at an intermediate regime
of doping remains unclear. Raman light scattering (RLS) could be a
powerful spectroscopic tool for investigation of orbital subsystem via its
interconnection with lattice, electronic and magnetic degrees of freedom.

The low doped manganese oxide compounds Laj_,Sr,MnOs3 (0.11 <
x < 0.17) and LaMnOs;s (0.075 < ¢ < 0.15) unambiguously belong
to emergent materials as natural model systems which show a metal-
insulator phase transition from the ferromagnetic metallic (FM) to the
ferromagnetic insulating (FI) states under temperature decrease [1-5].
The resistivity of these compounds tends to drop or at least to be flatness
just below the Curie temperature T with a following sharp upturn at
lower temperatures [2]. Such a behavior points to the emergence of some
kind of charge order (CO) that stabilizes a ferromagnetic but insulating
state.

The evolution of the orbital subsystem in these compounds as func-
tion of temperature is of similar interest [6]. It was found that in
Lag.ggSro.12MnOg3 orbital degrees of freedom play a decisive role in FM /FI
transition enforcing ferromagnetic superexchange (SE) interaction below
orbital ordering (OO) through spin-orbital coupling [1, 7]. One can ex-
pect that the orbital subsystem changes from orbital disordered state
in the paramagnetic phase just above T to the orbital ordered state
in FI phase. In the intermediate FM phase orbitals are strongly fluctu-
ating and this dynamic orbital disordered state appears exactly below
Tc [8]. The relatively high absolute values of resistivity in FM state of
low doped Laj_,Sr;MnOj3 [2] could be interpreted as a manifestation of
diffuse scattering of charges on orbital fluctuations [6, 8, 9]. However,
there are no reasons for a coincidence of charge - T¢co and orbital-Too
order temperatures at low doping. Thus, in spite of charge (hole) order,
orbital subsystem may remain in a fluctuating state and orbital order
may occur at lower temperatures far below T¢o.

We obtained evidence for orbital fluctuations in the ferromagnetic
insulate phase in the oxygen doped manganites LaMnOs s with help
of Raman light scattering technique. We argue that a giant softening
of high frequency (HF) phonons below T, which is smooth and does
not show saturation behavior under temperature decrease, is inspired by
orbital fluctuations.
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Table 1. O (¢ <b/y/2 < a) and O’ (b//2 < ¢ < a) orthorhombic phases have both
Pnma space group symmetry. R is the rhombohedral phase with R3c space group
symmetry.

Sample  Magnetic Critical Vf,u,(A3 ) 3490 Crystal

order temperature T =300 K structure
M1 AFM Tn=128 K 59.73 3.071 (0X
M2 FM Tc= 148 K 59.54 3.085 (0X
M3 FM Tc= 178 K 59.45 3.092 (0]
M4 FM Tc= 186 K 59.41 3.096 Oor R
M5 FM Tc= 248 K 59.06 3.125 R
1. Experimental

LaMnOsys single crystals were grown by electrolysis of a melt ob-
tained from a mixtures of CssMoQO,4 and MoOg of the molar ratio 2.2/1
to which MnO and LayO3 were added. This is some modification of the
growing method given by McCarrol et al. [10]. The subsequent crystal
growth was performed with an average current density of 5-10 mA /cm?
during 80-100 hours in the temperature range 830-1170 °C. The true
crystallographic formula of the studied series is Laj_,Mn;_,O3. The
lowering of the melt temperature leads to an increase of the level of
cation vacancies 3/2(z + y) ~ . The crystals have a cubic-like habit
with a size up to 2-3 mm and do not contain twins. The latter property
allows to observe anisotropic magnetic properties in FM/FI states along
three different crystallographic axes [11].

Samples were characterized by X-ray diffraction, magnetic susceptibil-
ity and chemical analysis with some results summarized in Table 1. The
electrical resistivity measurements were made down to 80 K using a four-
probe method. Raman scattering experiments used the excitation line
A = 514.5 nm of an Ar™ laser in a quasi-backscattering geometry. The
laser power of 5 mW was focused to a 0.1 mm diameter spot on the (010)
surface. The averaged laser power density amounts to ~ 6 - 105 W/m?
which is much less compared to earlier Raman studies in manganites
[12-15].

2. Results and Discussion

Fig. 1 displays the temperature- and doping-dependence of the resis-
tivity of samples M1 - M5. The resistivity of the antiferromagnetic (AF)
sample (M1) exhibits an insulating behavior with a kink near the Néel
temperature Tyx. Our ferromagnetic (FM) single crystals samples show
clear resemblance in resistivity behavior with La;_,Sr,MnOg3 ones in the
range 0.10 < x < 0.14 [2]. Upon cooling their resistivity increases up
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Figure 1.  Resistivity of LaMnQOs4s as a function of temperature and doping.

to the Curie temperature T, then becomes flat and finally exhibits a
strong upturn when further lowering the temperature. Such a behavior
points to the formation of some kind of charge ordering and/or possible
orbital ordering which give rise to a low-temperature ferromagnetic in-
sulating state in the ferromagnetic metallic phase. Due to this similarity
the lightly doped manganites La;_xSryMnOz (LSMO) (0.10 < x < 0.14)
can be considered as a counterpart of the present study [1-3]. In partic-
ular, in LSMO with x=0.12 the orbital degrees of freedom play a decisive
role in the FM /FI transition enhancing the ferromagnetic superexchange
interaction toward low temperature due to spin-orbital coupling [16-1,
7]. This leads to a stabilization of the orbital ordered state in the FI
phase [8]. In the FM phase the relatively high resistivity is ascribed
to diffuse scattering on orbital fluctuations [8, 9, 6]. However, a priori
we have no reasons to believe that charge ordering must be accompa-
nied by orbital ordering in such lightly doped LSMO and LaMnQOs;.
Thus, despite charge ordering, the orbital state can still be in a fluctuat-
ing state and orbital ordering may occur far below the charge ordering
temperature.

Let us look at the temperature- and doping-dependence of the Ra-
man spectra of two representative samples (M1 and M5) in Fig. 2. At
room temperature we observed three pronounced phonon modes at 270,
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Figure 2. Polarized Raman spectra at different temperatures for (a) an antiferro-
magnetic sample (M1, § =0.071) and (b) a ferromagnetic sample (M5, § = 0.125).

490, and 620 cm™! in the M1 sample. These modes are much weaker
in the M5 sample. Symmetry-forbidden Raman scattering in mangan-
ites becomes allowed due to lattice distortions leading to a deviation
from cubic perovskite symmetry. Therefore the pronounced Mn-O bond
stretching modes at 490 and 620 cm~! become weaker with increasing
doping § due to a weakening of Jahn-Teller distortions. In spite of the
different doping level, however, all FM samples (M2 - M5) exhibit simi-
lar phonon spectra with a detailed fine structure appearing for T<100 K
and frequencies w <500 cm ™! as shown in Fig. 2(b) and 3(a). The tem-
perature evolution of these excitations is related to the strong upturn
in the resistivity toward low temperatures and indicates the nucleation
of the charge ordered state. Further evidence for charge ordering and
an increase of lattice distortions toward low temperatures is provided by
the temperature dependence of the integrated intensity of the 620-cm™?
mode for samples M1 - M5 in Fig. 3b. This dependence is similar to
that of the resistivity (Fig. 1).
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Figure 3. (a) Raman spectra at T=5 K of samples with different doping levels.
(b) Temperature dependence of integrated intensity of the 620-cm™! mode for all
samples.

The most salient features of this study are evident in the tempera-
ture dependence of the 490- and 620-cm~' modes as shown in Fig. 4.
The moderate softening of the 620-cm~! mode and respective harden-
ing of the 490-cm~! mode in the AF (M1) sample turns over to a giant
softening of both modes by 20 to 30 cm~! in all ferromagnetic samples
below T.. Please note that the softening in the ferromagnetic samples is
increasing from M2 to M5 and does not scale with the upturn in the re-
sistivity. This implies that the softening is not induced by a special type
of charge ordering. Apparently, the onset of the softening starts around
T.. Furthermore, the phonon frequencies soften continuously without
any obvious saturation or other anomalies down to the lowest tempera-
tures. Magnetic ordering may lead to phonon anomalies proportional to
the square of the magnetic moment of the magnetic ions [17] and should
show a saturation at low temperatures. This is indeed observed for the
490-cm~! and 620-cm~! mode in antiferromagnetic LaMnO3 (M1) for
T<Ty [14, 15]. We conclude that the main mechanism for the continu-
ous and smooth softening observed here is not of magnetic origin.
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Figure 4. Temperature dependence of peak position of Mn-O stretching modes. Up-
per (lower) panel for the breathing mode at 620 cm ™! (Jahn-Teller mode at 490 cm™1).
Arrows indicate the magnetic ordering temperature and the lines are guides to the
eye.

An alternative model for phonon anomalies is based on electron cor-
relation effects. The transition from a FM to a FI implies that double-
exchange is replaced by superexchange interaction. This results in an
increase of Mn-O hybridization. In other words, the covalency is in-
creasing due to the suppressed double exchange and reduced hopping
rate with decreasing temperatures [18]. The reduced average charge of
the oxygen ions leads to a lowering of phonon frequencies which involve
Mn-O modes. In our experimental data, however, the observed softening
continues to increase with § despite the increasing dominance of double
exchange over superexchange with increasing 9.

A probably more relevant mechanism for a large phonon softening
in ferromagnetic manganites relies on a coupling of phonons to orbital
degrees of freedom [19, 8, 9]. Model calculations in Refs.[19, 9] yield
a renormalization of phonon frequencies in the orbital ordered phase
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as a function of the symmetry of orbital order and the strength of the
Jahn-Teller coupling constant. The observed softening is initiated be-
low T, in the orbital fluctuating state and should finally saturate if
orbital ordering occurs. In the FM state such a contribution competes
with the DE contribution [20] and possibly, may exceed it. Here it is
worth mentioning that the pure metallic phase of Lag 795Cag 275 MnQOj3
and Prg 755r0.05MnO3 shows a moderate softening of the phonons for
T<T. [21, 22].

A development of phase separation with decreasing temperatures is
clearly observed in our spectra. Using Raman scattering lattice dis-
torted regions with a deviation from cubic perovskite symmetry can be
detected even if domains with a size comparable to a few lattice con-
stants are involved. This is because phonon spectra are dominated by
short range forces. These regions are associated with the insulating and
charge ordered phase. The Raman spectra just below T are similar to
each other and to the spectra of M1 AFM sample as shown in Fig.3(a).
This can be interpreted as a presence of some insulating region or re-
gions with a charge hopping rate smaller than the phonon frequencies in
the FM phase. One can suppose that these regions become nuclei of the
charge ordered FI phase and further demonstrate Raman spectra with
phonon fine structure. Despite of different doping microscopic details of
charge ordering must therefore be similar.

In summary, our Raman study of the lightly doped manganites
LaMnOgs,s reveals that the orbital ordered state in the AFI phase
evolves into an orbital fluctuating state in the FM and even FI phase.
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Abstract:

Key words:

1.

Comparative Raman scattering studies of single crystals GdBaCo,0s.s with
~0.35 + 0.5, and polycrystalline GdBaCo0,0s5 5.5 in the temperature range 5 -
295 K have been made. 8A, + 3B, modes in backscattering XX, and XY
configuration from polycrystalline and single crystal samples with 6 ~ 0.5 have
been observed. The Pmmm space group symmetry of GdBaCo,0s s has been
used as a basic structure. Phonon frequencies have been estimated using a
modified Thomas-Fermi electron density calculations and a frozen phonon
approach. Intensities and frequency of some A, and B, modes show a non-
uniform temperature dependence in the temperature range of 100-250 K. This
correlates with changes of the magnetic ground states and magnetization
previously observed in GdBaCo0,0:s 5.

layered cobaltites, Co®* ion spin state, Raman light scattering, phonon
excitations

INTRODUCTION

The change of spin state of Co’" ions with changing temperature or
pressure is an intriguing feature of cobalt-based perovskite compounds
represented mainly by LaCoOs;. Due to the closeness of the crystal field
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splitting energy and Hund’s coupling the population of Co™ — €, orbitals can
be easily changed [1]. In this very simplified picture, three different spin
states are realized: high spin (HS) state (7, g,eg, S =2), intermediate spin (IS)

6

state (;,,e,,S =1), and low spin (LS) state (£,

Yo eE,S =0). It was noted,
that different spin states correspond to different radii of Co ions or different
length of the Co-O bonding and angles in the octahedral oxygen cage in such
a way that the radii increase with increasing spin [1, 2]. Thus, one can
explain unusual magnetic properties of LaCoO; by a temperature’s lattice
shrinking which simply removes magnetic moment from Co-sites at low
temperatures [2].

This behavior is not so clearly observed for RBaCo0,0s5 — an emergent
material, which belong to a wider family of perovskite-like rare earth layered
cobaltites RBaC0,0s.;5 (R is rare earth ion, 0<0<1) [3-13]. Co’" ions in the
former compounds are distributed on equal footing to closed octahedral
CoOg coordinations and to open square pyramidal CoOs ones [3, 5, 6, 9-11].
Furthermore, Co’" ions occupy non-central positions in the octahedral
coordination [3, 5, 6] (see Fig. 1). These circumstances do not allow to
directly connect the ion radii with the corresponding spin states in
RBaCo0,0ss. Nevertheless, X-ray studies [6, 9-11] have detected changes of
lattice parameters at Ty — the transition temperature of a metal-insulator
phase transition (Tyy =350 K for R= Gd and Ty =340 K for R= Tb). The
change in slope of the reciprocal magnetic susceptibility, simultaneously
observed at Ty, also evidence a spin-state transition and a connection
between the Co spin state and conductivity [5,10, 11].

The magnetic phase diagram of RBaCo,0s s is characterized by the onset
of ferromagnetic order below Ty that exists in very narrow temperature
range AT~20 K at Tc~280 K for R= Gd, Tb. With decreasing temperatures
the ferromagnetic order suddenly changes to antiferromagnetic. A further
transformation of magnetic structure to another antiferromagnetic phase has
been detected at lower temperatures [12-14]. This structure is rather
complicated and there is no consensus on its properties [12-14]. There exists
a pronounced Ising-like anisotropy of magnetic moments [15,16] that are
directed along the a-axis in this phase. The properties of RBaCo0,0s s
connected with the unknown Co-spin states in pyramidal and octahedral
coordinations, actually in the whole temperature range from 400 K to zero,
are a subject of a wide and rather controversial discussion in the literature [3-
18].

Raman spectroscopy can provide information about subtle changes of
spin states through detecting changes in phonon spectra, which in its turn are
sensitive to the length and O-Co-O bonding angles. In this paper, we report
the first investigation of phonon spectra in single and polycrystalline
GdBaCo,0s.5 with 6 close to 0.5.
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2. EXPERIMENTAL

Single crystals of GdBaCo,0s,; layered cobaltites have been grown from
a flux melt of an overstoichiometric solution of Gd,O; - BaO - CoO starting
oxides [16]. As grown crystals have a tetragonal symmetry (space group
P4/mmm) with a well-developed (ab) plane. The crystals were annealed in
oxygen flow for several days at 600 °C. This provides an oxygen content
0=0.46+0.03, close to stoichiometric 6=0.5. X-ray studies showed that
properly annealed samples posses orthorhombic symmetry (space group
Pmmm) with a twinning structure in the (ab) plane [16]. We used for Raman
studies an as-grown single crystal of GdBaCo,0s.5 with a roughly estimated
8=0.3+0.4 (Gdl-sample), a polycrystalline GdBaC0,0s s:0,05 (Gd2-sample),
and a properly annealed single crystal with 6 ~ 0.5 (Gd3-sample). The
polycrystalline sample was prepared by standard ceramic techniques with the
final heating for 48 h in air at 1100°C followed by a slow cooling to room
temperature. It was shown by Maignan ef al. [5] and confirmed in Refs. [7,
8] that for R = Gd the oxygen content ¢ under such conditions is close to 0.5.
According to X-ray powder diffraction, the sample is well crystallized in a
single phase.

Raman spectra were measured on fresh, chemically etched surfaces in
quasi-backscattering configuration using a triple DILOR XY spectrometer, a
liquid nitrogen cooled CCD detector, and a 514.5-nm Ar-ion laser. The laser
beam of power level 20 mW was focused on an area of 0.1 mm® on the
mirror-like plane (it was the (ab) plane of the single crystals). The
measurements were performed in a cryostat with a helium gas atmosphere in
the temperature range 5-295 K below temperature of metal-insulator phase
transition.

3. RESULTS AND DISCUSSION

The orthorhombic structure of RBaCo,0ss is represented by rows of
pyramids and octahedral running along the b-axis. [CoO,]-layers alternate
along the c-axis with [BaO]-layers and [ROqs] oxygen half-filled layers.
RBaCo0,0s55s has Pmmm space group symmetry and the primitive cell
contains two formula units (see Fig.1). Ions occupy the following sites: Ba -
20 (1/2,y,0); Gd - 2p (1/2,y,1/2); Col - 2r (0, 1/2, z); Co2 - 2q (0,0,z); O1 -
1a (0,0,0); O2 - 1e (0, 1/2 ,0); O3 - 1g (0, 1/2, 1/2); O4 - 25 (1/2,0,2); OS5 - 2t
(172, 172, z); O6 - 4u (0,y,z). Col and Co2 are located in octahedral and
pyramidal oxygen environment, respectively. O6 from the 4u site share
pyramidal and octahedral sites. O4 and OS5 connect pyramids and octahedra
along the a-axis, respectively. A factor group analysis gives 8A, + 3B, +
5B, + 8Bj, Raman active phonon modes. In our scattering geometry, just
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8A, + 3B, should be observed. The temperature evolution of Raman spectra
in XX geometry for the properly annealed GdBaCo,0s5 (Gd3) sample is
shown in Fig.2. The X- and Y-axes were taken to be along the a- and b-
crystallographic axes, respectively. Due to a twinning in the ab-plane, XX
and YY spectra cannot be distinguished from each other. At low
temperature, the XX spectra demonstrate more than eight lines.

' g‘nf’(

Figure 1. Crystallographic structure GdBaCo,0s s.

Using a modified Thomas-Fermi electron density calculations and a
frozen phonon approach, the lattice dynamic constants have been estimated.
This allows us to make a preliminary attribution of A, lines. Note that
oxygen from single site positions do not participate to the A, modes as well
as vibrations of all other ions along a-axis do not contribute to A, normal
coordinates. Five normal coordinates describe vibrations of Col, Co2, 04,
05, and O6 ions along c-axis, while Gd and Ba heavy ions and O6 ions form
A, modes oscillating along b-axis. According to the eigenvectors value, one
can conclude that group of lines at 455, 537, and 596 cm’ are formed
primarily by O4, OS5, and O6 ions bond stretching motions. A wide band at
320 cm™ consists of two lines with main contribution from Col, Co2 ions
vibrations. The lines at 120 and 182 cm™ are formed by the displacement of
heavy ions. Due to a non central position of Co ions in the oxygen
environments one expects a strong anharmonicity of their vibrations along
the c-axis. Thus, the wide shoulder centered at 676 cm™ can be attributed to
a two-phonon repetition of the “Co modes” at 320 cm™.

The temperature evolution of XX Raman spectra demonstrate a
conspicuous redistribution of intensities as well as frequency shifts of the
“cobalt” and the high frequency “oxygen” modes in the 100 — 295 K range,
while below 100 K our spectra do not show visible modifications. This is
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consistent with the expected change of the Co spin states in these
temperature regimes.
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Figure 2. Temperature dependent RS-spectra for xx polarization of single crystal
GdBaCo,0s 5 (Gd3 sample).

The spectra at 5 K are shown for all available polarizations in Fig.3. As
follows from comparison of XX and X’Y’ spectra there is a pronounced
anisotropy of Raman tensor in ab-plane which can be connected to a strong
polarization of phonon modes at 162 and 596 cm™. The XY spectra consist
of 3B, modes, which are formed by motions of heavy ions and pyramidal —
octahedral shared oxygen ions along x-direction. We attribute the mode at
307cm™” to a clockwise and anti-clockwise rotation of pyramids and
octahedra along the c-direction. Our preliminary calculations show that a
mode at 61 cm™' consists mainly of Gd vibrations.

Raman spectra of an as-grown single crystal of GdBaCo,0s3 (Gd1) at 5K
are given in Fig.4. The intermediate oxygen content between 5.0 and 5.5 is
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consistent with randomly distributed oxygen vacancies and a larger number
of Co ions in pyramidal coordinations compared to octahedral ones.
Therefore, almost all lines, which are characteristic of the Gd3 sample, are
smeared out in the Gd1 sample.

A comparison of Raman spectra of the polycrystalline sample Gd2 shown
in Fig.5 and the properly annealed sample Gd3 shown in Fig.2 for XX
polarization, demonstrates a close similarity of their phonon excitations. This
allows to draw conclusions about a proximity of the oxygen content of
sample Gd2 and Gd3.

200

GdBaCo 0. . (Gd3)

2 55

5K

150

100

50

Intensity, arb. un.

L L | L | M 1
0 200 400 600 800 1000 1200
Raman shift, cm™

Figure 3. Raman spectra of single crystalline GdBaCo,05 5 (Gd3) at 5 K.
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Figure 4. Comparison of Raman spectra of single crystals GdBaCo,0s 5 (Gd3) and
GdBaCo,0s3 (Gdl) at 5 K.
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However, the presence of lines at 700 cm™ in the Gd2 sample which are
independent on scattering geometry and the existence of the same line at 696
cm’™ in the Gd1 spectra both evidence an impurity origin of these excitations.
We propose that Co oxides like CoO and Co,0; are present at inter
crystallite boundaries and on the surface of the none annealed sample Gdl.
Such phases could also be the reason for the luminescence observed in the
polycrystalline sample G2 seen in Fig.5 as a linear increase of the scattering
background.
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Figure 5. Raman spectra of polycrystalline GdBaCo0,0s 5 (Gd2 sample).

The most prominent feature of the diagonal spectra of the Gd2 sample is
a remarkable redistribution of Raman scattering intensities of some lines
compared with the XX spectra of the single crystal Gd3. To explain this
behavior we have to note that vibrations along the c-axis direction are
mainly given by A, lines. It is expected that Raman tensor elements of
respective lines should demonstrate a strong anisotropy of the zz
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components with respect to the xx, and yy ones, especially for the “cobalt”
modes. Thus, the diagonal spectra of the polycrystalline sample are primarily
given by scattering from the ZZ geometry.

The temperature dependence of the XY Raman spectra (shown in Fig.6)
reveals an anomalous and non-uniform softening of a lowest energy B,
mode from 73 cm™ at 300K to 62 cm™ at 5 K. We connect this unusual
behavior with spin phonon interactions. As previously mentioned, vibrations
of Gd ions mainly contribute to this mode. Gd ions remain in the
paramagnetic state in the whole temperature range investigated. One can
show that all different Co ion orderings lead to nonzero local magnetic fields
at the Gd sites. In this way, the induced magnetization of the Gd ions traces
the change of magnetic state of the Co subsystem. Besides, Gd ions can be
involved in exchange paths between spins of the Co ions from both
pyramidal and octahedral sites. Spin phonon coupling includes Gd and Co
ions magnetizations and renormalizes the elements of the phonon’s dynamic
matrix. Therefore, the softening shown in the right hands side of Fig. 6
follows for a certain temperature range a combination of the Co
magnetizations in pyramidal and octahedral oxygen coordinations.
Therefore, this softening resembles the non-uniform temperature dependence
of the macroscopic magnetization observed in GdBaCo,0s s [16].
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Figure 6. Temperature dependent Raman spectra for xy polarization (left) and temperature
evolution of peak position of a low-lying B, mode (right) of single crystal GdBaCo,0s 5
(Gd3 sample).
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4. CONCLUSION

We have studied Raman light scattering spectra of rare earth layered
cobaltites GdBaCo,0s,; prepared by different techniques with oxygen
content close to 0.5. A preliminary assignment of 8A, and 3B,, phonon
modes has been made for the stoichiometric compound with 6=0.5. Oxygen
non-stoichiometry drastically changes the Raman spectra of the as-grown
sample, smoothing almost all characteristic lines. The polycrystalline sample
surprisingly demonstrates very similar Raman spectra as the properly
annealed single crystal in phonon frequency region. We observe a strong
anisotropy of the Raman tensors for some lines, which is expected for
layered compounds. A strong non-uniform softening of a low-lying B,
mode in GdBaCo,0ss has been observed. The temperature dependence of
the softening correlates with the magnetization as function of temperature.
We conclude, that changes of the spin state of Co’" ions as well as magnetic
phase transitions are reflected in the Raman scattering spectra as a
modification of frequency and intensities of some characteristic lines.

This work was supported by NATO Collaborative Linkage Grant
PST.CLG.977766, NATO Grant PST.ARW.979393, and INTAS Grant 01-
0278.
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Abstract: Electronic correlation effects in La,,Sr,NiO4 lead to
spontaneous phase separation into microscopic spin/charge stripes with
commensurate or incommensurate order. Raman scattering experiments
on such single crystalline materials show a rich phenomenology of
phonon and magnon anomalies due to the new, self-organized
periodicities. These effects are observable as function of temperature.

Key words: Raman scattering, stripe ordering, phonon and two-magnon excitations

1. INTRODUCTION

Stripe ordering of charge and spin in transition-metal oxides has been of
intense interest to condensed-matter physics from the theoretical and
experimental point of view as an example of a nontrivial ordering
phenomenon that originates from the interplay between charge hybridization
and interaction. Historically, the first evidence for unusual magnetic
correlations was obtained in doped nickel oxide, namely on a single crystal
of La,; gSr(,NiO; 96 in a neutron diffraction study;1 similar magnetic ordering
was also observed in La,NiO, 25> A second set of superlattice peaks,
indicative of charge order, was detected in a series of La,_.Sr,NiO,.s samples
by electron diffraction.” Neutron diffraction studies> on a crystal of
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La;NiO4.s with 6 = 0.125 were the first to detect the magnetic and charge-
order superstructure peaks simultaneously. The observed superstructure
provided clear evidence for a highly correlated state in which the dopant-
induced holes segregate into periodically spaced stripes that separate
antiferromagnetic domains. Later a static form of this modulation has been
clearly identified in the system La; ¢.Ndo 4Sr,Cu0,,° in which an anomalous
suppression of 7, was found for x ~ 1/8. A model of a dynamical form of this
modulation was exploited for interpreting the spin correlations in
La,..Sr,Cu0,’ with x # 1/8 and Yba,Cu;Os,s." Note, that stripe ordering was
observed in some molecular oxides e.g., dmit-based complexes, also.

Before continuing, it may be useful to briefly review some of the basic
knowledge, notations, and relevant work. The structure of the parent
compound La,NiO, consists of NiO, planes separated by La,O, layers.
Within a NiO, plane, Ni ions form a square lattice with oxygen atoms
bridging the nearest-neighbor sites. The unit-cell vectors a, and a, are
parallel to nearest-neighbor Ni-O bonds within the planes, and a; is
perpendicular to the planes. There are two NiO, planes per unit cell, and they
are related by the basis vector Y2a; + 5a, + Y2a;. For each Ni ion there is one
out-of-plane oxygen directly above and one below (along a; axis) effectively
completing a tetragonally distorted octahedron of oxygen ions. La ions sit
above and below the centers of the squares formed by the Ni ions. The
simple structure described above is known as the High Temperature
Tetragonal (HTT) phase of the K,NiF, structure. Upon cooling, La,NiO4
undergoes two structural phase transitions at 650 K and 75 K. Thus, with
decreasing temperature, the phase transitions (and space groups) are

HTT ({4/mmm) — LTO (A4bma) — LTT (P4,/ncm).

The NiO, planes can be doped with holes both by Sr substitution and by
addition of excess oxygen. However, contrary to conventional expectations,
the material remains nonmetallic up to quite large hole concentrations.”"
The insulating behavior occurs because the dopant-induced holes tend to
order themselves in periodically spaced stripes. Nevertheless, these is
considerable evidence for one-dimensional charge transport along the charge
rows in the static stripe ordered phase both for La, ,Sr,NiO4s and
La,..,Nd,Sr,CuO, systems.'>"> These charge stripes run diagonally relative
to the square lattice defined by the Ni-O-Ni bonds. In the essentially
undoped regions between the stripes the Ni spins can order
antiferromagnetically, with the charge stripes acting an antiphase domain
walls."** The analysis of results on stripe order for a number of doped
La,NiO,4 shows that the charge orders at a higher temperature (7.,) than the
spins (7,,) and that both the 7., and T,, increase systematically with holes
concentration increasing.* This fact indicates the primary role of charge in
driving the ordering."*
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The average structure of the compositions under study remains in the
high-temperature tetragonal (HTT) phase (space group /4/mmm) down to at
least 10 K."” The charge and spin order are more easily described in a unit
cell size V2ax\2axc. Then, the charge density modulation is characterized
by the wave vector g,. = (2¢,0,0,) and the characteristic wave vector for the
spin-density modulation is g . = (1 + ¢,0,0,) (in real space modulation
periods are a/2¢ and a/e, respectively). In the first studies of La, ,Sr,NiO; it
has been suggested that ordering of the dopant-induced holes occurs only
commensurately at special values of x, such as 1/2 and 1/3.>'® Later it was
found that a single crystal with x = 0.2, although not at a special value of x,
shows commensurate order,'” albeit with a short in-plane correlation length
of ~40 A. In contrast, the stripe order in La,NiOy4.*° and Lay 775810.2,sNi04 "
was found to be incommensurate, with the wave vector varying significantly
with temperature. Since the stripes are charged, they will repel each other.
As a result, the stripes will arrange themselves so as to maintain the
maximum possible spacing, with the constrain that each stripe is centered on
a Ni (site-centered stripes) or O (bond-centered stripes) site. For the case of x
= 1/3, it was shown'® that in the temperature range 7., >T7 > T,, the domain
walls are bond centered. For 7' < T, the density of stripes decreases, and the
stripes become increasingly site centered. Stripe models for x = 1/3 are
illustrated in Fig. 1. In the real case, the spins are collinear and rotated on
angle ¢ relatively the stripe direction.'*? It was found ¢ = 53° at T=14 K in
Las;Sry5NiO4.>' For the incommensurate stripe order, direct evidence for
alternating site- and body-centered stripes within the NiO, plane was
presented in the transmission-electron-microscopy study of La; 755S1275Ni10O4
crystal.””

Despite very intense studies in the stripe physics field, it is somewhat
surprising that there are only a few Raman scattering (RS) studies of this

(a) Ni-centered domain walls (b) O-centered domain walls

Fig.1. Stripe models for 1/3 doping.'® Arrows indicate correlated Ni magnetic moments;
circles indicate oxygen sites; filled circles indicate locations of doped holes on oxygen
sites. Bold dashed lines indicate positions of domain walls, while bold solid lines outline
a magnetic unit cell. The two-magnon Raman process is shown also: bold arrows
demonstrate spins on adjacent sites and curved lines indicate broken magnetic bonds.
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exotic form of order'**?® and some deficiencies in our knowledge of light
scattering in striped phases are now evident. For example, under the
discussion is the question of RS from spin waves. Another problem, which
has not yet been studied, is a phonon dynamics in the direction perpendicular
to the NiO,-planes.

2. EXPERIMENT

In our RS experiments La, Sr,NiO4 sample with x = 1/3 was studied.
Single crystal was grown by radio frequency induction melting.”’
Measurements were performed in a backscattering configuration utilizing
Raman spectrometer DILOR XY with 5145 A laser light of 20 mW. The
incident laser beam was focused onto 0.1 mm diameter spot on the mirror-
like polished and chemically cleaned crystal surface. The spectra were
recorded on a liquid nitrogen-cooled CCD. The laboratory coordinate system
was locked to the axes of the crystal (x||a, y|b, z|c). The x” and y” axes are
rotated by 45° from x and y. The a, b, and c crystallographic axes in the
14/mmm setting were determined by x-ray Laue diffraction. The
measurements were performed in an optical cryostat in helium gas
atmosphere.

3. RESULTS AND DISCUSSION

For the tetragonal K,NiF, structure, of the total 12 zone center phonon
modes, 4 (24, + 2E,) are Raman active. Figure 2 shows room temperature
RS spectra in x'x’ scattering geometry

800 - for the sample under study. In this
XX LaSBSrmN104

geometry A, lines are allowed. First
of them at around 230 cm’ was
assigned to the La stretching mode.**
*! The second one at around 450 cm’!
was identified as the oxygen
stretching mode.”?' Above the
charge ordering temperature all the
observed modes are weak; the 230
and especially 450 cm” modes are
broad, indicating strong polaronic
effects and inhomogeneous charge
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distribution.”*? Notable changes in the RS spectra are observed below 7,.
The charge ordering gives rise to formation of a superlattice, multiplies the
unit cell size, and lowers the crystal symmetry. It leads to the appearance of
new ['-point Raman-active phonon modes in the spectra. The origin of the
extra lines in the stripe-ordered state and their assignment for the sample
with x = 0.225 were made in Ref. 26.

Now we turn to the measurements in zz polarization configuration. For
our crystal two lines of 4,, symmetry at 232 and 448 cm™ are observed at
room temperature as shown in Fig. 3. The disadvantage of the Sr-doped
La,NiO4 system is that the dopant positions are fixed at relatively high
temperature and may be random. At room temperature we do not see any
dopant-induced extra features in the low frequency part of the spectra. The
line shape of the Ni-O(2) bond stretching mode at 448 cm™ is asymmetric.
This asymmetry can be explained by a random distribution of holes on
oxygen above T,.

Changes in phonon spectra are observed below T, — new phonon peaks
appear. To explain this, we ought to analyze the stripes alignment in the
neighboring NiO, layers. As it was supposed in earlier publications,’ the
charge stripes align themselves from one layer to the next so as to minimize
the long range part of the Coulomb interaction. However, the pinning of the
charge stripes to the lattice means that the shift of the stripe pattern from one
layer to the next can only occur in increments of the lattice spacing. For our
sample, with the stripe spacing of 3/2a it is possible to have a perfectly
body-centered stacking. Such a symmetric stacking of the layers of stripes

2100 - 14 Sr NiO, LN S SR R S e 4 Fig. 3. Temperature

w0l 7z S O O R O dependent Raman spectra

L 5K C; o; ‘; O; o; ‘; O; é; ‘; ‘5; for zz polarization of single

o 1500 }(5)8112 oo bbb b Crystal La.5/3Sr1./3NiO4. Inset

e - 200K f f ? f T f f f ;} } shows an idealized structure

g 1200 - 250K S of the stripe-ordered phase

2 900 in the plane perpendicular to

£ the charge domain walls for
g 600

w
=3
S

NiO, layers spins at Ni**

1/3 doping. The open circles
L@ indicate correlated in the

0 [—= — sites. The filled circles show

L I I T T 1
0 200 400 600 800 1000 1200  locations of doped holes on
. -1 . .
Raman shift, cm Ni sites.

can lead to forbidden superlattice peaks corresponding to the charge order.
Inset on Fig. 3 shows the possible arrangement of the charge stripes in the
neighboring layers for the x = 1/3 crystal. In this case an additional
periodicity along the ¢ axis can also lead to forbidden superlattice peaks that
is most likely observed in our experiments.
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Two relatively strong bands at ~ 730 cm” and ~ 1120 ecm™ were
observed in Raman spectra of La,,Sr,NiO, at low temperature in x'y’
polarization.”**** These bands were interpreted as two-magnon
scattering.”?*** What was the reason for this attribution? Two-magnon
scattering involves a simultaneous excitation of a pair of magnons with equal
and opposite momenta k on each of the sublattices. In total, excitations from
the entire Brillouin zone lead to a band of Raman frequencies that reflects
the magnon density of states. Since the density is sharply peaked at the zone-
boundary, Raman scattering probes preferentially local antiferromagnetic
order. If two spin deviations are created on sites far apart, the excitation
frequency is 2(JSz + gupB,4), where z is the number of nearest neighbors, B,
is the effective anisotropy field, and J is the exchange interacting constant.
In the case of two spin deviations are created on adjacent sites, the excitation
frequency is only J(25z — 1) + 2gugB, because the presence of the first spin
deviation leads to a reduction in the energy required for the second spin
deviation. The undoped La,NiO, antiferromagnetic insulator was studied by
Sugai et al.” The B, spectra exhibits a band peaked at ~ 1640 cm™ that has
been assigned to scattering by two-magnons. The estimated J was 240 cm™
on the assumption that the peak energy is 6.7 for the S = 1 nickel oxide.

For doped La,,Sr,NiO4 a band near 1640 cm! was not observed in
Raman experiments at any temperatures. Instead, two broad peaks in x'y’
polarization appear in the high frequency region at temperature lowering.

Temperature  dependent Raman

La, Sr, NiO, 5K spectra for x’y" polarization of single

10001 <y 1(5)82 crystals Las;Sr3NiO, is shown in

- 150 K Fig. 4. The first band was assigned

%00 L ;ggﬁ to the two-magnon excitation within

g | 295K the antiferromagnetic domain and
g the second one to the excitation
s 00 across the domain wall**° or to the
2 excitation on the Ni>'-Ni*" bond.**
é 400 Accurate account of the spin-1
= system gives peak positions of w; =
' 3J and w, ~ 4J for the x = 1/3 Ni-
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spectra  for  xy'  polarization of = 240 em’, respectlvely.' On the ﬁ.rst
Las;;Sr,3NiOy single crystal. sight it seems consistent with
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experiment.

Not recently this assignment was criticized in Ref. 34. It was disclosed
that the band at ~730 cm™ is due to a one-phonon excitation and only the
~1120 cm™ excitation is due to the magnetic excitation related to the stripe
structure. The 685 cm’™ band, which appears in La,NiQO, 5 at temperature
lowering, was attributed to phonon excitation because its energy coincides
with one-phonon peak in La;NiO4o. There are some doubts in last
motivation by the following reasons:

(i) The bands at ~730 cm™ in Lay,SryNiO, and at 685 cm™ in LayNiOy s
are much broader than one-phonon lines observed in lightly doped
cuprates® and nickelates.*>”’

(i1)) The temperature dependencies of the frequency position and integrated
intensity for the ~730 cm™ peak differ from those of the one-phonon
peak at 684 cm’ in undoped La,NiO4 and of one-phonon peaks at
lower frequencies in doped nickelates and are similar to the
corresponding dependences for the second wide band at ~ 1120 cm’.

(iii) In our RS spectra two sharp lines at 580 and 630 cm™ are superposed on
the broad band (see Fig. 4). Moreover, the Fano lineshape seen for the
580 cm™ line is clearly seen in Fig. 5. It means that a coherent
interaction exist between the two scattering sources. We believe that the
observed effect is connected with an interaction between the phonon,
which shows a Fano effect and the charge carriers excitations'” causing
the background. However, we do not exclude the possibility of an
interaction with the excitation causing the wide band at ~730 cm™. The
probability of the latter assumption is now analyzed theoretically.

In Ref. 34 only one band was attributed to two-magnon scattering in the
case that the spin exchange occurs near the diagonal charge domain wall.
However, it was examined the case of one domain wall without taking into
account the width of antiferromagnetic domain that lead to incorrect
calculation of nearest neighbors number.

Not any feature was observed in the single-magnon dispersion that
would correlate with the lower-energy two-magnon peak in the inelastic
neutron scattering measurements of the stripe-ordered nickelate
LalA698r0A31NiO4 3180.36

Next we have tried to analyze the two-magnon scattering theoretically. A
simple square plane array of paramagnetic ions was implemented for the
calculations. The site-centered model of charge ordering was used, and thus
paramagnetic ions inside the domain walls were considered to be frustrated.
So, the pattern of spins for approximation of the Las;Sr;3NiO4 magnetic
structure was similar to those showed in Fig. I1(a) or in Ref. 21. Four
exchange integrals between nearest and next-nearest neighbors were taken
into account. Two of them are found to be identical to J and J' labeled
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exchange integrals introduced in Ref. 21. The exact solution for two-magnon
light scattering line shape was obtained with the following restrictions:

(i) zero temperature or temperature much smaller than Ty;

(i) Heisenberg character of spin exchange;

(ii1) small single-ion anisotropy, in comparison to the exchange energy.

Two-magnon band shape was calculated in the exchange approximation
of the Moriya theory using real polarizability tensors connected with the
respective exchange integrals.

Before the appearance of Ref. 21 values of exchange integrals were
unknown. We did only estimates using the value for undoped La,NiO, for an
exchange integral which bonds spins inside a single antiferromagnetic
domain. By the way, our previous attempts to approximate both bands
failed. The calculated shapes cannot be fitted to the experimental spectra at
any value of exchange integrals and respective values of polarizability
constants we used.
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Fig. 6. Theoretical approximation of Raman spectra for x'y’ polarization of Las;Sr;3NiO4
single crystal at 7 = 5 K. Solid line is the experimental spectrum, dashed line is the
calculated two-magnon band, dotted line is a sum of some reasonable spectral shapes to
fit line at ~720 cm™ and wide background, open circles represent total fitting spectrum.

Recent experimental data of neutron inelastic scattering”’ have just
supplied the needed exchange integral values. Using those we have obtained
a reasonably good description of the band at ~1110 cm™ with the following
values of the exchange integrals and respective polarizability constants
relation: J =242 cm™ (30 meV), ,= 109 cm™ (13.5 meV), Po/P =-0.75. Our
values of exchange integrals are twice higher then the respective values of J
and J' from Ref. 21 due to a different kind of summation over the spin pairs
in the Hamiltonians. Result of the best fit is shown in Fig. 6. It is clear that
narrow decrease of intensity at ~1200 cm™ in the theoretical two-magnon
band (dashed curve in Fig. 6) has interference nature and probably is a result
of above mentioned restrictions connected with the real type of polarizability
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constants. Because of the absorption at the exciting laser wavelength in the
RS experiments in Las;Sr;3NiOy it is reasonable to use complex type of
these constants. Such calculations are in progress.

These results show evidence for not simple two-magnon nature of the
band at ~730 cm™. Perhaps possible effects connected with the interaction
between spin excitations and collective motion of charge domain-walls*'~’
are necessary to be taken into account.

4. CONCLUDING REMARKS

Although the basic nature of the charge and associated spin order in
cuprates and nickelates has now been fairly well been established, many
questions concerning this order remain to be answered. One of our goals
here was to elucidate some problems that are under discussion at present.
Unquestionable, Raman scattering will continue to be an essential tools as
we try to improve our understanding of stripe ordering and other complex
correlation effects.

This work was supported partially by NATO Collaborative Linkage
Grant PST.CLG.977766, INTAS Grant 96-0410, STCU Grant 2276, and by
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High-resolution infrared spectroscopy of low-
dimensional magnetic oxides

Marina N. Popova
Institute of Spectroscopy, Russian Academy of Sciences

142190 Troitsk Moscow region, Russia

Abstract: This paper presents a brief review of the work of the author's group on high-
resolution Fourier spectroscopy of low-dimensional magnetic oxides. Recent
studies of the chain nickelates (Er,Y.4),BaNiOs and the quarter-filled
ladder vanadate o'-NaV,Os are described in more detail.

Key words:  Fourier-transform spectroscopy, low-dimensional magnetics, oxides.

1. INTRODUCTION

Low-dimensional magnetic systems attracted attention of researches
since the time when the quantum theory of solid state was created. The
recent discovery of high-T. superconductivity in copper oxides containing
Cu-O chains and/or planes triggered an enormous new wave of both
theoretical and experimental efforts in the field of low-dimensional
magnetism. In particular, many new cuprates, nickelates, and vanadates
containing different kinds of magnetic chains, ladders or planes were
synthesized (some of them in the form of single crystals) and studied by a
vast arsenal of physical methods.

In this presentation, I shall show that high-resolution Fourier-transform
infrared spectroscopy is a useful tool for studying (i) rare-earth containing
isulators, low-dimensional magnetics, in particular, and (ii) quasi-one
dimensional magnetic systems with the spin-Peierls and related instabilities.

For a rare earth (RE), optical transitions take place within the f-shell,
which is well screened by the outer p- and s-shells, and result in extremely
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narrow spectral lines. Inhomogeneous width of some RE spectral lines can
be as small as 0.007 cm™ [1]. The most intense optical transitions, allowed
for a free ion, lie in the infrared and occupy broad spectral regions for the
majority of RE** ions. It is advantageous to register such spectra by a Fourier
transform spectrometer (FTS) rather than by a classical one. A brief
description of the method of Fourier-transform spectroscopy and its principal
features can be found, e.g., in Ref [2]. Substantial gain in sensitivity of FTS
compared to grating spectrometers permits to study weak spectra of RE ions
introduced in a small amount as a probe into a magnetic material, even if the
latter is available in a polycrystalline form only. Far-infrared (FIR) study of
magnetic compounds that undergo magneto-elastic phase transition is
another field where FTS can be successfully applied. High-resolution
Fourier-transform spectroscopy offers new possibilities in studying magnetic
phase transitions, short-range order, magnetic structures in magnetic
insulators.

Review of our work on quasi-two-dimensional cuprates R,Cu,Os, quasi-
zero-dimensional compounds R,BaCuOs and R,BaNiOs (R=Yb or Lu) was
given, e.g., in Ref.[3]. In this paper, our resent studies of the chain system
(ErcYx):BaNiOs, the spin-Peiers cuprate CuGeOs;, and the quarter-filled
ladder vanadate a'-NaV,0s are briefly described.

2. RARE-EARTH SPECTROSCOPIC PROBE IN A
MAGNETIC COMPOUNDS

The use of the RE spectroscopic probe for the studies of magnetic
materials is based on a detection of splittings or shifts of spectral lines in the
course of a magnetic phase transition. Fig.1 shows, as an example, the
scheme of Er’* levels and optical transitions in a magnetic compound. In a
magnetically ordered state, magnetic interactions split the Er'* Kramers
doublets which results in a splitting of spectral lines. Each line splits into
four components maximum. Two of them, originating from the upper
sublevel of the split Kramers doublet, diminish in intensity with decreasing
the temperature.

3. CHAIN NICKELATES (ErxY,.x);BaNiOs

The nickelates R,BaNiOs with R=Y, Nd-Gd, Dy-Tm feature
antiferromagnetic S=1 Ni*" chains interconnected by either nonmagnetic
(R=Y) or magnetic (R=RE) ions. Recently, they attracted a considerable
attention as model systems to study the 1D magnetism, 1D to 3D crossover,
and the behavior of the Haldane-gap excitations through this crossover, as
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well as the interaction of Haldane-gap modes with single-ion RE excitations
(for a recent review, see e.g. Ref. [4] and references cited therein). The
gap in the spectrum of magnetic excitations is an intrinsic property of
Heisenberg antiferromagnetic (HAF) quantum spin chains with integer value
of spins [5]. R,BaNiOs chain compounds differ from the earlier studied
inorganic Haldane compounds like CsNiCl; in such a way that the interchain
interaction in them can be changed and controlled by choosing different R-
ions or by changing the composition within a given (R,Y.4),BaNiOs system.
While Y,BaNiOs does not order magnetically, at least down to 1.7 K, a
substitution of a RE for yttrium leads to a 3D AF ordering at temperatures
ranging from Ty=12.5 K for Tm,BaNiOs to Ty=61.5 K for Dy,BaNiOs [6].
Er,BaNiOs orders antiferromagnetically at Ty~34 K. It is the only compound
in the family of chain nickelates where the ordered magnetic moments are
aligned along the chain direction [7].
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Figure I. Scheme of Er’* levels and optical transitions in a magnetic
crystal. Optical transitions that remain (disappear) at low temperature
are shown bv thick (thin) lines.

3.1 Optical spectra in a paramagnetic state

Fig.2 shows the absorption spectrum of Er,BaNiOs. Optical spectra of all
the members of (Er,Y.),BaNiOs series are very similar for the temperatures
above Ty announcing a similarity of the crystal field at the Er site. The
analysis of the temperature-dependent spectra of a series of samples with
x=0.1, 0.2, 0.4, 0.6, 0.8, and 1.0 enabled us to determine a reliable scheme of
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crystal-field sublevels for the seven lowest levels of Er'’. Crystal-field
calculations were performed starting from the analysis in the framework of
the exchange-charge model [8].

Transmittance (arb. units)

10000 15000

Wave number (cm'])

Figure 2. Transmission spectrum of Er,BaNiOs. The final states of the
Er’" transitions from the ground state 1,55, are indicated. Arrows point
to the lines not related to Fr*".

3.2 Spectroscopic detection of magnetic ordering

Fig.3 demonstrates a splitting of the Er’" spectral line in Er,BaNiOs in the
course of a magnetic ordering. The analysis of the spectra at different
temperatures and erbium content x revealed the Er’* ground-state splitting A
and magnetic ordering temperature Ty as functions of x in the
(ErYx).BaNiOs system, as shown in Fig.4. The value of 7y = (34 £ 1) K
for Er,BaNiOs corresponds well to 7y = 33 K [9] or to Ty = 32 K [7] as
determined by neutron scattering experiments. It is worth mentioning that
the data for (Nd,Y.x),BaNiOs [10] perfectly fall to the same Tx(X)/Tn(x=1)
dependence as the data for (Er,Y;x),BaNiOs (see Fig. 4b). Below Ty, the
Er’* spectral lines narrow drastically which points to a simultaneous ordering
of both nickel and erbium magnetic subsystems.



High-resolution infrared spectroscopy of low- dimensional magnetic oxides 219

6

) QUIGHA HHTH I
40K B

Mv
20K ki EEE

mmmmm
10320 10340 , 10360
Wave number (¢cm )

Figure 3. A spectral line of the *I;s,—"I,,, transition in Er,BaNiOs at
different temperatures. Line splitting due to magnetic ordering is seen.

3.3 Magnetic susceptibility of Er,BaNiQOs

Though a simultaneous ordering of both nickel and erbium magnetic
moments in Er,BaNiOs at Ty=34 K follows unambiguously from neutron
scattering [9, 7] and spectroscopic [6] data, the magnetic susceptibility does
not show any peculiarity at Ty but demonstrates a sharp maximum at a
considerably lower temperature T,;=15 K (see, e.g., [8]).

This maximum does not manifest any magnetic phase transition but is
connected with a depopulation of the upper component of the ground
Kramers doublet of Er’*” split by magnetic interactions in the magnetically
ordered state. Such an interpretation followed from a qualitative analysis
based on the spectroscopic data [6] and was recently confirmed [8] by the
results of the magnetic susceptibility calculations for Er,BaNiOs using the
Er'® wave functions obtained from the crystal-field calculations and the
experimental fact that the staggered magnetic field at erbium sites in the AF
phase is proportional to the spontaneous nickel moment [6].
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3.4 Molecular-field approach

Comparison of the spectroscopic data on Er,BaNiOs [6, 8] with the results of
neutron diffraction measurements [9] shows that the ground-doublet splitting
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Figure 4. Dependence of the ground-state splitting at 5 K (a) and the
Neel temperature (b) on the Er concentration x in (Er,Y,),BaNiOs.
The data for (Nd,Y.x),BaNiOs from Ref. [10] are also indicated (by
stars) at the Tn(x)/Tn(1) scale (7n(1)=48 K for Nd,BaNiOs [10]).
Solid lines are guides for the eve.

A(T) of Er’is proportional to the magnetic moment of the nickel subsystem
(see Fig.5). This fact means that the Er'" ground-sate splitting can be
considered in the same way as the Zeeman splitting in a magnetic field
created by ordered magnetic moments of nickel chains. In other words, a
molecular field acting on a single erbium ion

By, (T) = Amy(T) (1)
can be introduced to describe the behavior of the rare-earth magnetic
subsystem and the ground-state splitting of Er’" can be written as

A(T) = 2mEr (O)BEr (T) = 2/1mEr (O)mNi (T)'
2)
Here A is the molecular-field constant.

The spectral measurements have shown that the energy of the first exited
state in the *I;s ground CF manifold of Er'" in Er,BaNiOs is 66 cm’ [8].
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Due to the Boltzman factor, the population of this level is only 0.04 at 7=30
K. Thus, in a good approximation, only the ground doublet contributes to the
magnetic moment mg(7) of the Er subsystem at lower temperatures and the
temperature dependence of myg, follows the Brillouin function
B 12 (X)=tanh(x) N
A(T)
mg (T) = mg, (0)tanh T 3)

Using the experimentally measured A(7) dependence we calculate,
according to Eq. (3), the mg(7T) dependence of the ordered Er magnetic
subsystem in Er,BaNiOs. A good agreement with mg(7) measured by the
neutron diffraction method [9] (see Fig. 5) confirms the validity of the used
approximation of Eq.(3). A simple concept of the staggered molecular field
created by antiferromagnetically ordered nickel magnetic moments of the
nickel chain and acting upon a given RE ion was introduced first in Ref.6. It
was emphasized there that the nickel magnetic subsystem must be treated in
a more complicated way, because of strong Ni-Ni intrachain interactions and
the existence of the Haldane gap for S=1 chains [6]. In Ref. 11, the staggered
magnetization function for the nickel chain as a whole was introduced to
describe the behavior of the nickel magnetic subsystem in the staggered
magnetic field created by ordered RE magnetic moments.

Our spectroscopic study of the (Er,Y;.x),BaNiOs system (0.1<x<1) has
shown that positions of CF levels and, hence, CF parameters, wave
functions, and g-factors of the Er’" ion practically do not depend on x. It is
physically reasonable to assume that the molecular-field constant A of the
Er-Ni interaction also does not depend on x. In this case, Egs. (2) and (3) are
valid for an arbitrary x and the ordered magnetic moments of the Er and Ni
magnetic subsystems can be extracted from the experimentally measured
ground-state splittings.

Following Ref. [11], we write for the staggered effective magnetic
field created at the nickel chain by the staggered ordered erbium magnetic
moments

B i (X, T) = 2hxmp, (x,T). “)

In Fig. 6, we plot my; versus By; for different 7 and x. A good data collapse
for materials with substantially different ordering temperatures supports the
concept of the staggered magnetization function for a Haldane spin chain.
The response of the nickel chain to the staggered field created by ordered
magnetic moments of the Er'" ions situated between the chains in
(ErcYx).BaNiOs represented by the curve of Fig. 6 has the same character
as the staggered magnetization function for the (Nd,Y;x)>BaNiOs system
derived earlier from neutron scattering data in Ref. [11]. However, the
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Figure 5. Temperature dependences of the ordered magnetic moments
of nickel and erbium subsystems in Er,BaNiOs (open circles)
calculated from the measured Er*" ground-state splitting A(T)
according to Eqgs. (2) and (3) with mg,(0)=7.24 pg [7], A=1.81 T/ug.
Data from neutron scattering measurements [9. 71 are also shown.
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Figure 6. Ordered nickel magnetic moments vs staggered magnetic
field directed along the nickel chain. Both quantities are estimated
from the spectroscopically measured ground-state splitting of Er*" in

(Er,Y,.,),BaNiOs.

scales for the staggered field By; are different for Er and Nd families of the
chain nickelates. The reason may be in the difference of their magnetic
structures: while the magnetic moments in Er-nickelates are aligned along
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the a-axis parallel to the direction of nickel chains, the magnetic moments in
Nd-nickelates are aligned along the c-axis. A more detailed study of this
point is necessary.

4. FAR-INFRARED SIGNATURES OF THE PHASE
TRANSITIONS IN CuGeO3; AND a'-NaV,05

For a system of half-integer spin HAF chains interacting with 3D phonon
field a gapped state is achieved through the so-called spin-Peierls transition
when magnetic atoms shift and dimerize forming nonmagnetic dimers. The

magnetic energy gain AE, ~ —u, |lnu0| (here uy is the amplitude of atomic

displacements along the chain) may exceed the energy loss due to lattice
distortion, AE, zué The idea of the spin-Peierls transition appeared in

1962 [12], later the theory was built [13]. In real systems, however, a
competing interchain coupling leading to the 3D AF ordering usually
prevents observation of the spin-Peierls transition. It was observed for the
first time in 1975 in the complicated organic compound TTF-CuS,C4(CF3),4
containing Cu®" (S=1/2) chains [14]. This compound did not exist in the
form of sufficiently big single crystals and it was difficult to study it. The
same was valid for several other organic spin-Peierls compounds discovered
later. So it is easy to understand why the first observation (in 1993, Ref.
[15]) of the spin-Peierls transition in a relatively simple inorganic compound
CuGeOs; caused an enormous interest of researchers. In 1996, a’-NaV,0s has
been announced to be the second inorganic spin-Peierls compound [16]. It
turned out later that the phase transition in o'-NaV,0s has a more
complicated nature and involves charge ordering.

Lattice dimerization in the course of the spin-Peierls-like transition
leads to the appearance of new optically active modes folded from a
boundary of the Brillouin zone to its center. Charge ordering results in a
dielectric anomaly observable in the far-infrared spectral region.

4.1 Folded FIR vibrational modes in CuGeQO;

The detailed analysis of both high- and low-temperature structures of
CuGeOs; has been performed in many works, see, e.g., Ref [17].

According to the factor-group analysis, there are 18 Raman and 9 IR
active new vibrational modes in the low-temperature structure of CuGeO;,
below the temperature of the spin-Peierls transition T.=14 K. While two of
the Raman-active folded modes were clearly observed in the very first
optical experiments, no traces of the IR folded modes could be found for a
long time. We have observed IR folded modes for the first time, measuring
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FIR transmission spectra of very thin CuGeO; crystals by a high-resolution
Fourier-transform spectrometer [18].

4.2 Dielectric anomaly at the phase transition in
(X’-NaV205

The structure of this vanadate consists of two-leg ladders formed by
corner-sharing distorted V,0s pyramids running along the orthorhombic b-
axis, with their rungs along the a-axis (see Fig. 7). Neighboring ladders are
linked via common edges of the pyramids to form the ab-layers. Na atoms

Figure 7. The crystal structure of ao'-NaVOs.

lie between the layers. Based on early crystallographic work [19], quasi-one-
dimensional magnetic properties of a'-NaV,0s were ascribed to the chains
of magnetic V*(S=1/2) ions running along the b-axis, separated by
nonmagnetic V>° chains in the noncentrosymmetric space group
P2;mn(C’,,). The recent X-ray crystallographic study [20] suggested,
however, the centrosymmetric space group Pmmn(D",;) for the high-
temperature phase of o'-NaV,0s, with only one structural position for
vanadium. Raman and FIR [21] as well as NMR [22] data also pointed to the
centrosymmentric structure. In this structure, vanadium has a formal valence
+4.5. As a result, one electron is shared by two V atoms and is actually
distributed over a V-O-V molecular orbital at the ladder rung. A quarter-
filled ladder along the b-direction is formed, which explains one-
dimensional magnetic properties of a'-NaV,0s above T, [20].

Below T, the magnetic susceptibility decreases isotropically, thus
showing a spin gap formation, the lattice dimerizes and, as follows from the
'V NMR data [22], a charge ordering into the V*" and V" states occurs.
According to the theoretical consideration of Ref [23], Coulomb repulsion
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stabilizes the system of alternating V**-V°" chains. However, the interaction
with lattice deformations can lead to a zigzag charge distribution on each
leader [24].

A rearrangement of electrons at the phase transition should cause a
dielectric anomaly. It can be studied, in particular, by following the
temperature shifts of Fabry-Perot fringes in the FIR spectra of samples with
parallel faces. Such a study revealed a distinct anomaly of the
antiferroelectric type at the phase transition in a'-NaV,0s, which was in
agreement with the models assuming the zigzag charge ordering in the ab
plane below T, [25].

A simultaneous study (in the same spectrum) of the transition - induced
dielectric anomaly announcing the charge ordering and of the folded modes
of the dimerized lattice showed that both charge ordering and structural
phase transitions take place at the same temperature T.=34K [26].
Pretransitional charge fluctuations start, however, at a considerably higher
temperature of ~100K [27].

4.3 Transition-induced modes in o’-NaV,0s.

Numerous new modes emerge below T, in the FIR [28-32] and Raman
[33-37] spectra of a’-NaV,0s. Fig. 8 presents FIR polarized transmittance in
a spectral range from 55 to 350 cm™ at temperatures above and below T..
Arrows show new low-temperature modes. Some of them clearly split into
doublets (see inset of Fig 8). The number and polarization properties of all
the observed new LT modes in a’-NaV,0s can be reasonably described
within the conception of folded vibrational modes of the dimerized Fmm?2
crystal structure. Observed FIR doublets and close frequencies in different
polarizations are naturally explained by their origin from the Q-point
quadruplets folded into the zone center [30].

Three lowest-frequency Raman lines (67, 107, 133 cm™) that emerge
below T, have been attributed in Refs [35, 36] to magnetic singlet bound
states. These lines demonstrated an unusually large broadening, shift, and
loss of intensity upon heating and their frequencies were sample-dependent.
All these modes were also observed in FIR transmittance, exhibiting the
same properties as their Raman counterparts [29, 30]. As an alternative
interpretation to magnetic bound state, the concept of folded phonon modes
that strongly interact with charge and spin excitations has been suggested in
Ref [30].
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Figure 8. Transmission spectra of o'-NaVOs at T=40K>T. (dashed
line) and T=8K<T¢ (solid line) in E|ja, E||b, and E||c polarizations of
the incident light with K|jc [(a) and (b)] and Kk|ja (c). The sample
thicknesses were 14um [(a) and (b)] and 150pm (c). Arrows show
new low-temperature modes below Tc. Inset shows the line near
127cm™ at different temperatures.
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Abstract:
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1.

We report a symmetry analysis and a calculation of the frequency - field de-
pendencies of different 3D AFM states for the underdoped Cu; ,M,GeO;. Our
consideration based on the supposition about existence or absence of structural
distortions, which result into an alternation of the AFM exchange along mag-
netic chains. Two types of wave vectors kyp = (0, 1,1/ 2) and

kgp :(1/ 2,0,1/ 2) were considered. The existence or absence of displace-

ments of the copper ions does not result in appearance of Dzyaloshinskii-
Moriya antisymmetric interaction along chains. However, such an interaction
between chains presents in all AFM phases. It is shown that spin wave spec-
trum contains two acoustical and two exchange branches. Surprisingly, that
frequency of exchange mode possesses the same magnitude ~20 cm™ as the
gap energy of the triplet state. The role of exchange modes for coexisting di-
merized and 3D-AFM states has been discussed.

Magnetic resonance, symmetry analysis, Dzyaloshinskii-Moriya interaction,
structural phase transition, 3D AFM ordering, spin-Peierls state.

INTRODUCTION

Competing ground states and quantum criticality present a special inter-
est of modern physics of strongly correlated systems and most of emergent
materials [1, 2]. The lightly doped Cu;_,M ,GeO; has demonstrated a com-

petition of a dimerized spin-Peierls (SP) phase and a 3D AFM phase, which
replace each other under temperature decrease [3-5]. The microscopic
mechanism of this replacement and phase coexistence (phase separation)
could be a subject of magnetic resonance spectroscopy.

The most interesting features of the phase diagram of Cu;_, M GeO; de-
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velop in a region of the small doping concentration (less than 3%). In this
region the 3D AFM ordering realizes on the background of the SP structure
distortions (D-AFM). The SP-phase precedes its appearance so that Ty < Tgp.
High level doping (more than 3%) leads to a suppression of SP-distortions
and development of a U-AFM phase. Recent studies of the Cu;_, Mg ,GeO;

[6-9] revealed that AFM ordering changes from D-AFM to U-AFM discon-
tinuously in the region of critical concentrations close to x, =0.027 + 0.001.
Such changing is typical for the first order phase transition. The ion mag-
netization, Néel temperature, the atomic displacements, changes discontinu-
ously.

However, elastic neutron scattering studies show that SP-phase, for in-
stance, in Cuy_,Si, GeO3 with x less than 1% coexists with the AFM order-

ing at the temperatures below Ty [3, 10]. Furthermore, in the work [11] an
EPR-signal in Cuy_, Mg, GeO; was observed at temperatures less than Néel

one. Authors considered this fact as a manifestation of more complicated
phase composition in the samples, which supposes a small admixture of the
paramagnetic phase also. All of this evidences about presence of a complex
phase separation in the lightly doped Cuy_,M ,GeO5 in the vicinity of Néel

temperature under temperature decrease.

We are going to explore of high frequency properties of all type AFM
phases and SP-phase to justify its participation in phase-separated regions.
Triplet excitations are representatives of SP-phase and exchange modes of
magnetic resonance can serve as fingerprints of AFM order.

It is necessary to make a comment about exchange modes. Onset of 3D
AFM order in Cuj_,M ,GeOs implies intra-chain and inter-chain spin or-

dering. Thus, four sub-lattices model is a minimal model for description of
this type of ordering. The exchange modes of magnetic resonance are an
analogue of optic phonons. These modes can appear only if magnetic cell
contains more then two magnetic sublattices. Such kinds of excitations were
discovered, for instance, in CuCl, - H,O [12] a classical compound of anti-

ferromagnetism in which for the first time in early 50-th were observed anti-
ferromagnetic resonance and spin-flop magnetic phase transition. Spin oscil-
lations of exchange modes violate of the 3D AFM ordering and their gaps
define by production of intra- and inter-chain exchange interactions like
(J,J. )” >, One can show that such kind of excitations will destroy of

boundaries between SP- and AFM-phase if they coexist in the sample.

We provide a symmetry analysis and a calculation of the frequency-field
dependencies of the different 3D AFM states for the underdoped
Cuy_, M ,,GeOs . Our consideration based on the supposition about existence
or absence of structural distortions, which result into an alternation of the
AFM exchange along magnetic chains. Two types of wave vectors
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k- =(0,1,1/2) and kg =(1/2, 0, 1/2) were considered. The existence

or absence of displacements of the copper ions does not result in appearance
of Dzyaloshinskii-Moriya (DM) antisymmetric interaction along chains.
However, such an interaction between chains presents in all AFM phases. It
shown that spin wave spectrum contains two acoustical and two exchange
branches. In case of orientation AFM vector along chains (in
Cuy_ M ,GeOs with (M = Si, Mg, Zn ) the magnetic resonance on exchange
modes is excited in unusual polarizations - perpendicularly to easy axis. Sur-
prisingly, that frequency of exchange mode possesses a magnitude of order
~600 GHz that coincides with the value of gap energy of the triplet state.

2. SYMMETRY ANALYSIS

The averaged crystallographic symmetry of the Cu;_, M, GeO3 (M=Zn,

Ni) at high temperatures both in a pure, and in a doped state can be described
by Pbmm space group of symmetry. The primitive cell contains two formula
units. The Ge-ions are in the 2 f -position, and the oxygen ions are distrib-

uted in the following way: 2e —O(1) and 4; — O(2). The magnetic ions of

divalent copper Cu** with the spin s=1/2 possess C,;, site-symmetry
(Fig.1) and create one-dimensional chains along c-axis of orthorhombic
crystal, which are bounded by AFM type exchange interaction. The intra-
chain exchange integral J_ is greatest, whereas the inter-chain exchange

integrals are equal to J, =-0.01J,., J, =0.1J,. [13].

Such distribution of the exchange interactions corresponds to a magnetic
cell doubled along ¢ axis. The calculations show that the exchange value for
the second coordination sphere is rather significant and equals to
J,.=0.23+0.3J, [14]. It experimentally revealed that the translation
symmetry of the magnetic ground states can be described by two wave vec-
tors either k. =(0,2/+1,1/2) for U-AFM state or kgp=(1/2,0,1/2) for SP-
state [9].

The structure of the vector k45 reflects existence of an AFM ordering

inside and between chains. In the absence of a doping SP phase transition is
anticipated by appearance of the structural distortions, which have symmetry

of the kgp . It is necessary to assume, that such distortions can also exist at a

weak doping. Therefore, we also considered the symmetry of homogeneous
antiferromagnetic ordering on a background of structural distortions. Explicit
account of these distortions lead to the Bbcm space symmetry group with
four formula units in a primitive cell.
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Figure 1. Crystallographic structure CuGeO;.

Let’s input the basic functions F, L, (o =1,2,3) which constitute the
linear spin combinations of the sub-lattices of the CuGeOs.

—

F=§1+§2 +§3 +§4, L =§1+§2—§3—§4,

e, (D
Ly=851-8S2+83-S84, L3=851-82-S3+S

Its components transform by the irreversible representations (IR)
I'l —I'g of the orthorhombic symmetry (see Table). The left and right col-

umns show the magnetic and electric field components, which transform ac-
cording to the respective IR, t - is time.
The vector I3 #0 is the main AFM vector for the collinear AFM structure

of the doped Cu;_, M ,GeO5 in exchange approximation (see Fig.1). It fol-

lows from allocation of the values and signs of the exchange constant. Its
orientation in space (easy axes) defines by small anisotropic interactions.
They found, that the easy axes directions in the AFM state depend on a dop-
ing. For instance, for Si [15], Zn [16] and Co [17] the easy axis directed
along c-axis, whereas for Ni-doped crystals ones directed along a axis of the
orthorhombic structure [18]. It is interesting to elucidate the next questions
experimentally. Do easy axes coincide in the D-AFM and U-AFM phases,
which have the same doping ion? In other words, does presence of SP-
structure distortions have influence upon magnetic anisotropy value?
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Table
Pbmm F. L Bbcm
C e SP distortions already included
(@=1,2,3)
- ' (0) Ly, I1(0) -
Hy I (0) Fys Ly, I5(0) H,
H, I3(0) Fy, Ly, I5(0) H,
H | 1,0 . r,(0) i,
< Us(k4r) Ls, I5(0) -
z Lo (k4r) Liy, Ly, I5(0) bt
E Uy(kyp) | Liy, Ls, I7,(0) Byt
3 Ig (k) Ly, I5(0) Bt
3. RESULTS AND DISCUSSION

The Hamiltonian of a magnetic subsystem, which includes also an inter-

action with a magnetic field, H is:

H=Y K/ S!S)-N"u,y ¢’H,S], @

here gg is the g-factor tensor of the a-th ion, and Kgﬁ =ZmKZﬂ(n, m),
where KZ 5 (n.m) is the tensor of spin interactions between the a-sublattice

in the n-th primitive cell and the B-sublattice in the m-th primitive cell. N -
are a number of cells. Because of permutation symmetry only four interac-

tions - K||, K}, K/, and K, are independent.
Using Table data Hamiltonian (2) of the four sub-lattice orthorhombic
antiferromagnet Cu_, M ,GeO5 can be rewritten as follow:

H= Z(JOZ.FI.Z +3J, L ) +

+ DOleL2x + DOZFXLZy + D03L1yL3x + D04L1xL3y - (3)
1/2
NV (h{F, +7,L, J+ hF.+h (F,+7.L,}) .
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The following denotations here are introduced: s, =g, u,H, (i=x,y,z),
r,=2,/8.> 7,=8, / g, » Joi and J,; have exchange order of a magni-
tude and consist of the diagonal spin-spin interactions K, Do; - Dzya-
loshinskii-Moriya interaction constants to which contribute antisymmetric as
well as symmetric non diagonal components of the spin-spin interaction

Kzﬁ . Anisotropy represents as a difference J,, —J_, with i # j. The con-

nection of the Jy,;-, J- and Dy, -constants with X Z ones are shown in

7
Appendix Al, A2.

As follows from the Table the uniform U-AFM and D-AFM states pos-
sess quite similar symmetry. In spite of the SP-distortions nothing new ap-
pears in DM interactions. Thus, Hamiltonian (3) is suitable for both states
but with slightly different constants. The strongest differences expect for the
anisotropy constants.

Let us consider the symmetry of the different magnetic phases under ef-
fect of a magnetic field. For determinacy, we’ll use the data available for
Cuy_Zn,GeO5 [5].

H =0 (Phase Ty).

The ground state of a magnetic subsystem of this crystal characterizes by
only L, -component in the absence of an external magnetic field (Fig. 1).

We’ll be assert that magnetic ordered I'-phase realizes in the absence of a
magnetic field since L, -component transforms by IR I of the Pbmm

group. This phase is purely collinear in spite of existence of Dzyaloshinskii-
Moriya interaction.
H | a (phase T»s). An external magnetic field induces new nonzero val-

ues of basic functions. Its have the same symmetry as corresponding compo-
nents of a magnetic field. For instance, the equilibrium components F, and
Ly,
I'; in Table). Thus, magnetic ordered phase I',5 has been realized.

H H b (phase Tys). If magnetic field is parallel to the OY axis (axis b, IR

arise in an external magnetic field directed along OX axis (axis a, IR

I';), then the equilibrium values F, and L, become nonzero and magnetic
ordered phase I'55 has been appeared.
H H ¢ (H <Hgy -phase Tys, H>H y-phase I'y;, H > H, -phase I ).
In that case if H || OZ (IR T",) the ferromagnetic vector F, can arise at
nonzero temperatures. At the H, ~(gup )™ (J4 )2 _1K, spin-reorientation

phase transition takes place and the basic AFM vector becomes parallel to
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OX or OY axis [11]. The magnetic ordered phase [js5 in the
Cuy_yZn,GeOs realizes at H <H gy, and at H > H g the spin-flop phase
I,; takes place, because OX axis is the second easy axis [9]. When the
magnetic field becomes H ~ H, ~J_ the second order phase transition

occurs. This transition characterizes by the disappearance of a basic AFM-
vector and the magnetic ordered phase T, arises.

Let us consider resonance properties of 3D U-AFM state for the
Cuy_,Zn,GeOs [5]. The frequencies of the AFM resonance (AFMR) will

be calculated with the help of a second-order quantization procedure [19].

The main feature of the magnetic ordering in the Zn-doped crystal is the
same symmetry of exchange and acoustic modes. It follows from Hamilto-
nian expression (3) that does not contain such crossing items as FL,, FLs,
L\L,, LiL;. Hence, the dynamic matrix has to break up two independent
blocks each of them describe the exchange and acoustic modes. The exact
expressions for the AFMR frequencies are cumbersome. Below we give
some simplified version that includes just six magnetic constants:

w, =4S\ JJ,J,

w2 48\[2 (J,+7.)(4,-(D+d)/],),

W;z45\/2 (J,+J.)(4,-(D-d)[J,). (4)

Here J, =Ki5, and J,.=K{3 are inter-chain and intra-chain exchange
constants, respectively. Two anisotropy constants determine as
A =J, —J,,. d=K];, is a symmetric part of an intra-chain DM-

Y X,

interaction and D =K is an antisymmetric part of an inter-chain DM in-

teraction. Note, that antisymmetric part presence in both U-AFM and D-
AFM phases. A conventional Moriya estimation of DM-constants [20] in
terms of the shift of the g-factor from its spin-only value Ag =g —2 yield

D=(Ag/g)J,, as well as d = (Ag/g)zjc. According to this estimation and

ratio between J_, and J, one can expect at least the equal significance of
intra- and inter-chain DM interactions in the resonance properties of AFM
states in Cuy_, M ,GeOs . Furthermore, DM interactions renormalize anisot-

ropy for both acoustic modes.
The frequency-field dependency of all modes of a magnetic resonance in
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I'ys phase for H_<H, is shown in Fig 2. By virtue of a ground state

symmetry, all modes in a non-zero magnetic field have an identical
symmetry and consequently the calculation of frequency-field dependences
is conducted numerically. Using our formulas for spin-waves and available
data on inelastic neutron scattering [5], and AFMR [21] studies of
Cuy_,Zn,GeO; with x close to 0.04 the following set of parameters were

restored: J.=3.5meV , J, =036 mel, D=5.1-10" meV , g.=2.08,
d=1.38-10"meV , A = 4.9-10" meV, Ay =9.5-10" meV .

545 o
f‘-/
f"//
5451 ,/,/
I
© oI~
) Ny
Y
547
5401 , , :
0 ] 2 3 4
H, kOe

Figure 2. Frequency-field dependence of the exchange modes of a magnetic resonance.

The value of the exchange modes of the magnetic resonance has the
same order of a magnitude as triplet excitations in the dimerized state [5].
These modes exist in both U- and D-AFM states. Furthermore, these modes
excite by a high frequency magnetic field polarized perpendicular to easy
axis. Their intensities define by the DM interactions. The spin oscillations in
these modes respect to a violation of 3D AFM order along chains as well as
between chains. Therefore, one can expect an amplification of their intensi-
ties under motion of boundaries between coexisting SP- and AFM states.
The next experiments are necessary to make situation clear.

4. CONCLUSION
The symmetry analysis of D-AFM and U — AFM states has been done.

The new kind of magnetic excitations - exchange modes in 3D AFM state of
Cuy_,M ,GeO5 has been predicted. Furthermore, due to a coincidence of
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triplets and exchange modes energy as well coexisting of dimerized state and
3D AFM state, part of previous experimental results has to be reconsidered.

APPENDIX

Here we use the following notation:

Jo =K+ KA+ KD KL gy =KD+ Ki - K- KL, "
b

Ty =K K K=K g, = KL - KL - KL K,

szé Kﬁx]_[Kl Klyzx] [K13 +K”] [K Klyf]}’

DOZ:%{[ +K1y{‘] [K 1<1y2"]+[1<1 ny] [KW K”‘]} (A2)

L Ry S B ST S B ST RSN S B eH |

R W e e e
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