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Professor Wilhelm Ruland on the occasion of his 80th anniversary

It is a rare event in the scientific community thatoneof its
distinguished members keeps working in the daily
business of research at the age of 80. In this respect and
for thepolymer community theyear2005 is avery special
year, since with Richard S. Stein and Wilhelm Ruland
even two of its esteemed ‘‘scatterers’’ are celebrating
their 80th anniversary without showing any indications
of being scattered (sorry,Dick) for varying your bonmot).
Thus a cordial salutation is additionally conveyed toDick
Stein in Amherst as we are commemorating the birthday
of Wilhelm Ruland with this special issue of ‘‘Progress
in Colloid and Polymer Science’’

Born in October 1925 in Stolberg in the border triangle
between Belgium, The Netherlands and Germany
Wilhelm Ruland found ideal ‘‘starting values’’ to
become a Francophile European. After finishing his
studies of Chemistry at the RWTH in Aachen in 1957,
he started to work as an industry researcher in Belgium,
joining the European Research Center of the Union
Carbide Corporation, where he cooperated with Hans
Tompa and published a series of outstanding scientific
papers. The most prominent of these papers appears to
be the ‘‘Ruland method’’ for the determination of
crystallinity of polymers. During this period he climbed
to the position of the research director of his
institution. When Union Carbide moved their research
to America, even a generous offer could not motivate
him to leave Europe. So in 1972 he became a professor
at the University of Marburg. There he reinforced the

lively polymer institute of F.H. Müller that was just moving and extending on new premises. With the staff completed
by the chemist Professor Walter Heitz (‘‘colleague Ruland is hanging out in reciprocal space’’), the second not less
fruitful and still lasting research period began for Wilhelm Ruland. Here, on top of everything, he was allowed to
demonstrate his teaching qualities. His concise and precise lecturing is breathing the spirit of modern French
mathematics (Laurent Schwartz – dual spaces), the tools of which he is virtuosically mastering in order to advance his
research. Presumably in the philosophical background of this branch of mathematics lies a substantial impulse for his
life as a researcher: Beneath the German motto of the experimentalist ‘‘Versuch macht klug’’ he puts the pursuit of
the enlightened scientist to both found the fields of polymer physics in an axiomatic manner and then to enter into
working them out in commensurable strictness. In this context ‘‘enlightenment’’ as well means, less to rely on the
deceptive senses but more on the strictness of human intellect.

With respect to Professor Ruland’s high profile in the field of structure investigation, one of his ‘‘trademarks’’ is the
development of unparalleled strategies to create elegant mathematical solutions for scattering problems. In his
various contributions in this field one can clearly feel his strong striving towards the most elegant theoretical solution
of a mathematical problem, in particular to obtain fully analytical expressions. It can not be emphasized enough that
his clarity and conciseness in the mathematical description of complex aspects, for instance on the generalisation of
the evaluation of the asymptotic behavior of scattering curves following Kirste and Porod, has significantly
contributed to the progress in the field of small-angle scattering – Professor Ruland is certainly ‘‘un bon vivant’’,
filling abstract science with joy and creativity, which is best described by his own motto ‘‘Nothing is more practical
than a good theory!’’.

Progr Colloid Polym Sci (2005) 130: V–VI
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In this way Wilhelm Ruland is adding to scientific progress since several decades with a long sequence of
methodological contributions. No matter if today he is pointing out the narrow validity ranges for the fractal
concept, if he is focusing on the neglected absorption correction as scattering geometries are changed, or if he is
computing theoretical scattering patterns of modern highly ordered nanostructures: Upon reading his papers it
becomes obvious how motivating (sorry, we find no English equivalent to the German word ‘‘beglückend’’) it can be
‘‘to search the exit of self-inflicted immaturity’’ (Immanuel Kant). Curiosity and conciseness as the basis of scientific
work, beneath that placidity in material matters (‘‘As scientists we belong to the small group of humans who are
allowed to pursue their hobby in their professional life. This means that we cannot expect more than an alimentation’’
(W. Ruland)) – these components appear to be a proper basis for a satisfying life as a scientist.

Only after years of dictatorship the political conditions for an enlightened progress were created in Germany. That is
the reason why the scientific life of Wilhelm Ruland started at a relatively late age. Let us be aware of the fact, that the
climate of liberality is never guaranteed. In order to fully concentrate on his work for humanism and liberality, Dick
Stein has withdrawn his promised contributions for this issue. He writes: ‘‘I am truely sorry, but I think you can
realize the importance of my task. If the politics of the US continues to decline, the science will not be immortal.
Science best occurs in a free society, and it is my hope that the spirit of cooperation and understanding among
scientists throughtout the world, so well shown by Professor Ruland, may serve as a model for the behaviour of our
politicians and citizens.’’

Chapeau!
Norbert Stribeck
Bernd Smarsly
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In this special issue on the occasion of Wilhelm Ruland’s 80th anniversary a collection of original studies from
colleagues and companions is presented. In this way the issue does not only reflect the esteem of an outstanding
scientist, but also represents a profile of current research activities. In many of the contributions the application and
progress of scattering methods plays an important role in an effort to understand the nanostructures which today are
in the focus of scientific interest. In this connexion polymer materials are frequently studied, the natural coil
dimensions of which are in the order of several nanometres.

Thus two preparative papers on the making of advanced polymer materials are found in the beginning of this issue.
In the second section two studies are presented that focus on scattering theory. In the third and last section the
majority of the contributions is found. The corresponding papers are focusing on concepts for the study of structure
and of its evolution. The first subsection presents investigations of isotropic materials and solutions. The second
subsection collects work on anisotropic materials. Even if all the papers of this section contain experimental work,
some of them exhibit a considerable degree of theoretical penetration by modification of classical concepts of
scattering theory or even by the presentation of novel ideas. The materials studied cover the whole spectrum of
nanostructures from the classical to the modern ones.

Although several colleagues have withdrawn their earlier promise to contribute, the initial enthusiasm to celebrate
Wilhelm Ruland was big enough to finally accomplish this nice bouquet. Thus the guest editors gratefully express
their appreciation to all the scientists who made this effort become a success.

Norbert StribeckMay 2005
Bernd Smarsly
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Introduction

From the end of the 19th century, the development of a
process for manufacturing thin plastic films was tightly
linked to the emerging industry for movies and photo-
graphic films. 5 mil (125 micron) film was produced using
a discontinuous device with a caster moving over 200 feet
long glass plates at Eastman KODAK [1]. Soon, first
patents were issued to cast celluloid films on a moving
surface by the ‘‘Celluloid Company’’ in the United States
and patented in 1896 [2]. For economic reasons, Eastman
KODAK developed a continuous casting process
parallel to the Celluloid Company, resulting in a patent
infringement. KODAK switched over from the discon-
tinuous to the continuous casting process about 5 years
later. At that time, photographic film base was produced
from cellulose nitrate and campher as a plasticizer from

solutions in solvents such as acetone, ether and alcohol
on wheels with diameters of 9 feet (�2½ meters) at a
maximum speed of approx. 150 feet/h (50 m/h). That
translates into about 50 square meters / hour. The know-
how required to manufacture highly stable huge steel
wheels with perfectly polished surfaces was perfected by
the Eastman KODAKCompany over the next 100 years.
It was an interesting ‘‘switch’’ in industrial history, that
the competing European film companies started some
years later with belt casting technology and even now
both manufacturing processes still run parallel in the US
and elsewhere. The use of an endless flexible belt seemed
to offer certain advantages in terms of process speed. On
the other hand, the technology needed to produce belts
with a uniform thickness, invisible joints and polished
surface was not very far developed in the early 20th
century.

Progr Colloid Polym Sci (2005) 130: 1–14
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Abstract The oldest technology in
plastic films manufacturing, the
continuous solvent cast process, was
developed more than hundred years
ago driven by the needs of the
emerging photographic industry. In
the years after 1950, new film extru-
sion techniques of thermoplastic
polymers became the dominant
production method for plastic films
and the importance of solvent cast
technology has declined. Nowadays,
the solvent cast technology is
becoming increasingly attractive for
the production of films with extre-
mely high quality requirements. The
advantages of this technology in-
clude uniform thickness distribution,
maximum optical purity and extre-
mely low haze. The optical orienta-

tion is virtually isotropic and the
films have excellent flatness and
dimensional stability. The cast film
can be processed in-line with an
optical coating design. The tremen-
dous growth of new liquid crystal
display applications has incited the
development of new materials and
improved processes for solvent cast-
ing and coating techniques. The key
elements of cast film manufacturing
are explained, and technological de-
tails are discussed for dope prepa-
ration, die design, casting support,
film drying and solvent recovery.
Main applications of films made by
different polymer/solvent combina-
tions are described.



From 1907 onwards, the first belt machines with
copper belts of 1 m width and 35 to 50 feet (12... 14 m)
length were installed by AGFA in Berlin [3]. The
development of this type of technology was triggered
by the difficulty of drying the film fast enough on a
wheel whose circumference was at that time restricted
to about 9 m. But casting speed is not necessarily a
direct function only of drying length at the casting
support. Initially, the belt machines did not run faster
than the wheel machines, because of Eastman
KODAK’s more advanced technology. It should be
mentioned that back then, the cast film production
process did not include solvent recovery! Because of the
highly flammable nature of nitrocellulose films, other
materials were screened for photographical use. In the
early 20th century, cellulose triacetate in combination
with the plasticizer triphenylphosphate was identified
by Eastman as ‘‘safety film’’, but it took many years to
achieve a mass production because methylene chloride
as the most suitable solvent was not available at low
cost at that time. Since the mid 20th century, cellulose
triacetate turned out to be the most important material
to produce photographical films and movies [4]. It has
taken many years for the solvent casting manufacturing
process to develop into a high precision technique [5].
Today, it is used for the production of engineering
plastics, optical films, medical films and sheet forming
for electronic applications. A sketch of the entire
solvent cast process on a belt line is shown in Figure 1.

Key elements of solvent cast technology

Raw materials

For the raw materials of the dope making process there
are some obvious prerequisites.

� The polymer must be soluble in a volatile solvent or
water

� A stable solution with a reasonable minimum solid
content and viscosity should be formed

� Formation of a homogeneous film and release from
the casting support must be possible.

To provide these properties many process tricks are used
such as co-solvent systems, dissolution at overpressure,
use of special molecular weight distributions of polymers
or co-polymers, additives such as plasticizers, release
agents etc. Examples of dope composition for cast film
products are shown in Table 1. Starting with the cellulose
derivatives used from the historical beginning of this
technique, processes for other high performance materi-
als have been developed over the last 40 years. Water is
still a common solvent for food-grade films made of
biopolymers or polyvinylalcohol. Typical additives used
to provide specific film properties are antiblocking and
antistatic compounds, chelating agents, colours, electri-
cal conductive substances, pigments etc. When adding
solid substances that can be processed as highly loaded

Fig. 1 Production of solvent cast
films
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dispersions, the rheological implications have to be
carefully monitored. Particle size distribution and filter
mesh size should be adjusted during handling. When
adding soluble solid or liquid compounds such as
plasticizers, the assumptions are the same as for bulk
polymers: solubility and stability in solution and in film
formation process. It should be noted here that cast films
can in most cases be re-dissolved and reused as raw
material. The solution or polymer film is exposed to
relatively low thermal or mechanical stress throughout
the entire production process. As a result, degradation or
adverse side reactions are insignificant.

Dope preparation

During this step, the solid polymer in various geometrical
shapes such as flakes, granules chips or powder is
dissolved in pure solvents or mixtures. In principle,
standard types of chemical process mixers can be used.

Due to the large difference in viscosity – from pure
solvents to highly viscous solutions – the geometry of the
stirrer or paddle elements has to be carefully selected.
Horizontal and vertical mixing vessels can be used, and
the mixer elements may typically take the form of blades,
anchors, spirals etc. Heating and cooling management by
thermal jackets is generally required. Mechanical shear
rate and dope temperature has to be carefully controlled.
It influences the quality of the dissolution process, the
formation of gel particles, solvent evaporation, skin
formation and the degradation of polymer chains. The
addition of plasticizer, additives, co-solvents, non sol-
vents, pigments and similar substances should be con-
sidered, as should the subsequent dispersion or
dissolution step. Typically, viscosities change from
1500 mPas to 80.000 mPas during the dissolution pro-
cess, solids concentration ranges between 5% and 40%
and temperatures can vary between room temperature
and the boiling point of the solvents. A dissolution
process at some bar overpressure and elevated temper-
ature can be used for polymers with difficult dissolution
properties, e.g. PVC in THF. Dissolution time is

normally several hours. Depending on the specific
process, the de-aeration step can be done batch wise by
boiling in the mixing vessel or holding tank, by degassing
continuously in heat exchangers or by vacuum equip-
ment. Dope degassing is required in many cases to
prevent air bubbles during the film forming process. The
next step after dope preparation is solution clarification.
Depending on the handling system, a 2 or 3 step filtration
process and solution ripening in holding tanks are used.
Several processes run at slight over-pressure in the vessels
to avoid skin formation and loss of solvents, others at
slight under-pressure and with an exhaust system to
avoid solvent emissions during the heating and cooling
steps. The entire dope line, including tanks, pipes, filters
etc., needs precision temperature control. In specific dope
making processes, further additives such as colour
master-batches can be injected just before the casting
step to prevent the colour contaminating the dope line.

Special attention should be given to the filtration
processes. Frame and plate, candle type and back-flash
type filters are used. One of the big advantages of the
solvent cast technology is that fine filtration processes
with very small mesh sizes, e.g. metal screens, can be used
when films without particle type defects are required.
Usually several filtration steps are subsequently used,
ranging from coarse to fine filtration. Pressure difference
during the build-up of residues on the filter pads, which
are usually made of textiles, fabrics etc., has to be
checked. Dope clarity can be checked with in-line
instruments employing light diffraction principles. Some
producers use filter aids to improve gel particle separa-
tion. The advantage of the plate and frame filters is that
they offer large surface areas, the disadvantage is
handling during make-up, cleaning and the removal of
waste from the contaminated filter pads. For safety and
environmental reasons, in line filter washing and back-
flash cleaning operations have been introduced over
recent years. The dope pumps also need special care.
Aggressive solvents or compounds at an elevated tem-
perature and pressure, abrasion by particles, pulse-free
feeding of dope even at elevated pressures are key factors
in selecting suitable pump types.

Table 1 Polymers and Typical Solvents for Casting Processes

Cellulose Nitrate Ether, Esters Polyimides Dimethylformamide
Cellulose Diacetate Acetone, Methanol
Cellulose Triacetate (TAC) Methylene Chloride, Alcohols Polyvinylalcohol Water, Methanol

Methyl Cellulose Water
Starch derivatives Water

Polycarbonates Methylene Chloride Gelatine Water, Methanol
Polyethersulfon Methylene Chloride
Polyetherimide Methylene Chloride
Polyvinylidene fluoride Acetone
PVC (Polyvinyl chloride) Tetrahydrofuran

Methyl-ethylketon
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Casting process – casting support

A cross-section of a belt machine is shown in Figure 2.
Typically, supporting belts are 1.0 to 2.0 m wide and 10
to 100 m long. Stainless steel belts are between 1.0 and
2.0 mm thick. The belt channel allows a stream of air to
flow in machine direction or counter direction. One of
the two pulleys or drums is connected to a drive that
requires extremely accurate speed control to avoid even
slight speed variations. One drum is connected to a servo
system that adjusts belt tension in order to ensure
constant flatness and ‘‘absence’’ of belt movements
(vibrations) in the critical area just behind the caster.
Another important reason for tension control is the
expansion and dilatation of the belt length caused by
temperature changes. Belt machines need a guide system
because the belt tends to shift during operation. The belt
is guided by horizontal movements of the support drums.
Optical or inductive sensors provide signals proportional
to the belt edge offset. The signals are fed into the
tension/guide control system. The two bearings of the
2nd support drum are moved equal distances in opposite
directions to simulate centre pivoting. Many different
support materials have been used for belts: Copper,
silver-plated copper, chromium-plated steel, stainless
steel, metal coated with polyvinylalcohol or gelatin,
polyester film, PTFE film and other polymer films. At
present the commonest support materials are stainless
steel and chromium-plated surfaces. Important items for
belt and drum machines are the material’s heat
conductivity, the technical processes used to create the
required surface finish and the options for repairing
small surface defects. The release behaviour of the semi-
finished cast film from the support is pivotal to the
process. Moreover, the supporting belts and their
welded joints must be flexible enough to ensure long-

term operation. Manufacturing a highly glossy belt
surface is a tedious process lasting several weeks. There
are not many suppliers of belts in the world. Typical
geometrical specifications for the surfaces of stainless
steel bands are: stainless steel NC 22V, thickness
1.4 mm, thickness tolerance 20 microns, surface finish
Ra = 0.02 microns, Rt = 0,1 micron. Further, the
specification of the thickness variation of the welding
seam is very important and usually customer-specific.
The cast technique permits simple production of films
with structured surfaces. The belt surface is clearly and
accurately replicated on one surface of the film. The
techniques used to adapt the surface of the drums or
belts to highly glossy, structured or matt film finishes are
proprietary methods that have been developed over
many years.

A cross-section of a drum casting line is shown in
Figure 3. Nowadays drums are typically 4 to 8 m in
diameter and 1.20 m to 1.50 m wide. The drum is tightly
sealed to prevent vapour emissions and to direct the air
stream against the direction of drum movement. There
are separate temperature zones to provide fast drying
and to facilitate strip-off from the drum. The drum
surface are usually made from stainless steel or chro-
mium plated steel.

A third type of casting support is a moving plastic film
with a defined surface structure and special release
properties, see Figure 4. The support films are generally
PTFE or siliconized PET. The support film length is
limited, but automated splicing devices are used to avoid
interruptions of the continuous film casting.

Each of the three solvent cast production methods has
advantages and disadvantages in terms of investment
cost, production speed, production cost, film quality etc.
The first preference for the selection of a process is the
feasibility to produce a film from a specific raw material

a = caster, die, hopper
b = steel belt
c1 = support drum (driven)
c2 = rear support drum (steered)
d = belt channel
e = drying air
f = film take-off

ad

c2 c1

e

e b

f

Fig. 2 Cross-section of a Belt
Machine
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combination with the intended thickness and the other
specified quality requirements.

Caster

This device (caster, spreader, die, hopper) is an important
key element of cast technology. The dope is pumped by a

special pump through heat exchangers into the spreader.
The function of the spreader is to distribute the liquid
homogeneously over a span of 1 to 2 meters. The
thickness profile of the resulting liquid film should be
as accurate as possible. The hydrostatic pressure between
the centre and edges of the caster slot has to be
equilibrated by mechanical design as shown in Figure 5
[6]. It is essential to keep the temperature of the liquid in
the caster constant because the resulting viscosity
changes result in inhomogeneous thickness distribution.
Various types of die systems are used, only two examples
are shown in Figure 6. There are many different caster
constructions designed for the various processes [7].

In any case, the following principles have to be
considered.

1 = support film unwinder
2 = T-die
3 = flat bed dryer
4 = separation point
5 = support film winder
6 = product film winder

6

5

4

3

1

2

Fig. 4 Cross-section of a
Support Film Casting Line

A = manifold of coathanger die
B1/B2 = preland sections

Fig. 5 Caster Lay-out for Solvent Casting

a = caster, die, hopper
b = drum surface
d = drum channel
e = drying air
f = film take-off

a

d

f
e

e
b

Fig. 3 Cross-section of a Drum Casting Machine
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� The rheological situation in governed by laminar
flow

� Pressure differences across the profile have to be
equilibrated

� Small internal mechanical defects such as thickness
variations in the slot or changes in surface roughness
can cause film profile defects

� The appearance of transverse lines in the film
product can be avoided by adjusting geometry,
support speed, viscosity and flow parameters

More detailed evaluation of process parameters for slot
coaters by means of computational fluid dynamics is
described elsewhere [8].

Drying process

First drying step

The drying assemblies for casting-on-film lines, belt
machines and drum machines are constructed quite
differently to achieve optimum results. The various

methods include indirect heating, heating by radiation
and air-stream drying. They can be separated or
combined in different zones to increase the accuracy of
control over film formation and film drying at the
support surface. Heated air with no solvent or a low
solvent concentration is blown in, the solvent-loaded air
is exhausted by fans and directed to the solvent recovery
unit.

The treatment of the first liquid film in the machine
with solvent loaded air is state-of-the-art for preventing
surface distortions during the film formation process.
Controlled air flow, e.g. for avoiding vortices is also
important. Maintaining a temperature balance between
the dope, support surface temperature and air temper-
ature during the very first continuous evaporation of the
solvent out of the liquid film is one of the most difficult
jobs of the film casting process, see Figure 7. In addition,
the film take-off from the support needs precision
adjustment of process conditions. Usually, the film is
cooled down during the last step to reduce tackiness. If
the tackiness is too low, the film detaches from the
downside of the belt or drum and the process has to be
stopped immediately. In the first step, film formation on
the belt or drum typically yields films with a relatively
high residual solvent content. In this step, there is only
one open surface. Both open surfaces of the film are
subsequently dried using more effective drying equip-
ment. The drying process is separated into two steps for a
special reason. Thermoplastic polymer-solvent systems
display different diffusion regimes. When solvent con-
centrations are high, the glass transition temperature
falls below the process temperature. As a result, the
diffusion coefficient of the solvent in the film is high and
rapid evaporation takes place. Below a certain concen-
tration limit and depending on the chemical nature of the
combination, e.g. near 3 to 6% residual solvent, the glass
transition temperature rises to a temperature higher than

Fig. 6 Cross-section of dies for Solvent Casting

Fig. 7 Temperature Balance in
Film Formation Process
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process temperature. The resulting diffusion coefficient
can be 1000 · lower than before, see Figure 8. Therefore,
the process conditions are adjusted to avoid early
solidification of the surface – i.e. to avoid a low diffusion
coefficient and slow drying. Occasionally, chilling is
necessary as a first process step. Depending on dope type,
temperature and machine construction, the residence
time of films on a belt or drum is between 0.2 and
20 minutes. Residual solvent at strip-off can vary
between 3% and 40%. The available process condition
options are governed to a very large extent by the type of
material combination. Detailed mathematical modeling
of the film drying process was investigated by several
groups [9].

Second drying step

As explained before, primary and secondary drying are
generally necessary before and after strip-off in each case.
The film at the end of the support is in some cases cooled
down by cooling rollers or chilled air. This reduces its
sensitivity to mechanical surface defects and increases its
mechanical strength. Different dryer systems exist and a
combination is often used. A floating bed dryer or a
clamp process is used by some companies to avoid
surface scratches resulting from contact with rollers, see
Figure 9. [10]

Efficient drying requires air streams from both sides.
This can be achieved for instance by looping the film
around a series of polished rollers in drying cabinets
employing jet streams of filtered clean air, see Figure 10.
The exhaust air from the dryers goes to solvent recovery
as well. Heated rollers can be used for special high-
efficiency drying and IR radiators are used sometimes in
the last part of the drying process. Depending on the

length of the drying track, a puller roller system
consisting of several electrically connected and con-
trolled puller motors is required.

At the end of the drying process, edge slitting knifes
and knurling equipment are installed. Knurled edges or,
as an alternative, protective film are needed to prevent
the surfaces of the single laps from blocking during wind-
up. Web tension control and side edge control for the
product rolls is standard in the film industry. Even after a
drying process with residual solvent contents of less than
0.5%, the film still has different properties at its air-side
and support-side surfaces, according to the film forma-
tion process. The solvent diffusion coefficient of a given
polymer-solvent combination is the crucial parameter
governing production speed. Nowadays, the typical
production speed for casting lines is 10 ... 60 m/min, or
in area terms depending on the film width > 600 to
6000 square meters/h.

In-line coating

It is possible to apply coatings to the film during the drying
process, but it will not explained in detail here. In-line
coating should be mentioned because it is a standard
process in the photo film industry and consumes a vast
amount of solvent cast films. Coating equipment is
integrated into the middle of the drying track. Both
surfaces can then be coated and several layers subsequent
applied.Organic solvent- orwater-based coatings are dried
on the film surface before it comes into contact with the
next roller.Air jets and infrareddevices are used to enhance
drying speed and sometimes the coatings require a UV- or
heat-curing step (hard coat, anti-glare coating). Roll
coating or slot coating techniques are used to apply curl
correction, gelatine substrate, antistatic, slip agent, a
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colored layer, diffusion barriers, optically active liquid
crystal layers, magnetically active layers and others.

Solvent recovery and handling

Legislative conditions

Obviously, solvent casting cannot be mastered without
detailed know-how and experience in handling organic

solvents. Some of the most commonly used solvents for
casting purposes are methylene chloride, methanol and
acetone. Use of these solvents is subject to numerous
restrictions. The table of limit concentrations for expo-
sure illustrates German regulations is shown in Table 2.
There are many more regulations governing the con-
struction and operation of casting facilities as well as
discharging. In Germany, for instance, more than 400
laws and regulations on environmental issues and
healthcare have to be taken on board. Extra tight

Roller cabinet Air flotation dryers

Fig. 10 Air Flotation Dryer –
Roller cabinet

1 = film
2 = pin tenter
3 = casting die
4 = support drum
5 = stripping roll
6 = hot air
7 = drying chamber
8 = grooved roll

Fig. 9 Clamp or Tenter Dryer
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casings, fittings, seals, double-shell tanks with automatic
leakage monitors, extra retention basins for incidents,
explosion-proof equipment, automatic fire detectors and
sprinklers, automatic in-line measurements of exhaust air
from the recovery process, solvent detectors for waste
water etc. are part of the established standards for newly
constructed lines. In several companies, the air in
working zones is monitored continuously, in others it is
monitored specifically during critical processes such as
dope filter changes. No more details will be discussed
here on this item because there are many differences in
legislation, not only between countries, but also between
states and even local authorities.

Recovery and incineration

Table 3 shows a summary of suitable recovery and
decomposition processes for solvents [11].

Adsorption process

The most effective and flexible recovery process in terms
of reducing solvent concentrations to very low levels is
the adsorption process using activated charcoal. Other
adsorbents such as silica gels, zeolites and polymer beads
have also been tested [12]. The standard adsorption
process runs discontinuously and alternatively in two or
more columns, see Figure 11.

De-sorption is performed by means of a hot nitrogen
stream or by steam. The charcoal bead has to be dried
and cooled before the start of the next adsorption cycle,
see Figure 12. After steaming out, the solvent-water
mixture is condensed and distilled. If a binary or ternary
solvent was used, a series of columns is needed for
purification. Typical performance data for activated
charcoal absorbers are: 5 tons of activated charcoal can

Table 2 Environmental, Safety and Occupational Exposure of Solvents

Regulations in Germany

Solvent Typical use of
solvent

* 8 h- TWA limits
[mg/m3]

** STEL
[mg/m3]

Max. exhaust air
concentration
[mg/m3]

Max. wastewater
concentration [mg/l]

*** LEL * 0.5 [g/l]

Acetone Solvent for PVDF,
Coating solutions

1200 4800 150 2 30

Methanol Solvent for TAC,
coating solutions

260 1040 150 10 36

Methylene
chloride

Solvent for PC,
PES, PEI, TAC

360 1440 20 0,1 230

*8 h-TWA = 8 hours time weighted average
**STEL = Short time exposure limit
***LEL = Lower explosion limit

Table 3 Solvent Recovery and Combustion – Optimum Process
Feed Concentration

Indirect Condensation >50 g/m3

Adsorption process 1–100 g/m3

Absorption process 1–50 g/m3

Direct condensation >25 g/m3

Membrane process >20 g/m3

Thermal oxidation >10 g/m3

Catalytic oxidation 3 ... 10 g/m3

Bio filter 0.2–3 g/m3

Fig. 11 Solvent Recovery Process by Adsorption
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adsorb a differential load of about 600 kg of methylene
chloride. Depending on volume flow, feed gas concen-
tration and bead diameter, one loading cycle can vary
between 3/4 of an hour and 3 hours. The purified gas
contains only 1 – 5 ppm solvent and reaches 20 ppm at
the end of the loading process according to the legal
regulations. About 0.8 kg steam of steam is required to
recover 1 kg of solvent – i.e. steam consumption is an
important cost factor in solvent recovery by this method.
Other adsorptive substances have been tried, but they are
either ineffective or too expensive for organic solvents. A
system of continuous adsorption using a system of
circulating activated charcoal pellets has been put
forward. In practice, however, adsorber charcoal debris
levels were too high, resulting in valve pollution etc. and
in higher adsorber material consumption costs. The
‘‘wheel process’’ is another attempt to continuously run
the adsorption process with activated charcoal instead of
using columns.

Absorption process

In the search for other continuously operating recovery
principles, the absorption into liquid carrier was adopted
and plants of this type set up in several sites, diagram in
Figure 13. The most important parameter governing this
process is the partition coefficient of a specific solvent to a
specific liquid carrier. The temperature dependency of
this coefficient is used to absorb and desorb the solvent in
a similar way to the adsorption process. Unfortunately,
to run the process effectively many solvents need cooling
in the absorption step. This increases recovery costs
substantially. The carrier liquid should be stable over
many years without significant degradation. Substances
with low vapour pressure and high boiling points are

preferred to permit solvent recovery by a simple stripping
process. For instance diethyleneglycolmethylether was
used in a recovery plant for a mixture of the solvents
ethanol and trichloroethylene [13]. Table 4 shows a
comparison of both recovery methods. Unfortunately,
it is impossible to achieve a very low exhaust air solvent
concentration as legally required for solvents with high
vapour pressures, such as methylene chloride.

Cooling-out

Cooling can be a very effective way of cleaning the
process air, depending on the boiling point of the solvent.

In the case of commonly used solvents, large amounts
of energy have to be consumed to achieve the required
low concentration in clean air. On the other hand,
continuously operating condensers are compact and low-
maintenance. As a result, cooling devices are used to
recover solvents for the make-up of the process air in the
casting line, Figure 14. Given the vapour pressure curve,
the high solvent concentration in air can be reduced to
the equilibrium concentration at a given temperature
with only moderate power consumption.

Incineration – thermal or catalytic

These are not really solvent recovery methods so much as
ways of recovering thermal energy [14]. Thermal incin-
eration is generally required for complex mixtures of
solvents if separation by distillation is too expensive. A
similar reason is the use for production lines which use
various solvents at different times. The flexibility to
switch over to another solvent in a short time cannot be
achieved in the recovery systems discussed before.
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Products and Markets

Principal advantages and drawbacks
of solvent cast films

The main advantage of solvent cast technology is caused
by the unique process drying a liquid on a surface
without applying further mechanical or thermal stress.
Additionally, dope handling and filtration offer a variety
of specific features for the final product. Advantages are:

� Homogeneous thickness distribution
� Highest optical purity, free of gels or specks
� Excellent transparency, low haze
� Isotropic orientation, low optical retardation, excel-

lent flatness

� Processing of thermally or mechanically sensitive
components is feasible

� Possibility of production of high-temperature resis-
tant films from non-melting but soluble raw mate-
rials

There are constraints on the types of polymer films for
which solvent casting technology must or cannot be used.
Relatively few materials can be processed into films by
both methods – slot extrusion and solvent casting. In
these cases, a cost-performance comparison decides.
Very thin films cannot be produced by extrusion without
stretching, very thick films are very costly to produce by
solvent casting and lamination. In general, solvent-cast
products are more expensive than extruded film to
manufacture for several reasons:

Table 4 Comparison of Adsorption and Absorption for Solvent Recovery Process

Adsorption (Active Carbon) Absorption (Liquid)

Use of energy >10 kW/kg solvent >6 kW/kg solvent
Process Discontinuous, many mechanical parts Continuous, few mechanical parts
Technical experience >80 years >20 years
Feed concentration A wide range of concentrations possible Mainly for concentrations>20 g/m3

Concentration in cleaned air Low, < 20 ppm (for Methylene Chloride) Medium for solvents with low boiling points
Corrosion Corrosive products by catalytic degradation Negligible
Probability of incidents Medium (active carbon) Low
Purity of recovered solvent Solvent – water mixture, degradation products High purity without additional purification steps

Solute = solvent for recovery
Solvent = carrier for the absorption process

Fig. 13 Solvent Recovery Process by Absorption
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� Slow production speed depending on a slow solvent
diffusion process

� Extra energy costs of solvent recovery
� Investments in facilities for handling solvents and

dope solutions

On the other hand, the performance and, more specif-
ically, the high quality of solvent cast films cannot be
achieved using other processes. This will described in the
next chapter.

Examples for solvent cast films

Photographic application

The largest areas of solvent cast films are produced for
photographic use. About � 300 million square meters of
cellulose triacetate film base are used every year for
35 mm amateur films, movie films and other film types.

The market is rapidly declining since 2002 because of the
fierce competition of digital photography.

LCD applications

Optical polarizers are based on polyvinylalcohol films
cast from an aqueous solution. This film is stretched and
doped with iodine or organic dyes to provide the
polarizing function. The polyvinylalcohol polarizing
layer is usually protected against mechanical and other
environmental effects by two cellulose triacetate films
with highest optical properties and very low birefrin-
gence, see Figure 15 [5]. Each LC display needs two
polarizers by virtue of the physical principles governing
the electro-optical effect of the liquid crystals.

The fastest-growing area of solvent cast films with
more than 20% growth per year is the production of
optical cellulose triacetate film for manufacturing polar-
izers for LC displays. The quality requirements are much

Adhesive
PVA (Polyvinylalcohol) polarizing film, 20mic

Wide angle view or retardation film, 70 mic

Release

LC Cell Side

liner

TAC protection film, 80mic

TAC protection film, 80mic

Fig. 15 Cross-section of a LCD polarizer

122

3

4

5

1 = dope mixer
2 = holding tank
3 = de-aeration device
4 = condenser
5 = solvent recovery, schematic

Fig. 14 Internal Solvent
Recovery by Cooling
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higher than for photographic TAC film base. The
actual consumption in 2004 was about 200 Mio square
meters / year. A recent application is the use of LC
displays for TVs (up to 62 inch screen). This will rapidly
increase the use of cellulose triacetate based solvent cast
film in the near future.

Polycarbonate is used for several specialty films, some
of them designed for optical purposes. Compensation or
retardation film is required in STN LCD displays to
correct the color appearance, increase contrast and
viewing angle [15]. Recently, a new type of cyclic olefinic
polymer ARTON R was introduced for the application
wide view angle enhancement in TFT LCD [16]. The
ARTON R film is produced by solvent casting in volumes
of several million square meters per year [17]. It allows a
viewing angle of more than 170� and is mainly used in
LCD TV sets.

Other optical applications

Cellulose diacetate, soluble in acetone, is converted to
films by means of solvent coating mainly in thicknesses
between 14 and 200 microns. Since about 1950, big
volumes have been used for applications such as print
lamination, graphic arts, windows in food stuff boxes,
photographical sleeves, googles and visors. The advan-
tages of this film type are high gloss levels, excellent
transparency and a good balance between moisture
resistance and water permeability. That makes it an
ideal film especially for the combination together with
paper or carton. The actual consumption of the
cellulose diacetate films is about 4000 to 4500 tons/
year [18].

Another optical application is a solvent cast film made
from polycarbonate for the use in a new type of optical
storage media ‘‘blue ray disc’’ [19].

Electrical and Electronic applications

Other advantages of cast film technology are important
for electrical and electronic applications. Electrical
properties that are stable at high temperatures over the
long term can only be achieved with polymers with high
or no melting temperatures. Processing of highly purified
and filtered polymers with high glass transition temper-
atures, high bulk resistivity and a low dissipation factor is
possible. It is often not feasible to produce these films
using thermoplastic manufacturing methods. In some
cases, a soluble polymer such as poly (amide carboxylic)
is cast from solutions in dimethylacetamide to form a
film which is subsequently cross-linked with acetic
anhydride during the casting process. Typical products
are base materials for flexible printed circuits, insulation
films, wrappings, capacitors etc.

Polymers such as polycarbonates, polyimides, etc. are
used for these purposes. Consumption of this type of film
is increasing with the growth of the electronic industry
and the development of new, more sophisticated elec-
tronic devices. The sales forecast for just one type of
polyimide film (KAPTON R) for 2004 is about 3000 tons
with high added value.

High-temperature applications

Some of the high-temperature applications are identical
to the list shown above for electrical / electronic use.
Depending on the temperature requirements and the
chemical composition of the polymer, cast film
techniques can be used for release films. Polyimides,
cellulose triacetate and others are the typical raw
materials.

Another emerging area is the application of high-
temperature resistive films for LCDs, as already men-
tioned, and as substrate materials for OLED displays
[20]. Feasible trial films have been made on the basis of
polyether sulfone, polycarbonate, cyclic polyolefins,
polyarylates and polyimides.

Diverse Applications

There are various film applications which require the
specific advantages of the solvent cast film process:

� Very high load of filler or functional compounds
� Homogeneous thickness distribution
� Gauges of 100 mic or below
� Low shrinkage

The products have a variety of specific properties:
High electrical or thermal conductivity, high magnetic

coercivity, conductivity of protons for fuel cell mem-
branes, substrate for diagnostic films with a defined
optical remission, highly filled films for tamper-proof
labels, weather-proof labels etc.

Acoustic membranes produced from solvent cast films
have to possess:

� Very thin gauges and a matt surface
� Isotropic mechanical properties before and after

thermoforming
� Long-term stability under mechanical stress

These membranes are used in normal-sized and minia-
ture loudspeakers, e.g. for mobile phones. Typical raw
materials are polycarbonate and polyarylate [21].

To achieve a controlled pore structure, another
inherent advantage of solvent casting is used [22]:

� Solubility, partial solubility in solvents and in-line
precipitation and extraction process
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Products based on proprietary processes have been used
for diuresis membranes, desalination membranes, waste
water purification and other membrane processes for
many years. Cellulose derivates, polysulfones and polyi-
mides have been used for these purposes.

Conclusion

The oldest technology for the production of thin polymer
films is nowadays used for niche products with high
quality requirements such as photographical film base,
flexible printed circuits, high-temperature resistive films,
loudspeaker membranes etc. In recent years, mainly new
optical applications needed new amorphous films with

highest clarity and specific optical birefringence proper-
ties. In most cases, these amorphous films are not easily
accessible by Ruland’s structural investigation methods,
because the absence of microdomains or crystallinity is
one of the assumptions to provide good solubility in
organic solvents and in particular a perfect glass-like
appearance after the film formation process. The future
of solvent cast technology will be closely linked to the
need of optical films by the emerging liquid crystal
display industry or other new optical applications which
require polymer films with outstanding properties.
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Metal nanoparticles are of great interest for a variety
of applications in catalysis, optics, biomedics just to
name a few [1]. Numerous systems such as diblock
copolymers micelles [3,2], diblock copolymer film [3],
dendrimers [4], zeolites [5], nanoporous carbon [6],
phospholipid membranes [7], and inverse microemul-
sions [8] were used for the synthesis of nanoparticles
and their immobilization on confined geometries. For
the synthesis of metal nanoparticles, the key step is to
stabilize the particles in nanometer size and prevent
their aggregation to form bigger particles. To date, a
large number of methods have been explored to
synthesize metal nanoparticles. Normally, acid or
amino groups are used as sites to adsorb the metal
salt by ionic bonds. Then the reductant is added into
the system in order to transform the salt to metal. In
order to stabilize the metal nanoparticle suspension,

long chain alkylsulfhydrate, surfactants or polymer
with thiol group have been employed [9,10,11,12].

Our group has accomplished the preparation of PPX
tubes containing Pd by the so-called TUFT-process
(TUFT = tubes by fiber templates) [13]. According to
the TUFT process degradable polymer template nano-
fibers obtained by electrospinning [14] were coated by
other materials (polymer or metal). Tubes from polymers
were developed by selective removal of the core template
fibers. Metal loaded TUFT-tubes were obtained either
by sequential coating of the template fibers, by physical
vapor deposition, or by processing of the template
fibers in the presence of metal precursor compounds
which were converted to elemental metals by annealing
resulting in PPX nanotubes with a Pd core layer.

Topic of this work is the more detailed exploration of
Pd containing PPX TUFT-tubes and the transfer of the
synthetic concept to other metals.
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Abstract Poly(p-xylylene) (PPX)
tubes with palladium nanoparticles
were prepared by the so-called
TUFT process (tubes by fiber tem-
plates process) and subsequent
heating steps. Poly(L-lactide) (PLA)
with palladium diacetate (Pd(OAc)2
as soluble precursor for Pd was
electrospun to form composite
fibers. The Pd precursor loaded PLA
fibers were coated by PPX via
chemical vapor deposition (CVD).
Two annealing procedures were
applied to these electrospun com-
posite fibers. Firstly, electrospun
PPX/Pd(OAc)2 fibers were annealed
at 170 �C for 4 hours under argon
atmosphere for the conversion of

Pd(OAc)2 to Pd nanoparticles. Sub-
sequently, the PLA template fibers
were removed by annealing at 360�C
for 4 hours under vacuum. The
resulting PPX tubes were doped by
Pd nanoparticles distributed along
the inside of the PPX tubes. How-
ever, deposition of Pd nanoparticles
on the outside of the PPX nanotubes
was observed when the otherwise
infinitely long composite precursor
PPX/Pd/PLA tubes were cut at the
ends prior to annealing. Following
the same concept PPX/Ag and PPX/
Cu tubes were prepared.

Keywords PPX Æ Nanoparticles Æ
Electrospinning



Results and discussion

PPX nanotubes with Pd nanoparticles were prepared by
coating of PLA/Pd(OAc)2 template fibers and subse-
quent annealing as schematically shown in Fig. 1. PLA/
Pd(OAc)2 template nanofibers with diameters in the
range of 100 – 500 nm were obtained by electrospinning
of solutions of PLA (1–2 w/w%) and Pd(OAc)2 (5 – 20%
related to PLA) in dichloromethane (Fig. 2). It should be
mentioned here that electrospun fibers are practically
endless but were limited here by the width of the frames
shown in Fig. 1 (1 cm).

The PLA/Pd(OAc)2 template nanofibers were coated
by CVD with PPX according to the procedure of
Gorham [15]. The thickness of the PPX coating was
controlled by the amount of the PPX-precursor
[2.2]paracyclophane and was adjusted to 200–500 nm.
Subsequently, the fibers were heated to 170 �C for 4
hours under argon atmosphere for conversion of
Pd(OAc)2 to Pd nanoparticles. Wide angle X-diffraction
pattern (WAXS) of PLA/Pd(OAc)2/PPX composite
fibers showed prior to annealing at 170 �C no peaks in
the range of 2h = 30� – 50�, however, after annealing
broad peaks were observed at 2h = 40� and 2h = 46.5�,
which indicated the formation of crystalline Pd (Fig. 3).

Finally, heating to 360 �C for 4 hours in vacuum
(10)2 mbar) resulted in quantitative degradation of PLA
to volatile products (dilactide). TheWAXS pattern in the
region between 2h = 40 – 46.5 remained unchanged as
obvious from Fig. 3. The conversion of Pd(OAc)2 and
the degradation of PLA was also confirmed by the
comparison of the IR-spectra of as prepared and heated
samples. After heating to 170 �C and 360 �C signals for
acetate moieties of Pd(OAc)2 and PLA disappeared
whereas the peaks characteristic for PPX remained.

In contrast to our previous report individual Pd
nanoparticles are now clearly visible inside the PPX
nanotubes (Fig. 4). The diameters of the Pd nanoparti-
cles were centered on 10 nm and are not agglomerated.
The Pd nanoparticles obviously did not penetrate the

PPX layer, which also indicates that the precursor
Pd(OAC)2 does not penetrate into the PPX layer upon
heating.

Interestingly, PPX tubes can be also prepared with Pd
nanoparticles on the outside wall of the PPX tubes.
PLA / Pd(OAc)2 composite fibers were obtained by
electrospinning from a 3 weight % PLA/Pd(OAc)2
solution in dichloromethane (w% PLA/w% Pd(OAc)2
= 1 : 1) and coated subsequently by PPX via CVD as
previously described resulting in PLA/Pd(OAc)2/PPX
composites. Cutting of these composite fibers with a
scalpel resulted in tubes with open ends as shown for
PPX tubes (Fig. 5)

PPX tubes with Pd nanoparticles on the outside of the
tubes were obtained by annealing of the cut PLA/
Pd(OAc)2/PPX composite fibers (Fig. 6). The size of the
Pd particles were centered around 50 nm. The factors
governing the sizes and shapes of the particles and the

Fig 1. Schematic graph for the
preparation process of Pd-doped
PPX nanotubes

Fig. 2 SEM micrograph of electrospun PLA / Pd(OAc)2 composite
nanofibers
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mechanism of the process of Pd formation on the outside
of the tubes remained till now unclear. However, it is
obvious that Pd nanoparticles are inside as well as
outside of the PPX tubes after annealing of cut tubes.

Following the same procedure but with Pd(OAc)2
replaced by silver acetate or copper acetate in the PLA
template fibers and no cutting of the tube ends prior to
annealing resulted in PPX tubes with silver or copper
nanoparticles inside the PPX tubes (Fig. 7).

Experimental

Materials and methods

Poly(L-lactide) (PLA, Boehringer/Ingelheim, Mn = 420.000 Mw

= 670.000, Mw/Mn = 1.60 obtained by gel permeation
chromatography versus polystyrene standards with a set of three
columns with chloroform as solvent (300 · 8 mm, type SDV,
10 lm from PSS) using a differential refractometer as detector at
25 �C), Pd(OAc)2, Ag(OAc), and Cu(OAc)2 (Aldrich), and

Fig. 3 WAXS pattern of PLA-Pd(OAc)2-PPX composite fibers (20 %
Pd(OAc)2) between 2h =35� – 50� as prepared, after heating to170 �C
for 4 hours and after heating to 360 �C for 4 hours

Fig. 4 TEM micrograph of
unstained PPX nanotubes
containing Pd nanoparticles at
different magnifications (A, B)
and size distribution of the Pd
nanoparticles (C)

Fig. 5. SEM micrograph of PPX tubes with open ends obtained by
cutting of the PPX tubes with a scalpel (just one end of the tubes was
cutted)
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[2.2]paracyclophane (Specialty Coating Systems) were used as
received.

Wide-angle x-ray scattering (WAXS) was performed with a
Siemens D5000 goniometer using Cu-Ka radiation. Scanning
electron microscopic (SEM) images of the nanotubes were
obtained using a Cam Scan 4 microscope operated at an
accelerating voltage of 15 kV. The SEM samples were prepared
by attaching a small piece of the nanotube mat to a SEM sample
holder via a conductive sticking tape. A thin film of Au
amounting to a thickness of about 5 nm was coated onto the
sample surface using the Edwards AUTO 306 coating system.
Transmission electron microscopic (TEM) images were obtained
using a JEM 3010 microscope operated at 300 kV.

General procedure for the preparation of PPX tubes
containing Pd nanoparticles

PPX nanotubes with Pd nanoparticles were prepared by coating of
PLA/Pd(OAc)2 template fibers and subsequent annealing as
schematically shown in Fig. 1. For the preparation of PLA/
Pd(OAc)2 nanofibers homogeneous solutions of 1–2 wt% of PLA
with 5 – 20 w-% Pd(OAc)2 (related to PLA) was prepared.

Electrospinning of these solutions was done by an electrospinning
apparatus described earlier13b. The voltage was set to 40–60 kV.
The spinning rate was adjusted to 2 ml/hour. The distance of the
electrodes was adjusted to 10 cm. The fibers were collected using an
aluminum frame with 1 cm width of the bars as described earlier
[16]. The nanofibers collected on the aluminum frame were coated
by PPX following the Gorham procedure [17] in a Lab Coater
(Specialty Coating Systems) using [2,2] paracyclophane (200 mg) as
precursor resulting in a 200 nm PPX coating.

The PPX/PLA/Pd(OAc)2 composite fibers were subjected to
annealing for 4 hours at 170 �C under argon atmosphere and for
an additional 4 hours at 330 �C under vacuum resulting in Pd
doped PPX nanotubes.

Conclusions

PPX TUFT-tubes loaded with metal nanoparticles
such as Pd-, Ag-, or Cu-nanoparticles can be prepared
by processing of PLA/metal acetate composite

Fig 6 TEM micrograph of cut
and annealed (385 �C,
0.01 mbar, 5 hrs) PPX / Pd
nanotubes (A, B) and uncut
annealed (365 �C, 0.01 mbar,
3 hrs) PPX /Pd nanotubes (C)

Fig. 7 SEM micrographs and
EDX analysis of electrospun
PLA/AgOAc (A, B) and PLA/
Cu(OAc)2 (D, E) composite
nanofibers and TEM micro-
graphs of PPX nanotubes with
Ag nanoparticles (C) and Cu
nanoparticles (F) obtained from
corresponding composite fibers.
The presence of Ag and Cu resp.
was clearly proved by EDX
analysi
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nanofibers via electrospinning, followed by coating of
these composite fibers by PPX via CVD, and finally by
conversion of metal acetate to metal nanoparticles and
degradation of PLA. Metal nanoparticles remained on
the inside of the PPX nanotubes with uncut tubes
where as metal nanoparticles were seeded on the
outside of the tubes after cutting tubes. It may be
speculated whether low temperature metal-organic
vapor deposition as previously observed for other Pd
precursors18 led to Pd nanoparticle formation on the

outside of the tubes when cutted composite fibers were
used. Research on this issue is ongoing and will be the
topic of forthcoming papers.
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Classical derivation

The basic formula of x-ray classical crystallography
simply states that, for any sample, the observed
scattering intensity IðqÞ is linearly related (through a
known quantity) to the square modulus of the Fourier
transform (FT) ~nðqÞ of the electron density nðrÞ of the
sample. [In the above expressions q is related to the
scattering vectors qin and qout of the ingoing and
outgoing x-rays as q ¼ qin � qout. The scattering is
assumed to be elastic. Thus, qin ¼ qout ¼ 2p=k and
q ¼ ð4p=kÞ sinðh=2Þ, where k denotes the wave-length of
the x-ray radiation and h the scattering angle.] The
derivation of this relation can be performed in two
apparently different ways based however on the same
physical assumptions, as it will appear clear from the
following brief review.

a) First derivation

This is that reported by Guinier and Warren [1,2].
The ingoing x-ray beam is described by a plane,
monochromatic electromagnetic (e.m.) wave whose
electric and magnetic components respectively are
Einðr; tÞ ¼ E0e

�iðxt�r�qinÞ and Binðr; tÞ ¼ q̂in � Einðr; tÞ=c,
with q̂in ¼ qin=jqinj, x ¼ cjqinj, E0 � qin ¼ 0, jE0j simply
related to the beam intensity and c denoting the light
speed in the vacuum. Consider now a free point-like

particle with mass m, electric charge e and velocity v. This
particle creates a further e.m. field that is not a
‘‘radiating’’ field as far as the particle’s velocity is
constant, since both the electric and the magnetic
component at a distance R from the charge decrease as
R�2 instead of R�1, as required for a radiating field.
Assume now that the charge set at the point r1 be
invested by the ingoing plane wave. At time t, it will
experience Lorentz’ force e

�
Einðr1; tÞ þ vðtÞ � Binðr1; tÞ

�
.

The particle will then acquire an acceleration and,
according to Liènard-Wieckert’s solutions of the Max-
well equations (see Section 4.1 of Jackson[3]), it generates
now an e.m. field that is the sum of a non-radiating and a
radiating term. If the velocity of the particle, before this
be invested by the ingoing wave, is small in comparison
with c, the oscillatory nature of Einðr; tÞ ensures that
property jvðtÞj << c holds true throughout the time [and
that r1ðtÞ does not appreciably change during a short
time interval]. In this case, relativistic mechanics reduces
to classical mechanics and Liènard-Wieckert’s radiating
e.m. field created by the accelerated particle at a generic
point r0, in SI units, reads

Eradðr0;tÞ¼�
ea?ðr1;tÞ

4p�0c2jr1�r0j

� �

ret

¼� e2Ein;?ðr1;tÞ
4p�0c2mjr0�r1j

� �

ret

¼�
� e2

4p�0mc2

� Eo;?e
�iðxðt�jr0�r1j=cÞ�qin�r1Þ

jr0�r1j

� �

ret

;

ð1aÞ
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Bradðr0; tÞ ¼ �
� e2

4p�0mc3

�

�
hðr0 � r1Þ � Eo;?e

�iðxðt�jr0�r1j=cÞ�qin�r1Þ

jr0 � r1j2
i

ret
:

ð1bÞ

Here a? (Ein;?) is the component of particle’s retarted
acceleration a (ingoing electric field) orthogonal to the
vector ½r0 � r1�ret and r1 is the particle position at the time
t0 that, compared with the actual time t, is retarded of the
amount jr0 � r1ðt0Þj=c necessary to the light for travelling
from the particle position r1ðt0Þ to the point r0 where we
want to determine the e.m. field of the charge accelerated
by the ingoing e.m. plane wave. The approximation
of retaining the only radiative terms in (1) increases
with jr0 � r1j, the accuracy being already � 99% when
jr0 � r1j � 100k. In any scattering experiment set up, the
ingoing e.m. field is essentially confined to the region
delimited by the slits because the latter sizes are large
enough, in comparison to the ingoing beam wave-length,
to make diffraction effect negligible for the ingoing beam.
Since the detectors are located outside the aforesaid
region, the energy going through a detector is only due to
the e.m. field generated by the charged particle and given
by (1) when r0 denotes the point where the detector is
located. It is convenient to write Eq. (1) in a form that
more explicitly accounts for the retard condition. The
particle velocity being small in comparison with c, to a
first approximation we have that

t � jr0 � r1ðt0Þj=c � t � jr0 � r1ðtÞj=c and r1ðt0Þ � r1ðtÞ:
ð2Þ

Moreover, the particle moves within a box whose size is
quite small in comparison with the (mean) distance
(denoted by R0) of the box from the detector. Then, the
direction of the vector r0 � r1ðtÞ, whatever t, approxi-
mately coincides with that of the vector joining a point of
the box to the point where the detector is located. The
direction of this vector is that of q̂out � qout=jqoutj. Thus,
xjr0 � r1ðtÞj=c ¼ ð2p=kÞjr0 � r1ðtÞj ¼ ð2p=kÞq̂out � ðr0�
r1ðtÞÞ ¼ qout � ðr0 � r1ðtÞÞ. In this way, the quantity inside
square brackets on the right hand side (rhs) of (1a)
becomes

E0;?e
�iðxðt�jr0�r1ðt0Þj=cÞ�qin�r1ðt0ÞÞ

jr0 � r1ðt0Þj

� �

ret

� E0;?e
�iðxt�qout�r0Þeiðqin�qoutÞ�r1ðtÞ

jr0 � r1ðtÞj

� E0;?e
�iðxt�qout�r0Þeiq�r1ðtÞ

R0
;

ð3Þ

and the radiative e.m. field is

Eradðr0; tÞ � �
� e2

4p�0mc2

�E0;?e
�iðxt�qout�r0Þeiq�r1ðtÞ

R0
ð4aÞ

Bradðr0; tÞ � �
� e2

4p�0mc3

� q̂out � E0;?e
�iðxt�qout�r0Þeiq�r1ðtÞ

R0
:

ð4bÞ
It is noted that these fields only depend on the particle
position through the phase factor eiq�r1 that involves the
scattering vector q.

The differential cross-section is easily obtained as the
ratio between the time averaged intensity of the e.m. field
(4) within the infinitesimal solid angle dX and the density
of the time averaged energy flux of the ingoing beam.
Assuming the latter unpolarized and that the polariza-
tion of the outgoing x-ray be not detected, one finds the
so-called Thomson or classical differential cross-section
of a point-like charged particle (see Section 1.1 of Ref. [2]
for details)

r
Th
ðhÞ � dr

dX
¼
h e2

4p�0mc2

i2 1þ cos2 h
2

: ð5Þ

If we have N particles, with equal mass m and electric
charge e, that move within a box whose size is very small
in comparison to its distance from the detector and
assuming that the velocity of each particle is much
smaller than c, by the same reasoning reported above one
concludes that the radiating e.m. field is

Eradðr0; tÞ � �
� e2

4p�0mc2

�E0;?e
�iðxt�qout�r0Þ

R0

XN

j¼1
eiq�rjðtÞ;

ð6aÞ

Bradðr0; tÞ��
� e2

4p�0mc3

� qout � E0;?e
�iðxt�qout�r0Þ

qoutR0

XN

j¼1
eiq�rjðtÞ

ð6bÞ
and1 the differential cross-section for the unpolarized
case becomes

dr ¼ rThðhÞ
D���
XN

j¼1
eiq�rjðtÞ

���
2E

t
dX

while the ‘‘standard’’ scattering intensity or differential
cross-section is

IðqÞ � 1

rThðhÞ
dr
dX
¼
D���
XN

j¼1
eiq�rjðtÞ

���
2E

t
: ð7Þ

Here, the angular brackets denote a time average over the
particle positions. This average is generally required

1 In writing (6a) and (6b) we use the linearity of Maxwell’s equations but
we are also assuming that the e.m. field of a particle does not affect the
motion of another particle. The last approximation is known as the
kinematical one and it is no longer accurate for an intense ingoing field.
In this case, the accurate theory is that of dynamical scattering
thoroughly described by Authier [4].
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owing to the fact that the collection of the scattered signal
requires a certain amount of time. This is very large
compared to the period of the ingoing e.m. beam to make
the use of the time averaged intensities accurate. On the
other hand, in some cases, it can be so large to make the
variations of rjðtÞ appreciable and, consequently, the time
average unavoidable. The number density of the charged
particles within the box, at time t, is

nðr; tÞ ¼
XN

j¼1
dðr� rjðtÞÞ; ð8aÞ

where dð�Þ denotes the Dirac function, and its FT

~nðq; tÞ �
Z

nðr; tÞeiq�rdv ¼
XN

j¼1
eiq�rjðtÞ ð8bÞ

clearly coincides with the expression present within the
modulus in Eq. (7). In conclusion, the standard intensity
is the time average of the square modulus of the FT of the
particle number density of the charged particles present
within the box. When the particles are in thermodynam-
ical equilibrium, the time average can be substituted with
an ensemble average, on the basis of the ergodic
assumption and Eq.(7) takes the well-known classical
form

IðqÞ ¼ hj~nðqÞj2i: ð9Þ
This expression is the departure point for further
approximations. Before discussing the latter, it is conve-
nient to add some remarks on result (9). First, it is
recalled that the energy range considered in condensed
matter physics is low enough to consider the matter as
made up of atoms’ bound states. Hence, the constituent
charged particles only are electrons and protons. These
have a mass �2000 times larger than that of electrons
and, due to (1), the corresponding radiating e.m. fields
are �2000 times smaller than the electron ones. Thus, in
the case of X-ray, one can confine himself to consider
only the electrons so that the sum present in Eq. (8) will
only consider the electrons of the sample and one simply
speaks of electron number density. Second, the deriva-
tion of (7) or (9) was based on the assumption of point-
like particles that move very slowly and on the use of
classical e.m. theory. This theory is accurate for particles
that do not move too fast but is unable to explain the
atomic structure. This can only be understood in a
quantum-mechanical framework. Besides, quantum
mechanics tells us that only the electrons lying in the
outermost shell have a kinetic energy small enough to
make the condition jvj < c obeyed. To circumvent this
difficulty, we observe that a coarse-grain average of (8a)
over a small sphere of radius d centered at r, i.e.

�nðr; tÞ �
Z

jr0�rj<d
nðr0; tÞdv0; ð10Þ

leads to a continuous number density function whose FT
does not differ from (8b) as far as q < 2p=d. This implies
that the derivation of (9) holds also true starting from a
continuous charge distribution since this can be looked at
as the collection of the infinitesimal charges e�nðr; tÞdv
located at all possible points r of the box. Each of these
infinitesimal charges can play the role of the point-like
charge considered in (1). [By so doing, the mass also
must be considered infinitesimal and such that
q=m! dq=dm ¼ q=m.] On the basis of this result, one
can now use the quantum-mechanical result that the
electrons of an atomic structure form a cloud around the
nucleus in the sense that, if U0ðr1; r2; . . . ; rM Þ is the wave
function associated to the atom’s ground state,
jU0ðr1; r2; . . . ; rMÞj2 represents the probability density of
finding the M constituting electrons in the infinitesimal
volume elements dv1; . . . ; dvM located, respectively, at
r1,..,rM . Then the particle number density of the electrons
around the nucleus set at the origin is simply given by the
continuous function

natðrÞ¼
Z

. . .

Z XM

j¼1
dðr� rjÞ

" #

jU0ðr1;r2; ::;rM Þj2dv1::dvM :

ð11Þ
If we have N atoms (each consisting of M electrons, for
greater simplicity ), located at r1; . . . ; rN , we can apply the
same considerations to each atom of the sample (neglect-
ing the interations between particles belonging to differ-
ent atoms). In this way the particle number density of the
sample is

nðr; tÞ ¼
XN

j¼1
natðr� rjðtÞÞ; ð12Þ

and the (standard) scattering intensity is still given by Eq.
(9) owing to the considerations developed between Eqs
(10) and (11). In other words, once one assumes that the
electron number density around an atomic nucleus is
given by Eq. (11), the assumption that the electrons move
very slowly is no longer required (see § 97 of Ref. [5]),
because the electron motion is accounted for by the
eigenfunction U0ðr1; . . . ; rM Þ.

b) Second derivation

The second way of getting Eq. (9) is that reported by
Landau and Lifshitz (see § 97 of Ref. [5]). One considers
first the Maxwell equations within the sample invested by
an e.m. plane wave with angular velocity x. The ingoing
field will generate a local density current and one has to
find the solution of the Maxwell equations in presence of
these induced sources. Conceptually, the physics is that of
case (a). It is however useful to review this derivation
because it can easily be extended to the case of an ingoing
neutron beam. As it was already reported, we must only
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consider the lightest particles, i.e. the electrons. Each of
these experiences an acceleration equal to eE=m and, due
to the time oscillatory behaviour of E, the particle
velocity is v ¼ ieEðrÞe�ixt=mx. It has already been
explained that the electron number density is given by
(12). Moreover, the time dependence of nðr; tÞ occurs on
a time scale much larger that of the ingoing beam.
Hence, to a first approximation, nðr; tÞ can be considered
constant with respect to t (at least, on a time scale
of 2p=x) and the current density is
jðr; tÞ ¼ enðrÞv ¼ ie2nðrÞEðrÞe�ixt=mx. The relevantMax-
well equations are

r� EðrÞ ¼ ixBðrÞ ¼ il0xH ð13aÞ

r � BðrÞ ¼ r � l0H ¼ �il0x�0½1� e2nðrÞ=mx2�0�EðrÞ:
ð13bÞ

Eq. (13b) can be recast in the form

r�H ¼ �ixD ð14aÞ
and the induction field D is equal

D ¼ �0½1� e2nðrÞ=mx2�0�E: ð14bÞ
This expression shows that e2nðrÞ=mx2�0 can be consid-
ered as the perturbation ‘‘parameter’’. Taking the rotor
of Eq. (13a), multiplied by �0, and using (14a) and (14b)
we obtain

r�r�Dþ ðe2=mx2Þr �r�
�
nðrÞE

�
¼ x2l0�0D

Recalling the vectorial identiyr�r� ¼ �r2þrðr� Þ,
the previous equation becomes

r2DðrÞ þ ðx2=c2ÞDðrÞ ¼ ðe2=mx2Þr �r� ðnðrÞE
�

ð15aÞ
The Green function of the equation r2/ðrÞþ
ðx2=c2Þ/ðrÞ ¼ dðrÞ is /ðrÞ ¼ eikr=4pr with k2 ¼ x2=c2.
Then, the solution of (15a) is

DðrÞ¼ e2

4pmx2

Z
eikjr�r0 j

jr� r0jr
0 �r0 �

�
nðr0ÞEðr0Þ

�
dv0: ð15bÞ

Here r0 varies within the sample. Then, if r is very large,
we have kjr� r0j � qout � ðr� r0Þ. Besides, Eðr0Þ can be
substituted with the ingoing e.m. field E0eiqin�r0 , because
the remaining factor is already linear in the perturbation.
Finally, integrating by parts, one gets

DðrÞ�
h e2

4pmx2

i
ðqout�qout�E0Þ

Z
eiqout�ðr�r0Þ

jr�r0j nðr0Þeiqin�r0dv0

ð16Þ
This equation clearly coincides with (6a) after observing
that r corresponds to r0, that r lies outside the
sample so that DðrÞ ¼ �0EðrÞ, that ðqout � qout � E0Þ ¼
�ðx2=c2ÞE0;? and that, whatever r0 within the sample,

one can safely use the approximation jr� r0j � R0 in the
denominator.

Neutron scattering

Feigin and Svergun [6] showed how to use the previous
derivation to get the differential cross-section for the
scattering of neutrons from a sample. Actually this
derivation cannot be considered as purely classical
because we must use the quantum-mechanical assump-
tion that neutrons are described by a wave-function that
will momentarily be considered scalar. The wave-func-
tion of a single free neutron obeys the simplest form of
Schrödinger equation, namely

i�h
@wðr; tÞ
@t

¼ � �h2r2

2mn
wðr; tÞ; ð17Þ

where mn denotes the neutron mass and �h is Planck’s
constant divided by 2p. Its general solution is
wðr; tÞ ¼ eiðq�r��qt=�hÞ with �q ¼ �h2q � q=2mn. When the
beam neutrons interact with the nuclei of the atoms
contained in the sample, to a first approximation the
neutrons’ hamiltonian contains, beside the kinetic term
reported in (17), a potential term proportional to the
number density nat of the atoms within the sample. Thus,
Eq. (17) becomes

i�h
@wðr; tÞ
@t

¼ � �h2r2

2mn
wðr; tÞ þ gnatðrÞwðr; tÞ ð18Þ

where the coupling constant g has dimensions
½ML2T�2L3� and it is determined by the scattering of
neutron from a single atom. Its expression is (see, e.g.,
chap. 7 of Ref. [7]) g ¼ 4p�h2a=2Mred where a is the
so-called scattering-length (see X.11 of Ref. [8]) and
Mred � mnMat=ðmn þMatÞ is the reduced mass of the
system neutron-atom the latter’s mass being Mat. Let us
now look for a solution of this equation of the kind
wðr; tÞ ¼ /ðrÞe�i�h2q2t=2mn�h. The substitution of this expres-
sion in (18) yields

r2/ðrÞ þ q2/ðrÞ ¼ 2mng

�h2
natðrÞ/ðrÞ ð19Þ

that is formally identical to (15a). Hence the solution is

/ðrÞ ¼ mng

2p�h2

Z
eiqjr�r0 j

jr� r0j natðr0Þ/ðr0Þdv0:

By the same procedure used for deriving (16) from (15b),
we substitute on the rhs of the above equation /ðrÞ with
eiqin�r, i.e. the solution of the Schrödinger free equation
that describes a neutron of the ingoing beam. Thus, the
solution of (19) is
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/ðrÞ � mng

2p�h2

Z
eiqjr�r0 j

jr� r0j natðr0Þeiqin�r0dv0

� mng

2p�h2
eiqout�r

R0

Z
natðr0Þeiðqin�qoutÞ�r0dv0;

and the expression of the ‘‘standard ’’ differential cross-
section for neutron scattering is
hmng

2p�h2

i�2 dr
dX
¼
���
Z

natðrÞeiq�rdv
���
2

: ð20Þ

This expression is commonly referred to, in quantum
mechanics, as the Born approximation of the differential
cross-section. For thermal neutrons, �h2q2=2m � 3kBT=2
(where kB is the Boltzmann constant and T the absolute
temperature of the nuclear reactor) the frequency of the
oscillatory factor present in above expression of wðr; tÞ is
3kBT=4p�h � 1013s�1. This justifies the fact that natðrÞwas
taken time independent in Eqs (18)–(20). Then, similarly
to the case of x-ray scattering, if we take into account the
fact that the time required for collecting scattering data is
considerably larger than 10�13s, instead of (20), the
scattering intensity for neutron scattering is related to the
instantaneous FT of the instantaneous scattering-length
density through the relations

IðqÞ ¼ hj~natðq; tÞj2it ¼ hj~natðqÞj
2i: ð21Þ

Quantum mechanical derivation

From a quantum mechanical point of view, a
scattering process is a particular transition made by
the system under analysis from one of its eigenstates
to another eigenstate under the effect of a perturba-
tion. In fact, in the scattering case, the initial
eigenstate of the full system corresponds to having a
free particle impinging with momentum pin on the
sample that is in one of its eigenstates, while the
system final eigenstate corresponds to having an
outgoing free particle with momentum pout and the
sample in another eigenstate. Denoting the free
Hamiltonian operator of the full system by H0, the
perturbing Hamiltonian by H1, the initial and final
eigenstates of the system by jintli and jfinli, Fermi’s
golden rule states that the probability of transition for
unit time is given by the following expression (see 35
of Ref. [9])

wintl!finl ¼
2p
�h

qðEÞ
��hfinljH1jintli

��2 ð22Þ

where qðEÞ denotes the density of the number of the
eigenstates of H0 with energies contained within the
infinitesimal interval ½E;E þ dE�, while jintli and jfinli
are eigenstates of H0 with eigenvalues equal to E.
Equation. (22) only accounts for first order perturbative

effects. In order to use (22) for describing the scattering
of x-rays or neutrons from a sample, we must recall that
H0 is the sum of two Hamiltonians Hm and Hbeam. The
first accounts for the kinetic contributions and for
the mutual interactions of the particles contained in the
sample, and for eventual further contributions originat-
ing from the interaction of the particles with an external
classical field. Hbeam is the Hamiltonian of the beam
particles considered as non-interacting. In the case of
x-rays, which are photons with wave-length restricted to
a particular range, Hbeam is the Hamiltonian of the
quantized electromagnetic field. Its expression, denoted
by Hpht, in the so-called transverse gauge is (see 1.2 of
Ref. [10])

Hpht ¼
1

2

Z
ðET

2 þ B2Þdv ¼
X

k

X2

s¼1
�hxkbyk;sbk;s; ð23Þ

wherexk ¼ cjkj, k ¼ 2pðn1; n2; n3Þ=L with n1; n2; n3 form-
ing a triple of relative integers, and L the size of a very
large cubic box enclosing the system. The operators byk;s
and bk;s on the rhs of Eq. (23) obey to the Bose-Einstein

algebra: ½bk;s; b
y
k0;s0 � ¼ dk;k0ds;s0 and ½bk;s; bk0;s0 � ¼

½byk;s; b
y
k0;s0 � ¼ 0. Hence, byk;s (bk;s) creates (annihilates) a

photon with momentum equal to �hk and polarization s.
Since the e.m. field is transverse it can only have two
independent polarization states2. This appears evident
from the following expression of the quantized electro-
magnetic potential Aðr; tÞ

Aðr; tÞ ¼
X

k

X2

s¼1

� �hc2

2xkL3

�1=2
½~esðkÞbk;seiðk�r�xktÞ þ h:c:�;

ð24Þ
where ’h.c." denotes the hermitian conjugate of the first
expression present within the square brackets and ~esðkÞ
denotes the direction of the electric field for the
polarization s. We have ~esðkÞ � k ¼ 0 and
~esðkÞ �~es0 ðkÞ ¼ ds;s0 .

For the case of a non-relativistic neutron beam, the
Hamiltonian is [7]

Hn ¼
Z X2

a¼1
wya ðrÞ �

�h2r2

2mn

� 	
waðrÞdv

¼
X

k

X2

s¼1
�kayk;sak;s;

ð25Þ

where �k ¼ �h2k2=2mn is the energy of a neutron with
momentum �hk. Neutrons are described by an operatorial
two-component spinorial field waðr; tÞ that at time t

2 More explicitly, the electric and magnetic fields being vectorial fileds,
they have spin jsj ¼ 1. But the transversality condition implies that only
two components are lineraly independent. This translates in the well
known properties that the e.m. field has two independent polarization
states and that the eigenvalues of k � s=jkj only are ��h.
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destroys a neutron located at r. The field can also be
written as

waðr; tÞ ¼
1

L3=2

X

k

X2

s¼1
us

aak;seiðk�r��kt=�hÞ; a ¼ 1; 2: ð26Þ

Here, u1 and u2 are two-component spinors respectively

equal to
1
0

� 	
and

0
1

� 	
that describe a particle with spin

up or down. They are each other orthogonal and

normalized, i.e.
P2

a¼1 us
aus0

a ¼ ds;s0 . Finally, ayk;s and ak;s

are the creation and annihilation operator of a neutron
with momentum �hk and ‘‘polarization’’ s. They obey to

the Fermi-Dirac algebra:
n

ak;s; a
y
k0;s0

o
¼ dk;k0ds;s0 andn

ak;s; ak0;s0

o
¼
n

ayk;s; a
y
k0;s0

o
¼ 0, which ensures that one

cannot have more than one particle with the same
quantum numbers.

We consider now the interaction Hamiltonians. For
the case of X-ray, the interactions among the electrons
and among the electrons and the nuclei are accounted for
in H0. Thus, in agreement with the assumption made in 1-
b, the interaction Hamiltonian only specifies the interac-
tion of the sample electrons with the e.m. field. It will be
denoted as Hm�e:m: and is obtained by the so called
minimal-coupling [10]. In terms of the quantized e.m.
and electron fields it reads

H
m�e:m: ¼

e

mc

Z h
wya ðrÞ

�hr
i

waðrÞ
i
� AðrÞdv

þ e2

2mc2

Z
wya ðrÞwaðrÞ



AðrÞ � AðrÞ

�
dv:

ð27Þ

In this relation, e and m denote electron’s charge and
mass and waðrÞ has the same structure of (26) [by so
doing electrons also are treated in a non-relativistic
approximation] but waðrÞ refers now to electrons in the
sense that ak;s (ayk;s) destroys (creates) an electron with
momentum �hk and polarization s. Moreover, in (27) and
in the following we shall adopt the convention that
repeated indices denotes a sum. It is also stressed that in
writing Eqs (23), (24) and (27) we are using Gaussian
CGS units. It is now convenient to introduce the
so-called particle number-density operator n̂ðrÞ accord-
ing to the definition

n̂ðrÞ ¼ wya ðrÞwaðrÞ: ð28Þ

This definition makes sense for any matter field. More
explicitly, the expectation value n̂ðrÞ over a quantum
state gives the number density of the electrons in the
considered state if the field considered in (28) is that of
the electrons, that of the neutrons if the field is the
neutron one, and so on. Operator n̂ðrÞ is simply obtained
by the second quantization procedure starting from the

classical definition (8a) and its dimensions are L�3. In
terms of n̂elðrÞ [subscript ‘‘el’’ specifies that n̂ refers to
electrons], Eq.(27) becomes

Hm�e:m: ¼
e

mc

Z h
wya ðrÞ

�hr
i

waðrÞ
i
� AðrÞdv

þ e2

2mc2

Z
n̂elðrÞ



AðrÞ � AðrÞ

�
dv:

ð29Þ

In the case of neutron scattering, the interaction
Hamiltonian H1 will be denoted by Hm�n. It is obtained
by introducing, for each atomic species present in the
sample, a ‘‘pseudopotential’’ that describes the interac-
tion between a neutron and a nucleus of the jth atomic
species present in the sample (see chapter 5 of Ref. [7]).
Assuming that a neutron be located at r and a nucleus of
the jth species at ra, their pseudopotential is

Vjðjr� rajÞ ¼ 4paj�h
2

2Mred;j
dðr� raÞ where dð�Þ is the three-

dimensional Dirac function, Mred;j the reduced mass of

the considered neutron-nucleus system and aj is the
so-called scattering-length. In the case of elastic scatter-
ing aj is a real quantity that, depending on the atomic
species, can be either positive or negative. We denote by
n̂at;j the number density operator for the jth atomic
species and by n̂n the number density operator of
neutrons. The interaction Hamiltonian is

H
m�n ¼

XNs

j¼1

Z
dv
Z

dvan̂at;jðraÞVjðjr� rajÞn̂nðrÞdv

¼
XNs

j¼1
gj

Z
n̂at;jðrÞn̂nðrÞdv:

ð30Þ

The last expression follows from the explicit form of the
strictly local pseudopotentials Vj while Ns denotes the
number of the atomic species of the sample. Besides, we

have put gj � 4paj�h2

2Mred;j
whose dimensions are ðML2T�2ÞL3.

We sketch now how the transition probability per unit
time is evaluated in the cases of x-ray and neutron
scattering. Consider the first case. We have
H0 ¼ Hm þ Hpht and since Hm and Hpht depend on
different field operators, Hm and Hpht commute. This
implies that each eigenstate of H0 is direct product of an
eigenstate of Hm and an eigenstate of Hpht. Before the
sample is invested by the ingoing photon beam, it is in its
fundamental state jW0i characterized by the property
HmjW0i ¼ E0jW0i with E0 equal to the smallest of the
eigenvalues of Hm. After the sample has interacted with
the beam, it will be in another eigenstate denoted by jWni
corresponding to the eigenvalue En. The ingoing photon
has momentum pin ¼ �hqin and polarization s, and it is
described by the state jpin; si ¼ byqin;sj0i, j0i being the state
containing no photon. Similarly, if outgoing photons has
momentum pout ¼ �hqout and polarization s0, its eigenstate
is jpout; s0i. Since the scattering is assumed to be elastic,
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we have xpin
¼ xpout

, i.e. jqinj ¼ jqoutj. Then, in (22) we
have to put jintli ¼ jW0i 	 jpin; si and jfinli ¼
jWni 	 jpout; s0i (where 	 denotes the tensorial product,
see VIII.7 of Ref. [8]), and by (22) and (29) we find that

hfinljH1jintli ¼ hfinljHm�e:m:jintli

¼ e
mc

Z
hWnj

h
wya ðrÞ

�hr
i

waðrÞ
i
jW0i � hpout; s0jAðrÞjpin; sidv

þ e2

2mc2

Z
hWnjn̂elðrÞjW0ihpout; s0jAðrÞ �AðrÞjpin; sidv;

ð31Þ
where the property that waðrÞ and AðrÞ commute
has been used. The evaluation of the matrix
elements hpout; s0jAðrÞjpin; si and hpout; s0jAðrÞ � AðrÞjpin; si
is straightforward using decomposition (24) and the
Bose-Einstein algebra. One finds that

hpout; s0jAðrÞjpin; si ¼ 0; ð32aÞ
and

hpout; s0jAðrÞ � AðrÞjpin; si

¼ �hc2

xqin
L3

� 	
~esðqinÞ �~es0 ðqoutÞeir�ðqin�qoutÞ:

ð32bÞ

The density of states for the photons outgoing within an
infinitesimal solid angle dX centered along qout is
½L3=ð2pÞ3�q2out=c�h. The corresponding transition proba-
bility per unit time, divided by c=L3 (the flux of the
ingoing particles) is the differential cross-section. Hence

dr
dX

���
s;s0
¼ 2p

�h

L3x2
qout

ð2pcÞ3�h
L3

c

� �hc2

xqin
L3

�2� e2

2mc2

�2�
~esðqinÞ

�~es0 ðqoutÞ
�2���
Z

eir�qhWnjn̂elðrÞjW0idv
���
2

¼
h e2

4pmc2

i2�
~esðqinÞ �~es0 ðqoutÞ

�2

�
���
Z

eir�qhWnjn̂elðrÞjW0idv
���
2

: ð33Þ

The above expression assumes that both the ingoing and
the outgoing photon have a well defined polarization
specified by indices s and s0. If the final polarization state
is not observed we must sum over s0 and, if the ingoing
beam is not polarized, we must take the average over the
two possible polarizations. It is quite straightforward to
show that ð1=2Þ

P
s;s0
�
~esðqinÞ �~es0 ðqoutÞ

�2¼ ð1þ cos2 hÞ=2.
Recalling that e2 in rationalized Gaussian CGS units
converts into e2=�0 when SI units are used, one finds that
the quantum-mechanical expression of the differential
cross-section for unpolarized x-ray scattering, in SI units, is

dr
dX
¼
h e2

4p�0mc2

i2 1þ cos2 h
2

X

n

dEn;E0

�
���
Z
hWnjn̂elðrÞjW0ieir�qdv

���
2

: ð34Þ

In writing down this expression, we have considered the
more general case where the ground state of the sample is
degenerate. Indeed, due to the presence of the Kronecker
symbol dEn;E0

all the eigenstate jWni of Hm contributing to
the sum must have eigenvalue E0 as required from the
energy conservation understood in (22).

We work out now the expression of the differential
cross-section for the case of unpolarized neutrons. To
this aim, we go through the same steps described above
and perform the appropriate changes. We can again
write that jintli ¼ jW0i 	 jpin; si where jW0i is the ground
state of the relevant Hm and jpin; si ¼ ayqin;sj0i.

Considering for simplicity the case of a single atomic
species, from (22) and (30) one gets

hfinljH1jintli ¼ hfinljHm�njintli

¼ g
Z
hWnjn̂atðrÞjW0ihpout; s0jn̂nðrÞjpin; sidv:

ð35Þ

By Eq.s (28) and (26) immediately follows that

hpout; s0jn̂nðrÞjpin; si ¼
1

L3
ds;s0eir�ðqrmin�qoutÞ ¼ 1

L3
ds;s0eir�q:

The density of states for the neutrons outgoing within the
infinitesimal solid angle dX, set along qout, is
½L3=ð2pÞ3�mqout=�h2. The flux of the ingoing particles is
vin=L3 ¼ �hqin=ðmL3Þ. Then, recalling also the previous
definition of g, the differential cross-section for unpolar-
ized neutrons is

2p
�h

mL3

�hqin

L3mqout

ð2pÞ3�h2

1

L6

1

2

X

s;s0
ðds;s0 Þ2

�4pa�h2

2Mred

�2

���
Z
hWnjn̂atðrÞjW0ieiq�rdv

���
2

;

i.e.

dr
dX
¼
h ma
Mred

i2X

n

���
Z
hWnjn̂atðrÞjW0ieiq�rdv

���
2

dEn;E0
; ð36Þ

where, similarly to (34), we have considered for greater
generality the case of a degenerate ground state. This case
is however rather unlikely and the sum over n can
generally be omitted both in (34) and (36). It is now
worth to remark that both (34) and (36) do not involve �h
so that they hold also true in classical physics. In fact, the
comparison of (34) with (7), (9) and (8) shows that the
classical electron number density there used and denoted
now,for greater clarity, as ncl;elðrÞ corresponds to the
expectation value hW0jn̂elðrÞjW0i, i.e. the expectation
value of the electron number density operator over the
ground state of the sample, and we can write

ncl;elðrÞ $ hW0jn̂elðrÞjW0i: ð37Þ
It is stressed that the ground state is determined by Hm

and therefore it depends on the interactions between the
electrons, between the electrons and the nuclei, and

26



between the nuclei. In the same way, we conclude that for
neutrons the following correspondence

ncl;nðrÞ $ hW0jn̂nðrÞjW0i ð38Þ
holds true. One might wonder on the reason why in Eqs
(7) or (9) we have a time or an ensemble average, while
Eq. (37) involve no time dependece. The answer is related
to the fact that the quantum-mechanical calculation of
the differential cross-section refers to a particular initial
state of the sample, i.e. the ground state. The assumption
that the quantum state of the sample, before it is invested
by the beam particles, be the ground state is correct only
if one assumes that the absolute temeperature of the
sample be equal to zero . Oppositely, if the sample is in
thermal equilibrium at the temperature T, quantum
statistical mechanics tells us that the sample can be in any
eigenstate jWni of Hm with a probability determined by
the eigenvalue En of the eigenstate. More definitely, the
probability that the sample be in the eigenstate jWni is
pn � e�En=kBT=

P
s e�Es=kBT where kB is Boltzmann’s con-

stant. Thus, if the scattering experiment is made with the
sample at temperature T, Eq. (22) applies for any initial
state, given by jWni 	 jpin; si, with the final state given by
jWmi 	 jpout; s0i with jpinj ¼ jpoutj and En ¼ Em so as to
ensure the energy conservation. Observing that the right
hand side of (22) is already of the first order in the
perturbation, one can assume that the probability of the
different eigenstates of Htot are those of H0. Hence,
the differential cross-sections for unpolarized x-ray
scattering and neutron scattering from a sample at
temperature T respectively are

e2

4p�0mc2

� ��2
1þ cos2 h

2

dr
dX

� 	�1

¼
X

n;m

e�En=kBT

P
s e
�Es=kBT

dEn;Em

���
Z
hWmjn̂elðrÞjWnieir�qdv

���
2

ð39Þ
and

ma
Mred

� ��2
dr
dX
¼
X

n;m

e�En=kBT

P
s e�Es=kBT

dEn;Em

���
Z
hWmjn̂atðrÞjWnieiq�rdv

���
2

:

ð40Þ

Conclusive remarks

Above we have reviewed the derivations of the
scattering intensity expressions, for x-ray as well as
for neutron scattering, on the basis of classical and of
quantum-mechanical physics. We saw that the physical
assumptions are the same in both derivations, because

the particles were considered non-relativistic and we
confined ourselves to the first order perturbation
theory. However, the derivation based on a quantum-
mechanical approach is intrinsically more rigorous and
allows us to get the general definition of the quantities
that determine the observed standard differential cross-
sections. Hence, in the cases of x-ray and neutron
scattering, the measured quantities respectively are the
rhs of Eq. (39) and Eq. (40). The first is the quantum
statistical average of the square modulus of the
expectation values of the FT of the electron number
density operator between states with the same energy,
and the second is similarly defined but it involves the
atom number density operator. According to the theory
of quantum-many bodies at finite temperature, the
aforesaid quantities are related to the imaginary parts
of the temperature Green-functions of the particle
number density operators [7] and, in principle, they
could be evaluated by the Feynman graph technique
starting from the knowledge of the "free" Green
functions. In practice, it is nearly impossible to carry
through such calculations for realistic choices of Hm.
One often considers further simplifying assumptions
that generally lead to the formulae usually considered
in crystallography, so that instead of (39) and (40), one
considers (9) and (21). This amounts to substitute the
quantum expressions with the classical ones, i.e.:

X

n;m

pndEn;Em

���
Z
hWmjn̂elðrÞjWnieir�qdv

���
2

$ hj~nelðq; tÞj2it

¼ hj~nðqÞj2i; ð41Þ

X

n;m

pndEn;Em

���
Z
hWmjn̂atðrÞjWnieiq�rdv

���
2

$ hj~natðq; tÞj2it

¼ hj~natðqÞj2: ð42Þ
Further approximations are considered depending on the
sample under analysis. For instance, in the simplest case
of mono-atomic liquids at room temperature, the
electron number density can be written as
nelðr; tÞ ¼

PN
j¼1 n0ðr� RjðtÞÞ, where RjðtÞ is the position

of the jth atom of the sample at time t, n0ðrÞ the electron
number density of a single atom set at the origin and the
sum runs over all the sample atoms. In this case, one finds
that ~nelðq; tÞ ¼ ~n0ðqÞ

PN
j¼1 eiq�RjðtÞ and the rhs of (41)

becomes

hj~nelðq; tÞj2it ¼ j~n0ðqÞj2h
���eiq�RjðtÞ

��2it:

As reported in 5.1 of Ref. [11], the above average
quantity is simply related to the FT of the liquid’s radial
distribution function that can therefore be determined by
x-rays scattering experiments. This approximation is also
relevant for polyatomic liquids as well as for micellar
solutions. In the case of samples where the atoms’ motion
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is thought to take place much more slowly, the (classical)
electron number density is approximated as

hj~nelðq; tÞj2it � jh~nelðq; tÞitj
2: ð43aÞ

By so doing, the average square modulus is approxi-
mated with the square modulus of the average. Invoking
again the ergodic assumption, the previous relation can
be written as

hj~nelðqÞj2i � jh~nelðqÞij2 ð43bÞ
where the averages are evaluated over the Gibbs ensem-
ble. From the previous discussion on Eq.s (37) and
(38), one knows that the approximations involved in (43a)
and (43b) are only accurate at very low temperature. In
this case, one can really speaks of a time independent
electron number or scattering length density since the
previous considerations are also true for the latter.

If one introduces the further assumption, quite
popular in crystallography, that atoms can be treated
as point-like objects, then nsdðrÞ ¼

P
j Zjdðr� RjÞ [where

Zj is, depending on the nature of the ingoing beam, the
atomic number or the scattering-length of the jth atom
located at Rj, and the sum runs over all the atoms of the
sample, while subscript ‘‘sd’’ is a shortening for scattering
density] and its FT reads ~nsdðqÞ ¼

P
j Zjeiq�Rj . If the

sample is a crystal, one can restrict himself to a unit cell of
the crystal so that the previous sums will now involve a
finite number of terms. Going from the left to the rhs of
(37), we can restrict ourselves to a finite dimensional
subspace of the total Hilbert space and one shows that a
basis of the restricted Hilbert space is formed by the
position operator eigenvectors whose eigenvalues are the

positions of the atoms within the considered unit cell.
This observation makes it then possible to prove that the
knowledge of a finite subdomain - singled out by a well
defined constructive procedure - of the x-ray or neutron
diffraction pattern allows one to reconstruct the full
pattern [12]. In other words, the ‘‘phase problem’’ does
not exist if atoms are really point-like.

Approximation (43) is central for characterizing
amorphous systems by small-angle scattering (SAS).
Since the best spatial resolution of SAS hardly exceeds
1nm, according to Debye and Bueche [13], nsdðrÞ can
fairly be approximated, for a large class of samples, by a
discrete value function, denoted by nsd;DðrÞ3. This
amounts to look at the sample as made up of different
phases. Each of these occupies the region where nsd;DðrÞ
assumes one of its possible values and the interphase
surfaces are the sets of the points where nsd;DðrÞ jumps
from one value to another. The behaviour of the
scattering intensity in the outer portion of the q-range
explored in SAS experiments is determined by the
geometry of the interface. In particular the expression
of the leading term [15] is 2pðn1 � n2Þ2S=q4 and it is
known as Porod’s law. However, in approximating nsdðrÞ
with nsd;DðrÞ one neglects the variations of nsdðrÞ,
occuring on a length-scale of 1nm or smaller, both
within the bulk phases and at the border of the latter.
These two problems were affronted in a pioner paper [16]
by Ruland (1971) and the results of this analysis have
found many applications over the past years. Finally, one
should also recall Ruland’s attempt of relaxing condition
(43) by allowing for fluctuations in the positions of the
interphase surfaces [17].
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Introduction

The controlled synthesis and characterization of crystal-
line objects with reduced dimensionality, i.e., one, two or
three dimensions being on the nanoscale, is a fascinating
objective in nanochemistry. The reason for that is that
practically all solid state properties, including melting
point, conductivity, magnetism, or optical properties,
depend on the length of the confined dimension, or in
other words, the physical and chemical properties can be
tuned between the bulk solid and the constituting
molecules [1–3].

In order to relate the physical properties to the size,
shape and crystallinity of the nanoobjects an accurate
and fine characterization has to be performed. The
determination of the size and shape distribution of
nanometer size particles can be addressed with several
techniques like for example: Analytical ultracentrifuga-
tion (AUC) [4, 5], light scattering techniques, transmis-
sion electron microscopy (TEM) [6] etc. To determine the
crystal structure of these nanoobjects high resolution
TEM (HRTEM) and diffraction techniques, electron
diffraction and powder X-ray diffraction (XRD), are the

most common employed. HRTEM permits to directly
visualize the atomic columns of a single particle and to
determine its structure, its defaults and so on. However,
this method is not statistically applicable to a large
amount of particles. Powder XRD measurements are
able to overcome such a limitation and give a global
information about the crystallinity of the whole sample,
thus make it a perfect complementary technique to
HRTEM. Moreover, it is possible to calculate the
intensity scattered by a model particle, in the kinematic
approach, by the so called Debye function [7–9]. A few
groups applied such techniques to metallic clusters [10–
12] and then extended the method to polydispered
nanocrystalline systems calling it the Debye function
analysis (DFA) [13, 14].

Recently this method was extended to oxidic
nanoparticles [15] and applied to characterize the struc-
ture, the size and the shape of many oxidic nanoparticles
synthesized by the benzyl alcohol route [16–18] that
was introduced in 2002 by M. Niederberger and
coworkers [19, 20]. This article gives a more detailed
presentation of the Debye technique and presents how to
successfully use it for difficult problems of characteriza-
tion (Cf. example 2) that other techniques cannot solve.
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technique based on the calculation
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permits to obtain information about
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fracted intensity is calculated for
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the results were compared to exper-
imental patterns.
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Calculations

The intensity distribution, spherically averaged over the
reciprocal space, is described by the Debye formula:[7–9]

IN ðbÞ ¼
XN

n;m 6¼n

fnfm
sinð2pbrnmÞ
2pbrnm

ð1Þ

Where b ¼ 1
d ¼ 2 sin h

k , k is the wavelength and 2h the
scattering angle. The sum runs over all the pair distances
rnm of the atoms labelled by n;m with scattering
amplitudes fn; fm in a cluster of N atoms. The formula
includes the following characteristics:

– General equation valid for any form of matter in
which there is a random orientation: gases, liquids,
amorphous solids, and crystalline powders.

– No limitation on the number of different kinds of
atoms in the sample.

– The number of terms increases proportional to the
sixth order of the linear dimension of the particle!

The latter was the major limitation of the applicability of
the Debye function, restricting the applicability to
particles smaller than 5-6 nm. However B. D. Hall and
R. Monot introduced an efficient algorithm for calculat-
ing the Debye equation that decreases dramatically the
calculation time needed [21]. In the first step the
construction of model particles is performed including
the atomic positions of each atom. Following the
improved algorithm [21], the interatomic distances that
occur several times are sorted by approximating them
into discrete, evenly spaced, histogram classes1. This
approximation reduces the number of sine terms of the
Debye equation to be calculated and so the global
calculation time by several orders of magnitudes. Finally
the Debye equation is calculated for each discrete
interatomic distance and then multiplied by the number
of time each distance occurs.

Results and discussion

Patterns calculated for the Ta2O5 orthorombic structure

The first example presents calculations of the Debye
equation for spherical nanoparticles of the orthorhombic

structure of Ta2O5 (ICSD: 9112). The cell parameters
are: a ¼ 6:198, b ¼ 40:290 and c ¼ 3:888 Å, the elemen-
tary cell contains 168 atoms. This structure was chosen
because it is rather complex and therefore it is a perfect
example to illustrate that the technique may be applied to
every kind of crystalline or non crystalline form of
matter.

In order to present the evolution of the diffraction
patterns in function of the size, spherical particles of sizes
ranging from 1 to 6 nm were constructed.

Figure 1 shows their diffraction patterns calculated
with the Debye equation. For sizes between 1 and 1.4 nm
the diffractions are hardly discernible and appear as two
large broad bands centered around b ¼ 0:3 and b ¼ 0:6
Å�1 respectively. When the size increases, the reflections
become better and better separated as expected. This
example gives an idea how sensitive is the Debye function
to the particle size.

Nonspherical HfO2 nanocrystals

The second example presents how to use Debye
scattering equation calculations to determine the shape
and the preferential direction of growth of small and
slightly elongated particles. In this case HfO2 nanocrys-
tals synthesized by the benzyl alcohol route were studied
[18]. They exhibit an elongated shape as observed in
HRTEM images (Fig. 2a). This nanoparticle is a
monocrystal and shows several lattice planes. For this

Fig. 1 Calculations of the Debye equation for spherical particles of
Ta2O5

1 This approximation introduces an error because the true interatomic
distance and the center of the histogram class can be slightly different. If
the width of the histogram class chosen is small, the discretization has an
effect on the diffraction pattern that can be approximated by an
exponential factor, of the same form as the Debye-Waller factor
(D ¼ e�2M ). It describes the effect of thermal movements of the atoms in
the crystals on the diffraction pattern. Thus the approximation of the
interatomic distances in histogram classes is equivalent to a random
displacement of the atoms from their equilibrium positions, analogous
to thermal movement.
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reason it is a perfect example to be studied for structure
determination. The power spectrum (i.e. the square of the
Fourier transform of the image) is calculated (Fig. 2b). It
is characterized by several sharp spots from which it is
possible to extract the lattice distances and the angles
between the planes. In this case it can be attributed to the
monoclinic HfO2 structure (JCPDS [43-1017] and ICSD
27313) oriented along the [0–11] direction as indexed in
Figure 2b. In this case the particle is elongated along the
[100] direction.

The monoclinic HfO2 structure is characterized by
similar lattice parameters: a ¼ 5:116, b ¼ 5:172 and
c ¼ 5:295 Å and b ¼ 99:2�. Because the global precision
in the determination of the distances by HRTEM is
worse than 1-2%, in this particular case the particle could
also be oriented along the [1-10]. In this case the long axis
would be parallel to the [001] direction instead of [100].
To discriminate between the two possible growth direc-
tions experimental XRD patterns were compared to
calculated ones. The X-ray powder diffraction pattern of
HfO2 nanocrystals synthesized at 250�C (Fig. 3, solid
line) shows broad diffraction peaks pointing to small
crystallite sizes. However, the theoretical positions of the
diffractions of the monoclinic HfO2 structure match well
with the experimental ones. To prove that the Debye
scattering equation is a powerful tool to characterize the
preferential growth direction of these nanocrystals
several calculations for model particles were performed.

Although the pattern calculated for a spherical
particle of 4 nm in diameter (Fig. 3, dotted line) coincide
well with the experimental data, the reflection at about
b ¼ 0:393 Å�1, characteristic for the diffraction by the
(002), (020), and (200) planes, is not well reproduced.
These reflections are superimposed in the experimental
patterns, because the lattice parameters of the HfO2

monoclinic structure are similar. In fact in the experi-
mental patterns this peak is sharper, more intense and
slightly shifted towards larger diffraction angles com-
pared to the calculated ones, suggesting that the particles
exhibit an elongated shape in one of these directions. It is
reasonable to assume that the intensity as well as the shift

of the experimental peak around b ¼ 0:393 Å�1 is mainly
caused by the diffraction of the (200) planes, and that the
particles are elongated along the [100] axis. To prove this
hypothesis, the Debye scattering equation was calculated
for ellipsoidal particles (long radius = 3 nm and short
radius = 1.5 nm) with the long axis either parallel to the
[100], [010], or [001] directions, respectively (Fig. 3 short
dashed line, long dashed line and dot, short dashed line
respectively). All three calculated patterns seem to be
quite similar in terms of peak intensity and the only
difference lies in the position of the (002) (020) (200)
diffraction peaks. A comparison of the calculated
patterns with the experimental pattern clearly shows
that the best agreement is found, when the particles are
elongated along the [100] direction. The calculated peak

position is at b ¼ 0:393 Å�1, which fits perfectly with the
experimental reflection at b ¼ 0:393 Å�1, whereas calcu-
lations for a particle elongated along the [010] and along
the [001] give a peak position of b ¼ 0:388 Å�1 and

b ¼ 0:383 Å�1, respectively.
In conclusion, according to Debye calculations, the

particles are about 6 nm in length and about 3 nm in
width and display a preferential growth in the [100]
crystal direction. So the combination of XRD data and
Debye scattering equation calculations provides a pow-
erful tool to characterize the growth orientation of
crystals on the nanoscale, even when the possible axis of

2 nm

200

111

011

111
-

211a) b)

Fig. 2 HRTEM image of a single HfO2 particle (a) and its power
spectrum (b)

Fig. 3 Experimental pattern of HfO2 nanoparticles synthesized at
250� C (solid line), calculated patterns for 4 nm spherical particles
(dotted line), ellipsoidal particles of 6x3 nm elongated along the [100]
(short dashed line), [010] (long dashed line), [001] (dot, short dashed
line) respectively
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growth are nearly equivalent from a crystallographic
point of view.

Conclusion

This articles showed that XRD patterns of nanocrystals
can give useful and valuable structural information if
combined with calculation of the Debye equation. It was
demonstrated that such technique could be applied to
any form of matter in which there is a random
orientation. In particular it was successfully applied for

the determination of the preferential growing axis of
elongated HfO2 nanocrystals which was not unambigu-
ously possible by HRTEM measurements only.

Furthermore, because XRD statistically gives struc-
tural information about the whole sample, the calcula-
tion of the Debye equation is the ideal tool to be
associated with HRTEM structural studies.
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Introduction

The structure of bone at the molecular level consists of a
composite of mainly type I collagen, carbonated apatite,
a small fraction of non-collageneous proteins, and water.
The first two components form the bulk of the dry weight
of bone. During bone formation in vertebrates, the
collagen matrix is deposited first and is then mineralized
over a period of several months (primary and secondary
mineralization). It has been known for some time that the
mineral phase deposits as tiny platelets with nanometer
dimensions, both in and around the collagen fibrils. Their
specific loci and structural relationship to each other as
well as to the organic phase remains the subject of intense
research [1–5]. From transmission electron microscopy

(TEM) of rat bone lamellae, Weiner et al. [1,2] proposed
that the mineral platelets were ordered parallel to each
other within a single collagen fibril, but that the
orientation was random between different fibrils. More
recently, Rubin and coworkers found similar evidence
also in human bone [6]. High resolution atomic force
microscopy (AFM) clearly showed a stack of cards motif,
as well as demonstrating that the mineral plates follow
the characteristic D-spacing (of 67 nm) of the underlying
collagen fibrils, and have a thickness from 3–10 nm, and
a width (or length) from 30 to 120 nm [5]. In the same
study, globular noncollagenous proteins were observed
laterally bridging collagen fibrils. The thin mineral plates
could conceivably be accommodated inside regularly
spaced pores in the collagen fibrils, as proposed by Katz
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Abstract Small-angle x-ray scatter-
ing (SAXS) has been used exten-
sively in recent years to characterize
the thickness and orientation of
mineral particles in bone. While the
determination of these parameters is
straight forward, the detailed shape
of the SAXS curve turned out to be
much more difficult to analyze
quantitatively, because it is influ-
enced by the shape as well as by the
arrangement of the particles. The
spherically averaged SAXS curve
I(q) has been found to vary with
bone type and species. For bone
from mice and rats, I(q) is propor-
tional to q)1 at small q, which is
compatible with needle-like parti-
cles, and it is proportional to q)2 for
human bone, which is compatible
with plate-like particles. On the
other hand, such differences may

also be due to varying spatial
arrangements of plate-like particles.
Results from electron microscopy
and atomic force microscopy reveal
parallel arrangements of platelets
similar to stacks of cards in all types
of mature bone tissue. In the present
paper, we consider arrangements of
this type and derive simple analytical
expressions for small-angle scatter-
ing from short-range ordered stacks
of plate-like particles. Qualitatively,
these expressions can describe all
types of SAXS curves published for
different types of bone.
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and Li [7, 8]. However, it is not entirely clear that such
high regularity in fibrillar arrangement is present in bone,
although it was observed to exist in mineralized turkey
leg tendon [9–12]. Thus, the conclusion frommicroscopic
investigations is that the bone mineral phase consists of
very thin mineral platelets with a relatively low disper-
sion in thickness, but wider spread in the large lateral
dimensions, which are arranged with their faces parallel
to each other within a single fibril, but with less spatial
correlation between fibrils. Mechanically, such a scheme
where nanometer thin, stiff and brittle mineral platelets
are parallel oriented and laterally staggered (as observed,
for example, in [5] and [10]), with a thin intervening layer
of organic matrix, has been shown to have significant
mechanical advantages in stiffness and toughness
[13–15].

Due to the large electron density contrast between
mineral and collagen, the nanostructure of bone can be
well investigated by Small-Angle X-ray Scattering
(SAXS), which has the potential to provide quantitative
and statistically representative information in the range
of� 0.5–50 nm [16–18]. Because of a wide distribution of
the sizes of the mineral particles and their preferred
orientation [3, 10], local order in the packing of mineral
crystals [1], as well as heterogeneous fibril architecture
within the sampling volume [19], the quantitative inter-
pretation of the SAXS signal remains a challenge. Some
of the pioneering theoretical work in the field of SAXS
from strongly disordered, solid two-phase systems was
set up already in the fifties by Debye et al. [20], and in the
sixties by Ruland and co-workers for the determination
of structural parameters such as average chord lengths
[21] and preferred orientations [22]. These concepts have
been successfully adapted to describe mineral particle
size [23–25] and mineral particle orientation [26, 27] in
bone. In recent years, these relations turned out to be
particularly useful to obtain simple nanostructural
parameters in a position resolved way by using an
X-ray microbeam (‘‘Scanning SAXS’’). Examples in-
clude the spatial variation of mineral nanostructure in
trabecular bone [28–30], at the bone-cartilage interface
[31], in dentin [32, 33], at the mineralization front in
mineralized turkey leg tendon (MTLT) [34], in archae-
ological bone [35], as well as local alterations in the bone
material in diseases like osteogenesis imperfecta [26, 36–
39].

In addition to simple parameters characterizing the
thickness and the orientation distribution, it has been
observed that the shape of the SAXS curve also varied in
a systematic way. In particular, the scattering intensity
I(q) is proportional to q)1 at small q in some cases (e.g.
murine bone [24]), and to q)2 in, e.g. human bone. One
possible origin of this difference are needle-like crystals in
the first case, versus plate-like crystals, in the second [17,
23, 25]. Moreover, a totally different shape of the SAXS
curve has been found for fluorotic bone formed under the

influence of sodium fluoride [36]. Analytical expressions
for the SAXS intensity in simulated two-phase systems
based on needles and plates resembling some represen-
tations of bone nanostructure have been derived in [40].
However, since mineral volume fractions in bone are
high (around 50%), another possibility for the behaviour
of I(q) at low q is due to a different local arrangement of
(plate-like) crystals. The aim of the present paper is to
investigate whether the different shapes of the SAXS
curves are compatible with a structure resembling
‘‘stacks of cards’’. We derive analytical expressions for
simple arrangement of ‘‘stacked cards’’ and investigate to
which extent SAXS from different types of bone can be
described by such structural units.

Theoretical treatment

When considering the evaluation of the SAXS signal from bone, a
starting point is to model the mineral platelets as a randomly
spaced parallel stack of cards. Common SAXS pinhole instruments
cover typically a range of scattering vectors 0.1 nm)1 < q <
5 nm)1, corresponding roughly to a spatial resolution from � 1–
50 nm (the length of the scattering vector q is defined here as usual,
q ¼ 4p sin h=k, with 2h being the scattering angle and k the X-ray
wavelength). Therefore, only the thin dimension of the mineral
particles (and their lateral spacing) will participate to the measur-
able SAXS signal, and there will be no difference between a parallel
stack of cards and a staggered arrangement of mineral platelets.
Attempts to construct proper correlation functions for similar
situations were published in particular for lamellar polymer
systems [41–43]. In most cases a ‘‘long range order’’ attempt was
chosen, describing and analyzing deviations from a perfect periodic
stacking of lamellae. This attempt is however inadequate for bone
where the correlation between platelets is always ‘‘short range’’, as
there was never a correlation maximum detected in the SAXS
intensity from mineralized tissue. More recently, correlation
functions were also derived for short-range ordered arrangements
of lamellae in polymers [44, 45], but the obtained expressions were
not analytical.

Basic definitions

Due to the difficulty of interpreting the shape of the SAXS curve
I(q), only simple parameters have previously been used, such as the
mean degree of alignment of the particles and a linear dimension

T ¼ 4J
pP

; where P ¼ lim
q!1
½q4IðqÞ� and J ¼

Z 1

0

q2IðqÞdq ð1Þ

was used to characterize the typical thickness of the particles [24,
28]. Calling / the volume fraction of mineral and r its total surface
per unit volume of tissue, it has been shown that

T ¼ 4/ð1� /Þ
r

: ð2Þ

This parameter has been introduced by Porod [46] and can be
related to the mean chord lengths of the inclusions lI ¼ 4/=r and
of the matrix lM ¼ 4 1� /ð Þ=r by 1=T ¼ 1=lI þ 1=lM . [47]. Mean
chord lengths have been used frequently to analyze small-angle
scattering data [16, 17, 46] and are generally very useful for the
description of random media [47]. The advantage of T is that it is
independent of the shape and arrangement of the particles. All the
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information about the shape and arrangement of the crystals is
summarized in a rescaled function G(x) of the dimensionless
parameter x¼ qT, defined as [24]

GðxÞ ¼ x2Iðx=T Þ=ðJT 3Þ: ð3Þ

Systematic differences in G(x) are found between species and
possibly also with bone age or the volume fraction of mineral [24].
These differences seem to be very consistent throughout the existing
literature and indicate some systematic differences between tissue
structures.

In constructing our model we start from the following definition
of the spherically averaged SAXS intensity [40, 48].

IðqÞ ¼
Z

eiq�r wðrÞ � /ð Þdr
����

����

2
* +

ð4Þ

where wðrÞ ¼ 1 if there is mineral at the position r, and wðrÞ ¼ 0 if
there is organic matrix. The volume fraction of mineral, / is the
average of wðrÞ over the illuminated specimen volume. The
brackets hi indicate the spherical average. We assume an arrange-
ment of the mineral in arrays of parallel thin platelets (the length
and breadth of the platelets are both much larger than their
thickness).

Under these conditions, the scattering intensity can be written in
the approximate form [40]

IðqÞ ¼ 2p
q2

Z 1

�1
eiqz wðzÞ � /ð Þdz

����

����

2

¼ 2p
q2

S1ðqÞ: ð5Þ

The function w is considered here as a function of z only and not of
the full position vector r. The linear structure factor S1(q) is related
to the one-dimensional correlation function h(z) along z

S1ðqÞ ¼ ~hðqÞ ¼ 2

Z 1

0

cosðqzÞhðzÞdz

or (equivalently) hðzÞ ¼ 1

2p
~S1ðzÞ; ð6Þ

where we have used a tilde to denote the (one-dimensional) Fourier
transform. Using the definitions above (eqs 1 and 2), we have

P ¼ 2p lim
q!1
½q2S1ðqÞ� ¼ �4ph0ð0Þ ¼ 2pr; and

J ¼ 2p
Z 1

0

S1ðqÞdq ¼ 2p2hð0Þ ¼ 2p2/ð1� /Þ: ð7Þ

where the prime denotes the first derivative. Moreover,

GðxÞ ¼ S1ðx=T Þ
pT/ð1� /Þ ¼

~gðxÞ
p

; ð8Þ

using the rescaled (one-dimensional) correlation function

gðfÞ ¼ hðT fÞ
/ð1� /Þ : ð9Þ

As a consequence, the function G(x) is directly related to the
rescaled one-dimensional correlation function by a simple Fourier
transform.

Simple models for stacks of cards

One-dimensional correlation functions have been calculated previ-
ously in a different context [40, 48]. Two examples are given here.
Let us consider points thrown at random onto the line. Consider
the points as being the limit between consecutive segments. Under
these conditions the segment length distribution pðdÞdd is just an
exponential pðdÞ ¼ e�qd, where q is the density of the points on the
line [48]. The first example consists of colouring a fraction / of the
segments (chosen at random) in black (symbolizing the mineral

phase). This situation corresponds to a widely distributed range of
plate thickness, with an average value of 1/q for the plate thickness
(see Fig. 1a). Also, there is no correlation in the position of the
plates along the line perpendicular to the plane surface. G(x) has
been calculated for this case in [40] to give a Lorentzian

GðxÞ ¼ 4

p
1

x2 þ 4
; ð10Þ

for which it follows that the correlation function is a decreasing
exponential [20].

gðfÞ ¼ e�2f: ð11Þ

A second example has been calculated in [48] (see Fig. 1b). It was
assumed that for each interval the left portion, corresponding to a
fraction / of the interval, is coloured black. In this way, particles
have again a wide thickness distribution (with an average thickness
of //q) but they have now strong positional correlations, as there is
an organic layer of given thickness at the right of each particle (see
Fig. 1b). The scattering function is given in [48], appendix C2.
Recasting these expressions into the notations of the present paper,
we obtain

GðxÞ ¼ 4

p
x2

ðx2 þ 4/2Þðx2 þ 4 �/2Þ
ð12Þ

and

gðfÞ ¼ /e�2/f � �/e�2
�/f

/� �/
; ð13Þ

where we use �/ ¼ 1� /. This clearly shows that one expects G(x)
to depend on the volume of the particles as well as on their mutual
arrangement. Note that for small volume fractions of mineral
(/! 0), Eq. (12) reduces to (10), which means that there is no
more correlation in the position of the platelets when their density
decreases.

Generally, (10) and (12) are expressions are of the type

GðxÞ ¼ 4

p
x2 þ a

x4 þ bx2 þ c
ð14Þ

where–due to the normalization conditions of G(x) – the constant a
is given as a function of b and c. Moreover, since G(x) must not be
negative, c > b2/4. Another way of writing G(x) is

GðxÞ ¼ 4

p
x2 þ a

ðx2 þ ðâ� b̂Þ2Þðx2 þ ðâþ b̂Þ2Þ
ð15Þ

where â and b̂ are complex numbers. The fact that a, b, c are real
puts constraints on these complex numbers. The analysis shows
that â must be real and positive (we write â ¼ a) and that b̂ must be
either real (b̂ ¼ b) or purely imaginary (b̂ ¼ ib). Finally, we obtain
the following expressions for the model functions:

GðxÞ ¼
4
p

x2þða�1Þða2þb2Þ
x4þ2ða2�b2Þx2þða2þb2Þ2 for b̂ ¼ ib

4
p

x2þða�1Þða2�b2Þ
x4þ2ða2þb2Þx2þða2�b2Þ2 for b̂ ¼ b

8
><

>:
ð16Þ

and

gðfÞ ¼
e�af½cosðbfÞ þ a�2

b sinðbfÞ� for b̂ ¼ ib

e�af½coshðbfÞ þ a�2
b sinhðbfÞ� for b̂ ¼ b

8
<

:
ð17Þ

These functions depend on two parameters. Note that eq. (12) and
(13) are obtained for a ¼ 1 and b ¼ 1� 2/. It reduces to eq. (10),
(11) when b2 ¼ ða� 2Þ2 (case b̂ ¼ b) or a� 2 ¼ b ¼ 0 (case
b̂ ¼ ib). The first parameter, b, defines an oscillatory part of the
correlation function and 2pT/b can be interpreted as a typical
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distance between successive plates. The second parameter, a,
describes a damping of the oscillation. The larger this (dimension-
less) parameter, the stronger the damping due to disorder in the
arrangement of the plates. The two parameters translate into the
shape of the G(x) function as shown in Fig. 2.

A wide range of maximum positions and widths of the G(x)
curve can be obtained by varying the parameters a and b. Hence, a
model of parallel plates with varying spacing and degree of order

will qualitatively described all the types of G(x) curves reported for
various bone tissues [24]. Fig. 3a summarizes the positions of
maxima x0 for a range of a and b values. With increasing b, the
maximum x0 of G(x) shifts to larger values of x. For a¼ 1, G(0)=0,
and the maximum in G(x) is well pronounced. For a >1, the ratio
G(0)/G(x0) increases (Fig. 3b), indicating a widening of the peak as
a result of the increased disorder, until this ratio reaches one, and
the maximum of G(x) has shifted to x0=0. Generally speaking,
G(x) has its maximum at x0=0, when b is small or a is large.
Interestingly, for b>1, the maximum position x seems to be mostly
determined by b, (i.e. the average platelet distance), while the width
of G(x) is essentially a function of a (i.e. the damping of the
distance correlations).

Discussion

To test the agreement of the model function with SAXS
data from human bone [49], we have used G(x) curves
determined from bone biopsies of normal patients and
fitted them with the model (Eq. 16). Specimen prepara-
tion and measurement have been described in detail in
earlier work [25, 30, 39]. An example for such a fit is
shown in Fig. 4

When this type of fit is carried out for a large number
of data sets from human bone, one obtains a and b values
as shown in the graph in Fig. 5.

These data indicate that the expressions (16) and (17)
can be used for a quantitative description of SAXS data
from bone. It also shows that the general hypothesis of

Fig. 1 Two simple distributions
of parallel plates based on ran-
domly positioned points on a
line. In (a) a fraction / of the
segments between the points is
chosen at random and the cor-
responding spaces filled with
mineral. The corresponding
SAXS signal is defined by eqs.
(10) and (11). In (b) each segment
of (Poisson distributed) length d
is subdivided into two parts of
length /d and (1-/)d, respec-
tively, the first part being filled
with mineral. The corresponding
SAXS signal is given in eqs. (12)
and (13)

Fig. 2 Examples for G(x) functions with different values of the
parameters â and b̂. The dotted line corresponds to eq.(10). The two
broken lines shows examples where G(0)¼ 0 (corresponding to â ¼ 1Þ
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stacked mineral platelets, which is in line with TEM and
AFM results [1, 4, 5, 10, 50], is a viable assumption for all
types of bone, and that there is no need to interpret some
previous SAXS measurements in terms of needle shaped
mineral particles [23, 24]. As clearly shown in Fig. 2, it is

possible to obtain G(x) curves with a well-defined
maximum, such as typically found for murine bone
[23–25], and which may alternatively be due to needle-
like crystals. But there are also examples of G(x) curves
without any peak away from x = 0, such as typically
found in human bone [24, 28]. Qualitatively, it is clear
that all types of typically observed G(x) shapes can be
described by appropriate values of a and b, a quantitative
fit of all these data is, however, beyond the scope of this
paper.

Interestingly, all the data in Fig. 5 group around a� b
� 1.5 with a clear correlation between them. For larger b
(smaller correlation distances), the damping of the
correlations given by a is also stronger. This corresponds
to a specific shape of the correlation function (Eq. 17)
with one clear minimum but no secondary maximum.
This is visualized in Fig. 6 together with the two extreme
cases, a>>b, and b>a. The insert in Fig. 6 displays
additionally the function G(x)/x2 for these three corre-
lation functions, corresponding to a (normalized)
intensity distribution as it would be directly measured
in a SAXS experiment. The case a = 2 and b = 0
corresponds to the well known exponentially decreasing
correlation function (Eq. 11) [20], leading to a Lorentzian
form of G(x). Such a behaviour was found for instance in
sodium fluoride treated osteoporotic bone [36],
indicating that fluoride treatment leads to full disinte-
gration of positional correlations between the mineral
platelets. The other situation displayed in Fig. 6 corre-
sponds to the case of weak damping (b>a), which leads
to a secondary maximum in the correlation function. As
a consequence, not only G(x), but also the measured
intensity (given by G(x)/x2 in Fig. 6) shows now a clear
interference maximum due to the inter-particle interfer-
ence. Such a general behaviour is very frequently

Fig. 3 Maximum position x0 of the function G(x) defined by eq. (16),
as well as the ratio G(0)/G(x0), characteristic for the width of the
curve. The area shaded in grey corresponds to sets of parameters
where G(x) is maximal at 0

Fig. 4 Example of the fit (full line) of the G(x) curve from several
measurement positions in human trabecular bone (dots) shown
superimposed as a function of x

Fig. 5 Values of a and b for a large number of fits such as in Fig. 4
(where we have taken b̂ ¼ ib) fro human bone. Bone from different
locations and different individuals was included. The full line indicates
a slope of 1
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observed for instance in decomposing 2-phase systems
such as metal alloys, glasses or polymer mixtures (see,
e.g. for [51] an overview), but was never found for bone.

Conclusion

A model of stacked, plate-shaped mineral particles with
strongly damped short range correlations is able to
quantitatively describe the small-angle X-ray scattering
from bone. The scattering function G(x), rescaled with
respect to the ‘‘plate thickness’’ T, can generally be
described by two parameters, an average correlation
length and the damping of the correlations. This opens
the possibility to add to the parameters T and q, already
used extensively to describe particle thickness and degree
of particle alignment in bone, two further parameters
which describe the average spacing of stacked platelets. It
also shows that it is not necessary to assume needle-like

crystals to describe some of the SAXS curves from bone.
Indeed, a similar effect can result from the interference
due to weak positional correlations in the positions of
plates arranged in the form of ‘‘stacks of cards’’. While
quantitative fits of measured data were beyond the scope
of this paper, a qualitative analysis shows that all typical
SAXS curves published for different types of bone can
generally be described by this approach. The differences
would be due to variations in lateral spacing and degree
of order in the stacking of the crystals. Unfortunately,
this does not exclude the possibility that the peaked
shape of G(x) arises from needle-shaped particles rather
than from short-range ordered stacks of cards. There is
simply no way to distinguish between these possibilities
by SAXS alone. Nevertheless, if a stack-of-card structure
can be ascertained, e.g., by electron or atomic force
microscopy, the SAXS curves can be fitted to determine
particle spacing and degree of order with high statistical
accuracy.

Fig. 6 Examples of correlation
functions (Eq. 17) for different
parameter combinations. The
insert shows the function G(x)/
x2, which corresponds essentially
to the scattering profile as mea-
sured directly by SAXS
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Introduction

The degree of crystallinity of polymers is of extreme
importance for the physical and mechanical properties of
the materials based thereon. The resistance against
chemicals, the moisture absorption, and mechanical
properties like abrasion resistance, stiffness, tensile
properties and toughness are all directly related to the
crystallinity. Accordingly, an accurate knowledge of
the crystallinity of polymer materials is a prerequisite for
the polymer scientist and for the materials engineer.

Several experimental techniques exist to determine the
degree of crystallinity of semi-crystalline polymers. A
very reliable technique is Wide Angle X-Ray Diffraction
(WAXD) [1], yielding a mass fraction crystallinity.
Differential Scanning Calorimetry (DSC) records the
heat of fusion and - provided a reference heat of fusion is
known – also yields the mass fraction of crystalline
material [2]. Small Angle X-ray scattering can be used as
well. The result is a volume fraction crystallinity

provided the data are interpreted in terms of a realistic
morphological model. There exist well-established
methods for semi-crystalline morphologies composed of
alternating crystalline and amorphous layers [3–5]. A less
frequently applied technique to determine the mass
fraction degree of crystallinity is solid-state wideline
proton NMR [6]. The principle is, that polymer chains
present in the crystalline fraction and those present in the
amorphous fraction exhibit a different mobility, and
accordingly different NMR relaxation times and
linewidths. All techniques should be handled with care,
since crystallinity implies a crystalline-amorphous
two-phase concept whereas there is abundant evidence
for a third phase often thought to be situated at the
interface between the crystalline and the highly mobile
fully amorphous regions [7]. This third phase has hybrid
characteristics in between those of crystalline and
amorphous material and is often referred to as ‘rigid
amorphous’. The extent to which this fraction contrib-
utes to the measured crystallinity depends on the method
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used. Careful analysis of all data may not only pinpoint
the presence of this particular phase but may also throw a
light on its topology. In this paper a morphological
picture is presented that is best compatible with the
obtained degrees of crystallinity by WAXD, DSC, SAXS
and solid state NMR.

For this study a series of isomeric, linear aliphatic
polyamides was used, viz. Polyamides 4.12, 6.10, 8.8 and
10.6. A study on the thermal properties, the crystalliza-
tion rates and some physical and mechanical properties
of these polyamide isomers was published earlier [8].

Experimental

Polymer synthesis

The polymers were synthesized using a two-step batch process [9,
10]. In a first step, at elevated pressure and in presence of significant
amounts of water, a low molar mass ‘prepolymer’ is synthesized
with Mn = 1000-2000 g/mol. The latter is partially crystalline and
was postcondensated in the solid state using a static bed reactor for
24–45 h under a constant flow of nitrogen and steam at 35�C below
the melting points of the resulting polymers until the desired
molecular weight is reached. The starting chemical, 1,4-diamin-
obutane, was kindly provided by DSM, and used without further
purification. 1,10-Diaminodecane was used as received from
Sigma-Aldrich. All other a;x-dicarboxylic acids and a;x-diamines
were purchased from Acros Organics and used as received.

Molecular characterization

Carboxylic acid endgroups were determined by potentiometric
titration of a solution of the polyamide in m-cresol with a m-cresol
solution of tetrabutylammoniumhydroxide. Amine endgroups were
determined by potentiometric titration of a solution of the
polyamide in phenol with a solution of hydrogen chloride in
phenol/ethylene glycol. In choosing the 1,4-diaminobutane based
polyamide (PA) 4.12 as one of the polyamides of study, one has to
realize that during synthesis at elevated temperatures 1,4-diamin-
obutane, either in its monomeric form or present at the end of a
polymer chain, will be partially transformed into the cyclic
pyrrolidine. This group is a potential chain stopper and will be
present as a third endgroup. Pyrrolidine endgroups were deter-
mined with a flow-fluorimeter. The concentration of a fluorescent
compound, generated by reaction of pyrrolidine with 4-chloro-7-
nitro-benzofurazane, was measured. The number of all measured
endgroups was converted into a number average molar mass, Mn,
assuming two endgroups per polymeric chain, and accordingly the
absence of branching.

Size Exclusion Chromatography (SEC/DV) was performed on
polyamide 4.12 to characterize the molar mass distribution using a
HP-1090M, equipped with a UV-diode array detector. The solvent/
eluent was hexafluoroisopropanol. The intrinsic viscosity of the
eluates was measured on line with a Viscotek differential viscosim-
eter detector, model 200, and the absolute molecular weights were
calculated according to the universal calibration method using PS
standards.

WAXD analysis

The WAXD measurements were conducted in the transmission
mode at room temperature on 2 mm thick samples using a
horizontal Geigerflex diffractometer on a Rigaku Rotaflex

RU-200B rotating Cu anode at a power of 4 kW. The scattered
Cu Ka radiation with a wavelength k ¼ 1:542Å was detected on a
scintillation counter after filtering with Ni over the angular range
2 < 2h < 60�, with 2h the scattering angle. Data were acquired
every 0:05� 2h during 6 s. The powders were inserted in small
aluminum frames, sealed with thin mica sheets.

The powder patterns were decomposed into a background, two
amorphous halos and a series of crystalline reflections character-
istic for the a phase. Reflections were labeled with Miller indices
according to literature data [11]. Gaussians were used to describe
the crystalline reflections and Lorentz functions for the amorphous
halos using the ‘Peak Fitting Module’ of ’Microcal Origin’, version
6.0 [12]. The mass fraction crystallinity was calculated from the
ratio of the area enclosed by the crystalline reflections to that of the
total intensity without the background.

Of particular importance is the position of the a-phase 001
reflection. The associated lattice distance, d001, which can be
calculated from it by using Bragg’s Law, k ¼ 2d sinðhÞ, corre-
sponds to the distance between crystallographically identical
hydrogen bonds. The associated reflecting planes lay parallel to
the surface of the lamellar crystallite [11]. As a result, d001
corresponds to the projection of the length of the molecular
repeating unit along the chain axis on an axis perpendicular to
the lamellar surface. The length of the molecular repeating unit is
identical for all studied isomers and equals 22:3Å. Accordingly,
the tilt of the crystalline stems in the lamellae can be calculated
from

tilt ¼ arccos
d001
22:3

; ð1Þ

with d001 expressed in Å. Contrary to the situation for polyamide
4.12 and 10.6, the 001 reflection is weak in the case of polyamide
8.8 and 6.10 but the 002 reflection is strong. Consequently, in these
cases d001 was calculated from the 002 reflection. The lamellar
thickness can be extracted from SAXS data as discussed below or
from the width of the 001 or 002 reflection by using the Scherrer
equation [13]:

Dhkl ¼
k

b cos h
ð2Þ

with b the integral width of the related crystalline peak expressed in
radians. The integral widths were calculated as the ratio of the peak
area to its height. When the lamellar thickness is divided by d001,
the number of unit cells, stacked along the lamellar normal, is
obtained. Eq. (2) was also applied to the 100 reflection. No
corrections were made to account for instrumental peak broaden-
ing. As a result the peak widths may be slightly over estimated and
accordingly the corresponding crystal sizes underestimated.
However, typical polymer crystalline reflections are very broad
by nature (small crystallite sizes) by which the relative influence of
instrumental effects is limited.

DSC analysis

Specific heat capacity, cp(T), data were collected using a Perkin
Elmer DSC7, calibrated with the melting point of Indium
(156:6 �C) and benzophenone (48 �C) for the temperature and with
Indium for the enthalpy (28.45 Jg)1). The block surrounding the
measuring unit was thermostatted at �10 �C with liquid nitrogen
and the unit was flushed with dry nitrogen. Heating curves were
recorded at 10 �C/min from 50 up to 260 �C on 5 mg samples in
Perkin Elmer standard aluminum pans. The cp(T) based mass
fraction crystallinity, wc(T), was calculated as a function of
temperature according to [2, 14]:

wcðT Þ ¼
haðT Þ � hðT Þ
haðT Þ � hcðT Þ

ð3Þ
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with ha(T) and hc(T) the temperature dependent reference enthal-
pies of the amorphous and crystalline phase, respectively. Refer-
ence values are available in the ATHAS data bank for polyamide
6.10 [15]. This databank contains reference heat capacity and
enthalpy data for a large number of polymers, but no data are
present for the polyamides 4.12, 10.6 and 8.8. However, because of
the chemical similarity, the reference values for polyamide 6.10
were used also for the other polyamides in this work. The
experimental enthalpy, h(T), was obtained through integration of
cp(T) according to:

hðT Þ ¼
ZT

Tref

cpðT ÞdT þ hðTrefÞ ð4Þ

with h(Tref) the known enthalpy of amorphous material at 250 �C,
ha(250

�C). Eq. (3), which only contains terms referring to the
extreme states, is based on the assumption that the sample is an
ideal two-phase (crystalline and amorphous) system with sharp
transition zones. The glass transition of polyamide 6.10 occurs at
49.84 �C according to the ATHAS data bank.

SAXS analysis

All SAXS patterns were recorded with a Rigaku Kratky camera
on a Rigaku Rotaflex RU-200B rotating Cu anode at a power of
4 kW. Cu Ka radiation was obtained by filtering with Ni and
data were collected on a Braun linear position sensitive detector.
The powders were measured at room temperature while being
kept in a lead frame, sealed with aluminum foils. A blank
scattering was subtracted taking into account the sample
transmission. The obtained slit smeared intensities, ~IðsÞ, were
smoothed by means of cubic splines and the tail region in the
window 0.018 < s < 0.035 Å

�1
was fitted with the empirical

relation [16]:

~IðsÞ ¼ Bþ P
s3
exp �38 srð Þ1:81
� �

ð5Þ

with s the modulus of the scattering vector and equal to 2 sinðhÞ=k,
B a constant background, P the Porod constant and r a parameter
that characterizes the thickness of the transition layer between
crystalline and amorphous regions. This thickness equals 3r. The
constant B was subtracted and the as obtained scattering patterns
were extrapolated to high scattering vector using the second term in
eq. (5) in order to cut off the WAXD 001 reflection before
desmearing by the Guinier-DuMond procedure [17] implemented
in ‘TOPAS’, software developed by Dr. N. Stribeck, University of
Hamburg. Fig. 1 illustrates the subsequent steps in this procedure
for polyamide10.6.

Next, the desmeared intensities, I(s), were analyzed in terms of a
lamellar model using the correlation function approach. Linear
correlation functions, CF(x), were calculated by Fourier transfor-
mation and normalization to the integrated intensity of the
corresponding ideal two-phase structure, Qid:

CF ðxÞ ¼

R1

0

IðsÞs2 cos 2pxsð Þds

Qid
ð6Þ

The corresponding ideal two-phase structure refers to the structure
characterized by the reference state densities and a sharp crystal-
line-amorphous interface in the middle of the interphase as
schematically represented in Fig. 2 [18].

Before transformation, I(s) was extrapolated nominally to
infinity using the relation [19]:

lim
s!1

IðsÞ ¼ C
P
s4
exp �4p2r2s2
� �

ð7Þ

up to s = 0.09 Å
�1
, with C a scaling constant. Secondly, I(s)s2 was

extrapolated to s = 0 Å
�1
by the function Ds2, with ’D’ the

appropriate constant to connect the zero point at s = s = 0 Å
�1

to
the first reliable measured data point. The value Qid was obtained
from the intercept of the linear regression to the autocorrelation
triangle before normalizing the correlation function [18]. After
normalization, CF(x) is obtained as illustrated for polyamide 10.6
in Fig. 3.

This Figure shows that the mentioned linear regression inter-
sects the abscissa at x¼A, which in the case of lamellar systems can
be written as [20]:

A ¼ /L 1� /Lð ÞLp ð8Þ

with /L the local crystallinity in the lamellar stacks and Lp the
number average distance between neighboring crystals. Solving this
equation for /L with Lp read from the position of the first side
maximum in CF(x), yields two solutions. One solution represents
/L whereas the other one is the amorphous fraction (1� /L). Other

Fig. 1 Illustration of the SAXS data pre-processing for polyamide
10–6. It is representative for the other polyamides in this work with
the WAXD 001 reflection around s = 0.055 Å

�1
being very weak for

the polyamides 8.8 and 6.10

Fig. 2 Cross section through part of a lamellar stack used as a model
in the analysis of the SAXS patterns. The thin full line: pseudo two-
phase structure with transition layers with total thickness 3r. Thick
full line: density profile of the corresponding ideal two-phase structure
with electron densities qA and qC for the amorphous and crystalline
phase, respectively. The parameters in this figure that can be extracted
when working in terms of this model are explained in the text
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techniques, like WAXD, DSC or NMR are needed to decide which
fraction corresponds to which phase. Knowing the appropriate
value for /LL one can calculate the number average crystalline
layer thickness, lC, from (/L)Lp and the number average amor-
phous layer thickness, lA, from (1� /L)Lp. These parameters refer
to the corresponding ideal two-phase structure with the border line
between the crystalline and amorphous layers at the middle of the
transition layer of the pseudo two-phase structure, as depicted in
Fig. 2.

Solid state NMR analysis

1H NMR spectra were recorded from room temperature to 150 �C
on a Varian-Chemagnetics CMX200 spectrometer operating at a
frequency of 200 MHz. Samples were contained in a 5 mm
diameter coil, allowing a 90� pulse width of 2 ls. Broadline spectra
were recorded using the standard solid-echo pulse sequence
ð90x � s� 90y � s1Þ with s and s1 set to 12 and 9 ls, respectively.
The spectra are typically the result of 16 scans, recycle delay 5 s and
a spectral width of 1000 kHz. Each spectrum was fitted to a
combination of a Gaussian and Lorentzian peak, representing
contributions from the rigid and mobile components of the
polymer, respectively. 1H T1q decays were recorded on the same
sample, using for excitation a 90� pulse of 2 ls, and a spin-locking
field strength of 62.5 kHz, at various spin-lock times up to 100 ms.
The remnant magnetization at each spin-lock time was determined
from the integrated intensity of the appropriate broadline spec-
trum.

Sample history

The crystallinities discussed in the present paper were measured
without imposing any additional thermal program to the as
synthesized powder like samples. This sample history was preferred
because it yields a rather monodisperse type of crystals, judged
from the relatively simple DSC melting traces. A double melting
peak is observed at rather high temperatures, which is due to
melting-recrystallization-remelting. During heating after cooling
from the melt, both at 10�C/min, a more complex melting behavior
is observed with - aside from the high temperature peaks - several

additional peaks occurring below 215 �C that point at the
additional presence of less perfect crystals. For the presented
characterization work, well developed and nominally monodisperse
semicrystalline morphologies are needed as e.g. obtained directly
after synthesis and post-condensation. The complex melting
behavior after cooling from the melt will be discussed separately
elsewhere [25].

Results

Molecular characterization

Table 1 summarizes the endgroup concentrations of the
four polyamides and the calculated Mn values. In
contrast to the other polyamides polyamide 4.12 displays
a majority of amine endgroups. In the synthesis of this
particular polymer excessive 1,4-diaminobutane was
used, as in the high temperature post-condensation step
a substantial amount of this volatile product evaporates.
Secondly, this excess intents to compensate for the partial
transformation into (inactive) cyclic pyrrolidine.

The SEC-chromatogram of polyamide 4.12, represen-
tative for all studied polyamides, showed an almost
perfectly symmetrical SEC curve, from which a linear
Mark-Houwink plot could be constructed (not shown
here). This linearity points to a non-branched character
of the synthesized polyamides. From this experiment the
following data could be deduced: Mn = 14,000 g/mol,
Mw = 30,000 g/mol and Mw/Mn = 2.1. The polydisper-
sity index very is close to the theoretical value of 2 for
linear polycondensates. Most likely the higher Mn value
obtained from the endgroup measurements is due to the
(inevitable) presence of some cyclic molecules, which do
not contain endgroups but which are detected in a SEC/
DV run. As a result, the reported endgroup based Mn
values are slightly too high.

WAXD

Fig. 4 and 5 display the decomposed WAXD patterns of
the polyamides 4.12 and 8.8, respectively. The scattering
pattern of polyamide 10.6 is comparable to that of
polyamide 4.12 and polyamide 6.10 resembles that of
polyamide 8.8. The only difference in the scattering

Fig. 3 Correlation function for polyamide 10.6 (thin line) with the
linear regression to the autocorrelation triangle intersecting the
abscissa at x = A (thick line). The position of the first side maximum
corresponds to Lp

Table 1 Endgroups and calculated Mn values of the polyamides
(PRD = pyrrolidine)

NH2 COOH PRD Mn
(meq/g) (meq/g) (meq/g) (g/mole)

polyamide 4.12 0.047 0.026 0.031 19,200
Polyamide 10.6 0.009 0.068 – 26,000
polyamide 8.8 0.015 0.135 – 13,300
polyamide 6.10 0.021 0.085 – 18,900
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patterns between these two sets of isomers is in the
relative intensity of the 001, 002 and 003 reflections. It
can be shown that this depends on the relative position of
the planes - parallel to the lamellar surfaces - that contain
the hydrogen bonds [21]. There are two such planes per
crystalline unit cell and the distances between them are
identical for the polyamides 4.12 and 10.6 on the one
hand and for the polyamides 6.10 and 8.8 on the other
hand. The shortest distance is enclosed by the nitrogen
atoms in the polyamides 4.12 and 6.10 and by the
carbonyl units in the polyamides 10.6 and 8.8. Chain
folded lamellae of even-even polyamides are composed of

hydrogen-bonded sheets that are stacked by van der
Waals interactions. Neighboring intra-sheet chains must
progressively shear, for all C ¼ O � � �H � N type hydro-
gen-bonds to be linear. As a result the chain axes are
inclined at an angle of 13� to the normal of the chain
folded sheet edge [11]. These sheets stack together either
with again progressive shear, termed a-phase, or with
alternating shear, termed b-phase [22]. The two phases
can hardly be distinguished in WAXD powder patterns.
However, in another paper, dealing with the crystal
structure of these polyamides as determined form stretch
aligned samples, it will be shown that only the a
polymorph is present [23]. The intra-sheet and inter-
sheet shearing in the a-phase results in an overall tilt of
the chains with respect to the lamellar normal, which - as
mentioned above - can be calculated from eq. (1).

It should be remarked that in fact more crystalline
reflections exist than are actually used in the fitting of the
WAXD scattering patterns [23]. They occur at angles
larger than 20� and are very weak. Important clusters of
these reflections are gathered in single broad reflections
as e.g. the reflection around 50–60 � in an attempt to
account for those. The obtained crystallinity values are
collected in Table 2 together with those obtained from
DSC. The lattice characteristics, based on the positions
and widths of the 001, 002 and 100 reflections, are listed
in Table 3 together with the total tilt.

The values of D001 or D002 correspond to the crystal
thickness and when divided by d001 or (2*d002) the
number of repeating units along the orthogonal to the
lamellar surfaces is obtained. This number (# of units in
Table 3) is in between 3 and 3.5 in the present case and
corresponds to the values reported earlier for single
crystals of polyamide 6.6 [24].

Fig. 4 WAXD patterns of polyamide 4.12 (open circles) with the
amorphous and crystalline contribution highlighted in gray and black
respectively. The crystalline reflections are depicted separately in white

Fig. 5 WAXD patterns of polyamide 8.8 (open circles) with the
amorphous and crystalline contribution highlighted in gray and black
respectively. The crystalline reflections are depicted separately in white

Fig. 6 Heat capacity of polyamide 4.12, cp(T), during heating at
10�C/min. The ATHAS reference heat capacities of amorphous,
cpa(T), and crystalline, cpc(T), polyamide 6.10 are included for
comparison
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DSC

Fig. 6 displays the cp(T) curve of polyamide 4.12 and
Fig. 7 the corresponding enthalpy evolution together
with the crystallinity as a function of temperature. The
polyamide 6.10 ATHAS reference curves are also
included. The good agreement in the melt between cpa(T)
and the experimental cp(T) curve supports the use of
these references. The curves of polyamide 4.12 are
representative for the other polyamides in this work,
although melting and recrystallization phenomena are
more apparent in the other samples (double melting
behavior). These, however, do not influence the crystal-
linity calculation. A full discussion of the structural
changes during heating will be presented in a next paper

[25]. Of interest here is the crystallinity of which the
values at 120�C are listed in Table 2.

The crystallinity at 120�C, which corresponds very
well with the WAXD based estimates, is reported since
towards lower temperatures a very small but noticeable
decrease of the crystallinity is observed. This may be an
artifact due to the presence of rigid amorphous material
as demonstrated in model calculations by Mathot and
van Ruiten [26]. Below 120�C some amorphous material
can be present with a heat capacity below cpa(T), the
value characteristic for truly liquid like material. As a
result the used two-phase approach is no longer relevant,
but - if used - may yield a decreasing rather than a
constant crystallinity. The slow transformation of this
fraction into liquid like material can be considered as
postponed devitrification. Similar effects are noticeable
in the NMR data as will be discussed below. The
crystallinity decreases upon heating beyond 135 �C,
which - as will be shown elsewhere [25] - correlates well
with a pronounced increase of the inter-sheet distance.
This process finally ends in the Brill transition [27]. Since
(pre)melting only starts at 135�C a comparison of the
crystallinities at 120 �Cwith the room temperature values
obtained by other techniques is justified.

SAXS

The SAXS based morphological parameters are listed
in Table 4. The majority fraction has been labeled
‘crystalline’. At first sight this may not be the most
straightforward option since the DSC and WAXD
crystallinity values are more close to the SAXS minority
fraction, (1� /L). The fact that SAXS yields volume
rather than mass fractions would not alter the case.

Instead of comparing the crystallinity, the crystal
thickness was used for the assignment. Indeed, the values
of lC, as listed in Table 4, with the assumption of /L

being the majority fraction, correspond most to the
WAXD crystal thickness based on the widths of the 001
or 002 reflections. Often a discrepancy between the SAXS
and WAXD/DSC crystallinity has been associated with
the presence of large amorphous regions outside the
lamellar stacks. These contribute to the DSC/WAXD
estimate but are not probed by SAXS. The SAXS
technicalities related to this matter have been communi-
cated earlier [20]. Alternatively and in absence of such
larger amorphous areas, part of the crystalline-amor-
phous interphase may contribute to the SAXS crystal-
linity and not to that of DSC and WAXD. Indeed, when
the ’core crystallinity’ in e.g. the case of polyamide 4.12 is
calculated from (core lC)/Lp a value of 0.34 is obtained,
which upon transformation into mass fraction may well
end close to the WAXD number. An objection, however,
to this idea is that, if the transition layer would not
contribute to the WAXD crystallinity, then it would

Fig. 7 Enthalpy, h(T), and crystallinity of polyamide 4.12 during
heating at 10�C/min. The ATHAS reference enthalpies of amor-
phous, ha(T), and crystalline, hc(T), polyamide 6.10 are included for
comparison. Note the axis break in the crystallinity scale

Table 2 DSC (at 120�C) and WAXD (at room temperature) mass
fraction crystallinity

DSC crystallinity
at 120 �C

WAXD crystallinity
at room temperature

polyamide 4–12 0.440 0.422
polyamide 10–6 0.402 0.388
polyamide 8–8 0.408 0.410
polyamide 6–10 0.387 0.390

Table 3 WAXD morphological parameters. Lattice spacings are
denoted as dhkl and crystal sizes based on eq. 2 as Dhkl.

D001

or D002

D100 d001 d002 # of
units

Tilt

(Å) (Å) (Å) (Å) (�)

polyamide 4–12 57.25(001) 102.68 17.96 - 3.2 36.35
polyamide 10–6 64.25(001) 88.94 17.36 - 3.7 38.85
polyamide 8–8 56.45(002) 104.24 - 8.55 3.3 39.91
polyamide 6–10 49.58(002) 96.95 - 8.61 2.88 39.48
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neither contribute to the crystalline peaks and conse-
quently neither to the width from which the WAXD
crystal thickness was calculated. In that case the WAXD
crystal thickness would be smaller than that obtained by
SAXS, which contradicts the experimental results.
Hence, at this stage – before having considered the
NMR data – the presence of large amorphous areas
outside the semicrystalline regions seems to be most
plausible together with the thought of having transition
layers that partially contribute to the WAXD crystalline
reflections. Fig. 2 illustrates the concepts ’crystalline and
amorphous core’.

Solid state NMR

At room temperature, the spectrum of all samples is a
single, broad peak with no discrimination between
crystalline and amorphous phases, consistent with the

polymer being below its glass transition (Fig. 8). The
small (<5%) narrow peak is most probably due to
absorbed moisture. The broad peak is fitted well to a
Gaussian, which provides justification for the use of this
function in fitting the broad component of the spectra at
elevated temperatures. The spectra were then recorded at
10 � intervals from 100 to 150 �C. Above 120 �C there was
no change in the appearance of the spectra, and so this
temperature has been used as a reference temperature for
all the samples in the assessment of crystallinity.

The spectrum of polyamide 4.12 at 120 �C is shown in
Fig. 9. There is a clear two-component nature to the line

Fig. 8 Proton broadline spectrum of polyamide 4.12 at room
temperature. The solid line is the fit to a sum of Gaussian and
Lorentzian peaks. The individual contributions of the Gaussian and
Lorentzian components are indicated as dashed lines. For clarity, only
every 5th data point has been plotted

Fig. 9 Proton broadline spectrum of polyamide 4.12 at 120�C. The
solid line is the fit to a sum of Gaussian and Lorentzian peaks. The
individual contributions of the Gaussian and Lorentzian components
are indicated as dashed lines. For clarity, only every 5th data point has
been plotted

Fig. 10 Magnetisation, M versus spinlock time, tau, obtained from
1H T1q experiments. The solid line is a bi-exponential fit through all
data points. Not all points are shown, for clarity

Table 4 SAXS morphological parameters. In the last 2 columns the
core thickness of the crystalline and amorphous layers is added,
which is the difference between lC or lA and 3r

r (3r) Lp /L 1� /L lC lA core
lC

core
lA

(Å) (Å) (-) (-) (Å) (Å) (Å) (Å)

Polyamide
4–12

8.2 (24.6) 84 0.63 0.37 53 31 28.4 6.4

polyamide
10–6

8.2 (24.6) 74 0.61 0.39 45 29 20.4 4.4

Polyamide
8–8

7.2 (21.6) 78 0.64 0.36 50 28 28.4 6.4

polyamide
6–10

7.6 (22.8) 84 0.65 0.35 55 29 32.2 6.2
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shape; a broad component due to rigid material, and a
narrow component due to the mobile amorphous
material above its glass transition.

The spectrum is fitted well by a combination of a
broad Gaussian and narrow Lorentzian peak [28]. The
other samples show very similar features and quality of
fits. Table 5 gives the percentage of rigid component in
each material, calculated as the area of the Gaussian
peak divided by the area of the experimental spectrum.
All samples show very similar fractions of rigid material
at 120 �C.

The 1H T1q decays at 120 �C are similar for each
sample, and are shown in Fig. 10. The relaxation can be
fitted well by a bi-exponential, and examination of the
spectra at various spin-lock times indicates that the more
rapidly decaying component (shorter T1q) is associated
with the mobile amorphous part of the polymer, and the
component of longer T1q is associated with the rigid part.
Table 6 gives the T1q relaxation times obtained from the
bi-exponential fits and the percentage of each compo-
nent. Clearly, the smaller fraction consists of mobile
material, supporting the SAXS phase assignment.

Discussion

Compared to the crystallinity estimates from DSC and
WAXS, the amount of rigid material obtained from
NMR is significantly higher, but comparable to the
SAXS estimate. This is consistent with previous studies
on polyethylene [29], where the rigid fraction detected by
NMR was higher than the DSC crystallinity. Apparently
the density based structure probed by SAXS covers the
mobility distribution probed by NMR. Given this
similarity the option of having larger amorphous areas

outside the semicrystalline lamellar stacks can be dis-
carded. In other words there is a non-crystalline polymer
fraction present inside the semicrystalline regions with a
reduced mobility compared to that of supercooled liquid
like polymer. It amounts to 25% of the total mass, based
on 40% crystallinity (WAXD and DSC) and roughly
65% rigid material.

Fig. 11 A: Model scattering pattern of isolated, randomly oriented
plate-like crystals with a thickness of 30 Å (dashed line) and
corresponding truncated scattering pattern (full line). The double-
headed arrow highlights the angular range of fitting with Eq. 7 B:
Correlation functions corresponding to the complete (dashed line) and
truncated (full line) scattering patterns. The intersection of the linear
regression to the autocorrelation triangle of the latter curve (dotted
line) with the abscissa occurs at the arrow

Table 5 Results from decomposition of 1H broadline spectra of each sample. The percentage of rigid component is calculated by dividing
the fitted Gaussian area by the integrated area of the experimental spectrum. Areas are in arbitrary units

Gaussian
area

Lorentzian
area

Spectrum
area

Fitted Spectrum
area

Rigid %
(þ=� 1%)
(Gaussian/Spectrum)

polyamide 4.12 4.84 2.42 7.42 7.27 65.2
polyamide 10.6 17.8 8.44 26.7 26.2 66.6
polyamide 8.8 17 9.03 26.4 26.1 64.6
polyamide 6.10 15.3 7.57 23.1 22.9 66.4

Table 6 Percentage of rigid component and relaxation times ob-
tained from bi-exponential fits to T1q relaxation data in Fig. 10

Rigid %
(� 2.0)

T1q rigid
ms (�1:0)

T1q mobile
ms (�0:5)

polyamide 4.12 59.8 20.9 1.95
polyamide 10.6 62.8 18.5 1.56
polyamide 8.8 58.7 20.1 1.81
polyamide 6.10 57.4 19.4 2.18
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The question now arises where this rigid amorphous
fraction is situated: at the interface or as inclusions in the
crystalline phase? The presence of such inclusions in the
liquid like phase is not an option since in that case
the SAXS majority phase would have to be amorphous
and this is incompatible with the WAXD crystal
thickness as discussed above. Secondly, the absence of
small dispersed, rigid amorphous inclusions inside the
liquid like regions (like e.g. hydrogen-bonded segments)
can also be inferred from the 1H T1q decays at 120

�C. In
the interpretation of rigid/mobile fractions from T1q data
one must take into account spin diffusion effects [30,31].
When the domain size of the dispersion is 1–2 nm or less,
proton spin diffusion will completely average out the
intrinsic relaxation characteristics of the dispersion and
the matrix, resulting in a single decay. Consequently if
small rigid amorphous inclusions would have been
present in the mobile, liquid like phase one would detect
a majority of ‘more mobile’ material (60% in total
consisting of 25% dispersed rigid and 35% liquid like
amorphous). This result would be opposite to that
extracted from the Proton broadline spectra. As such
the T1q data are compatible only with the option of rigid
amorphous material inside the crystalline phase or at
most at the interphase. Furthermore, the two observed
phases are apparently not strongly coupled by spin
diffusion at this temperature, as the data in Table 6 differ
by only � 8% from those obtained from the decompo-
sition of the broadline spectra in Table 5, pointing at the

absence of small-scale phase inter-digitization or, in
other words, at the existence of sharp phase boundaries.

The latter finding somehow conflicts with the SAXS
data that (apparently) reveal interfacial transition layers
of considerable thickness between the crystalline and
amorphous layers. Moreover, for a match of the SAXS
crystal thickness with that obtained from WAXD, it has
to be assumed that part of the transition layer is WAXD
crystalline, which is not indisputable. Below, the idea is
developed that the SAXS based transition layers are
most likely artifacts.

The smallest dimension appears to be the amorphous
layer with a thickness of �30Å. In Fig. 11 the desmeared
scattering pattern of 30Å thick, randomly oriented,
isolated lamellae is shown as calculated from:

IðsÞ � sin2 plAsð Þ
plAs2ð Þ2

ð9Þ

The s-range enclosed by the double-headed arrow
corresponds to the angular range in which the fit was
made with eq. 5 to the experimental curves. A fit to the
model curve in the same angular range with eq. 7 (the
equivalent of eq. 5 for desmeared scattering patterns)
works very well and a value for r is obtained of 7:6Å,
which agrees with the values reported in Table 4.
However, no transition layer is added to the model here
and hence, although the fit is good, the result is wrong.

In principle, if the fitted result describes the experi-
mental curve well there is no objection to use the fit for
e.g. a smoothing of the data, accepting that the fitting
parameters have no physical meaning. However,
although the fit may be reasonable in a limited angular
range, it does not necessarily describe the intensities
outside this window, and therefore artifacts are intro-

Fig. 12 Model scattering pattern of isolated, monodisperse, ran-
domly oriented plate-like crystals with a thickness of 30 Å (full line)
and scattering pattern of dispersed lamellae with a Gaussian
inter-lamellar thickness distribution according to the insert (dashed
line). The s-range used for fitting with Eq. 7 is marked with a double-
headed arrow. The slopes in the scattering patterns correspond to the
mass (-2) and surface (-4) fractal dimensions of plate-like scattering
objects

Fig. 13 Desmeared SAXS patterns of polyamide 4.12 (open circles -
not all data points are shown for clarity) and fit of the pattern to Eq.
10. The insert shows the crystalline layer thickness distribution
obtained for the indicated polyamides
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duced in CF(x) when this function is used to extrapolate
the data to higher angles prior to Fourier transforma-
tion. The model intensity curve exhibits a number of
weak subsidiary maxima that are cut off when replaced
by the rapidly decreasing fitting function. When this
truncation is not made and intensities are included up to
s = 0:22Å

�1
the expected autocorrelation triangle for

isolated lamellae is obtained, intersecting the abscissa at
30Å, which is the input layer thickness. This curve,
represented by the dashed line in Fig. 11B, should be
compared to that represented with a full line. The latter is
obtained after Fourier transformation of the truncated
data and displays an artificial transition layer, revealed by
the negative curvature at the origin, and artificial layer
thickness polydispersity, revealed by the positive curva-
ture at the foot of the autocorrelation triangle [3]. The
remaining part of the correlation function seems to be
little affected although a slightly underestimated layer
thickness - highlighted with the arrow in Fig. 11B - is
obtained from the intersection of the linear regression to
the autocorrelation triangle with the abscissa.

The double logarithmic plot in Fig. 12 shows in more
detail the tail of the model scattering pattern and how the
intensity in the fitting range is influenced by true
polydispersity. As the r value, obtained from the fit of
the model curve of monodisperse lamellae, equals that of
the experimental curves one can deduce the presence of a
rather monodisperse amorphous layer thickness for the
samples in this work. Fig. 12 also shows that the s-range
used for fitting is at the boarder of the lamellar mass
fractal region with a slope of -2 in a double logarithmic
plot and the Porod or surface fractal region with a slope
of -4 [32]. The true Porod region occurs at higher s-values
where in the present polyamide case WAXD reflections
are present.

Given that the true Porod region is not accessible an
attempt was made to interpret the SAXS data alterna-
tively, avoiding ambiguous extrapolation procedures.
The desmeared SAXS intensities were fitted directly
using lamellar models that include distributions in the
crystalline and amorphous layer thickness as well as finite
stack heights and transition layers [33–35]. However, all
fittings converge towards infinite stack systems with one
of the layers being nominally monodisperse. Hence, only
the results are reported of a direct fitting of the
desmeared SAXS intensities with [36]:

IðsÞ ¼ C
1� q2

1þ q2 � 2q cos 2psLPð Þ

� ��

� sin2 plAsð Þ
plAsð Þ2s2

 !

exp �4p2r2s2
� �

# ð10Þ

where

q ¼ exp �2g2p2L2
P s2

� �
ð11Þ

In this equation C is a constant that accounts for not
having recorded the patterns in absolute units. In this
equation a model is assumed of infinite lamellar stacks
built of monodisperse amorphous layers with the sepa-
rating crystalline layers distributed in a paracrystalline
manner. The first term between the square brackets
indirectly characterizes the crystal layer thickness distri-
bution, with g the ratio rLp=LP and rLp the standard

deviation of theGaussian distance distribution of LP. The
lC distribution is obtained by subtracting lA from the Lp

distance distribution and of course the average lC value
results from Lp)lA. In the second term one recognizes the
amorphous layer form factor and in the third term the
potential presence of a transition layer is included.
Fig. 13 illustrates the good quality of the fit in the
representative case of polyamide 4.12 and the as obtained
lC thickness distributions for polyamide 4.12 and 8.8. The
obtained parameters for all samples are listed in Table 7.

For all samples the largest deviation in fitting occurs at
the smallest angles and probably results from stack
heterogeneity. The obtained Lp valuesmay as a result also
be less reliable compared to those extracted from the first
side maxima in CF(x). The latter are not affected by high
angle truncation in contrast to the intensities in the
autocorrelation triangle. The two methods are comple-
mentary, andmost reliable values for lC are obtained from
the difference between Lp obtained from the correlation
function and lA from the direct fitting approach, since the
agreement between experiment and fit is particularly good
in the tail region where the lA value has its largest
influence.When this hybrid lC value is divided by Lp from
CF(x), hybrid /L values are obtained. All hybrid data are
listed in the right hand part of Table 7. When the latter lC
values are divided by the corresponding D001 values,
numbers of unit cells along the lamellar thickness are
obtained close to 3, as can be read in Table 7.

Conclusions

In the polyamides 4.12, 10.6, 8.8 and 6.10 three fractions
are present. The WAXD crystallinity is comparable to

Table 7. Left hand part: SAXS structural parameters obtained by
direct fitting of the desmeared scattering patterns. Right hand part:
data obtained by combining the correlation function and direct
fitting approaches

Lp / lC lA r g lC / # unit
cells

(Å) (-) (Å) (Å) (Å) (-) (Å) (-) (-)

polyamide 4–12 79 0.58 46 33 0 0.35 51 0.61 2.8
polyamide 10–6 71 0.66 47 24 0 0.34 50 0.68 2.9
polyamide 8–8 77 0.67 52 25 0 0.29 53 0.68 3.1
polyamide 6–10 85 0.67 57 28 0 0.28 56 0.67 3.3
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that of DSC and amounts to 40% in all samples. The
rigid fraction obtained by solid state NMR is, however,
close to 60%, pointing at 20% rigid amorphous material.
A detailed analysis of the SAXS patterns reveals that the
latter fraction is situated inside the crystalline phase and
not at the crystalline - ’mobile amorphous’ interface.
Accordingly, 1/3 of the crystalline layers with a thickness
between 50 and 56 Å is not truly crystalline. From the
width of the WAXD 100 reflections it can be deduced
that crystalline grains exist with lateral dimensions of
approximately 100 Å (see Table 3). Hence a picture
emerges of alternating solid and liquid-like layers with
the former consisting of crystalline grains separated by
rigid amorphous matter.

It is important to note that this result would not have
been obtained without the NMR input and secondly that
the materials are rather unique from a WAXD point of
view, as they produce reflections from which the

crystalline layer thickness can be obtained independently
from the SAXS data. Both the NMR and WAXD
experiments allowed for a correct phase assignment in
SAXS, which for sure would have been made wrongly
when relying on theWAXD andDSC crystallinities only.

Polyamides deform by shear yielding, involving the
rupture of crystals [37]. The present study calls for
systematic work on how the extent and distribution of
the rigid amorphous fraction can be manipulated by e.g.
changing the thermal history or the chain microstructure
and how in turn this affects mechanical behavior. Most
likely, the rigid amorphous parts are weak points in the
‘crystals’ where shear yielding may well be initiated.
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Introduction

In the nineties a series of papers appeared, discussing
blends of linear polyethylene (LPE) with moderately
branched low-density polyethylene (LDPE) or with
homogeneous copolymers of ethylene and a relatively
low amount of a-olefin comonomer [1–16]. These systems
represent a special class of polyolefin mixtures, exhibiting
thermal and morphological features that cannot be
explained by existing theories but that were interpreted
as the result of liquid-liquid phase separation [1]. This
demixing hypothesis is incompatible with small angle
neutron scattering (SANS) data that are in favor of
homogeneous melts [17–19]. Nowadays a consensus is
reached in favor of melt miscibility [20] and most
researchers agree on the minimum comonomer contents
needed to induce liquid-liquid phase separation in blends

of LPE with a homogeneous ethylene-1-octene copoly-
mer, i.e. 8 mol% [19–21]. The peculiarities described in
the nineties for blends involving copolymers with a lower
comonomer contents remain, however, unexplained.

Part of the previous confusion is related to the
methodology used at that time. To map out phase
diagrams, one relied on transmission electron micros-
copy (TEM) and Differential Scanning Calorimetry
(DSC) based ‘indirect methods’ because the nearly
identical physical properties of the components in the
melt were thought to hamper their discrimination.

The crystalline texture was studied by TEM after
rapidly quenching a sample from a temperature in the
melt into acetone at its freezing point. It was argued that
the state of the solid, after fast quenching, reflects the
state of the melt prior to quenching [2, 6]. Blends with a
single crystal population were designated as ‘mixed’ and
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those with two well-separated populations as ‘demixed’
at the melt temperature.

In the present paper, the second key method will be
discussed.DSCmelting traces recorded at 10 �C/minwere
examined after rapidly quenching 2–3 mg samples from a
given temperature in the melt [2, 3, 6, 10]. If a single
endothermic peak appeared, the components were said to
have cocrystallized into a single crystal population from a
homogeneous melt. Two melting peaks were taken as an
indication for a double crystal population originating
from two separate phases with different compositions in
the melt. The position of a given peak was said to be
related to the composition of the phase: i.e. the lower the
melting peak temperature, the lower the amount ofLPE in
the corresponding phase [10]. Thewindowassociatedwith
the assumed phase separation is positioned at a low LPE
contents and displays upper and lower critical solute
temperatures (UCST andLCST behavior) with the LCST
often being masked by crystallization.

It was recognized that this DSC method should be
applied cautiously [10]. An efficient quenching procedure
is crucial. A double DSC melting peak at a blend
composition outside the window associated with (previ-
ously assumed) demixing, occurs readily when the
applied cooling rate is not sufficiently high due to
crystallization induced component segregation [22]. For
the same reason a blend, quenched from the homoge-
neous melt above the demixing gap, may give rise to a
double melting peak [10]. Besides crystallization induced
segregation it was argued that in the latter case the
interior of the sample may cool down so slowly that it
phase separates while passing through the demixing gap
prior to crystallization [10].

In the present paper it will be demonstrated that the
double melting behavior obtained after quenching a
homogeneous sample through the (formally assumed)
demixing gap is not due to crystallization induced
segregation, nor to fast liquid-liquid phase separation
but to melting and recrystallization of the originally
cocrystallized blend components. By using time resolved
morphological techniques under DSC typical thermal
conditions it will be shown that the high temperature
melting peak observed after quench cooling reflects a
heating induced reorganization process. The most fun-
damental assumption in the earlier DSC procedure that a
melting peak can directly be linked to a given quenching
induced crystal population, is thus unjustified.

The present paper reports on the cooling-heating
induced structural changes in a (15/85 w/w) blend of an
LPE and a homogeneous ethylene copolymer with
5.2 mole% 1-octene. Figure 1 represents the phase
diagram mapped out earlier for binary blends of the
components used in this paper [7]. In fact, according to
current insights ‘phase diagram’ is no longer the
appropriate term since these components are miscible
at all concentrations. Lately, ‘morphology map’ was

coined as an alternative [20] since the morphologies
obtained by TEM are beyond any dispute. Nevertheless,
in the context of the present paper, reference will be made
to ‘phase diagram’ to emphasize the link with earlier
work. Our 15/85 blend is situated in the center of the
closed loop region (region B in Figure 1). Components
and blending/quenching methods identical to those of
the original phase diagram [7] are used. According to
Figure 1 the blend is homogeneously mixed at 200 �C
but during cooling the demixing loop is entered before
crystallization.

The melting during heating at 10 �C/min after cooling
at the same rate is compared to that after rapid
quenching from 200 �C. The techniques used for mor-
phological characterization are synchrotron small angle
X-ray scattering (SAXS), wide angle X-ray diffraction
(WAXD), small angle light scattering (SALS) and atomic
Force Microscopy (AFM). Evidence for melting and
recrystallization phenomena in other blend compositions
will be given in another paper together with a possible
explanation for the heterogeneous morphologies that
occur occasionally but systematically after rapid quench-
ing [23].

Experimental

Materials, blend preparation and quenching

The LPE and the homogeneous copolymer used for blending were
prepared with a promoted Vanadium-based catalyst [24]. The LPE
(DSM code [25]: JW1114 and referred to as LPE in reference 7) has
a weight average molar mass, Mw, of 52300 g/mole and a
polydispersity, Mw/Mn, of 3. The homogeneous ethylene-1-octene

Fig. 1 ‘Phase diagram’ for blends of JW1114 (LPE) and JW1120
(homogeneous ethylene-1-octene copolymer). The thick dashed line
represents the border between regions where the melt is mixed (region
marked A) or demixed (region marked B). The thin lines represent
liquid-solid borders7
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copolymer (DSM code [25]: JW1120 and referred to as O(5) in
reference 7) contains 5.2 mole% 1-octene, has an Mw of 30,800 g/
mole and an Mw/Mn of 2. The 15/85 (m/m) blend (LPE/
copolymer) was prepared by dissolving the two polymers in
p-xylene at boiling point (15 min reflux) at 1% (v/v) followed by
coprecipitation into cold acetone at )78 �C. The blend was filtered,
collected and dried in a vacuum oven at room temperature for
24 hours. Blend samples were quenched after 10 minutes at 200 �C
into acetone at its freezing point ()94 �C) in a sample holder suited
for the corresponding experiment.

AFM

AFM images were obtained with a Nanoscope III scanning probe
microscope equipped with a J-scanner under ambient conditions
while operating the instrument in the tapping mode as described
earlier [26]. Height and phase images were recorded simulta-
neously.

DSC

Specific heat capacity, cp(T), data were collected on 2 mg flat
samples using a Perkin Elmer Pyris DSC, calibrated at the same
rate as the actual experiments with the melting point of Indium
(156.6 �C) and benzophenone (48 �C) for the temperature, and
with Indium for the enthalpy (28.45 Jg-1). The block surrounding
the measuring unit was thermostatted at )10 �C with liquid
nitrogen and the unit was flushed with dry nitrogen. The cp(T)-
based mass fraction crystallinity as a function of temperature was
calculated according to standard procedures [27, 28].

SALS

SALS was measured on a home-made apparatus as described in
detail earlier [29]. The blend, compression molded to a 50 lm thick
film between two glass cover slips, was quenched into acetone at
freezing point prior to heating at 10 �C/min from 40 �C up to
200 �C. Afterwards the same sample was cooled and heated again
between the same temperatures. Temperature was controlled by a
Mettler FP-82HT hot stage. Two-dimensional scattering patterns
were recorded for 200 ms every 3 s with the analyzer alternating
between the Hv (crossed polarizers) and Vv (parallel polarizers)
settings to obtain an effective time resolution of 6 s for a given
configuration. The total relative light scattering intensity QHv and
QVv for Hv and Vv configurations were obtained by integration
after subtracting the intensity of the melt as a background and
finally the ratio QVv/QHv was calculated. Since Vv and Hv data
were recorded with a 0.5 �C (3 sec.) offset, a linear extrapolation of
the data was used to obtain the QVv/QHv ratio for the times when
either Vv or Hv data were not recorded.

In the case of spherulites that are imbedded in a matrix with a
different polarizability this ratio equals:

QVv

QHv
¼

15 1� /sp

� �
asp � a0
� �

at � a0ð Þ
/cspd

0
crP2

� �2 þ 15
1

5
�

/sp

9

� �
ð1Þ

based on the expression for QVv and QHv [30]. The increase of the
spherulite fraction, /sp, during crystallization induces a decrease in
QVv/QHv towards the limiting value of 4/3 for /sp = 1. The
influence of the spherulite internal crystallinity, /csp, and the
orientation of the crystals with respect to the spherulite radius, P2,
on this ratio is less obvious since also the spherulite polarizabilities
depend on these parameters according to:

ar ¼ a0b/cspP2 ð2Þ

at ¼
a0a þ a0c

2
/cspP2 ð3Þ

asp ¼
ar þ 2at

3
ð4Þ

with ar the radial, at the tangential and asp the average spherulite
polarizability. Here a typical polyethylene spherulite is assumed in
which the crystalline unit cells lay with the b-axis (intrinsic
polarizability ab

0) parallel to the spherulite radius and both the a
and c-axis (intrinsic polarizabilities aa

0 and ac
0) perpendicular to

the spherulite radius. In this case:

d0cr ¼ a0b �
a0a þ a0c

2
ð5Þ

Combination of Eqs. 2–5 reveals that QVv/QHv increases with /csp

or P2 when:

asp þ at

2
> a0 ð6Þ

QVv/QHm thus increases with /csp or P2 if the characteristic average
polarizability of the spherulite exceeds that of the matrix. In other
words, QVv/QHm is contrast sensitive and increases whenever the
polarizability difference between the spherulite and matrix
increases. The spherulite or matrix polarizability is proportional
to the internal crystallinity.

Obviously, when /sp equals one, contrast issues are irrelevant
and the ratio reduces to 4/3, except when there are inclusions inside
the spherulites with a sufficiently large size and a polarizability
differing from that of the spherulite main part. Such inclusions give
rise to (circularly symmetric) excess Vv scattering with a scattering
power proportional to:

g2
� �

¼ /a/bðaa � abÞ2 ð7Þ

where /a and aa are the volume fraction and polarizability of the
spherulitic matrix and /b and ab the values associated with the
inclusions, with /a = 1)/b. The respective polarizabilities are
determined by the internal crystallinity. Under these conditions, the
QVv/QHv ratio will be larger than 4/3 by an amount proportional to
the relative abundance and polarizability of the different semicrys-
talline fractions.

The spherulite diameter could not accurately be determined
from the Hv data [31] since the maxima in the patterns are not well-
defined, which is typical for (c)-type spherulites according to the
classification proposed by Maxfield and Mandelkern [32]. The
spherulite diameter after cooling at 10 �C/min could only roughly
be estimated to be around 50 lm.

SAXS and WAXD data collection

SAXS and WAXD time resolved X-ray scattering data, were
collected simultaneously every 6 s (i.e. one pattern per �C) during
heating (after quenching), cooling and reheating at 10 �C/min
between 40 and 200 �C. The X33 double focusing camera of the
EMBL in HASYLAB, on the storage ring DORIS of the Deutsches
Elektronen Synchrotron (DESY), Hamburg, Germany was used
with a wavelength of 1.5 Å [33]. The 0.5 mm thick samples were
sealed between thin (15 lm) aluminum foils and the temperature was
controlled by aMettler FP-82HThot stage, flushedwith cooled air to
achieve the required cooling rate. A standard data acquisition system
[31] was used with two linear delay line detectors connected in series
[35]. The WAXD and SAXS intensities were normalized to the
intensity of the primary X-ray beam and the SAXS patterns were
additionally corrected for the detector response. The scattering
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vector axis of the SAXS region was calibrated using the first nine
orders of dry calcified collagen. The 110 and 200 reflections of LPE
were used to calibrate the WAXD data.

SAXS data processing

From the SAXS patterns, collected over the scattering vector range
0:0015 � s � 0:032 (Å

�1
) (with s ¼ 2 sin h=k, 2h the scattering angle

and k the wavelength), an averaged melt pattern was subtracted as a
background and linear correlation functions, KðxÞ, were calculated
by simple cosine transformation as described earlier [36]. The relative
invariant of the corresponding ideal two–phase structure, Qid , was
obtained from the intercept of the linear regression to the autocor-
relation triangle [37]. The correlation functionswere further analyzed
according to the A–CA and CA–CA models as described in detail
elsewhere [26, 36]. In the A–CA model the structure consist of
separate amorphous (A) and semi–crystalline volumes (crystalline–
amorphous: CA). The fraction occupied by semi-crystalline material
is called aS and the local crystallinity in these regions/L. The product
aS/L represents the overall volume fraction crystallinity. Such a
model is well suited to describe the spherulitic crystallization of
polymers where semicrystalline spherulites are growing in an
amorphous matrix [36]. An analysis according to the CA–CAmodel
is superior for systems with an inhomogeneous crystallinity distri-
bution and in absence of fully amorphous volumes [26]. Such analysis
splits the sample volume in two fractions with a different crystallinity
that best describe the actual (potentially multi-fraction) structure.
Analyses according to the two models yield identical results if the
crystallinity in one of the fractions equals zero. The results are also
identical if the crystallinity is uniformly distributed over the volume.
In the latter case Qid can be written as:

Qid ¼ C/L 1� /Lð Þ dc � dað Þ2 ð8Þ

with C a temperature independent constant and dc and da the
temperature dependent mass densities of the crystalline and
amorphous phases respectively. In principle electron densities
should be written but as only PE is present, mass densities can be
used instead, provided that a scaling factor is included in the
constant C. In equation (8) /L equals the overall volume fraction
crystallinity since aS equals 1. For the present sample, in the
temperature range between 40 and 50 �C the crystallinity is
uniformly distributed according to the SALS QVv/QHv ratio (see
above). Hence, in that particular temperature range C was
determined from equation (8) for each cooling or heating sequence
using the factor (dc-da)

2 from the literature [38] (for the amorphous
density the extrapolation of the melt was used [38]) and the product
/L(1-/L) obtained from [36]:

/L 1� /Lð Þ ¼ A
LP

ð9Þ

where A represents the intersection of the linear regression to the
autocorrelation triangle with the abscissa and LP, the long period,
obtained from the position of the first side-maximum in K(x). The
quantity QC is defined over the full temperature range of the
experiments as:

QC ¼
Qid

C dc � dað Þ2
ð10Þ

In the framework of the A-CA model /L can be calculated from
equation (9) even when aS < 1. Independent information is needed
to decide whether the local crystallinity actually corresponds to the
minority or the majority phase, /L or (1-/L). Here the DSC
crystallinity values were used as a guideline and accordingly /L was
always related to the minority phase. In this context it furthermore
holds that:

QC ¼ aS/L 1� /Lð Þ ð11Þ

Using equation (11) and /L from equation (9), aS was calculated
over the full temperature range. The average crystalline lamellar
thickness, lC, was calculated from the product of LP with /L.

At temperatures where aS deviates from unity an analysis was
also performed according to the CA-CA model. If the sample
contains two well ordered fractions of different crystallinities, two
long periods should be observed which could be used as input for
the analysis [26]. If only one side-maximum in K(x) is observed (as
is the case for the present blend sample), the analysis has to make
use of K(x)min., the minimum of K(x), and the crystallinity in all
fractions should be sufficiently low as to yield a plateau minimum
in K(x) [26]. The blend sample under investigation has a low
degree of crystallinity at high temperatures where the analysis is
performed. The single observed LP is assumed characteristic for
fraction 1 (LP¼LP1) whereas the second fraction is less ordered
and only has a characteristic specific inner surface [26], OS2. Under
the CA-CA model [26]

QC ¼ a1/1 1� /1ð Þ þ a2/2 1� /2ð Þ ð12Þ

with a1 the volume fraction with an internal crystallinity, /1, and a2
the volume fraction with an internal crystallinity, /2, and of course
a1+a2¼ 1. The (average) lC was obtained from the intersection of
the linear regression to the autocorrelation triangle of K(x) with a
horizontal line drawn through K(x)min [26]. Assuming an overall lC
thickness distribution with a center around a common average
value in both fractions, /1 is calculated from lC/LP1, with LP1 the
observed LP and /2 is calculated from [26]

/2 ¼
�Y þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y 2 � 4XZ
p

2X
ð13Þ

with

X ¼ QC

A
� 1

LP1

Y ¼ QC � /1 1� /1ð Þ
lC

þ 1

LP1
� QC

A

Z ¼ � QC

LP1
þ QC/1 1� /1ð Þ

A

a1 was calculated according to [26],

a1 ¼
Qc

A
� /2

lC

� �
� 1

LP1
� /2

lC

� ��1
ð14Þ

and a1/1+a2/2 represents the overall crystallinity under the CA-
CA model.

WAXD data processing

To improve the signal to noise ratio every two subsequent
scattering patterns were added, thus lowering the WAXD time-
resolution to one scattering pattern per 2 �C. Data were collected
over the angular range 11:7 � 2h � 46� (with 2h the scattering
angle). The 110 and the 200 reflections were stripped from the
amorphous halo using second order sectors and subsequently fitted
by Gaussians. The area under the 110 Gaussian was taken as a
WAXD crystallinity index. The latter was scaled to the DSC (mass
fraction) crystallinity at 40 �C. The crystalline density was calcu-
lated from the angular positions of the Gaussian’s maxima through
the 110 and 200 reflections and assuming a constant length of the
orthorhombic unit cell in the c-direction (the molecular chain
direction) equal to 2.547 Å. Since the crystalline reflections below a
crystallinity of 10% are weak and their positions thus not very
accurate, corresponding density data are not available.
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Results

AFM

In Fig. 2 the phase images are displayed in A and B after
quenching and in C and D after cooling at 10 �C/min. In
image A spherulitic entities with a diameter of approx-
imately 2.5 lm are clearly visible. The crystals that can
be observed at a higher magnification are uniform but
laterally limited in size and seem to be oriented quite
randomly. Some lamellar crystals are scanned flat on
whereas others are taken edge on. This random orien-
tation points at a high degree of crystal branching, even
though the crystals are organized in a spherulitic manner.
The surface after cooling at 10 �C/min is quite rough and
did not allow large area scans in which entire spherulites
(Ø > 30 lm) could be imaged. The spherulite internal
structure reveals well-ordered stacks of laterally extended
lamellae. A distinction between dominant (spherulite
building) and subsidiary (secondary) lamellae could not
be made. Some crystals are, however, clearly larger than
others both in terms of thickness and lateral dimensions.

DSC

According to the ‘phase diagram’ in Figure 1, the (15/85)
blend under investigation should be homogeneously
mixed at 200 �C. According to earlier beliefs this
homogeneity should be preserved in the solid state by
quenching rapidly and this should manifest itself in a
single DSC melting endotherm [2–14]. Curve (c) in
Figure 3 represents such a heating curve, which in
contrast clearly displays a double melting behavior. This
effect cannot be due to excessive sample thickness and
poor thermal conductivity of PE since our DSC sample is
less than one tenth of a millimeter thick.

Alternatively, a high cooling rate resulting in the
formation of relatively thin and imperfect crystals could
lead to a double melting peak because of melting,
recrystallization and remelting during heating. In prin-
ciple, such reorganization processes can be avoided by
increasing the heating rate. However, increasing the
heating rate up to 40 �C/min did not significantly reduce
the contribution of the high-temperature melting peak.
In the past this was taken as an argument against the

Fig. 2 AFM phase images: (A)
and (B) at room temperature
after quenching and (C) and (D)
after cooling at 10 �C/min
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occurrence of melting-recrystallization-remelting [10].
This persistence of the melting allure is, however,
deceptive since recrystallization during heating does
occur even after cooling at much lower rates!

Curves (d) and (a) in Figure 3 are cooling and
subsequent heating runs at 10 �C/min. respectively. The
high temperature crystallization peak are mainly due to
LPE solidification since at this cooling rate pure
copolymer does not crystallize at these temperatures
[27]. The low temperature crystallization peak is associ-
ated with copolymer crystallization. There are two
exothermic maxima in curve (d) but three melting peaks
in curve (a). Clearly, one of the endothermic peaks has no
counterpart in the previous cooling curve, suggesting
that one of the peaks is caused by a reorganization
process. Figure 4 displays different DSC heating curves,
recorded at increasing heating rates. The intensity of the
highest temperature peak decreases with increasing
heating rate, indicating that it originates from melting
after recrystallization during heating.

Heating at 10 �C/min was also recorded after cooling
at 100 �C/min. Again there are only two exothermic
peaks in the cooling curve (curve (e) in Figure 3) whereas
during heating an additional peak appears (curve (b) in
Figure 3). The second melting peak after cooling at 10
and 100 �C/min corresponds to the melting of the
original LPE crystallites, since it has shifted to a lower
temperature just like the corresponding crystallization
peak. The highest temperature melting peaks in the
curves (a) and (b) are not affected by the cooling rate
indicating again that it is due to the melting of material
that recrystallized during heating. After quenching, the
high temperature melting peak coincides with the melting

peak that is due to melting of recrystallized material
when slower cooling rates are used, indicating that it also
may be due to the melting of material that recrystallized
during heating. However, only two melting peaks are
observed in this case rather than three. Moreover, the
low-temperature melting peak is situated in between the
LPE and copolymer melting peaks obtained during
heating after slower cooling. This intermediate melting
behavior points at a cocrystallization of the two compo-
nents. Apparently, after the cocrystals have melted the
LPE fraction is able to recrystallize and remelt in the
high-temperature peak.

In Figure 5 the mass fraction crystallinity is displayed
as a function of temperature based on the cp(T) curves of
Figure 3 that were recorded at 10 �C/min. It is of interest
to compare the heating runs after the two different
cooling histories. In the temperature window labeled (1),
the crystallinity after cooling at 10 �C/min is higher than
that of the quenched sample. In window (2) the
crystallinity of the quenched samples is higher, in
window (3) the situation reverses again and finally in
window (4) both crystallinities are identical. A similar
effect was observed earlier [39] for the pure copolymer
when a comparison was made in heating after quenching
or slowly cooling.

SALS

The SALS ratio for cooling and subsequent heating at
10 �C/min is displayed in Figure 6. No SALS intensity
was observed after quenching at room temperature nor
during heating although AFM clearly reveals the pres-
ence of spherulitically organized crystal aggregates that
are sufficiently large to produce scattering in the angular
range covered by the experiment. This implies firstly that

Fig. 3 DSC cooling and heating curves recorded between 200 and
40 �C. (a), (b) and (c): heating curves at 10 �C/min after (a) cooling at
10 �C/min, (b) cooling at 100 �C/min and (c) quenching into acetone
at its freezing point. (d) represents the curve recorded during cooling
at 10 �C/min and (e) during cooling at 100 �C/min

Fig. 4 DSC heating curves at (A) 10 �C/min, (B) 20 �C/min and (C)
40 �C/min after cooling from 200 �C at 10 �C/min
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the crystallinity after quenching is homogeneously (down
to a scale of approximately 0.25 lm) distributed over the
sample volume (absence of excess Vv scattering) at all
temperatures. Secondly, there is a total absence of
orientation correlation between the constituting crystals
(absence of Hv and Vv scattering), which is compatible
with the random orientation of the crystals within the
spherulites deduced from AFM.

A QVv/QHv ratio of 4/3 is reached during cooling at
10 �C/min below 70–80 �C and it stays at this value
during heating up to 80–90 �C. At higher temperatures
there is a clear positive deviation, pointing at the

presence of volumes with a different crystallinity.
Between 118 and 109 �C during cooling the ratio is quite
high but drops quite rapidly. This temperature window
coincides with the rapid earliest DSC crystallinity
increase and is related to the growth of spherulites
involving essentially LPE material. Optical microscopy
studies reveal that at 109 �C spherulites are filling space
completely (not shown). Between 109 and 95 �C a
plateau is reached, just like in the DSC crystallinity.
Here theQVv/QHv ratio equals 2, pointing at a (spherulite
internal) spatial segregation of the blend components.
Below 95 �C the QVv/QHv ratio drops when the copoly-
mer fraction crystallizes and finally reaches the limit of 4/
3. At this stage the samples are homogeneous in terms of
crystallinity, at least from a SALS point of view. This
sequence of events is reproduced during heating with a
slight hysteresis in temperature. However, the top value
at the highest temperature is almost two orders of
magnitude lower than the value reached during cooling,
indicating that spherulites do not melt back to their
center and that the crystallinity disappears by the
complete collapse of spherulites.

Finally, Figure 7 displays the typical (c)-type Hv-
pattern at 40 �C. The excess scattering in the center is due
to pronounced spherulite internal disorder [32].

SAXS

Figures 8, 9 and 10 give the different SAXS volume
fractions during respectively cooling at 10 �C/min,

Fig. 6 SALSQVv/QHv ratio during cooling and subsequent heating at
10 �C/min

Fig. 5 DSC based mass fraction crystallinity as a function of
temperature: heating at 10 �C/min after quenching (full line), cooling
at 10�C/min (dashed line) and subsequent heating at 10 �C/min
(dotted line). The temperature regions indicated by arrows and labeled
with numbers are explained in the text

Fig. 7 Hv SALS pattern at 40 �C after cooling at 10 �C/min
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subsequent heating at the same rate and heating after
quenching. The overall crystallinities related to the A-CA
or the CA-CA model are very similar and in excellent
agreement with the DSC values if the latter were
converted to a volume fraction crystallinity (not shown).

For the cooling experiment at 10 �C/min /2 equals
zero within experimental error, indicating that an
analysis according to the A-CA model is justified
(Figure 8). aS is the product of /sp with the fraction of
semi-crystalline regions inside the spherulites and where
/sp equals 1, aS is a direct measure for the spherulite
internal volume fraction of semi-crystalline regions. The
first steep increase of this parameter at about 115 �C is
due to the increase of /sp. At 95 �C, just prior to the
copolymer crystallization, SAXS reveals that only 50%
of the spherulite internal volume is occupied with semi-
crystalline regions. Here aS equals 0.5. During cooling
below 95 �C the amorphous regions inside the spherulite
gradually transform into semi-crystalline ones by the
copolymer crystallization. Below 70–80 �C the crystals
are homogeneously spread over the volume and the
crystallinity inside the semicrystalline regions only very
slightly increases further.

Since at high temperatures, /2 really equals zero there
is a very pronounced segregation of the copolymer
molecules from the primary semi-crystalline regions that
mainly consist of LPE crystals. Moreover, the length
scale involved is rather large as it is detected by SALS.
The LPE and copolymer molecules thus crystallize in
separate regions. During melting the process is reversed
(Figure 9). First, there is a slight decrease of the
crystallinity inside the semi-crystalline regions and above
80–90 �C the amorphous regions between the semi-
crystalline regions of the primary (LPE) crystals are

formed abruptly again by pronounced copolymer melt-
ing. Finally, the LPE crystals melt in a very narrow
temperature range, resulting in the steep drop of the
crystallinity to zero. In this final process, entire stacks
melt since it is mainly the decrease of aS that causes the
decrease of the overall crystallinity, aS/L.

During heating after quenching (Figure 10), /2 only
gradually decreases to zero in contrast to the sample that
was cooled at 10 �C/min where /2 is zero as soon as the
copolymer starts to melt. The A-CA model thus only
holds above 110 �C during heating after quenching

Fig. 8 Comparison of characteristic volume fractions during cooling
at 10 �C/min. For the A-CA model: aS (full line), /L (dashed line) and
aS/L (dotted line); and for the CA-CA model: a1 (open squares), /1

(open circles), /2 (open triangles) and a1/1+a2/2 (open diamonds)

Fig. 9 Comparison of characteristic volume fractions during heating
at 10 �C/min after cooling at 10 �C/min. For the A-CA model: aS (full
line), /L (dashed line) and aS/L (dotted line); and for the CA-CA
model: a1 (open squares), /1 (open circles), /2 (open triangles) and
a1/1+a2/2 (open diamonds)

Fig. 10 Comparison of characteristic volume fractions during heating
at 10 �C/min after quenching from 200 �C into acetone at its freezing
point. For the A-CA model: aS (full line), /L (dashed line) and aS/L

(dotted line); and for the CA-CA model: a1 (open squares), /1 (open
circles), /2 (open triangles) and a1/1+a2/2 (open diamonds)
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where real amorphous regions are present. The gradual
decrease of /2 reflects a gradual separation of crystalline
and amorphous material during heating. However, it is a
very local process since at any moment in time the
segregation length scale stays below the limit required for
light scattering.

Note that /1 at the highest temperatures is too high
for a reliable use of K(x)min [26]. At these temperatures
the A-CA model holds (/2 = 0) and equation (9) can be
used to calculate /1 correctly, which is then equal to /L.

lC is given as a function of temperature in Figure 11.
The values according to the two models are almost
identical. When cooled at 10 �C/min, 80 Å thick LPE
crystals are formed during primary crystallization.
During copolymer crystallization thinner crystals are
formed giving rise to the observed decrease of the average
lC. The best estimate for the thickness of the copolymer
crystals probably is that of the pure component cooled at
the same rate. In that case lC hardly depends ontemper-

ature and is around 50 Å [26]. The observed decrease

reflects the increasing amount of 50 Å thick crystals. The
temperature evolution of lC during melting is compara-
ble, aside from some hysteresis. The bimodal crystal
thickness population gradually melts, starting with the
thinnest crystals, thus yielding an increasing lC and a
plateau value at temperatures where the thinner (copoly-
mer) mode has melted and the thicker (LPE) mode is still
intact. Only at the highest temperatures there is a sudden
increase, where, according to DSC (Figure 4), part of the
LPE crystal fraction recrystallizes.

The average crystal thickness after quenching is lower
than after cooling at 10 �C/min throughout but increases

gradually during heating to reach at the highest temper-
atures a value comparable to that after cooling at 10 �C/
min. This gradual increase of lC can either be taken as
evidence for the gradual melting of an unimodal crystal
thickness distribution or for a continuous recrystalliza-
tion into thicker crystals over a fairly broad temperature
range. DSC reveals a double melting peak, which is
incompatible with the first suggestion, leaving continu-
ous recrystallization as the best option.

WAXD

The temperature dependence of the WAXD crystallinity
in Figure 12 is in agreement with the DSC and SAXS
values. In Figure 13, the WAXD based crystalline
density is displayed as a function of temperature. During
cooling at 10 �C/min, crystals with a density typical for
LPE are first formed. The full line in Figure 13 represents
the expected temperature dependent density evolution
for LPE [38]. During further cooling below 95 �C, where
the majority of the copolymer fraction crystallizes, the
density deviates from the LPE reference line. At 40 �C
the measured crystalline density agrees well with that
after cooling the pure copolymer at the same rate [26].
The experimentally observed density resembles a mass
fraction weighted average of the high-density LPE and
lower density copolymer crystals. An identical tempera-
ture-density evolution with some hysteresis can be
observed during heating. In the crystallinity plateau
regions between the copolymer and LPE melting, only
LPE crystals are present and the change in density is due
to the thermal contraction and expansion conform the
LPE reference line.

Fig. 11 lC based on the CA-CA model, during cooling (open squares)
and subsequent heating (open circles) at 10 �C/min. lC based on the
CA-CA model, during heating at 10 �C/min after quenching (solid
diamonds). The results according to the A-CA model are represented
with a full line for the cooling and a dashed line for the subsequent
heating experiment at 10 �C/min whereas the data during heating
after quenching are represented by a dotted line

Fig. 12 WAXD crystallinity estimates during cooling at 10 �C/min
from 200 �C (open circles), during subsequent heating at 10 �C/min
(solid circles) and during heating at 10 �C/min. after quenching from
200 �C into acetone at its freezing point (open diamonds)
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The crystalline density at 40 �C after quenching is
below that after cooling at 10 �C/min and agrees well
with that after quenching the pure copolymer [25]. In the
present case, however, there is no gradual but an abrupt
increase in density starting at 90 �C and ending at 118 �C
close to the LPE reference density. The density of the
quenching induced crystals stays intact up to 90 �C and
only decreases due to thermal expansion (the slope of this
density is identical to that of the LPE reference line). The
increase of the crystalline density beyond 90 �C coincides
with the crystallinity segregation derived from SAXS, a
pronounced lC increase and the development of the first
DSC melting maximum.

Note that in the SAXS data processing it was assumed
that the experimental deviation from the LPE crystalline
density values is caused by a unit cell expansion at the
interphase between crystalline and amorphous material.
With the core of the crystals resembling high-density
reference PE it is appropriate to use reference mass
densities of fully crystalline and amorphous PE in the
SAXS data processing [26].

Discussion

The data presented above are compatible with the
following line of thought. The high temperature DSC
exothermic peak during cooling at 10 or 100 �C essen-
tially corresponds to the crystallization of LPE. This
peak shifts to lower temperatures with increasing cooling
rate as expected for nucleation controlled crystallization
and crystallization that involves (time consuming) seg-
regation of a not crystallizable component. At high
temperature the copolymer cannot crystallize as (most

of) the ethylene sequences are too short compared to the
length needed for crystallization in thick crystals. Hexyl
branches cannot be incorporated into the PE crystalline
lattice [40]. The low-temperature crystallization peak
during cooling at 10 or 100�C thus corresponds to
copolymer crystallization and also shifts to lower tem-
peratures with increasing cooling rate for the same
reason. These peak shifts are reflected in the melting peak
temperatures. The third (highest-temperature) melting
peak is due to the melting of recrystallized LPE material.

Besides lowering the actual crystallization tempera-
ture, an increase of the cooling rate also promotes
LPE-copolymer cocrystallization. In fact the DSC exper-
iments show that, during cooling at 10 �C/min, the
longest ethylene sequences of the copolymer cocrystallize
with the LPE fraction since the melting peak temperature
of the copolymer fraction in the blend is below that of the
pure copolymer, cooled at the same rate [26]. In other
words, cocrystallization extracts the longest copolymer
ethylene sequences which results in an increase of the
average comonomer content in the remaining copolymer
fraction and hence a decrease of the corresponding
crystallization and melting temperatures. By increasing
the cooling rate, the extent of cocrystallization increases
since crystallization occurs at lower temperatures and
slightly shorter ethylene sequences are also involved.
These two effects cause the copolymer melting peak after
cooling at 100 �C/min to be below that after cooling
(more slowly) at 10 �C/min.

Beyond a given cooling rate this negative shift of the
low-temperature melting peak seems to reverse. The low-
temperature melting peak after rapid quenching is
situated at a higher temperature (curve (c) in Figure 3).
Clearly, this peak cannot be due to the melting of
copolymer alone, since it is not expected to shift to higher
temperatures with increasing cooling rate. On the other
hand, the LPE melting peak should have shifted further
to lower temperatures because crystallization occurred at
higher supercooling during quenching. In addition, at
high supercooling, cocrystallization is maximized.
Accordingly, the low-temperature endothermic peak
after quenching corresponds to the melting of LPE-
copolymer cocrystals. Some excess copolymer may have
crystallized separately, but the corresponding endother-
mic signal links up or coincides with the melting peak of
the LPE-copolymer cocrystals. The high temperature
melting peak after quench-cooling corresponds to the
melting of recrystallized LPE material, just like the
highest temperature peaks after cooling more slowly do.
There is no reason to assume that a rapidly cooled PE
sample would not recrystallize if a more slowly cooled
sample already does so.

This scenario is fully supported by the scattering
experiments. Cocrystallization produces crystals with a
lower density compared to LPE. Upon melting the LPE
fraction and the longest copolymer ethylene sequences

Fig. 13 WAXD based crystalline density as a function of temperature
during cooling at 10 �C/min from 200 �C (open circles), during
subsequent heating at 10 �C/min (solid circles) and during heating at
10 �C/min after quenching (open diamonds). The full line represents
the reference crystalline density for LPE after Swan38
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are able to recrystallize and produce crystals with a
higher density. The selection of ethylene sequences
involves a spatial segregation of material but on a length
scale smaller than what is reached during cooling at
10 �C/min. Segregation during cooling at 10 �C/min can
be observed by SAXS and SALS whereas only SAXS sees
the segregation taking place during heating after quench-
ing. This segregation length scale decreases with increas-
ing crystallization rate and decreasing component
diffusion rate. Both parameters cooperate and promote
lower segregation lengths with decreasing temperature.
Recrystallization after cocrystal melting occurs at about
95 �C whereas the LPE crystallization (and component
segregation) during cooling at 10 �C/min takes place at
115 �C.

This difference in (re)crystallization temperature
should also be reflected in the corresponding melting
temperature, but this is experimentally not observed. The
fact that the high temperature melting peak after
quenching is identical to that after cooling at 10 �C/
min, together with the continuous increase of the
lamellar thickness, suggests that the crystals, formed by
recrystallization after cocrystal melting, continuously
remelt and recrystallize until they finally are no longer
able to do so at the highest temperatures. This limiting
temperature is identical for recrystallization after cooling
at 10 �C/min since the heating rate is identical. Accord-
ingly the recrystallization-induced melting peaks coin-
cide.

During this melting-recrystallization process endo-
thermic heat is (partially) compensated by exothermic
heat until only endothermic heat is left at the highest
temperatures, giving rise to a second peak. The LPE
melting peak associated with the melting of crystals that
were formed during cooling (second melting peak) seems
- after cooling at 100 �C/min - to be smaller than that
after cooling at 10 �C/min. In the latter case, there is less
recrystallization (and hence less exothermic overlap)
because not all original LPE crystallites recrystallize.
Some original LPE crystals are sufficiently stable to melt
at sufficiently high temperatures where recrystallization
cannot occur during the time allowed in the heating run.
Obviously, if even slower cooling rates had been used,
crystallization would have occurred at such high tem-
peratures that there would be no time at all for
recrystallization at the high melting temperatures of
these crystals during heating at 10 �C/min.

The recrystallization after quenching happens very
fast since it occurs a high degree of supercooling. This
explains why recrystallization can hardly be suppressed
by increasing the DSC heating rate.

It is of interest to reflect on the evolution of the
crystallinity during heating, in particular on the effect
causing the crystallinity after quenching in temperature
window (2) of Fig. 5 to exceed that after cooling at
10 �C/min. The arguments given previously to account

for this effect in the case of the pure homogeneous
copolymer [39], where the ethylene sequence length
distribution (ESLD) is mainly intramolecular, can be
translated to the present blend case with an intermolec-
ular ESLD. In the present case the shorter ethylene
sequences are all part of the copolymer whereas the
majority of the longer, nominally infinite, sequences
belong to the LPE fraction.

According to nucleation theory, the thickness of a
crystalline lamella is inversely proportional to the
crystallization temperature (i.e. the supercooling). Dur-
ing slow cooling, at high temperatures, only relatively
thick LPE crystals can be formed. The copolymer
ethylene sequences that have the critical length for
nucleation at that temperature are also involved, but the
majority of the copolymer fraction is segregated from
the crystallization front and crystallizes separately at
lower temperatures into thinner crystals according to
the ESLD. The required minimum ESL for cocrystal-
lization with the LPE fraction decreases with decreasing
LPE crystallization temperature. In a given miscible
LPE-copolymer blend the copolymer fraction that
cocrystallizes increases with the cooling rate. During
quench cooling, cocrystallization is maximized. Besides
a minimum ethylene sequence length for crystallization
at a given temperature a minimum amount of refolding
chains is also needed to avoid a density conflict [41–43].
According to Vonk [42] at least 60% of the stems
reaching the surface of a PE crystal have to bend back
into the crystal of origin. On this account, while slowly
cooling an LPE-copolymer blend some copolymer
ethylene sequences, with the critical length for nucle-
ation at a given temperature, nevertheless do not
(co)crystallize. These sequences only crystallize at lower
temperatures where thinner crystals are formed and
their length is sufficient for a re-entry loop without
overcrowding problems. At higher temperatures they
can only crystallize provided they cocrystallize with a
sufficient number of longer sequences, that are able to
crystallize with a re-entry loop. Most of the LPE
(infinite) sequences and the longest copolymer ethylene
sequences are, however, consumed in very thick crystals
formed at higher temperatures in a slow cooling process.
Quenching as well as recrystallization at high superco-
oling results in extensive cocrystallization. Such cocrys-
tals can contain a high fraction of relatively short
ethylene sequences without overcrowding problems
because the (folded) LPE sequences are present in the
same crystal. The relatively higher mass fraction of
crystallized ethylene sequences causes the higher crys-
tallinity in the temperature window (2) of Figure 5.

After cooling at 10 �C/min and in the low temperature
region (1) all sequences that can potentially crystallize are
to some extent in the crystalline state. In contrast, an
amount of ethylene sequences with a potential for
crystallization may be immobilized in the amorphous
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state after quenching, due to the attachment of other
chain parts to crystals. This obviously also holds after
cooling at 10 �C/min., but this effect is thought to be
more important after quenching since little time is
allowed for the selection and segregation of ethylene
sequences. Consequently, the overall amount of ethylene
sequences incorporated in crystals by cooling at 10 �C/
min in region (1) is larger than that reached by
quenching. The crystals that consist of relatively short
ethylene sequences after cooling at 10 �C/min and that
melt in region (1) cannot recrystallize because the longer
sequences needed to cocrystallize with - in order to avoid
overcrowding - are incorporated in crystals that only
melt at higher temperatures. As explained above, such
short sequences are included after quenching by which
the crystallinity after quenching is higher in window (2).

In the temperature region (3) the crystallinity of the
sample cooled at 10 �C/min is again higher than after
quenching. At these high temperatures only relatively
thick crystals are stable, which can be formed after
sufficient time at high temperatures (i.e. during a
relatively slow cooling or slow heating by annealing
and/or recrystallization). The small excess of thicker
crystals in region (3) for the sample cooled at 10 �C/min
is due to the crystals formed during cooling. Probably all
the crystals in that region after quenching are generated
by recrystallization. The amount of thickest lamellae in
region (4) for the quenched sample is identical to that of
the sample cooled at 10 �C/min. These crystals are nearly
all formed by recrystallization independent of the
previous cooling rate.

Conclusions

The double melting behavior of a quenched (15/85)
blend of LPE with a lightly branched ethylene

copolymer is not linked to the presence of two crystal
populations. The observed thermal behavior is the
result of a superposition of endo- and exothermic
signals. By quenching a unimodal crystal thickness
population is created. The LPE fraction cocrystallizes
with at least part of the copolymer fraction without
segregation of the components. During heating the
cocrystals repeatedly melt and recrystallize into thicker
crystals over a large temperature range, thereby
progressively excluding more copolymer material. The
concomitant spatial segregation of species is observa-
ble by SAXS but is too small to be detected by SALS.
The LPE crystals formed at the end of this reorgani-
zation process, melt at high temperatures where
accordingly a (second) endothermic peak appears in
DSC. Recrystallization during heating after quenching
cannot be suppressed by increasing the heating rate in
a standard DSC because it requires extremely high
heating rates when recrystallization occurs at a high
supercooling.

During cooling at 10�C/min the LPE fraction crys-
tallizes first to form space-filling spherulites of low
crystallinity with the amorphous copolymer segregated
into relatively large intraspherulitic regions. This copoly-
mer fraction crystallizes later upon further cooling.
During heating the sequence of events is reversed but
part of the LPE fraction recrystallizes at high tempera-
tures. From SALS it can be deduced that no lm scaled
domains of different crystallinity are present after
quenching.
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Introduction

Since the discovery of Iijima [1] a decade ago, carbon
nanotubes (CNTs) have attracted a lot of interest and
scientific efforts due to their unique and fascinating

structure and properties. These properties [2,3] opened a
wide range of potential applications such as nano-
electronic devices, field electron emitter, nano-sensors,
ultra strong wires, nanocomposites materials and more
[4,5]. Nevertheless, the realization of the superior molec-
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Abstract Composite polymer
nanofibers containing single-walled
carbon nanotubes (SWCNT) are
fabricated by electrospinning. We
describe the path from dispersing
individual SWCNTs or thin bundles
in water using amphiphilic polymers,
through a structural characteriza-
tion of the polymer conformation in
the SWCNT/polymer hybrid to the
characteristics of the electrospun
composite nanofibers. An alternat-
ing copolymer of styrene and so-
dium maleate (PSSty) and gum
arabic (GA)-a highly branched nat-
ural polysaccharide were success-
fully used to produce stable aqueous
dispersions. Measurements of small
angle neutron scattering (SANS)
show that both polymers form a
thick corona of adsorbed coils on
the nanotubes, resulting in a thick
cylindrical hybrid. The large coils
introduce a significant steric barrier
stabilizing the dispersions, in addi-
tion to electrostatic repulsion by
charged groups. The composite
nanofibers showed good distribution
and alignment of the SWCNTs in
the poly(ethylene oxide) (PEO) ma-
trix. Enhanced tensile properties

were achieved due to a high degree
of alignment of both nanotubes and
PEO crystals, and a strong interface,
especially with PSSty.
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ular properties (often anisotropic) of the nanotubes in
the final products is still an unsolved challenge hampered
by processing difficulties. These difficulties arise from the
fact that carbon nanotubes, single-walled carbon na-
notubes (SWCNTs) in particular, tend to form tight,
long bundles due to strong short-ranged van der Waals
interaction [6] resulting in a complex entangled network.
In this network the molecular properties cannot be
expressed. Hence, separation of the bundles, dispersion
and alignment of the nanotubes become vital for the
achievement of controllable product with desirable
performance. Indeed, much work is being done world-
wide to achieve stable dispersions. Two main routes for
dispersing nanotubes are reported: Chemical and phys-
ical approaches. The first involves chemical modification
of the carbon nanotubes lattice and thus affect the
molecular properties. The latter is based on adsorption of
potential dispersants onto the surface of the nanotubes.
For example, aqueous dispersions were attained using
small surfactant molecules [7–9] large amphiphilic poly-
mers [10] and natural macromolecules [11]. Also, conju-
gated polymers were successfully used as effective
dispersants in organic medium [12–14]. It was recently
shown that a generic mechanism to disperse isolated
nanotubes in any solvent is based on the adsorption of
block copolymer providing selective interaction of the
different blocks with the solvent [15].

Concerning the alignment of nanotubes, several tech-
niques have been applied to this end. For example,
deposition of carbon nanotubes suspension under mag-
netic field [16], mechanical stretching of a polymer/
nanotube composite film [17,18] and more. Other
approaches are based on the processing of the carbon
nanotubes dispersions.Among these, a direct technique to
spin carbon nanotubes from an aqueous dispersion in
SDS to form a fiber or ribbon has been reported byVigolo
and co workers [7,19,20]. The electrospinning technique
has also been used recently in order to incorporate carbon
nanotubes in a polymeric matrix resulting in a composite
nanofiber [21–26]. In these techniques the quality of the
original dispersions has a key role in the aptitude to align
and distribute the nanotubes in the final product and
hence to control its properties. Consequently, the char-
acterization of the dispersions and evaluation of their
quality in terms of their ‘‘debundling’’ power and
stabilization are of central importance.

In this paper we aim to report a full path starting with
the formation of a stable dispersion and ending with the
processing of the dispersion into a final product. Specif-
ically, this path went through three stages: (1) Formation
of a stable dispersion of carbon nanotubes in aqueous
polymeric solution. (2) Characterization of the resulting
dispersion in terms of its structure and interaction
between its components. (3) Processing the dispersion to
form composite nanofibers by electrospinning. In order to
achieve stable dispersions, two different polymers were

used: gum arabic (GA) [11] and an alternating copolymer
of styrene and sodium maleate (PSSty). These polymers
were chosen for being large, amphiphilic and charged
molecules, which thus provide steric stabilization rein-
forced by electrostatic repulsion. However, the polymers
differ in their conformation. The PSSty is a linear
copolymer of alternating hydrophobic and hydrophilic
units, while GA is a highly branched polysaccharide.
Characterization of the dispersions was done by small
angle neutron scattering (SANS) and cryo- transmission
electron microscopy (cryo- TEM), and finally electros-
pinning was used to fabricate composite nanofibers.

Experimental

Materials

Alternating styrene/maleic anhydride copolymer (MW 50,000) was
boiled with a stoichiometric amount of NaOH for two hours for
hydrolysis of the anhydride ring. The resulting polyelectrolyte
(‘‘polysoap’’) is termed PSSty. Gum arabic (GA) – a natural
branched polysaccharide derived from exudates of Acacia senegal
and Acacia seyal trees was used without further purification.
SWCNTs synthesized by the electric-arc evaporation method were
purchased from Carbolex and used as received. The dispersions
were prepared by mixing the nanotubes in aqueous solutions of the
polymers at the concentrations given in table 1. The dispersions
were sonicated for 1 hour in a 43 KHz Delta D2000 sonicator and
centrifuged for 30 minutes at 15,000 rpm (3g) in a Hettich Mikro
12–24 centrifuge. For small angle neutron scattering measurements,
the dispersions were prepared in D2O. Solutions for electrospinning
were prepared by mixing 50% (w/w) of the dispersions with
50%(w/w) of a 6%(w/w) poly(ethylene oxide)-(PEO) solution in
ethanol/water mixture. Procedure of the electrospinning is reported
previously [25, 26].

Cryo-transmission electron microscopy (cryo-TEM)

Vitrified samples of the dispersions were prepared in a controlled
environment vitrification system (CEVS) [27] at a controlled
temperature of 25 �C and 100% relative humidity. The transfer
of the sample to the microscope was done using an Oxford
Instruments CT-3500 cryo-specimen holder and transfer system.
The samples were investigated using low electron dose imaging and
acceleration voltage of 120 kV in a Philips CM120 TEM. Images
were recorded with a Gatan MultiScan 791 CCD camera, using the
Gatan DigitalMicrograph 3.1 software package.

Small angle neutron scattering (SANS)

Measurements of the dispersions were carried out at the KWS1
diffractometer at the FRJ-2 research reactor in Fz-Jülich, Ger-
many. The raw data were corrected for empty cell, detector
efficiency and background scattering. The absolute intensity was

Table 1 compositions of the SWCNT dispersions

SWCNT/PSSty SWCNT/GA

0.2% (w/w) SWCNTs 0.2% (w/w) SWCNTs
1% (w/w) PSSty 5% (w/w) GA
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obtained using secondary scattering standards. The data are
presented as intensity (scattering cross-section, cm)1) as a function
of the scattering vector (q ¼ 4p sin h=k were 2h is the scattering
angle and k is the wavelength).

Results and discussion

Dispersions of SWCNTs were prepared in GA and PSSty
solutions according to the compositions in table 1. The
resulting dispersions were homogeneous having a dark
smooth ink-like appearance and were stable for months.
Cryo-TEM imaging of the vitrified SWCNTs/PSSty
dispersion is presented in figure 1. Long and thin threads
of either isolated or very thin bundles of carbon
nanotubes are observed. The diameter of the thread
ranges from 10 to 40A and the length, which is not
entirely seen in the micrographs, is not less than 4000A.
Also, the nanotubes seem as expected to have a large
persistence length.
Scattering patterns of SWCNTs/PSSty and SWCNTs/
GA are shown in figure 2. These data represent the
scattering of the SWCNT/polymer hybrid particles after
the subtraction of the unbounded (free) polymer. The
scattering patterns do not exhibit a q–1 power law, as
would have been expected for rod-like particle [28]. This
is even more surprising considering the cryo-TEM
micrographs presented above. Indeed, no simple model
of cylindrical particle or even core-shell cylindrical model
could fit the data. However, the carbon nanotubes/
polymer interaction in the dispersion can be depicted as a
cylindrical core decorated by adsorbed chains. Hence, we
followed the model of a ‘‘block copolymer micelle’’,
which was derived by Pedersen for spherical amphiphilic
block-copolymers [29–31] and adapted for cylindrical
geometry [32], modified for present system.

FHYB ¼ ðDbÞ2coreFcoreðqÞ þ NaggðDbÞ2chainFchainðqÞ
þ 2NaggðDbÞcoreðDbÞchainScore�chainðqÞ
þ NaggðNagg � 1ÞðDbÞ2chainSchain�chainðqÞ ð1Þ

This expression describing the hybrid particle (FHYB)
consists of four terms.The cylindrical core form factor,
Fcore is a function of R - the radius of the cylindrical core
made of one or a few bundled nanotubes. Fchain, the
adsorbed chain form factor, is taken as that of a
Gaussian chain and is thus a function of the chain’s
radius of gyration Rg. The cross term between the core
and the chain, Score-chain, and the cross term between the
chains in the corona, Schain-chain do not not bring
essentially new structural parameters. Nevertheless they
depend strongly on the spatial arrangement of the
polymer coils adsorbed on the cylindrical core. Nagg is
the number of chains attached to one cylinder per unit
length. Dbcore and Dbchain are the excess scattering lengths
of the core and the chain, respectively. In this model there
are three fit parameters: R, Rg and Nagg. The full
description of the model and its analysis will be presented
separately. Nevertheless, we bring herein the main results
and conclusions. This model fits the data as shown by the
solid lines in figure 2. The values of the fit parameters
reveal a picture of a thick rod-like particle made of a thin
and long cylindrical core having a radius of about 20Å.
The core is surrounded by a thick and swollen polymeric
corona with a large radius of gyration of about
150–170Å. The coverage of the core by the polymer is
described by Nagg where the number of polymer chains
per length of the core (Nagg/length) is 3–6 chains per
100Å. The core may thus be a thin bundle of nanotubes,
with an average of about 4. The nanotube core imposes
an elongated structure to the adsorbed polymer which

Fig. 1 Cryo-TEM micrographs
of SWCNTs/PSSty dispersion in
D2O. The thick arrow indicates a
thin bundle and the thin arrow
indicates an isolated nanotube.
The dark sphere in the left image
is an ice spot. Bar=500Å
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results in a large cross section radius of the composite
hybrid. The model is most sensitive to the structural
parameters related to polymer, i.e. Rg and Nagg, which
control the curvature of the scattering pattern in the
measured q-range. On the other hand, the fit is less
sensitive to the radius of the nanotube core, since the thin
core is only 11% of the entire cross section. With this
description it is comprehendible that the q)1 power law
cannot be observed in these scattering patterns. Whereas
a thinner hybrid would have exhibited this q)1 power
law, the large cross section due to the polymer coils
adsorbed on the nanotube core, significantly affect the
pattern in the measured small q-range, altering the
apparent power law. The interpretation of the cryo-TEM

image is to be done accordingly. Only the cylindrical core
is observed while the attached polymers cannot be
imaged due to its low contrast.
These results demonstrate that steric interaction of the
large polymer coils, adsorbed onto the nanotube surface,
controls the stabilization of the dispersions and prevents
re-bundling of the nanotubes. Charged groups distrib-
uted along the polymer further add electrostatic stabil-
ization. It is interesting to note that although the
polymers have totally different molecular structures their
association with the nanotubes is basically the same,
exhibiting a common scattering pattern and stabilization
mechanism.

The dispersions, characterized above, were used
subsequently to produce composite nanofibers by elec-
trospinning. The dispersions were mixed together with
spinable solutions of poly(ethylene oxide) – (PEO) and
electrospun according to the procedure reported previ-
ously [26]. The resulting nanofibers contained a small
amount of embedded SWCNTs accompanied by the
polymeric dispersant (GA or PSSty) and a PEO matrix.
The nanofibers’ diameter was about 70 nm. Etching of
PEO with oxygen plasma was used to expose the
nanotubes within the nanofibers, as shown in figure 3,
revealing isolated or thin bundled nanotubes.
This supports the assertion by the SANS measurements
that the nanotubes were well dispersed. The nanotubes
are straight and well aligned along the nanofiber axis. It
is important to emphasis that poor dispersions con-
taining large entangled bundles can be incorporated
into nanofibers as well. However, although the flow
during the electrospinning process induces alignment of
rod-like particles, the bulbs of bundled nanotubes
cannot be unraveled by electrospinning and remain as
such in the nanofiber, as was shown previously [26].
This illustrates the importance of the quality of the
dispersion in order to achieve distribution and align-
ment of the nanotubes within the nanofibers. X-ray

Fig. 2 SANS patterns of SWCNTs/PSSty and SWCNTs/GA disper-
sions, after subtraction of the polymer solution scattering. The solid
lines are fits of the measured data according to equation (1)

Fig. 3 TEM micrograph of
etched SWCNTs/PSSty/PEO
nanofiber. The arrows indicate
the edges of the embedded
SWCNT. Bar= 500Å
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diffraction from ropes of nanofibers with and without
nanotube dispersion with PSSty is shown in figure 4.
Ropes of PEO exhibit a characteristic fiber diffraction
pattern of the common monoclinic unit cell. The sharp
equatorial reflections indicate that the PEO chains are
aligned along the nanofiber axis. Similar good align-
ment of PEO chains is achieved also in the composite
nanofibers with SWCNT and PSSty. Thus, well-aligned
and separated nanotubes can be integrated in the
polymeric matrix without disturbing the oriented
crystallization of the PEO.
The high degree of alignment of carbon nanotubes and
PEO crystals along the nanofiber axis results in unique
tensile properties. Preliminary measurements indicate
that the modulus of PEO nanofibers containing about
3% (w/w) SWCNTs from PSSty dispersion is about 1700
MPa which is 7 fold the modulus of PEO nanofibers. On
the other hand, the modulus of nanofibers containing the
same amount of nanotubes from GA dispersion is only
700 MPa. The significant difference between the results
reflects the role the polymer dispersant plays at the
interface between the nanotube and the nanofiber matrix.
As concluded from the scattering measurements the
dispersing polymer has a swollen coil conformation
around the nanotubes which may readily interact with
dissolved PEO chains. In the electrospun nanofibers, the
dispersant polymer may thus serve as a bonding inter-
phase between the nanotubes and the PEO matrix. The
results indicate that the interaction between the nanotu-
bes and PSSty and between PSSty and PEO is stronger
than those achieved with GA thus providing a more
effective load transfer. The details of the procedure for
collection of aligned nanofibers and their tensile testing
will be reported separately.

Conclusions

PSSty and GA were successfully used to produce stable
aqueous dispersions of SWCNTs containing isolated
nanotubes or thin bundles. Both polymers were attached
to the nanotubes forming a thick corona of polymer coils
providing an effective steric barrier combined with
electrostatic repulsion. These large hybrid cylinders
exhibited a characteristic scattering pattern which fits
well a modification of the cylindrical ‘‘block copolymer
micelle’’ model. Thus, long-term stable dispersions of
SWCNTs can be accomplished by adsorption of diverse
types of polymers such as linear alternating copolymer
and branched polymer as long as the polymer introduces
a significant steric barrier by thick envelopment of the
nanotubes.

The well-dispersed SWCNTs could be incorporated in
a distributed and aligned manner into PEO nanofibers by
the electrospinning process, maintaining a high orienta-
tion of the polymeric matrix. The significant reinforce-
ment of the tensile modulus of the composite nanofibers
is optimal when the dispersing polymer also forms a
strong interface between the nanotubes and the matrix,
as in the case of PSSty. The entire route starting with
dispersion of SWCNTs through structural characteriza-
tion and ending with a composite nanofiber illustrates the
direct link between the ‘‘quality’’ of the dispersion and
the outcome accomplished by its processing.
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Fig. 4 X-ray diffraction pattern
of: (a) PEO nanofibers and (b)
SWCNTs/PSSty/PEO nanofibers

References

1. Iijima S (1991) nature 354: 56
2. Saito R, Dresselhaus G, Dresselhaus

MS (1998) Physical Properties of Car-
bon Nnotubesa. Imperial College
Press, London

3. Terrones M (2003) Ann Rev Mater Res
33: 419

4. Ajayan PM, Zhou OZ (2001) Top Appl
Phys 80: 391

5. Dai L, Patil A, Gong X, Guo Z, Liu L,
Liu Y, Zhu D (2003) ChemPhysChem
4: 1150

6. Girifalco LA, Hodak M, Lee RS (2000)
Phys Rev B 62: 13104

68



7. Vigolo B, Penicaud A, Coulon C,
Sauder C, Pailler R, Journet C, Bernier
P, Poulin P (2000) Science 290: 1331

8. Moore VC, Strano MS, Haroz E,
Hauge RH, Smalley RE, Schmidt J,
Talmon Y (2003) Nano Letters 3: 1379

9. Islam MF, Rojas E, Bergey DM,
Johnson AT, Yodh AG (2003) Nano
Letters 3: 269

10. O’Connell MJ, Boul PJ, Ericson LM,
Huffman CB, Wang Y, Haroz E,
Kuper C, Tour J, Ausman KD, Smal-
ley RE (2001) Chem Phys Lett 342: 265

11. Bandyopadhyaya R, Nativ-Roth E,
Regev O, Yerushalmi-Rozen R (2001)
Nano Letters 0: 1

12. Dalton AB, Stephan C, Coleman JN,
McCarthy B, Ajayan PM, Lefrant S,
Bernier P, Blau WJ, Byrne HJ (2000)
J Phys Chem B 104: 10012

13. McCarthy B, Curran SA, Dalton AB,
Davey AP, Konya Z, Fonseca A, Nagy
JB, Blau WJ (2000) J Mater Sci Lett 19:
2239

14. Dalton AB, Blau WJ, Chambers G,
Coleman JN, Henderson K, Lefrant S,
McCarthy B, Stephan C, Byrne HJ
(2001) Synthetic Met 121: 1217

15. Shvartzman-Cohen R, Levi-Kalisman
Y, Native-Roth E, Yerushalmi-Rozen
R (2004) Langmuir 20: 6085

16. Smith BW, Benes Z, Luzzi DE, Fischer
JE, Walters DA, Casavant MJ,
Schmidt J, Smalley RE (2000) Appl
Phys Lett 77: 663

17. Bower C, Rosen R, Jin L, Han J, Zhou
O (1999) Appl Phys Lett 74: 3317

18. Jin L, Bower C, Zhou O (1998) Appl
Phys Lett 73: 1197

19. Launois P, Marucci A, Vigolo B,
Bernier P, Derre A, Poulin P (2001)
J Nanosci Nanothechno 1: 125

20. Poulin P, Vigolo B, Laonois P (2002)
Carbon 40: 1741

21. Ko F, Han WB, Khan S, Rahaman A,
Zhou O (2002) ASC 16th Annual
Technical Conference

22. Ko F, Gogotsi Y, Ali A, Naguib N, Ye
H, Yang G, Li C, Willis P (2003) Adv
Mater 15: 1161

23. Schreuder-Gibson H, Senecal K, Sen-
nett M, Huang Z, Wen JG, Li W,
Wang D, Yang S, Tu Y, Ren Z, Sung C
(2000) Proc Electrochem Soc 2000

24. Seoul C, Kim YT, Baek CK (2003)
J Polym Sci Pol Phys 41: 1572

25. Dror Y, Salalha W, Khalfin R, Cohen
Y, Yarin AL, Zussman E (2003)
Langmuir 19: 7012

26. Salalha W, Dror Y, Khalfin R, Cohen
Y, Yarin AL, Zussman E (2004)
Langmuir 20: 9852

27. Bellare JR, Davis HT, Scriven LE,
Talmon Y (1988) J Electron Micr Tech
10: 87

28. Glatter O and Kratky O (1982) Small
Angle X-Ray Scattering. Academic
Press, London

29. Pedersen JS, Gerstenberg MC (1996)
Macromolecules 29: 1363

30. Pedersen JS (1997) Adv Colloid Inter-
fac Sci 70: 171

31. Pedersen JS, Svaneborg C, Almdal K,
Hamley IW, Young RN (2003) Mac-
romolecules 36: 416

32. Pedersen JS (2000) J Appl, Crystallogr
33: 637

69



Introduction

Poly(ethylene glycol) (PEG) is probably the simplest
water soluble synthetic polymer. Due to its biocompat-
ibility it is used in a very broad range of pharmaceutical
[1] and cosmetic products [2]. For example, amphiphilic
block copolymers with one of the blocks being PEG are
frequent components in pharmaceutical formulations
and in drug delivery systems. It is the biocompatibility of
the PEG corona of nano-sized drug delivery particles,
which provides the ‘stealth’ properties, so that the
particles are not immediately degraded by the immune
system [3]

The PEG-water system is also an interesting system
from a fundamental point of view due to the large change
in solvent quality of water for PEG with variation of
temperature. Water becomes a poorer solvent as the
temperature is raised and it has a theta temperature of
about 100�C.[4,5] The pronounced temperature depen-
dence of PEG in aqueous solutions is crucial for the

thermal stability of products containing the polymer. As
an example of the influence of the temperature depen-
dence of the solvent quality of water for PEG, one can
mention the change in micelle structure and rheological
properties of block copolymer micelles of PEG and
poly(propylene oxide) at high temperature [6]

The change in solvent quality is associated with water
molecules, which forms strong hydrogen bonds with the
oxygen in the backbone of the PEG at low tempera-
ture.½7; 8; 9� As the temperature is increased, the hydrat-
ing water gradually disorders and the solvent quality
gradually decreases. The change in the hydrating water is
reflected in a large change in the apparent partial specific
volume of the PEG chains.[10] The solvent quality is also
directly reflected in the chain-chain interactions in dilute
and semi-dilute polymer solutions. The present work is a
study by small-angle scattering of such solutions of PEG
in water in a broad temperature and concentration range.

Scattering techniques are well suited for investigating
the structure and interactions in polymer solutions.
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Nestlé Research Center, P.O.Box 44,
Lausanne 26, 1000 Vers-chez-les-Blanc,
Switzerland

Abstract Poly(ethylene glycol)
(PEG) with a molecular weight of
about 4600 in semidilute solutions
with D2O as solvent has been stud-
ied by small-angle x-ray scattering in
a broad temperature range from 10
to 100� C at concentrations from
1wt% to 20wt%. The scattering
from the PEG solutions can be very
well described by a random phase
approximation (RPA) type expres-
sion. The forward scattering of the
chains is analysed by two different
approaches: In terms of temperature
dependent virial coefficients and in
terms of the recently derived Flory-

Huggins theory for polymers solu-
tions with a temperature dependent
chi parameter. The virial approach
gives a theta temperature of 100� C.
A satisfactory fit by the virial
approach requires only a second and
a forth order virial coefficient. In the
Flory-Huggins theory a correction
for the finite polymer volume frac-
tions results in a lower value of the
theta temperature of 86� C. The chi
parameter varies from 0.32 at 10� C
from 0.52 at 100� C. The analysis of
the temperature dependence of chi
shows that it is predominately due to
entropic effects.



However, the interpretation of the scattering data
depends crucially on whether suitable expressions are
available for fitting the data. It has been demonstrated
that the scattering intensity of semi-dilute solutions can
be well described by a random phase approximation
(RPA) expression, [11; 12] which in fact is also in
agreement with suggestions by Zimm [13] and Benoit
and Benmouna ½14�. In the present work we have
performed a small-angle x-ray scattering study (SAXS)
of PEG in water. We apply the RPA expression to obtain
information on the concentration effects and thus on the
chain-chain interactions in the solutions as a function of
temperature. The results are described by two different
approaches: (i) In terms of temperature-dependent virial
coefficients and (ii) in terms of a temperature-dependent
Flory-Huggins chi parameter via recently derived expres-
sions.

Experimental

The PEG homopolymer used in the study is PEG 4600 from Sigma-
Aldrich. The polymer weight average molar mass was determined
to be 4600 by MALDI-TOF mass spectroscopy and HPLC at the
Danish Polymer Centre at Risø National Laboratory. A polydis-
persity index of 1.2 was calculated from the mass distribution. The
polymer was used as received.

The samples were prepared by weight by dissolving PEG 4600 in
D2O (D purity higher than 99.9%) from Sigma-Aldrich. Samples
with concentrations of 1, 2, 5, 10 and 20 wt% were mixed. The
samples were left overnight and clear homogeneous solutions
formed. D2O was used in case future small-angle neutron scattering
(SANS) would be performed, as the D2O gives good contrast and
low background in SANS.

SAXS measurements were performed on the pin-hole SAXS
instrument at the University of Aarhus.[15] The instrument is a
modified version of the original small-angle x-ray equipment
known as the ’NanoSTAR’, which was produced by Anton Paar,
Graz, and distributed by Bruker AXS. The camera employs a
rotating anode (MacScience with Cu anode, 0.3� 0.3 mm2

projected source point, operated at 4.05 kW) and it has a three-
pin-hole collimation. The instrument is optimised for solution
scattering to have a high flux and a low background. The
divergent Cu Ka radiation from the anode is monochromatized
and made parallel by two cross-coupled Göbel mirrors. The
samples are kept in a reusable home-built capillary holder with a
quartz capillary with a pathlength of about 1.75 mm. The
capillary is placed in the integrated vacuum chamber of the
camera, and extra windows are avoided. The capillary holder is
thermostated with a Peltier element which is computer controlled
(Bruker AXS and Anton Paar). The temperature inside the
capillary was checked by a thermoelement placed in the water-
filled holder in vacuum. The temperature was varied from 10 to
100�C in steps of 10� C.

The sample detector distance is 66 cm and the beamstop is
3.0 mm in diameter. The instrument configuration gives access to
a range of scattering vectors q from about 0.01 to 0.34 Å-1, where
the scattering vector modulus is given by q=(4p/k) sinh, where 2h
is the scattering angle and k is the wavelength. The two-
dimensional data sets are recorded using a two-dimensional
position-sensitive gas detector (HiSTAR). The data were normal-

ized to the integrated incident flux and sample transmission. The
latter was measured indirectly by recording the integrated
scattering from a strongly scattering sample (glassy carbon) with
and without the sample inserted in the beam path before the
glassy carbon. The spectra of all samples, corrected for variations
in detector efficiency, were isotropic and the data were azimuthally
averaged and corrected for spatial distortions. A pure D2O
samples was measured at the same temperatures as the samples
and used for background subtractions. Finally the resulting data
were converted to absolute scale using the scattering from pure
water as a primary standard [16].

The apparent partial specific volume of PEG 4600 was
determined from density measurements performed at 5–90�C with
a DMA5000 densitymeter (Anton Paar) on solutions of PEG 4600
with concentrations 1, 2, and 5 wt%. The excess scattering length
density of PEG in D2O was calculated from the partial specific
densities.

Theory

For dilute solutions the scattering intensity can be described by the
RPA/Zimm scattering cross-section expression [11,12,13,14]:

drðqÞ
dX

¼ cMwDq2
m

PðqÞ
1þ mPðqÞ ð1Þ

where c is the concentration in g/mL, Mw is the weight-average
molecular mass, and Dqm is the excess scattering length per unit
mass of polymer. P(q) is the single chain form factor and m is a
parameter depending on the reduced concentration c/c* and the
binary cluster integral b, which describes the effective monomer-
monomer interaction:

b ¼ 4p
Z

r2dr½1� expð�V ðrÞ=kT Þ� ð2Þ

where k is Boltzmann’s constant, T is the absolute temperature and
V(r) is the effective monomer-monomer interaction potential. For
low concentrations (i.e. below the overlap concentration of the
chains) m is proportional to the second virial coefficient A2. At the
theta temperature Th, the second virial coefficient A2 vanishes and
there are no concentration effects at low concentrations.

In the recently developed Flory-Huggins theory[12] for semi-
dilute solution, (1) is still valid. A simple calculation shows that

m ¼ g
VPEG

VH2O

h 1

1� g
� 2v

i
ð3Þ

where g is the polymer volume fraction, VPEG is the PEG molecular
volume, VH2O is the volume of a water molecule, and v is the
temperature dependent Flory-Huggins interaction parameter. For
T fi Th and small concentrations (g<<1), v fi ½ and v fi 0, so
that the concentration effects also vanish for this expression, in
agreement with behaviour of the Zimm expression at the theta
temperature.

Considering higher order-terms in a virial expansion at q = 0 in
terms of g, one has

m ¼ g2A2M þ g23A3M þ g34A4M þ � � � ð4Þ

Equation (3) from the Flory-Huggins theory also contains higher-
order terms. A series expansion gives:

m ¼ g
VPEG

VH2O
1� g� g2 � g3 � g4 � � � � 2v
� �

ð5Þ
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so that:

2A2M ¼ VPEG

VH2O
1� 2v½ �; 3A3M ¼ � VPEG

VH2O
;

4A4M ¼ � VPEG

VH2O
� � � ð6Þ

which provides a direct link between v and A2, and which in
addition shows that all higher virial coefficient are constant in the
Flory-Huggins theory. Therefore the concentration effects do not
vanish at the theta temperature at finite concentrations.

In the model we used the form factor of semi-flexible chains [17].
The data at low concentration and at high temperature, where the
concentrations effects are very small, were fitted with the form
factor without inclusion of concentration effects. This gave a radius
of gyration of Rg = 26 Å, which was kept fixed while fitting the
RPA expression (1) to all the data.

At good solvent condition where the chains have self-avoiding
configurations, an increase in concentration leads to a screening of
excluded volume effects as predicted by Flory. However, this effect
is not directly observable in the recorded data since it occurs at low
q where nominator and denominator in the RPA expression display
similar q dependence so that the intensity is constant in this region.
In addition the excluded volume effects are expected to be small
since the chains are relatively short, i.e. L/b = 45 [18;19]. Therefore
the effects of screening of excluded volume interactions were not
included in the form factor.

The expression (1) was fitted to the data and the effective
forward scattering of the chains

P 0 0ð Þ ¼ 1

1þ m
ð7Þ

was used as a fit parameter.

Results

The SAXS data are shown in Fig. 1 at three different
temperatures. The data have been normalized by the
concentration and by the contrast factorDq2 as calculated
from the partial specific volumes. The latter was done in
order to eliminate the effects of temperature dependence
of this prefactor. An example of the influence of this
normalization is shown in reference [10].At low q, the data
from some of the samples show an upturn at low q. This is
due to the formation of a small fraction of larger clusters
and it has recently been shown that it has its origin in chain
end effects.[20] Note that this contribution is absent at the
highest temperature. The data clearly shows that the
concentration effects become weaker at elevated temper-
atures. At 100 �C only the 10 wt% and 20 wt% data
clearly deviates from the other samples.

Figure 2 displays the data for selected temperatures
for the 1, 2, 5, and 10 wt% samples. The temperature
dependence is weak for the 1 wt% sample. The effects
become increasingly more important as the concentra-
tion is increased.

Figures 1 and 2 also contain the fits by the RPA
expression. The fits are satisfactory except at low q for
the samples with a significant cluster contribution. In

addition the fit to the 20 wt% data deviate significantly
from the data at low q.

Virial analysis

The results for P¢(0) from the fits are shown in Fig. 3.
There is a clear increase in P¢(0) with temperature at all
concentrations, which is in agreement with the weakening
of the polymer interactions with increasing temperature.
In a first step of an analysis of P¢(0), we will use only the
second virial coefficient and assume the simplest func-
tionality. We set m=2McA2, whereM= 4600 and take c
as theweight fractionof the solution.Furthermore,weuse
the proportionality A2 = A2

fit (T - Th) and fit the P’(0)
data as a function ofT. This provides a first crude estimate
of the value of Th (and A2

fit). The fits are shown in Fig. 3
and the corresponding values for Th are, respectively,
94+/)6, 97+/)2, 100+/)1, 105+/)2, and 109+/)3�C,
for 1, 2, 5, 10 and 20 wt%. For the three lowest
concentrations, the values are in excellent agreement with
the expected value of about 100� C[5]¢. At higher concen-
trations, the higher virial coefficients are important and
these do not vanish at the theta temperature. We have
furthermore, for, respectively, 1, 2, 5, 10 and 20 wt%,
A2

fit = 0.000056+/)0.000008, 0.000058+/)0.000003,
0.000065+/)0.000003, 0.000074+/)0.000004, and
0.000135+/)0.000014 (g/mol �C))1. The increase of
the value at the highest concentration also shows the
influence of higher order virial terms at high concentra-
tion.

As the data for c £ 5% are not influenced by
higher order virial terms, one can perform a simulta-
neous fit of these data with the same value for Th (fit not
shown). One obtains by this for A2

fit = 0.000057+/
)0.000002 (�C)-1 and Th = 100.1+/)1�C, where the
theta temperature is again in excellent agreement with the
expected value.

At high concentrations (10 and 20 wt%), the contri-
butions from the higher order virial coefficients leads to
systematic errors and higher order terms have to be
included in order to obtain good fits to the data. Fitting
each temperature individually shows that the A3 term is
so small that it can be neglected, whereas the A4 term is
significant. The temperature dependence of it can be
reproduced by an expression with a term which vanish at
Th and a residual term: A4 = A4

fit (T - Th)
3 +A4

0. In this
expression A4

fit andA4
0 are additional fitting parameters.

The equation (5) with this expression and the corre-
sponding one for the second order virial coefficient gives
an excellent simultaneous fit to all the data (Fig. 3(b)).
The results from this fit are A4

0 = 99.5+/)0.5�C, A2
fit

= 0.000057+/)0.00001 1/�C,A4
fit= (1.97+/)0.09)·10-7

(g/mol))1(�C)-3, and A4
0 = 0.0215+/)0.0009 (g/mol))1.
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Flory-Huggins Theory

As already mentioned, the higher order terms are already
included in the Flory-Huggins theory and all tempera-
ture dependence is assigned to the chi parameter (3). In a
first approach we used a chi parameter at each temper-
ature to fit the data. The polymer volume fraction g, the
PEG volume VPEG, and the volume of a water molecule
VH2O were calculated at each temperature from the
density results. Since the osmotic pressure is related to
the number-averaged molecular mass, VPEG was taken as
number average volume. The expression did not fit the
high volume fraction data at high temperature, and
therefore only the data for c £ 5 wt% were fitted and the
curves for c > 5 wt% calculated from the resulting fit.
The curves are shown in Fig. 4(a), where linear interpo-
lations between the values at the data points have been
introduced. One sees that the model reproduces the
concentrations effects very well at low temperature even
at the highest concentration, however, at high tempera-
tures, where the system approaches the theta condition,
the model overestimates the concentration effects. The
chi parameter corresponding to the fit is shown in Fig. 5.
It is around 0.32 at 10�C and goes smoothly to the theta
value of 0.5 between 80 and 90�C. For comparison, for
polystyrene in toluene, for which the solvent is consid-
ered to be a good solvent, the chi parameter is about
0.44,½21; 22� so the solvent conditions are indeed very
good for PEG in water at low temperature. The volume
fraction correction in (3) to the theta condition v¼½
leads to a lowering of the theta temperature compared to
the value found in the virial analysis.

In the final step of the analysis, we assumed a
temperature dependence of v:

v ¼ 0:5þ v1ðT � ThÞ þ v2ðT � ThÞ2 ð8Þ
where the second term is included due to the curvature of
temperature dependence of v as observed in the previous
fit (Fig. 5(a)). The number of fit parameters is in this way
greatly reduced since we do not need a chi parameter at
each temperature. Again only the data for c £ 5 wt%
were fitted and the curves for c > 5 wt% calculated
from the resulting fit (Fig. 4(b)). Also for this fit, the
model overestimates the concentration effects at high
temperatures, where the system approaches the theta
condition. The chi parameter is shown in Fig. 5(a) and
agrees very well with the values determined by having
individual fit parameters for each temperature. The

Fig. 1 SAXS data with fits (curves) for PEG 4600 solutions at fixed
temperature as a function of concentration. (a) 10�C (b) 50� C (c)
100� C. Signatures: 1 wt% circles, 2 wt% triangle down, 5 wt%
square, 10 wt% diamond, 20 wt% triangle up. The data have been
divided by the square of the excess electron density (Dq was in units of
e/Å3) of the PEG chains in order to eliminate the influence in the plot
of the change in contrast with temperature

c
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values for the two coefficients in the expression for chi are
v1 = 0.00142+/)0.00009 and v2 = )0.000011+/
)0.000002, and the theta temperature is 85.7 +/)1.1�C

In a previous light scattering study, Venohr et al. 23

used the expression

v ¼ aþ b
T

ð9Þ

to describe the temperature dependence of v. In order to
investigate whether the v follows this relation, we have in
Fig. 5(b) plotted the v versus 1/T using the values
obtained by fitting the individual temperatures. The data
shows a remarkable linear behaviour and we have
therefore used the expression (9) for chi and fitted the
forward scattering P0(0). We have also in this case only

fitted the data for c £ 5 wt% and calculated the curves
for c > 5 wt% due to the overestimation of the concen-
tration effects close to the theta temperature. The
agreement for this two-parameter fit is as good as for
the three-parameter fit using (8). The results are a =
1.156+/)0.002 and b = )235.3+/)0.9 K.

In the Flory-Huggins theory [24]

v ¼ zDe
kT
¼

z
�
epw � 1

2 ½eww þ epp�
�

kT
ð10Þ

where z is the coordination number on the lattice, k is
Boltzmann’s constant and De is the free energy of
forming a polymer-water contact. In the last expression
epw is the free energy of a polymer-water contact, eww is
the free energy of a water-water contact, and epp is
the free energy of a polymer-polymer contact. De can also
be expressed in terms of an enthalpic and an entro-
pic contribution De = DH )TDS. So in agreement
with reference (4), the two terms in (9) can be identified
with, respectively, an entrophy and an enthalpic energy
term:

Fig. 2 SAXS data with fits (curves) for PEG 4600 solutions at fixed
concentration as a function of temperature. (a) 1 wt% (b) 2 wt% (c)
5 wt% (d) 10 wt%. Signatures: 20�C circles, 40�C triangles down,
60�C squares, 80�C diamonds and 100�C triangles. The data have
been divided by the square of the excess electron density of the PEG
chains in order to eliminate the influence in the plot of the change in
contrast with temperature
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v ¼ vDS þ
vDH

T
ð11Þ

If it is assumed that DH and DS are independent of
temperature, a temperature change from 10 to 100�C as
in the present work, corresponds to ratios of DH /De and
DS/De of

DH=De ¼ 0:31 and DS=De ¼ 0:69 ð12Þ

and one sees that the free energy change is dominated by
entropy.

Discussion

Scattering studies of polymer solutions can be performed
using light ½22�, neutrons ½25� or x-rays. The former is the

Fig. 3 The forward value of the
effective single chain form factor
of the PEG chains at 1%wt
(filled circles), 2 wt% (open cir-
cles), 5 wt% (filled squares),
10 wt% (open squares) and
20 wt% (filled triangles). The
curves are fits with virial expres-
sions. (a) Including only a second
virial coefficient, which goes lin-
early to zero at the theta tem-
perature. (b) Including both a
second and a fourth virial coef-
ficient with temperature depen-
dence (see text for details)
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choice for high molecular weight polymers, whereas the
two latter are the choice for lower molecular weights. For
the PEG-water system the scattering contrast is favour-
able for light and for neutrons (when using D2O as
solvent), whereas it is weak for x-rays. In spite of this, the
present study employs small-angle x-ray scattering on a
laboratory-based instrument. Such a study of a weakly
scattering system has become feasible due to the
developments in optimised instrumentation for solution
scattering15.

In the present study experiments have been performed
as a function of concentration in a particularly broad
temperature range. Very pronounced concentration and
temperature dependence have been observed. The for-
ward scattering was derived from applying the RPA
expression to the SAXS data. The data could be fitted
with a temperature- and concentration independent
radius of gyration for the chains.

Analysis of the forward scattering for low concentra-
tions in terms of a virial expansion gave A2 � 0.005(g/
mol))1 at 10�C in agreement with results by Venohr et al.
for PEG with a molecular weight of 10000. The linear
temperature dependence and the theta temperature of
100�C are also very similar to that found Venohr et al.
Analysis of our data for higher concentrations showed
that the data could be fitted perfectly with only a second
and a fourth virial coefficient, which both depend on the
temperature separation from the theta point. The second
virial coefficient depends linearly on this temperature
separation whereas the fourth virial coefficient depends
on the separation to the power three and in addition has
a residual value at the theta point. Due to the similarities
of the temperature dependence of the two virial effects we
suggest that the temperature dependent part of both
coefficients is related to the effective pair potential and
that the residual of the fourth coefficient at the theta
point originates from steric contributions which are not
vanishing at the theta point.

The application of the Flory-Huggins theory to the
data showed that this theory gives a good description of
the data except close to the theta temperature where it
exaggerates the concentration dependence of the forward
scattering. The magnitude and the temperature depen-
dence of the chi parameter is in good agreement with
previous findings ½4,23� The temperature dependence of
chi follows v = a + b/T and when making the
connection to the interaction energies in the Flory-
Huggins theory one can identify a with an entropic free
energy contribution and b with an enthalpic. Using the

Fig. 4 The forward value of the effective single chain form factor of
the PEG chains with signatures as in Fig. 3. The curves are fits using
the Flory-Huggins theory. (a) With individual chi parameters at each
temperatures and interpolations. (b) A second order polynomium for
chi. (c) Using v = a + b/T

c
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observed temperature dependence of chi, one finds that
about 70% of the change in the free energy is entropy
related and 30% are enthalpy related. This is en good
accordance with the suggestion ½8,9� that the change in
solvent quality is due to a gradual disordering of water
molecules which are tightly bound to the PEG chain and
relatively well-ordered. This conclusion is further coop-
erated by the large change in apparent partial specific

volume of PEG in water ½10�. As the temperature is
increased the PEG chains have a gradual increase in the
apparent volume due to the disordering of the tightly
bound water.
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Fig. 5 The temperature depen-
dence of the chi parameter. The
points are the individual chi
parameters at each temperatures.
(a) The curve is from a second
order polynomium for chi. (b)
The curve is v = a + b/T from
the fit in 4(c)
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Introduction

Di-block copolymers are formed by two different poly-
meric moieties A and B, chemically bonded [1]. The
structural and dynamical behaviour of the resulting
polymer is strongly related to the interactions between
the blocks. Even simple co-blocks may show interesting
morphologies [2] depending on their thermodynamic
state. When a further component is added, the additional
interactions of each block with the new component will
greatly affect the behaviour of the complex system thus
formed. This is the case of solutions of co-blocks, whose
behaviour will greatly depend on the affinity of each
block toward the solvent. Self-organization processes are
observed in solution when each block presents different
affinity for the solvent. In the dilute regime, and above a
reasonably well defined concentration (conceptually
similar to the critical micellar concentration, cmc, of
regular surfactants), the aggregates formed are spherical
micelles. Strictly one should not speak of cmc, as in the

case of co-blocks the aggregation process goes through a
series of steps leading, eventually, to well-defined aggre-
gates with dimensions in the range of 1 – 100 nm. This
size falls in the domain of scattering techniques, and thus
Small Angle Neutron Scattering (SANS) and Small
Angle X-ray Scattering (SAXS) have been extensively
used to investigate the structure and the kinetics of
formation of block co-polymer aggregates [3]. The large
number of studies on these macromolecules is justified by
their importance in many industrial fields like deter-
gency, cosmetics, pharmacology, etc., the main goal of
these studies being to relate geometrical and chemical
characteristics of the copolymer molecules with the
structural properties in solution.

In this paper we present data on a co-block PMMA-b-
PEO [4] in which PMMA has the same molecular weight
(Wn¼ 1 kDa) of the PEO block, dissolved in water. To
the best of our knowledge there is only one structural
study performed on this polymer: solutions in toluene
and in methyl ethyl ketone have been investigated by
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means of Quasi Elastic Light Scattering (QELS) [5],
providing evidence of formation of inverse micelles. We
have performed a detailed SAXS study as a function of
the concentration and of the temperature in order to have
preliminary information on the phase diagram of the
system PMMA-b-PEO/water. Then SANS measure-
ments have been performed by using also external
isotopic substitution (i.e. by substitution of H2O with
D2O), as a mean to change contrast and get information
on the internal structure of the aggregates.

Experimental section

The poly(methyl methacrylate)-b-poly(ethylene oxide) block co-
polymer, which in what follows we shall indicate as ME1010, was
supplied by Goldschmidt AG and was used as received. A stock
solution (�20 wt.%) was prepared by dissolving the block co-
polymer in D2O at 60 �C. After stirring for 1 hour at this
temperature, the solution was cooled at room temperature and
no turbidity was observed. Concentrations in the range between
0.01% w/V and 7% w/V were obtained by dilution of the stock
solution with pure D2O. Solutions for SANS using external
isotopic contrast variation measurement were prepared by mixing
two stock solutions in heavy and light water, at the same known
block copolymer concentration (�5 wt%).

SANS data have been collected at the V4 SANS instrument
(BENSC, Berlin) [6] in which the Q range covered was (0.01 –
0.097) Å-1 and at the 12m-SANS instrument (HIFR, Oak Ridge) [7]
in which the Q range covered was (0.006–0.17) Å-1. Here Q¼ (4p/k)
sin(h), 2h being the scattering angle and k the wavelength of the
neutron used. Absolute scattering cross-sections were obtained
after correction of raw data for thickness, transmission, back-
ground and normalization using secondary standards. The tem-
perature of the multi-sample rack was controlled to better than
+/)0.5 �C by circulating thermostated fluid. SAXS measurements
were performed at the SAXS beam line of the Elettra Synchrotron
facility (Trieste, Italy) using a fixed wavelength (k¼ 1.54 Å) and
variable sample-to-detector distance which provided an effective Q-
range 0.017 fi 0.31 Å-1. Samples were held in place in glass
capillaries mounted in a stainless steel block sandwiched between
two copper blocks. The temperature of the sample was controlled
to +/) 0.5 �C by a Huber bath circulating the thermostated fluid
through the copper blocks. The intensity of photons was recorded
on a linear position-sensitive detector. Further details of technical
and experimental aspects are given elsewhere [8,9].

Theoretical basis

At low enough concentration the copolymer chains behave as non
interacting random coils (RC). Therefore, the SANS elastic
coherent scattering cross section [10] can be computed by means
of the Debye equation [11]

ðdRðQÞ=dXÞRC ¼ 2NRC½ðQRgÞ2

þ exp½ð�QRgÞ2� � 1�=ðQRgÞ4 ð1Þ

where NRC is the number of random coil chains of radius of
gyration Rg. By increasing the concentration, aggregates are
formed and the elastic coherent scattering cross section for
monodisperse particles, in the decoupling approximation, [10]
reads:

ðdRðQÞ=dXÞagg ¼ NaggPðQÞSðQÞ ð2Þ

where Nagg is the number of aggregates of form factor P(Q) and
S(Q) is the structure factor of the aggregate. In the case of spherical
core-shell particles with core of radius R1, scattering length density
B1, and shell of thickness R=R2)R1 (where R2 is the total radius
of the aggregate) and scattering length density B2, P(Q) is given by:

PðQÞ ¼ ½4pRiþ1ðBiþ1�BiÞðsinQRi � QR1 cosQR1Þ=Q3�2 ð3Þ

where B3 is the scattering length density of the solvent. The
scattering length density of the solvent, of the core and shell (B0, B1

and B2 respectively) are obtained from the composition of the three
regions.

The structure factor S(Q) is related to inter-particles correlations
and depends on the interaction potential considered: the simplest
and most used form is based on the hard spheres (HS) potential.
The corresponding analytical expression, for particles of radius R,
has been derived in the Percus-Yevick (PY) approximation [12,13]:

SHSðQÞ ¼ 1=½1� CHSðQÞ� ð4Þ

CHSðQÞ ¼ �24g=ðQRÞ6faðQRÞ3ðsinQR� QR cosQRÞ

þ bðQRÞ2½2QR sinQR� ðQ2R2 � 2ÞcosQR� 2�

þ c½ð4Q3R3 � 24QRÞ sinQR

� ðQ4R4 � 12Q2R2 þ 24Þ cosQRþ 24�g

where a, b, and c are simple functions of the volume fraction g [14].
A simple, variational modification of the PY equation has been
obtained [14] for a HS plus square well potential. This equation can
be obviously modified for a HS plus repulsive step, and as such has
been used to model SAXS data from phase separated Li-Al alloys
[15] and for block copolymer solutions [16]. By indicating with e the
attractive (<0) or repulsive (>0) step (in units kBT, with kB
Boltzman constant and T the absolute temperature) one obtains:

SSSðQÞ ¼ 1=½1� CSSðQÞ� ð5Þ

with

CðQÞSS ¼ CðQÞHS þ e=ðkBT Þ24g=ðQ3R3Þ½sink0QR

� k0QRcosk0QRþ QRcosk0QR� sinQR�

k0 being the width (in relation to the number of spheres diameters)
of the step.

Scattering cross section for polydisperse systems may be
obtained by integrating equation 2 over a given size distribution
function. Analytical equations for polydisperse spherical samples
have been derived in the mean Spherical Approximation and using
a Schultz distribution function for the radii [17, 18].

Results and Discussion

SAXS results

Figure 1 shows the SAXS curves for a 5% (wt.) solution
of ME1010 in D2O as a function of the temperature
between 30 and 75 �C. It can be noticed that the
temperature does not seem to alter the structure of
the system in a significant way. In the inset of Figure 1
the SAXS patterns from solutions at 30 �C and at the
concentrations indicated (expressed in wt. %) are shown.
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By increasing the concentration the intensity increases
and the most concentrated solution shows signs of
interparticle interaction.

Guinier radii in the range of 9 nm were obtained for
all the scattering curves. Therefore, it is apparent that in
the range of concentration and of temperature explored
by SAXS, ME1010 forms aggregates. Figure 2 shows
Guinier plots of the concentration data of Figure 1; the
same data, scaled for the concentration, are presented in
the inset of Figure 2.

It can be noticed that the data at concentration below
10% wt. scale almost linearly with the concentration,
indicating that in this range of concentration the
aggregates can be described by a single model.

SANS results

Details of the internal structure of the aggregates can be
obtained by means of SANS, which is known to be a
powerful technique to investigate the structure of
aggregates formed by hydrogenated materials because
the contrast between the different regions of the aggre-
gates and between these regions and the solvent can be
widely changed by isotopic substitution: quite simply
different regions can be highlighted by using D2O/H2O
mixtures as solvent (external isotopic substitution
method). For this reason, in order to get detailed
information on the internal structure of the aggregates,
we have performed SANS measurements on a series of
solutions in five D2O-H2O mixtures (0, 25, 50, 75 and
100% H2O, respectively). Contrast measurements have
been performed at 25, 45 and 65 �C. Because the density
of the solvent mixtures varies, the co-block concentration
was not exactly the same for all the samples, but varied

between 5.4% and 5.13% (w/V). Of course, the correct
concentrations were used in the fit procedure. Experi-
mental scattering cross section have been fit to equation
2, using equation 3 for P(Q) and equation 4 for S(Q) and
correcting for the fraction of polymer not aggregated
according with the procedure described in what follows.
A Schultz size distribution function has been used to
account for polydispersity [19]. Details on the fitting
procedure can be found in the literature [3, 10]. The fits
were all reasonable, although the calculated intensities
would show consistently positive deviations from exper-
imental points in the low Q portion of the scattering
curve; this meant that the thermodynamic limit (Q fi 0)
of S(Q), and hence the compressibility of the solutions,
was actually lower than the one computed for a model of
hard spheres, indicating that a repulsive step had to be
added to the HS interaction potential [15]. The origin of
this extra repulsive potential is due to two main
components, one arising from the tendency to swell the
shell layer by excluded volume effects and the other one
due to elastic free energy opposing to the stretching of the
PEO blocks [20–22]. Therefore, fits have been repeated
with the structure function obtained through equation 5.
For each temperature a single set of parameters has been
used to fit all the different contrast solutions.

Figure 3 shows the quality of the best fits obtained
using equations 4 and 5 for S(Q). Experimental points
refer to solution 8a of Table 1. Figure 4 shows the
agreement between experimental and calculated intensi-
ties at 25 �C. Similar agreement has been obtained at 45
and 65 �C.

It can be noticed that the agreement between exper-
imental (symbols) and calculated (lines) scattering cross
sections is excellent for all the contrast conditions, even

Fig. 1 SAXS data for ME1010 5% (w/V) as a function of
temperature. In the inset data at 30 �C for concentrations between
1.2 and 10% (w/V)

Fig. 2 Guinier plots of the SAXS data at 30 �C for concentrations
between 1.2 and 10% (w/V). In the inset the same data are normalized
to unit concentration
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for the solution 75% in H2O, whose low intensity
indicates that we are close to the contrast match
conditions, supporting the validity of the model at least
up to co-block concentrations close to 5% w/V. Param-
eters of the fits are reported in Table 1. From the
different contrast experiments the picture of micelles
characterized by temperature dependent parameters
emerges, i.e., a dry core formed by PMMA blocks with
radius varying from 3.3 to 3.9 nm and a shell formed by
the PEO chains heavily solvated with thickness varying
from 1.9 to 2.5 nm. A repulsive step 0.36 kBT high and
1.5 r wide, r being the particle diameter, has been used to
fit the data. The core-shell model just described has been
applied to the analysis of scattering data of solutions in
D2O at T¼ 20 �C listed in Table 1. Figure 5 shows a plot
of the forward scattering cross sections normalized by the
concentration. The two most dilute solutions do not
show any evidence of aggregation and this fact allows us
to determine the fraction of co-block remaining in
solution as random coil (in a sense a concept similar to
the cmc). In all the fits, the scattering cross section has
been computed as a weighted average of the contribution
due to the micellized and unmicellized block co-polymer.
In other words we have used a linear combination of
equations 1 and 2 in which P(Q) was given by equation 3
and S(Q) by equation 5. Again a Shultz polydispersity
function has been used to take into account the
polydispersity of the aggregates.

In principle the parameters of the repulsive step could
be temperature and concentration dependent. Prelimin-
ary fits have shown that, within the errors in the fitting
procedure, the values found were in good agreement with
those obtained in the contrast series. Therefore we have
fixed them in the remaining fits. Figure 6 shows the

comparison between the experimental data and the
scattering cross-sections computed with the parameters
of Table 1. In the inset of the same figure, the two most
dilute solutions are shown together with the fits to
equation 1 (Random Coil). The agreement between
experimental and calculated scattering cross-sections is
very good for all the solutions. In the most concentrated
solution the calculated curve shows small systematic
deviations. This is an indication that our model holds for
concentrations up to about 6% w/V, while for volume
fractions higher than the ones presented in this paper the
model should be revisited and new contrast measure-
ments in the proper concentration range should be
planned.

Concerning the concentration and temperature dep-
endence of the fit parameters it can be noticed that, by

Fig. 3 Effect of the potential used to compute S(Q)

Table 1 Fit parameters for all the solutions investigated by SANS. e and k¢ parameters (see text) are equal to 0.36 kBT and 1.5,
respectively

Solution Concentration w/V % Temperature(�C) / Solvent Agga SEOb D(nm)c

1 6.70 20/D2O 104(2) 7.5(1) 11.8
2a 3.53 20/D2O 107(1) 7.3(1) 11.8
2b 3.53 25/D2O 121(1) 4.02(9) 10.9
2c 3.53 45/D2O 148(1) 2.8(1) 11.1
2d 3.53 65/D2O 186(1) 2.09(4) 11.5
3 2.62 20/D2O 108(1) 6.8(1) 11.6
4 0.65 20/D2O 114(1) 6.5(3) 11.7
5 0.19 20/D2O 115§ 6.3§ 11.6
6 0.066 20/D2O 1 Rg = 6.23
7 0.033 20/D2O 1 Rg = 8.32
8a nominal 5§§ 25/D2O-H2O 119(1) 5.7(2) 11.5
8b nominal 5§§ 45/D2O-H2O 145(1) 4.0(1) 11.5
8c nominal 5§§ 65/D2O-H2O 199(1) 2.0(2) 12.2

aAggregation number;
bD2O molecules per EO unit;
cDiameter of the aggregate;
§Parameters extrapolated from the concentration dependence of the parameters of solutions 1,2a,3, and 4;
§§Because of variable density actual concentrations vary in a known manner between 5.1 and 5.4 w/V%
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increasing the concentration at constant temperature
(20 �C, solutions 1, 2a, 3, 4 and 5 of Table 1), aggrega-
tion numbers decrease slightly, while the number of
water molecules per EO segment increases slightly.
Despite a tenfold increase in concentration, the aggre-
gation numbers and the solvation numbers of the PEO
chains show a maximum variation of about 10%.
However, these changes are such that the total average
size of the aggregate remains approximately constant. All
the solutions are slightly polydisperse (the Schultz z
parameter is approximately equal to 21 for all solutions
investigated). Opposite trend, but equal net result
(approximately constant size and polydispersity index)
has been found for the 3.5% w/V solution in D2O at 20,
25, 45 and 65 �C (solutions 2a, 2b, 2c and 2d of Table 1).
Upon increasing the temperature, the solvation number
of EO segments will decrease thus causing a strong

increase of aggregation number and yet maintaining the
average dimension essentially constant at about 11.7 nm.

Comparison SAXS–SANS

Figure 7 shows the comparison between experimental
SAXS measurements (circles) and the scattering cross
section computed (line) with the fit parameters obtained
for the same solution by using SANS (solution 3 of
Table 1). Only a scaling parameter was used in this
comparison, as the SAXS data were not in absolute units.

Fig. 4 External contrast SANS data for 5% (w/V) solution of
ME1010 at 25 �C. Symbols are experimental data, lines are scattering
cross section computed with the fit parameters of table 1

Fig. 5 SANS estimation of the fraction of polymer aggregated

Fig. 6 SANS data at 20C for solutions of ME1010 in D2O. The inset
shows the data at the two lowest concentrations where no aggregates
exist. Symbols are experimental data, lines are scattering cross section
computed with the fit parameters of table 1

Fig. 7 Experimental SAXS scattering curve (symbols) and calculated
scattering cross sections (line) using the parameters obtained in the fit
of SANS data
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The excellent agreement is an indication of the goodness
of the model used.

Conclusions

The structure of water solutions of a PMMA-b-PEO
block copolymer with Mn¼ 2000 Da and the same
weight of the two blocks, has been investigated in
the concentration range from 3 · 10)4 g/ml to
6.7 · 10)2 g/ml. Solutions of concentration below
7 · 10)4 g/ml show no indications of aggregate forma-
tion and scattering data have been analysed in terms of
non interacting random coils (equation 1). For concen-
trations higher than 7 · 10)4 g/ml SAXS measurements
show the presence of aggregates whose size is roughly
independent from the concentration and the tempera-
ture as well. SANS measurements as a function of the
concentration and temperature, as well as SANS
investigation of a 5% solution by making use of the
method of external contrast variation, allow the deri-
vation of accurate information on the internal structure
of these aggregates. Aggregates consist of a dry PMMA
core surrounded by a shell of solvated PEO. Particle-
particle interactions are well described by Hard Sphere
plus a repulsive step potential. A small decrease of the
aggregation number with a simultaneous increase of
hydration of the PEO chain is observed upon isother-
mally increasing the concentration, while a strong
increase of the aggregation number and an equally
strong decrease of hydration of the PEO chain is

observed upon increasing temperature at constant
concentration. However, in both cases the total average
diameter of the aggregates hardly changes. The strong
effect of the temperature can be rationalized in terms of
reduction of the PEO solvation. This, in turn, reduces
the excluded volume interactions in the shell and allows
for more monomers to enter the aggregate, in order to
optimize the core-shell interface curvature. The effect of
the increase in concentration at constant temperature is
quite small and often not much greater than the error
bars of the fitting procedure. Therefore, we make no
attempt to rationalize this small effect, other than
pointing once more that the total size of the aggregates
is remarkably constant in all the range of concentration
and temperatures. The goodness of the model of the
aggregates has been assessed by means of SANS
measurements using the external contrast variation
method. Scattering cross sections for X rays have been
computed with the parameters obtained in the analysis
of SANS data. The computed curve and the experi-
mental data are in excellent agreement and this strongly
supports the uniqueness of the model used.
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Abstract Poly(N-isopropylacryla-
mide)-block-poly(ethylene glycol)
copolymers (NE) having nearly
symmetric (s-NE) and highly asym-
metric (a-NE) compositions in
terms of constituent block chains
were synthesized and purified: the
s-NE and a-NE had a volume
fraction fPNIPA of poly(N-isopro-
pylacrylamide) (PNIPA) block
chains equal to 0.46 and 0.83,
respectively. Their phase behaviors
in water and self-assembled struc-
tures have been studied in the
parameter space of temperature (T)
and weight percent of block co-
polymers (wP, weight/volume), by
means of macroscopic observations
on turbidity, fluidity and volume
change, and of microscopic obser-
vations with ultra-small and small-
angle neutron scattering. The results
revealed that various states of the
solutions exist as a consequence of
interplay of short-range interactions
among PNIPA, poly(ethylene
glycol) (PEG) block chains, and
solvent (especially temperature-
dependent solvent selectivity) and
with long-range interactions arising
from elastic energy of PNIPA and
PEG in the domain structures. At
low polymer concentrations
(wP<wP,C, wP,Cffi3.5%, slightly
depending on fPNIPA), with increas-
ing T and therefore selectivity of
solvent, states of both a-NE and

s-NE systems changed from (I)
homogeneous solution of NE, (II)
transparent solution, which con-
tains disordered micelles, composed
of PNIPA cores and PEG brush
emanating from the core and dis-
persed in water with only short-
range liquid-like order) and to (III)
opaque sol comprised of macro-
phase-separated domains rich in NE
in the water rich matrix. At higher
polymer concentrations (wP>wP,C),
and with increasing T, the a-NE
system changed from state (I), state
(II), as described above, (IV) an
opaque gel comprised of fractal
network-like domains rich in NE in
the water rich matrix, and to state
(V) where syneresis of the opaque
gel occurs, giving rise to coexistence
of macroscopic opaque gel phase
and squeezed-water phase. On the
other hand, in between state (II)
and state (IV), the s-NE system
exhibits an extra state (VI) of
transparent gel, as a consequence of
ordered micelles due to microphase
separation of NE in water. The
ordered micelle are stabilized by
long coronal PEG chains in s-NE,
reflecting elastic energy contribution
of coronal chains to the system
state. The observed syneresis is
unique in that it is involved in the
system comprised of the fractal
network-like domain rich in PNIPA
and the medium rich in water.



Introduction

The self-assembly of block copolymers into nano-scale
microdmain structures continues to be an attractive
research theme in contemporary polymer physics and
chemistry [1]. Industrial applications of block copoly-
mers, which have also been extensively advanced, are
performed by mixing of block copolymer with low-
molecular-weight constituents (or solvents). Those
industrial materials are, for example, (i) multicomponent
systems where the block copolymers are mixed with one
of the parent homopolymers comprising of the block
copolymers [2], with a low-molecular-weight tackifying
resin, or with plasticizer [3], or (ii) detergents and drug-
delivery microcapsules where the block copolymers form
micelles in a large amount of solvents [4]. For the
multicomponent systems comprised of block copolymers
and a low-molecular-weight solvent, ‘‘solvent selectivity’’
(selectivity of the solvent to constituent block chains) is a
key parameter to control structures and properties of
block copolymer in the solution.

Motivated by such academic and industrial interests,
we synthesized a new type of amphiphilic block copoly-
mer, poly(N-isopropylacrylamide)-block-poly(ethylene
glycol) (NE) by employing soap-free emulsion polymer-
ization [5, 6]. Aqueous solutions of NE block copolymers
have strong temperature-dependent solvent selectivity,
which is crucial to obtain rich varieties in self-assembled
structures in the solution. In this paper, we aim to present
some results concerning phase behaviors and self-assem-
bled structures for aqueous solution of NE in the
parameter space of temperature (T) and weight percent
of NE in the solution (wP, weight/volume). The phase
behaviors were investigated by macroscopic observations
of turbidity, fluidity, and syneresis, while the self-
assembled structures were investigated by microscopic
observations with a combined ultra-small-angle neutron
scattering (USANS) and small-angle neutron scattering
(SANS) method. To our best knowledge, the phase
behaviors and the self-assembled structures of this
system have never been reported so far.

The strong temperature-dependent solvent selectivity
is attributed to strong temperature-dependent thermo-
dynamic interactions of poly(N-isopropylacrylamide)
(PNIPA) with water. PNIPA is a well-known thermo-
sensitive polymer in water and exhibits a lower critical
solution temperature (LCST) in aqueous solution
(@34 �C); a very dilute solution exhibits a coil-globule
transition, while swollen PNIPA gel in water exhibit a
volume-phase transition [7,8]. Poly(ethylene glycol)
(PEG), on the other hand, is hydrophilic over a wide
temperature range from far below room temperature to
near the boiling point of water. With the unique
combination of PNIPA and PEG, we expect a strong
temperature-induced solvent selectivity and therefore a

rich variety in microdomain structures in the aqueous
solutions.

Due to a chemical junction connecting immiscible A
andBblock chains, neatABblock copolymers undergo an
order-disorder transition (ODT) or microphase separation
into A-rich and B-rich microdomains [9]. The thermody-
namic interactions between A and B segments, given by
the Flory interaction paprameter vAB (� 1=T) where T is
absolute temperature), the low translational entropy of
mixing due to chain connectivity (� 1=N where N is a
degree of polymerization) and conformational entropy of
polymer chains are coupled to determine the ODT
temperature TODT (� NvAB). The interface curvature or
packing symmetry ofmicrodomains is strongly controlled
by a volume ratio between two block chains fi (i=A or B).
By changing fi, we observe the classical morphologies of
lamellae, hexagonally-packed cylinder, and body-cen-
tered-cubic spheres or more complicated double gyroids
and perforated (or mesh) lamellae, which appear in
narrow ranges of fi in between lamellae and cylinders.
With a temperature change in the ordered phase, the
order-order transition (OOT) is also attainable. The phase
behaviors involvingODT andOOT have been extensively
studied also formixtures of AB block copolymermixtures
with A and/or B homopolymers (AB/A, AB/A/B, etc.) or
with other block copolymers (AB/AC, etc.) [10, 11].

For the mixtures of AB and a solvent (i.e., for block
copolymer solutions), solvent selectivity controls phase
behaviors of the AB block copolymer solutions in
addition to the molecular parameters (vAB, N, and fi).
The solvent selectivity is defined as relative values of
interaction parameters between A or B block and solvent
vAS and vBS. When vAS> 0.5 and vBS< 0.5, for example,
we call the solvent is selectively good for B but poor for
A. The case of selective solvents [12] involves more
complicated problems because of following reasons.
When the selectivity changes with T, swelling of A and
B block chains becomes asymmetrical so that morpho-
logical transitions of microdomains in the solution occur,
which should be clearly distinguished from OOT induced
by changing vAB. If the solvent selectivity further
increases, macrophase separation between AB block
copolymers and solvents may occur in addition to ODT
and OOT inherent in block copolymers. Thus we expect a
variety of microdomain structures and phases, depending
on the solvent selectivity.

In the case of neutral solvents (vAS ffi vBS) [12–20], the
neutral solvent equally swells each block chain and
reduced A/B monomer contacts. Therefore, the neutral
solvent simply decreases NvAB and hence lowers TODT

and TOOT (dilution approximation) [12, 14, 17, 19, 20].
Within themeanfield description, dilution approximation
is given by replacing NvAB with /NvABwhere / is a
volume fraction of the AB block copolymer in the
solution. The equal swelling of A and B block chains by
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the neutral solvent and changes in degree of swelling with
T and / do not induce a morphological transition, which
have been confirmed for the concentrated polystyrene-
block-polyisoprene (SI) copolymers in neutral solvents of
toluene and dioctylphtalate [14, 15, 17, 19–22].

To investigate the microdomain structure in the
aqueous solution of NE, we employed ultra-small- and
small-angle neutron scattering (USANS and SANS,
respectively). Thus a wide q-range from 10)4 to 1 nm)1,
is covered by the combined data, which is crucial to
elucidate hierarchical structures in the NE solution. We
investigated two different NE’s having nearly ‘‘symmet-
ric’’ and highly ‘‘asymmetric’’ block compositions,
respectively. They are coded as s-NE and a-NE whose
volume fractions of PNIPA fPNIPA are equal to 0.46 and
0.83, respectively.

Prior to USANS and SANS measurements, we have
determined a phase diagram by macroscopic observa-
tions with respect to turbidity, fluidity, and syneresis in
the parameter space of T and wP. We shall elucidate the
following pieces of evidence: as T increases, the s-NE or
a-NE solution of wP<wP,C (@ 3.5%) changes from
transparent sol to turbid sol without gelation. On the
other hand the s-NE and a-NE solutions of wP>wP,C

shows the following behaviors: The a-NE solution
changes with T from transparent sol, opaque gel, and
subsequently gel with syneresis, whereas in the case of s-
NE, transparent gel phase exists in between transparent
sol and opaque gel. Thus in the solutions with wP>wP,C,
we found two non-fluid states; (i) transparent gel for the
s-NE solution and (ii) opaque gel for the s-NE and a-NE.
According to microscopic observations with SANS and
USANS, non-fluidity of transparent gel is attributed to
ordered micelles due to microphase separation, whereas
that of opaque gel is attributed to a fractal network-like
domain due to macrophase separation between polymer-
rich and solvent-rich phases. We shall discuss these
microphase and macrophase separations observed by
SANS and USANS in relation to the strong solvent
selectivity.

These various solution states discussed in this paper
cannot be achieved by conventional water-soluble block
copolymers with a weak solvent selectivity, such as
poly(ethylene oxide)-block-poly(propylene oxide)-block-
poly(ethylene oxide) (Pluronic�) where water is selec-
tively good for the ethylene oxide and the solubility of
poly(propylene oxide) against water gradually decreases
with increasing temperature [23–27].

Experimental

Sample specimens

The soap-free emulsion polymerization, performed
at 34 �C, successfully provided NE with a narrowly-

dispersed molecular weight; the micelle formation by
polymerized NE in the polymerization process brings
about quasi-living radical polymerization [5]. The details
of this polymerization method should be referred to ref
[6]. In this paper, we investigate two block copolymers
with different block ratios as coded of a-NE and s-NE.
The characteristic parameters for a-NE and s-NE are
summarized in Table 1.

The molecular weight and its distribution of NE were
determined by gel permeation chromatography (GPC),
using a TOSOH HLC-8220 apparatus. We carefully
selected the solution temperature and the GPC column
in order to observe homogeneously dissolved NE chains,
because the GPC measurement on PNIPA is rather
difficult, due to PNIPA aggregation or its adsorption on
the GPC column as reported in ref [28]. Therefore, GPC
measurements were carried out at 10 �C, which is crucial
to avoid the micelle formation, and we used TSKgel@

columns with different pore sizes, GMPWXL · 2 and
G2500PWXL (TOSOH Co., Tokyo, JAPAN). An aque-
ous solutionof 10 mMNaNO3wasused as amobile phase
at a flow rate of 1 ml/min. The molecular weights of NE
were calibrated with PEG. Only a narrow peak originated
froma-NEand s-NEwere observed fromeachGPCchart,
indicating that un-reacted PEG, NIPA monomer, and
cerium ion are effectively removed by precipitation in hot
acetone, which has been reported in ref. [6].

The block ratio between PNIPA and PEG block
chains rPNIPA/PEG (ratio of degree of polymerization) was
determined by 1H NMR in D2O using a JEOL JNM-
LA400 spectrometer, evaluating the methyl protons of
PNIPA and the methylene protons of PEG.

Macroscopic observations

From fluidity, turbidity, and volume change, we visually
determined temperatures of the sol-gel transition point,
phase boundary for macrophase separation, and synere-
sis. The solution temperature was increased from 5 �C to
45 �Cwith a step of 1 �C.A sol-gel transition temperature
was determinedbya fallingballmethod;wedefined the gel
state when a teflon ball with density of 2 g/cm3 and 3 mm
diameter does not fall in a vial tube filled with the solution

Table 1 Molecular characterizations of poly(N-isopropylacrylamie)-
block-poly(ethylene glycol)

Sample Code Mn·10)4 Mw/Mn rPNIPA/PEG
a fPNIPA

b

a-NE 11 1.51 2/1 0.83
s-NE 5.2 1.49 1/3 0.46

a,b estimated by 1H NMR in D2O. The ratio of the methyne pro-
tons in isopropyl groups to methylene protons of PEG was used to
determine by the molar ratio of PNIPA and ethylene glycol repeat
units (rPNIPA/PEG) and the volume fraction of PNIPA (fPNIPA)
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for period of at least 15 min. The macrophase separation
between NE and water was determined by a turbidity
measurement using a HITACHI U-3210 spectrophotom-
eter with an incident beam of k=500 nm. The NE
solutions in a quartz cell of 1 mm thickness were heated
with a step of 1 �C. We determined the macrophase
boundary as the temperature at which transmission of the
system abruptly decreases. By observing a volume change
of opaque gel phase and that of transparent water phases,
we determined the temperature of syneresis.

Microscopic observation by small-angle neutron
scattering

We performed USANS and SANS measurements with
research reactor JRR-3 of Japan Atomic Energy
Research Institute (JAERI), at Tokai, Japan. The SANS
apparatus (SANS-J) utilizes pinhole collimations, while
the USANS apparatus (PNO) utilizes grooved (channel-
cut) crystals both for incident and scattered beam
paths.

SANS-J covers a q-range of 0.03 < q < 0.25 nm)1

and 0.1 <q< 2 nm)1 at two detector positions 10 m and
1.5 m, respectively, with the incident neutron of
k=0.65 nm (Dk=k ¼ 13%). The scattered neutrons were
detected by a two-dimensional position-sensitive 3He
detector of 0.58 m diameter. The data were corrected for
counting efficiency, instrumental background, and air
scattering. After circular-averaging, we converted the
scattering intensity to absolute intensity unit of cm)1

using a secondary standard of irradiated Al. Incoherent
scattering from hydrogen was subtracted as the back-
ground by using scattering intensity at a high q-region
where the scattering intensity profile becomes q indepen-
dent. Sample specimens were filled in a quartz cell of
2 mm thickness, which typically gives transmission of
ca.70%. SANS measurements were conducted with D2O
solutions having polymer concentrations of wp=7.0%,
3.0%, and 0.5% for a-NE, and wp=5.0% and 1.0% for
s-NE. The sample temperature was controlled in between
5 �C and 45 �C with accuracy of �0.1 �C.

The PNO spectrometer is capable of covering a
q-region of ultra-small scattering (10)4<q<10)2 nm)1)
using monochromatized neutrons beam (k=0.2 nm),
channel-cut crystals of Si (111) and a triple bounce
reflection condition [29,30]. Due to the lack of high
brilliance of the monochromatized and collimated inci-
dent neutron beam, a measurement time as long as 24 h is
typically required for one scanning from q=10)4 to 10)2

nm)1. Sample area and thickness are, respectively, 40 ·
18 mm2 and 2 mm. The scattering profiles obtained by
PNO were corrected for background scattering and then
for slit height smearing according to the infinite beam
height assumption [31]. Finally the USANS q-profiles
were calibrated for absolute intensity as follows. We

measured USANS and SANS from the same polymer
blend film whose thickness and transmission are known.
Due to phase-separated macrodomains in the film, both
SANS and USANS exhibited a strong scattering having
the same power law of q)2 over the respective q-regions,
which were sufficiently wide, as will be described later in
conjunction with (Fig. 3). We determined a calibration
factor to obtain the absolute intensity of the USANS by
shifting the USANS profile in the power law region to
that of the calibrated SANS profile in absolute unit.

Results and discussion

Macroscopic Observations

Figures 1 (a) and (b) show phase diagrams of the aqueous
solutions of a-NE and s-NE, respectively. We first discuss
the solution of a-NE in Figure 1(a). As the temperature
increases, the a-NE solution exhibits transparent sol
[regions (I) and (II)], opaque sol [region (III)], opaque gel
[region (IV)] and gel exhibiting syneresis [region (V)].
These changes occur reversibly with temperature without
hysteresis when time scale of observation is sufficiently
long. In the regions of (I) and (II) below 32 �C, the a-NE
solution of a sol state is transparent and flows. A
distinction between (I) and (II) is possible in terms of an
excess small-angle scattering as discussed later. Above
32 �C, there is a crossover in its flow behavior with respect
to the polymer concentration; the a-NE solution of
wP<wP,C flows without gelation [opaque sol in region
(III)], whereas the NE solution of wP>wP,C does not flow
with gelation [opaque gel state of region (IV)]. Upon
further increase in the temperature, the NE solution of
wP>wP,C undergoes macrophase separation at the
boundary between the regions (II) and (IV). The NE
solution of wP>wP,C exhibits syneresis of the opaque gel
in the region (V). Macroscopic appearances of the a-NE
solution at wp=7.0% > wP,C are shown in Figure 2; (a)
transparent sol at 20 �C, (b) opaque gel at 30 �C, and (c)
syneresis of the opaque gel at 35 �C.

The aqueous solution of s-NE, whose behaviors are
similar to that of a-NE, exhibits an extra phase (VI) of
transparent gel between ca. 20 �C and ca. 26 �C for
wP>wP,C (see Figure 1(b)). Figure 2(d) shows a photo-
graph of the transparent gel at 24 �C for the s-NE
solution of wP= 5.0%.

Microscopic observation by USANS and SANS

Overall features in temperature dependence
of USANS and SANS

Figures 3(a) and (b) show USANS and SANS profiles
I(q) for the a-NE solution with wP=7.0% and those of
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s-NE solution with wP=5.0%, respectively. It is
impressive to note that the scattering profiles depends
very much on T: At a low q limit, the intensity
changes with T by more than 6 � 7 orders of
magnitude, while at a high q limit, it hardly changes
with T. As indicated in inset of Fig. 3 (a), the intensity
slightly decreases as T increases. USANS measure-
ments are limited to temperatures above 30 �C for
both a-NE and s-NE, where the NE solutions exibit
large scattering cross section due to domain structures
formed in the NE solutions compared with the
background noise level of the USANS apparatus used
in this work.

Region I: Homogeneous solutions:

In transparent sol state (I) of the a-NE and s-NE
solutions at 10 �C and 15 �C, we obtained small-angle
scattering due to the thermal concentration fluctuations
of NE in D2O. The SANS q-profile I(q) is well
reproduced by the Ornstein-Zernike (OZ) type scattering
function [32],

IOZðqÞ � Ið0Þ=½1þ ðqnOZÞ2� ð1Þ
where nOZ is the thermal correlation length for the
fluctuations, and I(0) is the forward scattering intensity
in the limit of q-c, which is determined by the osmotic

Fig. 1. Phase diagrams of (a)
a-NE and (b) s-NE aqueous
solutions, showing transparent
sol states (I) and (II) (open
circles), an opaque sol state (III)
(filled triangles), an opaque gel
state (IV) (filled circles), a gel
exhibiting syneresis (V) (open
triangles), and a transparent gel
state (VI) (open squares). The
boundary between two regions
(I) and (II) was determined by
SANS studies and indicated for-
mation of micelles with short-
range liquid-like order (disor-
dered micelles) due to an in-
creased selectivity of solvent

Fig. 2 Photographs for a-NE
aqueous solutions of wP= 7%
(w/v), demonstrating (a) a
transparent sol at 20 �C, (b) an
opaque gel at 30 �C, and (c) a gel
exhibiting syneresis. Photograph
(d) represents transparent gel
with s-NE of wP= 5% (w/v) at
24 �C
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compressibility of the solution. The solid lines in Fig. 3
show the theoretical scattering curves best-fitted by using
Eq. (1) to the experimental scattering curves obtained at
10 and 15 �C. At the length scale satisfying scattering
qnOZ > 1, I(q) obeys the power law,

IðqÞ � q�a: ð2Þ
In the low temperature region below 15 �C, we obtained
the Flory exponent of a ffi 5=½33�, indicating that both
block chains of PNIPA and PEG are swollen by D2O.
The mass fractal dimension of 5/3 is due to the excluded
volume effect [34].

In region (II) ð17 �C � T � 25 �CÞ, I(q) for both a-NE
and s-NE solutions deviates from the OZ formalism,
showing the steeper q-dependence or excess scattering at
q � 0:5 nm�1. At the higher q-region of q � 0:5 nm�1,
on the other hand, we observed the asymptotic q-
behavior close to a=2, indicative of the PNIPA chains
being still in H-state. The mass fractal dimension of 2 is
due to the unperturbed chain. At T� 25 �C, the

scattering intensity level in the power law of q)2 begins
to decrease as shown in the inset of Fig. 3(a). This
behavior at T�25 �C will be clarified later.

Crossover between region (I) and region (II)

In order to investigate the temperature change in the
SANS q-profiles, we estimated the forward scattering
intensity I(0) in a plot of 1/IOZ(q) vs. q2 according to
the OZ formalism. Figures 4(a,b) show 1/I(0) as a
function of the reciprocal of absolute temperature 1/T.
For each polymer concentration, in region (I) of T<
TE, 1/I(0) changes linearly with 1/T, whereas above TE,
1/I(0) deviates from the linear relation of 1/I(0) vs 1/T.
TE, thus determined, gives the boundaries between
regions (I) and (II) shown in Fig. 1. (In Figure 1, the
filled squares show TE determined by this kind of
SANS analysis.) Above TE, the system enters into
region (II).

Fig. 3 SANS and USANS pro-
files (open circles) obtained for
(a) a-NE solution of wP= 7%
(w/v) in D2O and (b) s-NE
solution of wP= 5% (w/v) in
D2O. The solid lines are the
predicted profiles based on the
fractal model given by eq. (5); nU
and nL indicate upper and lower
cut-off lengths for mass fractal
structures. nLocal indicates ther-
mal correlation length for con-
centration fluctuations. The inset
to part (a) shows a close-up
higher q-region from 0.5 to
2 nm)1

Fig. 4 Inverse forward scattering
intensity, 1/I(0), plotted as a
function 1/T for (a) a-NE aque-
ous solutions of wP=7% (w/v)
(open circles), 3% (w/v) (crosses),
and 0.5% (w/v) (open triangles)
and (b) s-NE aqueous solutions
of wP=5% (w/v) (open circles)
and 1% (w/v) (crosses)
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Region (II): Solution having disordered micelles

The excess small-angle scattering observed in region (II)
(downward deviation of 1/I(0) with decreasing 1/T in
Fig. 4) is attributed to formation of disordered micelles,
which includes a range of states from (i) asymmetric
swelling to (ii) micelle formation with only short-range
liquid-like order.

In region (II), water gradually becomes a poor solvent
for PNIPA but is kept being a good solvent and for the
PEG chain; so that vNW > vEW, where vNW and vEW are
the Flory segmental interaction parameter between water
and NIPA and between water and ethylene glychol (EG),
respectively. The micelles having scattering contrast
between the poorly swollen PNIPA and the well swollen
PEG chains should give the excess small-angle scattering
over the OZ scattering from the thermal concentration
fluctuations. The micelles thus formed should have a
short-range liquid-like order because the NE solution is
still in a sol state according to the macroscopic observa-
tions (see Fig. 2(a)). However, as the temperature further
increases in region (II), the excess small-angle scattering
becomes more pronounced and starts to show an
asymptotic decay of I(q) steeper than q)2, implying that
micelles become more and more a distinct structural
entity having well defined interface; both association
number of block chains in a micelle and number of
micelles are expected to increase.

In region (II) for both a-NE and s-NE, we decom-
posed the SANS q-profiles into two components of
IOZ(q) and the excess scattering IE(q) from micelles with
a short range order. The decomposed profiles for the a-
NE and s-NE solutions are shown in Fig. 5. For the
decomposition, we first estimated IOZ(q) at given T’s in
region II (broken lines) by extrapolating the linear
changes in I(q))1 vs T)1 at various q’s. Then we obtained

IE(q) (solid lines) by subtracting the estimated IOZ(q)
from total scattering I(q) (shown by open circles):
IE(q)=I(q))IOZ(q). The asymptotic behavior of
IE(q)�q)4 supports the scenario of microphase separa-
tion into micelles of PNIPA block chains in the matrix of
PEG block chains, where the PNIPA micelles are less
swollen with water than the PEG block chains. However,
there exist no characteristic scattering maxima due to
inter- or intra microdomains scattering, which are often
observed for block copolymer melts [1]. The micelles are
therefore expected to have the short-range liquid-like
order in real space.

In order to quantitatively discuss IE(q), we employed a
squared Lorentzian scattering function as follows,

IEðqÞ � n3E
1

1þ q2n2E

 !2

ð3Þ

which is a so-called Debye-Bueche function originally
derived for a random two-phase model [35]. Here, nE is a
correlation length related to size and volume fraction of
micelles. The correlation lengths nOZ and nE thus
estimated were summarized in Table 2.

Region (VI): Solutions having ordered micelles

The aqueous solution of s-NE shows an extra phase (VI)
of transparent gel at wP>wP,C, which was not observed
for the a-NE solution. This change from (II) to (IV) for
s-NE is attributed to ODT, resulting in micelles with a
long-range order. Indeed, at 26 �C we recognize a broad
scattering maximum or shoulder due to interdomain
scattering as indicated by the thick arrow in Fig. 3(b).
However, the higher-order maxima from inter- and
intradomain interference are not observed.

Fig. 5 Decomposition of the
scattering profile into that from
thermal concentration fluctua-
tions IOZ(q) (broken) and excess
scattering IE(q) (solid lines) aris-
ing from micelles for (a) a-NE
aqueous solution of wP= 7%
(w/v) and (b) s-NE aqueous
solution of wP= 5% (w/v)
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Region (IV): Growth of micelles into gel-networks
having mass-fractal-structures

In the temperature range above around 30 �C, where the
a-NE and s-NE solutions of wP>wP,C exhibit the opaque
gel (IV) and subsequently gel with syneresis (V), we
observed a strong increase of scattering intensity in the
USANS region at q< 0.01 nm)1 (see Fig. 3). The q-
behavior in the USANS region obeys the power law
given by Eq.(2) with a close to 2. In the SANS q-range,
the asymptotic behavior of I(q) at 1=nL < q < 1=nLocal
shows the q-dependence slightly steeper than q)4 as
shown in Figure 3, indicative of the scattering from the
micelle interfaces with a slightly diffuse concentration
gradient across the micelle interface. nL and nLocal will be
discussed below. Therefore the strong intensity in the
USANS region is attributed to the structures occurring in
the larger length scale, i.e., percolated macrodomains
rich in NE in the water rich matrix. They are spatially
arranged with a mass fractal dimension less than or equal
to 2.

In the USANS and SANS profiles at T> 30 �C in
region (IV), the crossovers of asymptotic q-behavior are
clearly seen at q ¼ 1=nU; 1=nL; and 1=nLocal as indicated
by arrows in Fig. 3(a) and (b). These characteristic
lengths represent an intriguing hierarchical structure
formed by NE. The values nU and nL are considered to be
upper and lower cut-off lengths of the mass fractal of the
macrodomains. In the q-range larger than 1=nL, we
observe interfacial structure of macrodomains (at
1=nL < q < 1=nLocal) and segmental distribution of
swollen chains in the macrodomain and the matrix at
(q > 1=nLocal).

Region (IV): Quantitative analyses of hierarchical
structure

In order to quantitatively analyze the crossovers in the
asymptotic q-behavior in I(q) above 30 �C, we assumed a
scattering function which is composed of domain
scattering Id(q) and Ioz(q) (I(q)=Id(q)+Ioz(q)) as here.
Id(q) is composed of a form factor P(q) and a structure
factor S(q) ( Id(q)� P(q)S(q) ). For P(q), we employed a
squared Lorentzian function as follows.

PðqÞ ¼ 1

1þ q2n2L

 !2

expð � r2q2 ð4Þ

where the second term of Gaussian function in right hand
side of Eq. 4 describes an interfacial structure [36], which
will be discussed later. According to ref. [37,38], for S(q),
we employed a scenario for mass fractal structures, as
follows,

SðqÞ ¼1þ Cðdm � 1ÞCðdm � 1ÞndU
ð1þ q2n2UÞ

d=2

ð1þ q2n2UÞ
1=2

qnU

sin½ðdm � 1ÞarctanðqnUÞ�
ðdm � 1Þ ð5Þ

where dm, C, and C are the mass fractal dimension (1<
dm < 3), gamma function, and a proportionality
constant. Eqs.(4) and (5) take into account the lower
and upper cut-off lengths for mass fractal structures by
employing nL and nU, respectively.

Figure 3 shows the predicted scattering profiles (solid
lines), which are best-fitted to the experimental ones
(open circles) using Eqs.(4) and (5). They well reproduce
our experimental results. Tables 3 and 4 summarize
characteristic parameters, dm, nL, and nU for the
hierarchical structures in the a-NE abd s-NE solutions
in region (IV). As the temperature increases, nU
increases, while nL, reflecting that the lateral size, i.e.,
the size normal to the interface of the NE-rich domain,
does not very much depend on the temperature. dm for
the a-NE/solution increases with temperature from 1.51
to 2.39, while that for the s-NE/solution increases from
2.08 to 2.43. The increase of dm implies that the
macrodomains are more densely packed in space.

The parameter r in the second term in the right hands
side of Eq. (4) is related to the characteristic interfacial
thickness tI [36,39], as follows,

tI ¼ ð2pÞ1=2r: ð6Þ
The interface structure of the NE solution is schemati-
cally shown in Figure 6, where the interface of macrod-
omains includes PEG chain brushes swollen with water.
It should be noted that the scattering lengths b of both
PNIPA and PEG chains are similar and smaller,
compared to that of deuterated water D2O: bPNIPA,

Table 2 Summary of characteristic length scales determined by
SANS

Temperature (�C) a-NE s-NE

nOZ(nm) nE(nm) nOZ(nm) nE(nm)

17 3.3 7.0 – –
18 3.4 6.4 2.9 5.7
19 3.4 6.4 – –
20 3.6 6.3 3.0 5.7
22 3.6 6.3 3.1 6.4

Table 3 Summary of characteristic parameters determined by
SANS and USANS for a-NE aqueous solution.

Temperature (�C) nL (nm) nU (nm) dm r (nm) tI (nm)

30 4.90 802 1.51 1.03 2.6
31 4.93 1139 2.08 1.08 2.7
32 4.97 1221 2.39 1.99 5.0
34 5.03 1384 2.39 2.21 5.5
40 – – – 2.47 6.2
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bPEG, and bD2O are 1.23, 0.94, and 9.49 (10)14 ·
cm)2mol). Therefore, tI observed by SANS corresponds
to a spatial distribution of D2O across the interface
between the PNIPA-rich macrodomain to the swollen
PEG chains.

In order to determine tI, we examined the scattering
profiles in the q-range of 1=nL<q<1=nLocal (see Fig. 3),
using the Porod plot of ln[Id(q)q

4] vs q2 [36, 39, 40].
Figures 7(a) and (b) show the Porod plots for the a-NE/
water and s-NE/water systems, respectively. As the
temperature increases, the slope becomes steeper and
hence tI becomes larger. From the slope of the plot, we
determined tI at each temperature, the results of which
are summarized in Tables 3 and 4. The increase of tI with
temperature is interpreted as follows; as the temperature
increases, PNIPA chains become hydrophobic, less
swollen with water. Therefore, the PNIPA chains are
more densely packed in the PNIPA rich domain. The

dense packing of PNIPA chains decreases the interfacial
area per block chain or the average length L between the
junctions of block chains, as defined in Fig. 6. As a result
of the dense packing of the PNIPA chains, the PEG
block chains are forced to stretch because PNIPA and
PEG chains are covalently bonded with each other (see
Fig. 6).

Morphologies and interpretations of various regions

On the basis of the microscopic observations by SANS,
we schematically present the elucidated morphologies of
the systems for various regions in Fig. 8. The transparent
sol state in region (II) (Fig. 1) is attributed to disordered
micelles in short-range liquid-like order as shown in part
(b) where the micelles are comprised of the PNIPA cores
and PEG brushes emanating from cores. States of

Fig. 6. Schematic diagrams of
interfacial structures for a-NE
with wp=7% (w/v); (a) opaque
gel at 30 �C and (b) the gel
showing syneresis at 40 �C. The
characteristic interfacial thick-
ness tI corresponds to the
segmental distribution of PEG
chains across the interface

Fig. 7 Porod plots of ln[I(q)q4]
vs. q2 for (a) a-NE aqueous
solutions of wP= 7% (w/v) at
range of temperature from 30 to
40 �C and (b) s-NE aqueous
solutions of wP= 5% (w/v) at
range of temperatue from 28 to
34 �C
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micelles such as number of micelles, association number
of block chains and degree of swelling may change in
region (II) as a function of T and wp. Near the boundary
between region (I) and (II), unimolecular micelles (part
(a)) might occur as a consequence of the asymmetric
swelling of PNIPA and PEG block chains.

The transparent gel state observed in region (VI) is
attributed to ordered micelles with a long-range order
(part (c)). The opaque gel observed in region (IV) is due
to the percolated domain rich in NE coexisting with that
rich in PEG where the NE domain is less swollen with
water than the PEG domain (part (d)). In region (III) of

wP<wP,C, on the other hand, we could not observe the
gel state, which implies that the PNIPA-rich domains are
not percolated (part (e)). The characteristic length nL in
Figure 3 and Tables 3 and 4 corresponds to that of the
PNIPA-rich domain shown in Figs. 8(d, e). The perco-
lated network in region (IV) (Fig. 8(d)) has the mass-
fractal structure with dm (ffi 1:5 � 2:4) in the length scales
limited by nL and nU (nU was not shown in part(d)). The
increase of dm with T is also attributed to the dense
packing of the PNIPA domains in region (IV).

nL, related to the size of the PNIPA-rich network,
does not change much in region (IV), This may be
interpreted as a balance of two opposing effects: a
shrinking of nL due to dehydration of PNIPA domains
and an expansion of nL due to chain stretching of PEG in
the PEG domains as demonstrated in Fig. 6. As the
temperature further increases into region (V), the excess
water in the gel is squeezed out from the gel phase, where
the 3 dimensional network shows up syneresis.

The ordering mechanism in the NE solution proceeds
by an interplay between (i) microphase separation
between PNIPA and PEG block chains and (ii) macro-
phase separation betweenNEandwater. TheNE solution
is a ternary system of PNIPA block, PEG block, and
water so that there are three interaction parameters vNE,

Table 4 Summary of characteristic parameters determined by
SANS and USANS for s-NE aqueous solution

Temperature (�C) nL (nm) nU (nm) dm r (nm) tI (nm)

28 2.78 – 2.08 0.83 1.5
30 2.87 – 2.36 0.95 1.8
32 3.36 290 2.40 1.36 3.4
34 3.40 315 2.43 1.56 3.9

Fig. 8 Schematic diagrams showing various stated and structures
elucidated by SANS and USANS
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vNW, and vEW determining the thermodynamic instabil-
ities of macro- and microphase separations.

In region (I), we denote that both block chains of
PNIPA and PEG are swollen by water. According to the
dilution approximation [12], the interaction between
PNIPA and PEG block chains is weakened into /vNE,
and a disordered state is stabilized by swelling. However,
when temperature increases into region (II), solvent
selectivity (relative difference in v, Dvð¼ vNW � vEW Þ)
should become larger. Dv also contributes to increase the
interaction between PNIPA and PEG block chains. As a
result, both a-NE and s-NE start to form micelles in
region (II).

In region (II), SANS exhibited excess scattering Id(q)
due to the disordered micelles, deviating from OZ
scattering found in region (I). The micelle formation in
region (II) is common for both a-NEand s-NE. For a-NE,
short coronal PEG chains emanating from the cores
composed of the long PNIPA chains cannot stabilize a
long-range order of the micelles. This is because the short
coronal chains do not sufficiently overlap one another.
However, for s-NE, the coronal PEG chains are suffi-
ciently long as compared to the core size so that they can
overlap one another in thematrix and stabilize long range
order of the micelles. This a reason why we observed a
broad scattering maximum for the s-NE sysytem, which
should originate from regular interdomain distance in the
ordered structure. Since the micelle size is much smaller
than the wavelength of visible light, the a-NE and s-NE
solutions in region (II) appear transparent.

In the context of mean-field approximation, macro-
phase separation between NE and water is determined by
vmacro, which is averaged for two block chains as
vmacro ffi 0:83vNW. In a temperature range we employed,
water behaves as a good solvent for the PEG chain. Thus
we assume that vEW is much smaller than vNW and
therefore vmacro ffi fPNIPAvNW. According to this assump-
tion, we obtain vmacro ffi 0:83vNW for a-NE,while vmacro ffi
0:46vNW for s-NE. We qualitatively understand that
macrophase separation of s-NE ismuchmore suppressed,
compared to that of a-NE. This is a reason why s-NE
exhibits the extra phase of transparent gel [region (VI)].

Upon further increase of temperature, vNW should
further increase. Then vmacro finally satisfies the condition
of macrophase separation, which happens above around
30 �C both for a-NE and s-NE. This condition deter-
mines the boundaries between regions (II) and (III) or
(VI) and (IV) in Figure 1. The turbid solutions observed
in temperature regions (III), (IV), and (V) (a part of the
solutions having the opaque gel) are attributed to
macrophase separation, where the domains rich in
PNIPA are dispersed in the matrix composed of the
swollen PEG chains and water.

In region (IV), we observed the network-like domain,
having mass fractal structure with power law scattering
(�q)2) in the USANS q-region of 1=nU<q<1=nL. This
network-like domain, which is common for both a-NE
and s-NE, may have a morphology characteristic for
‘‘viscoelastic phase separation’’[41–44]. Ordering mecha-
nism of such network may be envisaged to be diffusion
limited association (DLA) of micelles; as the temperature
and therefore vNW increases, the micelles diffuse and
aggregate to minimize an interfacial area. Here in the
DLA process,‘‘dynamical asymmetry’’ between micelles
and water also becomes important, where the
term‘‘asymmetry’’ denotes difference in mobility. It is
well established both by the experimental [42–47] and
theoretical works [41, 48] that the dynamical asymmetry
induces local stress imbalance between the fast and
slow components and affects the phase separation or
relaxation of concentration fluctuations in order to
transiently release imbalanced stress (dynamical coupling
between stress and diffusion) during ordering process
[41–48].

In our study, the micelles formed by NE correspond
to the slower component, whereas water corresponds to
the faster component. The dynamical coupling in the
DLA process involves association of the micelles into the
network-like domain in the matrix rich-in water. If
reorganization of the domain structures is allowed, the
network-like domains should be eventually transformed
into clusters of droplets, in hydrodynamic limits, in order
to reduce the interfacial free energy. However, we
recognized that the breakage of network does not occur
in the NE system.

The pinning of the domain growth at the stage of the
percolated network domains should be due to vitrifica-
tion of PNIPA chains in the domain. In region (V), the
almost vitrified network-like domain squeezes water to
result in the observed syneresis.

Conclusion

By using USANS and SANS, we investigated domain
structures formed in the aqueous solution of poly(N-
isopropylacrylamide)-block-poly(ethylene glycol) (NE),
in relation to macroscopic behaviors such as fluidity,
turbidity, and syneresis. We found various states of the
NE solution in a narrow temperature range between
15 �C and 35 �C, which is attributed to a strong solvent
selectivity due to the LCST behavior of PNIPA block
chains in water. We elucidated six different states as
summarized in Figs. 1 and 8 and their hierarchical
structures appearing in a wide q-range from 10)4<q<
2 nm)1 covered by SANS and USANS.
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Introduction

The dynamics of concentration fluctuations in binary
polymer blends has been well investigated for many
years, since the dynamics is one of the interesting
research problems in soft-matter physics. Time-resolved
scattering technique has been the most powerful tool to
investigate the dynamics and contributed to unveil many
important features of the dynamics.

Time-resolved light scattering studies of the phase
separation processes of polymer blends [1–4] have found
the following common features between polymer blends
and simple liquid mixtures: the phase-separated struc-
tures of polymer blends and simple liquid mixtures grow
with dynamical self-similarity in the late stage spinodal
decomposition (dynamical scaling concept [5–7]), and the
coarsening behaviors of them, as observed by time-evo-
lution of the characteristic wave number and scattered
intensity at different quenches, become universal, inde-

pendent of the quench depths and the systems, when the
relevant physical quantities are reduced with the quench-
depth-dependent characteristic parameters (Langer-Bar-
on-Miller’s scaling postulate [8, 9]).

By using time-resolved small angle neutron scattering
(SANS) or small angle X-ray scattering (SAXS), we can
observe the dynamics in polymer blends at the length
scale much smaller than light scattering, e.g., at the
length scale close to radius of gyration of polymer coils
Rg where some unique features have been found in the
dynamics of phase separation processes. This is because
linear flexible polymers have many internal degrees of
freedom and hence internal modes of vibrations [10–12].
The effects of the normal modes make the Onsager
kinetic coefficient K q-dependent K ¼ KðqÞð Þ, where q is
magnitude of scattering vector defined later in Eq. (2) or
wave number of particular Fourier modes of the
concentration fluctuations. This feature is not observed
in other systems such as simple-liquid mixtures. It is
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Abstract Relaxation processes of
the concentration fluctuations in-
duced by a rapid pressure drop
inside the single phase were investi-
gated for a non-entangled polymer
blend (polystyrene (PS) / polybuta-
diene (PB)) with a composition of
50/50 wt/wt by using time-resolved
small angle X-ray scattering. The
pressure drop was carried out with
the cell designed for polymeric sys-
tems under high pressure and high
temperature. Time change in the
scattered intensity with wave num-
ber (q) during the relaxation pro-
cesses was found to be approximated
by Cahn-Hilliard-Cook linearized

theory. The theoretical analysis
yielded the q-dependence of Onsager
kinetic coefficient L(q). The obtained
L(q) has the q)2-dependence even at
q Rg < 1, which does not agree with
theoretical prediction by Binder. We
clarified that the q)2-dependence was
caused by the viscoelastic effects
arising from the dynamical
asymmetry between the component
polymers due to the difference in
the glass transition temperature.
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expected that upon decreasing q toward 1/Rg the Onsager
kinetic coefficient asymptotically increases according to
q-2 and upon further decreasing q it increases and reaches
a constant limiting value K(0) with qRg!0. de Gennes
[13] and Pincus [14] theoretically elucidated this effect for
the case where the constituent polymers in the polymer
blends are entangled and their diffusion occurs via
reptation. Pincus[14] predicted that the following
q-dependent Onsager kinetic coefficients for entangled
symmetric polymer blends:

K qð Þ ¼ K 0ð Þ
1� exp �q2R2

K

� �

q2R2
K

ð1Þ

where RK is Rg for the symmetric polymer blends. Here
the symmetric blends denote that each component in
polymer blends has an identical polymerization index N,
and self-diffusion coefficient Ds. Pincus’s theory predicts
K(q) becomes q-2 at qRK >1, while K(q) is effectively
constant at qRK � 0:33 for the symmetric blends. Jinnai
et al.[15] investigated the dynamics of the early stage
spinodal decomposition for the nearly symmetric deu-
terated polybutadiene (DPB)/ polybutadiene (PB) blend
by using time-resolved SANS and determined the q-
dependence of the Onsager kinetic coefficients. Accord-
ing to their study, the q-dependence is well expressed by
Pincus theory but the estimated RK is about twice as large
as Rg’s of DPB or PB. Müller et al. [16] also found the
RK=Rg = 2 for the nearly symmetric deuterated polysty-
rene (dPS) / polystyrene (PS) blend. In both cases if the
theories are correct, RK should be equal to Rg.

As for entangled asymmetric blends in which each
component in blends has different self-diffusion coeffi-
cient and/or viscosity, Schwahn et al. [17] found that the
RK=Rg is about 5 to 7 in the dynamics of the early stage
spinodal decomposition of the dPS / poly(vinyl methyl
ether) (PVME) blend by using time-resolved SANS. We
also found that RK=Rg is about 4 in the dynamics of the
relaxation processes of concentration fluctuations in one
phase region for dPB/polyisoprene (PI) blend [18, 19].
Kawasaki and Koga [20] suggested that this large RK

originates from the dynamical coupling between diffu-
sion and stress which is predicted as ‘‘viscoelastic effects’’
by Doi and Onuki [21, 22] (DO). According to the DO
theory, the stress relaxation governs the dynamics of the
concentration fluctuations at the length scale of obser-
vation ‘ shorter than a certain characteristic length nve,
defined as ‘‘viscoelastic length’’, and the Onsager kinetic
coefficient has q-2-dependence at qnve >1. nve increases
with asymmetry in polymerization indices and self-
diffusion coefficients of the component polymers and
can be much larger than Rg and RK. We compared nve
obtained from the investigation of the dynamics of dPB/
PI with that predicted by DO theory together with the
fundamental parameters as obtained from viscoelastic
data independently. Both values agree well each other,

and the DO theory can well describe the q-dependence of
the Onsager kinetic coefficient of the asymmetric polymer
blends observed at q < 1/Rg.

Although the dynamics of concentration fluctuations
in binary asymmetric polymer blends have been well
investigated experimentally as described above and also
by real space studies[23], the polymers used in these
studies have high molecular weight and are well entan-
gled. There have been no experimental works reported so
far on the dynamics of the concentration fluctuations of
‘‘non-entangled’’, asymmetirc polymer blends. The aim
of this paper is thus to explore the dynamics of the
concentration fluctuations of non-entangled dynamically
asymmetric polymer blends and study their q-depen-
dence of Onsager kinetic coefficients.

However, to pursue the focused experimental works as
described above, we face experimental difficulties arising
from the fact that the dynamics of the concentration
fluctuations of non-entangled polymer blends become
much faster than those of entangled polymer blends. In
order to overcome the difficulties, we employed the
pressure-jump technique for the quench and the time-
resolved SAXS with synchrotron X-ray radiation (desig-
nated Synchrotron-SAXS). The pressure jump enables us
to attain the quick quench to trace the fast isothermal
relaxation process of the concentration fluctuations. The
time-resolved SAXS with synchrotron radiation enables
us to measure very quickly the quantitative time change
in the scattering structure factor.

This paper has the following contents. Introduction
describes backgrounds and motivation of this study. The
blend samples and the experimental techniques used in
this study are described in Experimental Section. In
Results and Discussion Section, we shall first show
equilibrium structure factors for the blend in a single
phase state at a given temperature as a function of
pressure so that we can design the pressure-jump
experiments to explore the relaxation of the concentra-
tion fluctuations inside the single phase. Then, we will
present the experimental results on the time changes in
the scattering structure factors during the relaxation
processes of the concentration fluctuations induced by
the pressure change and analyze the data by using the
Cahn-Hilliard-Cook (CHC) theory. We shall discuss the
q-dependence of the Onsager kinetic coefficient estimated
by the CHC theory in the latter of this Section. Finally, in
Conclusion Section, we shall summarize our results.

Experimental section

The polystyrene (PS) and polybutadiene (PB) used in this study were
synthesized by living anionic polymerization. The characterization
of PS and PB are listed in Table 1, where Mn, Mw, v, and Rg

designate number-averaged molecular weight, weight-averaged
molecular weight, molar volume of monomer unit, and radius of
gyration, respectively.Mn andMw are much less than the molecular
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weight between entanglements ( 3.0 � 103 for PB and 1.0 � 104 for
PS) of each sample[24]. The glass transition temperature (Tg) of the
neat PS, and the neat PB, are, respectively, 63, and )100 �C, which
we obtained by using differential scanning calorimeter, DSC. The
composition of a PS/PBmixture studied was 50/50 by weight. TheTg

of the mixture is estimated to be )45�C by using Fox equation with
Tg of the neat PS and the neat PB.

The PS and PB were dissolved into a homogeneous solution
with benzene in which total weight fraction of the polymers are 0.1.
The homogeneous blend was obtained by evaporating the solvent
with a freeze-dry method. We installed the sample into the cell
which is specially designed for the SAXS measurement under high
pressures (up to 600 MPa) and at high temperatures (up to 523 K).
The details of the cell for high pressure and temperature are
described elsewhere [25]. The SAXS experiments were performed
with BL45XU at SPring-8 and the CCD camera with an Image-
Intensifier [26]. The X-ray wavelength k used here was 0.11 nm. All
measured intensities were circularly averaged after corrections for
the electrical background scattering, the sample transmittance, and
the scattering from the empty cell used in this experiment.

We measured the pressure dependence of the SAXS intensity at
T=311.6 K and 314.1 K in order to investigate the pressure
dependence of the Flory-Huggins segmental interaction parameter
v between PS and PB at those temperatures. The pressure P used
here is 0.1, 10.0, 20.0, 30.0, 35.0, and 40.0 MPa at 311.6 K, and 0.1,
10.0, 20.0, 30.0, 40.0, 45.0, and 50.0 MPa at 314.1 K.

We took the following procedure to measure the time changes in
the scattered intensity distribution induced by pressure changes
(hereafter defined as ‘‘quench’’) from 40.0 to 0.1 MPa at 311.6 K
and from 50.0 to 0.1 MPa at 314.1 K: In the case of the former
quench, the sample was first equilibrated at 311.6 K and 40.0 MPa
for 15 min. before the SAXS measurement. We note that the blends
are above Tg at those pressures and temperatures but that their
components of PS and PB have a large dynamical asymmetry as
will be discussed later in the text, due to a difference in proximity of
their Tg‘s with the temperatures set in this experiment. The sample
was then quenched from 40.0 to 0.1 MPa at 311.6 K, followed by a
time-resolved SAXS measurement as a function of time t after the
completion of the quench. The data acquisition time is 36 m sec/
scan. The similar procedure was used for the quench from 50.0 to
0.1 MPa at 314.1 K.

Results and discussion

Quench depth induced by pressure jump

Figure 1 shows the pressure (P) dependence of the
equilibrium scattering function Ieq(q) at 311.6 K (a)
and 314.1 K (b). In the figures, Ieq(q) is plotted as a
function of wave number q defined by

q ¼ 4p=kð Þ sin h=2ð Þ; ð2Þ
where h is the scattering angle. Ieq(q) increases with
pressure, indicating that the PS/PB mixture has a lower

critical solution pressure type phase diagram so that the
system approaches a critical pressure for phase separa-
tion as pressure increases.

According to the scattering theory based on the
random phase approximation (RPA)[27–29], Ieq(q) and
the structure factor Seq(q) is expressed by

IeqðqÞ ¼ kNSeqðqÞ

¼ kN

�
1

/PSvPSSPSðqÞ
þ 1

/PBvPBSPBðqÞ
� 2v

v0

��1
ð3Þ

with

kN ¼ CNA
aPS

vPS
� aPB

vPB

� �2

; ð4Þ

and Si(q) is the structure factor for i-th component
polymer (i=PS or PB) given by

Table 1 Characterization of polymers used in this study

Sample
Code

Mw � 10-3 Mw/Mn Volume
of monomer
unit v� 1028

(m3)

Unperturbed
radius of
gyration
Rg (nm)

Tg (�C)

PS 1.67 1.10 1.68 1.12 63
PB 0.78 1.18 1.03 1.00 )100

Fig. 1 Pressure dependence of the equilibrium scattering function
Ieq(q) at 311.6 K (a) and 314.1 K (b) plotted as a function of q
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Si qð Þ ¼ 2

x2i

hi

hi þ xi

� �hi

�1þ xi

" #

ð5Þ

where

xi ¼ q2Nn;ib2
i =6; ð6Þ

and

hi ¼ Nw;i=Nn;i

� �
� 1

� ��1
: ð7Þ

Nn,i and Nw,i denote the number- and weight-averaged
degrees of polymerization for the i-th component (i=PS
or PB), respectively. C, bi, ai, and vi are, respectively,
the instrumental constant for SAXS measurement, the
statistical segment length, the electron density and the
molar volume of monomer unit, and /i the volume
fraction of the i-th component. NA is Avogadro’s
number, v is the Flory-Huggins interaction parameter
between PS and PB per monomer unit, and v0 is the
reference cell volume defined as

v0 ¼ /PS=vPS þ /PB=vPBð Þ�1: ð8Þ
We fitted SAXS profiles with Eq.(3) with v, bi , and kN
as adjustable parameters. bPS and bPB vary from 0.65
to 0.67 nm, and from 0.86 to 0.89 nm, respectively.
The variations of bPS and bPB are in a reasonable
range since bPS and bPB calculated from the radius
of gyration at 0.1 MPa are 0.67, and 0.88 nm, respec-
tively. Unfortunately, we can not compare kN with those
calculated with electron density and molar volume
since kN includes the unknown instrumental constant,
However, we found that kN slightly decreases with
pressure.

Figure 2 shows the pressure dependencies of v-
parameter thus measured at 311.6 and 314.1 K: The
pressure dependence of v are given by

v ¼ 9:69� 10�2 þ 9:64� 10�5P (MPa) at 311:6K;

ð9Þ
and

v ¼ 9:57� 10�2 þ 8:96� 10�5P (MPa) at 314:1K:

ð10Þ
The v increases with pressure as expected from the results
in Figures 1 and 2, indicating that the PS/PB mixture has
the lower critical solution pressure type phase diagram.
Figure 3 shows the spinodal line (solid line) plotted as a
function of /PS for the PS/PB mixture at 0.1 MPa. The
spinodal line was calculated with

vs ¼
v0
2

1

/PSvPSNw;PS
þ 1

/PBvPBNw;PB

� �
: ð11Þ

The following temperature dependence of v at 0.1 MPa
which in turn was measured from SAXS experiments on

the same blend in the single-phase state at 0.1 MPa as a
function of temperature:

v ¼ �0:0875þ 65:5=T at 0:1 MPa: ð12Þ
The spinodal temperature of this mixture atP=0.1 MPa
is 299.3 K. The figure also includes changes in a thermo-
dynamic state of the blend induced by the pressure-jump
from 40.0 to 0.1 MPa (squares and solid line) at 311.6 K,
and 50.0 to 0.1 MPa at 314.1 K (circles and broken line)

Fig. 2 Estimated v parameters plotted as a function of pressure P at
311.6 K (circles) and 314.1 K (squares)

Fig. 3 Phase diagram of the PS/PB blend in the parameter space of v
and volume fraction of PS /PS in the blend. The solid line corresponds
to the spinodal line which is estimated from the small-angle X-ray
scattering experiment in one phase region. Solid line with squares and
solid line with circles represent the quench depth corresponding to the
pressure-jumps at 311.6 K and 314.1 K, respectively
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which are estimated from Eqs.(9) and (12), and Eqs.(10)
and (12), respectively. The arrows indicate directions
along which the system change with pressure drops. The
pressure jumps at 311.6 K and 314.1 K, respectively,
correspond to the drop in the v value Dv=2.1 � 10-3 and
2.8�10-3 or the temperature jump DT= 3.7 K and 3.1 K
from Eqs. (9) to (12).

Changes in scattered intensity with time
after the onset of pressure jump

Figure 4 shows the changes in the scattered intensity
profiles for the PS/PB mixtures with time after the onset
of the quench from 40.0 to 0.1 MPa at 311.6 K (a) and
from 50.0 to 0.1 MPa at 314.1 K (b). In both figures,
after the quench, the scattering function I(q,t) decreases
with time t at an observed q-region toward the equilib-
rium scattering function I(q,1) at 0.1 MPa. The slower
decay rate of the intensity is found to be at lower q-region
as will be more clearly demonstrated later.

The dynamics of concentration fluctuations in A/B
binary mixtures is described by CHC theory. The time-
evolution of q-Fourier modes d/A (q,t) for the local
concentration fluctuations of component A is given
by[30–34]:

@

@t
d/A q; tð Þ ¼ �K qð Þq2l q; tð Þ þ f q; tð Þ; ð13Þ

where K(q) is the Onsager kinetic coefficient, l(q,t) is the
local chemical potential, f q; tð Þ is the random thermal
force term as expressed by the following fluctuation-
dissipation relation[35, 36]:

f q; tð Þf q�; t0ð Þh i ¼ �2kBTK qð Þq2d t � t0ð Þ; ð14Þ
where q�, kB, and T are, respectively, the hermitian
conjugate of q, the Boltzman constant and absolute
temperature, and hi denotes thermal average. If d/A (q,t)
is small, Eq.(13) can be linearized in terms of d/A (q,t):

@

@t
d/A q; tð Þ ¼ � K qð Þq2

S q;1ð Þ=kBT½ � d/A q; tð Þ þ f q; tð Þ; ð15Þ

where S(q, 1) is the structure factor corresponding to
Seq(q) in Eq.(3).

We can solve Eq. (15) in terms of the scattering
function Iðq; tÞ ¼ kNSðq; tÞ /

	
d/Aðq; tÞj j2



and hence

obtain the following time-evolution equation:

Iðq; tÞ ¼ Iðq;1Þ þ Iðq; 0Þ � Iðq;1Þ½ � exp �2RðqÞt½ �;
ð16Þ

where I(q, 0) and R(q) are, respectively, I(q, t) at t=0 and
the relaxation rate of the q-Fourier modes of the
concentration fluctuations. R(q) is expressed by

R qð Þ ¼ q2
K qð Þ

S q;1ð Þ=kBT½ � : ð17Þ

Rearranging Eq. (16), we obtain

Log I q; tð Þ � I q;1ð Þ½ � ¼ Log I q; 0ð Þ � I q;1ð Þ½ � � 2R qð Þt:
ð18Þ

Thus we can estimate R(q) from the slope of Log[I(q, t) -
I(q,1)] vs t plot where Log denotes natural logarithms.
In Figure 5, Log[I(q, t) - I(q,1)] is plotted as a function
of t after the onset of quench at 311.6 K (a) and 314.1 K
(b). The linearity between Log[I(q, t) - I(q,1)] and t can
be found in each plot.

Figure 6 shows the q-dependence of R(q) estimated
from the plots of Log[I(q, t) - I(q, 1)] vs t. In both
experiments, the R(q) increases with q. The values of R(q)
at 314.1 K (part b) are comparable with those at 311.6 K
(part a) in the observed q-region, which seems to indicate
that the critical slowing down is not clearly observed.
This is primarily because 311.6 K and 314.1 K for the
pressures covered in this work are far above spinodal
temperature as shown in Figure 3.

Fig. 4 Change in SAXS scattering function I(q, t) with time after the
pressure jump from 40.0 MPa to 0.1 MPa at 311.1 K (a) and from
50.0 MPa to 0.1 MPa at 314.6 K (b)
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Q-dependence of Onsager kinetic coefficient

Figure 7 shows the q-dependence of the Onsager kinetic
coefficient at 311.6 K (a) and at 314.1 K (b), as estimated
from Eq. (17), i.e.,

K qð Þ ¼ R qð Þ S q;1ð Þ=kBT½ �
q2

; ð19Þ

where R(q) was directly measured as described in the
previous section and shown in Fig. 6, and S(q,1) is the
structure factor Seq(q) at each temperature given by Eq.
(3). We found that the q)2 behavior at all-observed q-
region even in the region of qRg<1, in both quench
experiments. The q)2 behaviors in the Onsager kinetic
coefficient are shown more clearly in Figure 8. Note that
Rg

)1ffi1 nm)1 for this experiment as shown from Table 1.

Comparison between experimental and theoretical
results for Onsager kinetic coefficient

Binder [35] derived the q-dependence of the Onsager
kinetic coefficient for non-entangled asymmetric blends:

K qð Þ ¼ KA qð ÞKB qð Þ
KA qð Þ þ KB qð Þ ; ð20Þ

with

Ki qð Þ ¼ DiNi/i

xi � 1þ exp �xið Þ
x2i

ð21Þ

and

xi ¼ q2R2
g;i ð22Þ

where Di, Ni, and R2
g;i are, respectively, the self-diffusion

coefficient, the polymerization index, and radius of
gyration of i-th component (i=A or B in this case). Eq.
(20) predicts q)2-dependence at xA>1 and xB>1.
However, q)2-dependence is observed even at x<1 in

Fig. 5 Log[I(q, t) ) I(q, 1)] plotted as function of time t at 311.6 K
(a) and at 314.1 K (b) at fixed q-values. Solid lines were obtained by
linear regression of data

Fig. 6. Relaxation rate R(q) for the q-Fourier modes of the
concentration fluctuations plotted as a function of q at 311.6 K (a)
and at 314.1 K (b)
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experimental results, however, which does not agree with
the Binder theory. Such a q)2-dependence at xi<1 has
been observed by Schwahn et al. [17] for dPS/PVME and
by us [18, 19] for DPB/PI, though the systems used in
these works were entangled polymer blends. As described
in Sec. I, we suggested that the q)2-dependence at x<1
results in the viscoelastic effects originating from the
dynamical asymmetry between each component polymer
in blends. Doi and Onuki [21] took into account the
viscoelastic effects for dynamically asymmetric blends
and derived the q-dependence of the Onsager kinetic
coefficient which we shall define hereafter as Kve (q). The
Kve (q) was derived at the limit of qRg� 1 and is given by

Kve qð Þ ¼ K 0ð Þ
1þ q2n2ve

ð23Þ

with the viscoelastic length nve defined by

nve ¼
4

3
agK 0ð Þ

� �1=2

; ð24Þ

where g is the zero shear viscosity of the mixture, and
K(0) isK(q) in Eq.(20) in the limit of q fi 0 and expressed
by

K 0ð Þ ¼ /A/B DANA/A þ DBNB/Bð Þv0=kBT ; ð25Þ

and a is dynamical asymmetry parameter defined by

a ¼ DANA � DBNB

DANA/A þ DBNB/B

: ð26Þ

Eq. (23) predicts q)2-dependence for K(q) at qnve>1 even
in the small q-limit of qRg fi 0 where the dynamically
symmetric blends with a=0 and hence nve=0 shows a
constant limiting value K(0). As expressed in Eq. (24), nve
depends on the dynamical asymmetry of each component
in the blends, i.e., the parameter a as well as viscosity and
Onsgaer kinetic coefficient K(0). Symmetric blends
satisfy DA= DB and NA=NB, and hence a=0, giving
rise to nve=0 and Kve(q) becomes identical to K(q) in
Eq. (20). However for asymmetric blends with a „ 0, nve
may become much larger than the radius of gyration of
polymers. For example, in the case of semidilute polymer
solution of PS/dioctylphthalate, where Mw of PS is
5.46 � 106 and the concentration of polymer is 6.0 wt%
so that PS chains are extensively entangled, nve was found
to reach about 1 lm whereas Rgffi0.06 lm = 60 nm. In
the PS/PB blend studied in this work, although both PB
and PS have no entanglements to cause the dynamical
asymmetry, Tg of the neat PS (68.0 �C) is higher than the
experimental temperatures, while Tg of the neat PB
()100 �C) is much lower than the experimental temper-

Fig. 7 Q-dependence of Onsager kinetic coefficient at 311.6 K (a) and
at 314.1 K (b)

Fig. 8. q2K(q) is plotted as a function of q at 311.6 K (a) and at
314.1 K (b)
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atures. This difference makes the asymmetry in self-
diffusion coefficient and viscosity between PS and PB
very large so that nve is also expected to be very large,
much larger that Rg of PS and PB (�1 nm), strikingly
affecting and suppressing R(q) even in the q-region of
qRg<1 (o q < 1 nm)1). Thus even in the observed
q-region, qnve‡1 is satisfied, and as a consequence
q)2-dependence appears. This exciting effect is consid-
ered to be due to the viscoelastic effects arising from the
asymmetry between PS and PB. We need to estimate the
value of nve quantitatively from independent experiments
with viscoelastic measurement and dynamic light scatter-
ing measurement with Eq. (24) to confirm further the
proposed scenario of the q)2-dependence in the future.

Conclusion

We measured relaxation processes of the concentration
fluctuations in a single-phase state that was induced by a

rapid pressure change for a non-entangeld polymer blend
(polystyrene (PS)/polybutadiene (PB)) by using time-
resolved small-angle X-ray scattering with synchrotron
X-ray radiation. The changes in the scattered intensity
with time during the relaxation processes were found to
be approximated by the Cahn-Hilliard-Cook linearized
theory (CHC). The CHC analysis yielded q)2-depen-
dence in the q-dependence of the Onsager kinetic
coefficient K(q) even at qRg�1, which cannot be
predicted by the Binder theory. This anomalous
q)2-dependence is elucidated to originate from the
viscoelastic effects arising from dynamical asymmetry
associated with a difference in glass transition tempera-
ture of constituent components PS and PB.
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Introduction

In the recent decade, mesostructured materials with
structural units on the nanometer scale have attracted a
great deal of attention, both because of potential
applications and the fundamental interest in the special
properties of matter (confinement effects, etc.) [1].
Among the most prominent representatives of this new
class of materials are the mesophases of block copoly-
mers, nanoparticulate composites, and mesoporous
materials. Another way which leads to an illustrative
understanding of the partial exceptional physical prop-
erties of such materials is to point to the large internal
interfacial area, amounting easily up to 1000 m2/g, i.e.
such material can be regarded as interface-dominated.
Most of the macroscopic properties are therefore in
delicate dependence on the size and shape of the
constituting objects (pores, particles or aggregates) and
their interfacial properties (especially energy and curva-
ture), and suitable characterization techniques are inev-
itably needed.

The most important analytical techniques for the
structural characterization of mesostructured materials

are transmission electron microscopy (TEM), small-
angle scattering (SAXS, SANS for X-rays and neutron,
respectively) and – for porous materials-physisorption,
and many of papers in the last decade have shown that
analysis of such materials is incomplete without one of
them. However, it is also regularly observed that a
thorough TEM analysis suffers from the instability of
soft matter in the electron beam, which restricts spatial
resolution to some nanometers, and that sorption
measurements are plagued by unspecific adsorption
(e.g. on grains’ external surface) and the inaccessibility
of significant parts of the pore system.

In conclusion, SAXS often represents the only
feasible technique for structural analysis. Up to now,
SAXS is mostly used in the simplest mode: if several
well-defined interference maxima (‘‘Bragg peaks’’) are
observed, the data are evaluated in terms of basic
concepts of classical crystallography, that is the
assignment of the corresponding space group. If
SAXS data lack pronounced features, the data are
often not further used. This is a waste of accessible
information, because it was already demonstrated
decades ago by Tchoubar [2–4] and by Ruland in
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various publications that for various materials of
different chemical nature the concept of the chord-
length distribution g(r) provides a suitable tool to get
a reasonable characterization of nanostructured mate-
rials lacking a high degree of mesoscopic order. The
approaches developed by Ruland were shown to be
suitable to characterize semicrystalline polymers with
lamellar superstructures [5], microporous carbon [6–8],
block copolymers [9] and polymer fibers [10,11] by
SAXS data. The calculation of g(r) from the raw
scattering data is however not too simple, but Burger
and Ruland [12] and later Smarsly [13] developed a
novel and stable evaluation approach, which is based
on the regularization of SAXS data by suitable
analytical functions.

Beside characteristic length information, such as the
thickness of both subphases, g(r) also contains important
topological information. In fact, Kirste and Porod
demonstrated already 40 years ago that the second and
fourth term in the series expansion of the correlation
function g(r) (whose second derivative is proportional to
g(r) at r¼ 0 respectively yield the absolute surface area
[14] and a measure of the mean curvature of the interface
plus, potentially, the genus of the mesostructure [15].

By normalizing those quantities to the characteristic
length scales (also accessible from g(r)), Burger et al.
introduced a generalization (‘‘j-i’’ formalism) where
even on the base of one single broad scattering peak the
scale invariant relative interface area i and the scale
invariant relative curvature j could be determined [16].
As any j-i couple usually corresponds to one specific
mesophase structure (except at phase boundaries), this
principle inevitably allowed the determination of phase
structure on the base of scattering curves without a
sequence of distinct interferences. Grafically spoken, the
j-i concept makes use of the fact that curvature and
interface are local properties which quickly relax in their
local energetic minima, whereas classical crystallography
relies on larger ordered domains the formation of which
might even be kinetically hindered.

The j-i concept was applied in several recent studies,
e.g. on polypeptide-containing block copolymers [17, 18],
and showed its usefulness, but a strict validation of this
method with ideal model materials has not been per-
formed. The accuracy of j and i especially depends on a
correct evaluation of the asymptotic behavior of SAXS
data at large scattering vectors. However, in this region
of SAXS curves the scattering intensity is low and
affected by several complex scattering effects. The
importance of these scattering effects was demonstrated
by Ruland in several detailed studies, especially on
carbon [19,20] and block copolymers [21–24]. One
important factor is the finite transition region between
the two phases, leading to a multiplication of the
theoretical curve by H 2

z ðsÞ ¼ expð�2p2d2z s2Þ with dz
equal to the width of the transition region, where an

error function is used to describe the transition [21].
Interdigitation of the two interfaces leads to complex
additive scattering contributions Iinter [9, 23]. Another
important contribution are density fluctuations within
the nanodomains (1D, 2D or 3D) leading to an additive
scattering contribution [20, 21]. As demonstrated by
Ruland for the case of block copolymers, all these
contributions are important and have to be appropriately
considered. Hence, the general asymptotic behavior of
SAXS curves of two-phase systems (‘‘Porod-law’’, ignor-
ing higher exponents of 1/s for simplicity) for an ideal
pin-hole collimation is given by

IasymðsÞ ¼ H2
z ðsÞa=s4 þ Ifluct þ Iinter: ð1Þ

It is evident that these factors can massively modify
SAXS curves in the asymptotic regions and that any
numerical analysis which is based on the asymptotic
behavior has to carefully take into account these effects
in determining j and i.

A suitable approach to test the general applicability
and practicability of the j-i-concept is the SAXS
investigation of materials for which the SAXS asymptote
in eq. (1) is only weakly influenced by the effects
described above. These requirements are quite ideally
fulfilled by well-defined mesoporous materials with
distinct pore morphologies (e.g. spherical or cylindrical
pores), in particular mesoporous silicas. Since these
systems consist of pores distributed in compact silica,
they can be regarded as almost perfect ‘‘two-phase
systems’’. The scattering contribution Iinter, which is
significant for block copolymers, can be neglected, and
the maximum width dz of the interface between mesop-
ores and silica is on the order of the size of a silica
tetrahedron at maximum, i.e. <0.3–0.4 nm. Further-
more, Ifluct is just a constant in case of SiO2, because silica
can be treated as an isotropic glass [20, 21]. It has to be
pointed out that the aforementioned aspects do not apply
for fractal-like silica aerogels with porosities of up to
99.9% because of the absence of real interfaces.

Meanwhile mesoporous silica is accessible in a
practically complete range of pore sizes and pore
geometries. The process which allows the best adjustment
is called ‘‘nanocasting’’ and works via solification of the
silica around an organic template with predescribed size
and symmetry [25]. It was also shown that this technique
allows adjustment and replication with Angstrom
precision, i.e. this is presumably the most appropriate
biphasic model system for the validation of high
precision SAXS techniques [26].

In the present study, two types of high-quality
mesoporous silicas were prepared using nanocasting. A
mesoporous silica with cylindrical mesopores of diameter
ca. 2.5–3 nm on a 2D hexagonal lattice was obtained
from an ionic-liquid template (called ‘‘CYL’’ in the
following) [27]. Using a novel block copolymer, porous
silica with spherical mesopores of ca. 13–14 nm in
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diameter was obtained (sample ‘‘SPHERE’’), placed on a
distorted cubic lattice [28–30]. These materials were
studied in detail by nitrogen sorption, TEM and SAXS.
The SAXS curves were then analyzed, using the algo-
rithm described in ref. 13, to determine j and i. Because
of the well-known mesostructures, their theoretical
scattering curves and, thus, j and i can be predicted
based on the lattice parameter, the pore size distribution
and the porosity (i.e. volume fraction of pores). These
theoretical values were then compared with those
obtained from the SAXS analysis to check the validity
of the evaluation. Furthermore, the SAXS curves were
analyzed by fitting with scattering functions based on a
Ruland-approach [31]. It will be validated with our
model systems that this approach also allows for a
precise determination of pore sizes and a meaningful
comparison with the pore sizes obtained from nitrogen
sorption and TEM.With such high precision SAXS data,
it will then become possible to improve the adaption of
sorption theories to such materials.

SAXS of two-phase systems – Theory

In general, the SAXS of a two-phase system is given by the Fourier-
Transform of the characteristic function cð~rÞ
Ið~sÞ ¼ kF ðcð~rÞÞ;

where ~s represents the scattering vector with sj j ¼ 2
k sinðhÞ (k

wavelength, 2h scattering angle). For a two-phase system, the
radially averaged characteristic function is given by

cð~rÞ ¼ cðrÞ ¼ 1� j~rjS
4/ð1� /ÞV þ � � � ¼ 1� r

lp
þ � � � ;

where lp is the ‘‘Porod-length’’ (average chord-length). lp is related
to the porosity / and the interfacial area S/V via

lp ¼
4/ð1� /ÞV

S
: ð2Þ

lp is determined by the average segment lengths li of the two phases
by

1

lp
¼ 1

l1
þ 1

l2
¼ 1

/1l2
¼ 1

/2l1
:

The latter relationship allows the calculation of pore sizes
(independently of a specific geometric model) and wall thicknesses
on the basis of lp..

The Porod-length itself is related to SAXS data via
lim
s!1

s4IðsÞ ¼ k
2p3lp

, where k is the Porod invariant.

It was demonstrated by Méring, Tchoubar and Ruland that a
suitable approach to describe the pore structure of materials with
substantial disorder is the concept of the ‘‘chord-length distribu-
tion’’ gðrÞ, which is proportional to the second derivative of cðrÞ :
gðrÞ ¼ lpc00ðrÞ

gðrÞ ¼�8
Z 1

0

1�2p3s4lpk�1IðsÞ
� �d2 sinðzÞ

dz2z
ds; z¼ 2prs: ð3Þ

If the higher orders of r in cðrÞ are taken into account, one
obtains

cðrÞ ¼ 1� r
lp
þ r3

8lp
hH 2iS �

1

3
hKiS

� �
þ O r5

� �
ð4Þ

where H 2
� �

Sand Kh i are the mean and Gaussian curvature,
respectively.

with

H 2 ¼ c1 þ c2ð Þ2=4 K ¼ c1c2 ð5Þ

where ci are the principal curvatures.
It is the idea of the j and i- phase diagram to classify the various

morphologies (lamellar, 2D hexagonal, bcc, etc.) in terms of two
normalized parameters, namely the parameter i (interface area) and
j (curvature) [16]. The only precondition of the applicability, aside
from the determination of the Porod asymptote, is the presence of
at least one interference with long period L.

The parameters are defined by

i ¼ S
V

L

j ¼ L
ffiffiffiffiffiffiffiffiffiffiffiffi
hH2iS

q
¼ L

ffiffiffiffiffi
8b
p

; ð6Þ

where b is the so-called ‘‘Kirste-Porod parameter’’.
It is evident that the parameter j defined by the latter

relationship is only related to the mean curvature, but does not
take into account the Gaussian curvature. While for lamellar and
cylindrical morphologies (even with undulations parallel among
themselves and to the cylinder’s axis) K¼ 0 (Gauss-Bonnet
theorem), K does not vanish for cubic morphologies. In general,
b then has to be renormalized by

b ¼ b� þ 1
3�8

4pð1�CÞL
iV ; where C is defined as the Genus per unit

cell. For the renormalization a specific type of unit cell has to be
defined. For instance, if two spheres are within the unit cell, C =
)1, while a single sphere has C ¼ 0. The procedure for the
renormalization is described in detail in ref. 16 and 32.

In conclusion, the parameters j and i can be extracted from IðsÞ
(providing L) and gðrÞ (providing lp as the first moment of gðrÞÞ
and g0ð0ÞÞ.

The j)i-diagram is shown in Scheme 1, illustrating the values
for various morphologies.

Scheme 1 j)i-diagram according to ref. 16
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Experimental

The SAXS measurements were performed using a CuKa rotating
anode device (Nonius) with 3-pinhole collimation, equipped with a
2D image plate detector.

Nitrogen sorption isotherms were obtained from a Micromer-
itics ASAP instrument.

Transmission electron microscopy (TEM) images were taken
with a Zeiss EM 912W at an acceleration voltage of 120 kV.
Samples were ground in a ball mill and taken up in acetone. One
droplet of the suspension was applied to a 400 mesh carbon-coated
copper grid and left to dry in air.

Preparation of sample SPHERE: A solution of the block
copolymer (see ref. 25) was prepared by dissolving 100 mg of the
block copolymer in 1g of ethanol. 500 mg of the organic silica
precursor tetramethoxysilane (TMOS) was added. After the
dropwise addition of 250 mg aqueous hydrochloric acid (pH¼ 2),
the sample was treated with ultrasound for 5 minutes, and then the
alcohol was evaporated under gentle vacuum. The resulting gel was
aged at 60 �C in a drying oven for 10 hours. Finally the dried silica
gel was calcined in air at 550 �C for 5 hours.

Sample CYL: In a typical synthesis with C16mimCl as template
(see ref. 24), tetramethylorthosilicate (TMOS) was used as the sol-
gel precursor. 0.36 g (1.05 mmol) of C16mimCl was dissolved into
2 ml of EtOH, then mixed with 2.0 ml of TMOS under mild
magnetic stirring. After homogenization of the mixture, 1.0 ml of
aqueous solution of 0.01 M HCl as an acid catalyst was added
dropwise. The resulting mixture was stirred for 30 min. Complete
gelation was accomplished by leaving the sample in an open flask at
room temperature C16mimCl was removed from the silica by
calcination of the sample at 550 �C for 5 h with a temperature
ramp of 100 �C h)1 from room temperature to 550 �C. The final
product was ground into powders for further characterization.

Results and discussion

TEM analysis

TEM images of the samples SPHERE and CYL are
shown in Fig. 1. For SPHERE, a highly ordered array of
almost close-packed spherical mesopores of ca. 13 nm in
diameter is found, and the mesophases domains extend
over several hundred nanometers each. Accordingly, the
TEM images of CYL indicate regular arrays of long
cylindrical mesopores with a pore diameter of ca. 2–3 nm
and a length above 100 nm. Thereby, the microscopic

study shows that the pore morphologies are well-defined
in each case, being spheres for sample SPHERE and
cylinders for sample CYL.

Nitrogen sorption

The porosities of CYL and SPHERE were analyzed by
nitrogen sorption at T¼ 77 K (see Fig. 2), the data are
summarized in Table 1. For physisorption data of
sample CYL, see also ref. 24.

Based on the TEM and SAXS results, the sorption
data were evaluated by the BJH approach in case of
sample CYL and in terms of a recently developed
NLDFT approach in case of sample SPHERE [33].
The sorption data of both materials support the inter-
pretation that they are well-defined mesoporous materi-
als with distinct pore sizes. From the overall porosities,
the volume fraction of mesopores was calculated assum-
ing a density of amorphous silica of 2.2 g/ml.

SAXS analysis

SAXS fitting based on model scattering functions

Fig. 3 shows the SAXS curves of the samples CYL and
SPHERE. The SAXS pattern of CYL is characteristic of
a 2D hexagonal lattice with the interference maxima
obeying the theoretical ratio 1: sqrt(3): 2. While weak
higher order peaks are visible at higher magnification, the
bare SAXS data already indicate a certain degree of
lattice distortion. However, the SAXS pattern is ideal for
a detailed j-i analysis, because the curve shows an
extended Porod asymptote at larger s. Similarly, the
SAXS curve of SPHERE reveals a sequence of several
interference maxima, attributable to a cubic pore
arrangement, while it is not possible to distinguish
between an fcc or hcp packing. Also in this case, the
asymptote of the SAXS curve is in almost perfect
agreement with the Porod law, thus representing an
ideal candidate for a mesoporous model system with

Fig. 1 TEM images of SPHERE
(left image) and CYL (right
image). The scale bar for sample
CYL is 25 nm
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spherical pores. The presence of the Porod-law behavior
at moderate values of s in both cases proves the high
quality of these mesosporous silicas in terms of the pore
uniformity and, additionally, excludes the presence of
significant amounts of undesirable micropores, which are
frequently observed in mesoporous materials and which
would aggravate the SAXS analysis [34, 35].

The SAXS data were then fitted using an approach
used previously by Ruland [31, 34] for the evaluation of
SAXS data of mesostructured materials, constituted of
objects with a finite size distribution (‘‘polydispersity’’),
placed on a certain lattice (cubic, 2D hexagonal etc.)

IðsÞ / F ðsÞj j2
D E

þ F ðsÞh ij j2 jZj
2

N
ðsÞ � 1

 ! !

ð6Þ

F are the form factors of the corresponding objects

(spheres, cylinders) and Zj j2
N is the lattice factor. For Zj j2

N ,

Ruland developed suitable approaches to include the
effects of both lattice distortions and finite domain sizes.
Æ æ stands for the number average of the object sizes.

While this expression corresponds to the so-called
‘‘Laue-scattering’’ in general, it was Ruland who devel-
oped suitable evaluation procedures for the SAXS of
mesoscopic materials and applied them to mesoscopic
materials such as block copolymers [31] and mesoporous
materials [34]. The principal idea is to fit experimental
SAXS data by eq. 6, using physically meaningful
parameters such as the average diameter �R of the objects,
its variance rR, the average lattice parameter �a and its
variance ra. Also, it should be emphasized that Ruland
developed suitable approximations, facilitating the com-
putational implementation of the polydisperse form
factors F [22]. Fig. 4 shows the evaluation of the SAXS
of SPHERE using eq. 6, similar to ref. 31 and ref. 34,

using an fcc lattice for Zj j2
N and Lorentz profiles for the

shape of the interferences. Since the TEM study indicated
a large size of the mesostructured domains, it was
assumed that the integral width of the interferences is
only determined by lattice imperfections, thus increasing
with s (see the procedure described below for
CYL). It has to be pointed out that the fitting is
similarly good using an hcp lattice model. It is clearly

Fig. 2 Nitrogen sorption iso-
therm at 77 K for sample
SPHERE (left) and CYL (right)

Table 1 Porosity parameters for the two samples under study. The SAXS surface areas were obtained from eq. 2

Sample Pore size
(adsorption) [nm]

Pore size

SAXS fitting,
and variance
rR [nm]

BET

surface area
[m2/g] /
SAXS

Pore volume [cm3/g] Pore volume
fraction /

CYL 2.6 2.8 ± 0.2 1600/1450 0.76 0.62
SPHERE 13.8 13.9 ± 0.2 320/250 0.59 0.56

Fig. 3 SAXS curves of samples
CYL (left) and SPHERE (right).
The porod asymptote is indicated
by dashed lines in both cases
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seen that the approach in eq. 6 is able to describe the
experimental data reasonably over the full range of
scattering vectors in terms of a system of spherical pores
with finite size distribution, providing a pore diameter of
13.9 nm and rR¼ 0.2 nm. For the interferences of the
lattice factor Lorentz profiles were used with
�d111 ¼ 17 nm and a variance r111¼ 0.3 nm. Evidently,
this analysis is in excellent agreement with the sorption
analysis, thereby proving the applicability of the
approach.

A comparable approach was used to evaluate the
SAXS data of sample CYL. In this case, it has to be taken
into account that 2D hexagonal array of cylinders is
anisotropic, thus requiring the calculation of the radial
average for the SAXS of such mesopores. If I2 denotes
the SAXS in the plane s12 (perpendicular to the cylinder
axis), for sufficiently long cylinders the radially averaged
SAXS is given by

IðsÞ / 1

S
I2ðsÞ:

Hence, I(s) can be calculated similarly to eq. 6, using
expressions for the form factors according to ref. 22.
Compared to sample SPHERE, the interferences are
separated more distinctly. For the lattice factor, a
suitable approach was used to take into account that
the integral width of the reflections is determined both by
the finite domain size and also lattice distortions: for the
shape of the interferences Ihk we have chosen

IhkðsÞ ¼
BhkðsjÞ

BhkðsjÞ2 þ p2s2
;

and the integral width Bhk of the interferences at s¼ sj
was calculated by

BhkðsjÞ ¼
1

d10N
þ s2j p

2r2
10=d

3
10;

where r10 is the variance of d10¼ �a 2/sqrt(3) with �a equal
to the lattice constant of a 2D hexagonal lattice.

It is seen (Fig. 4) that also in this case in eq. 6
provides a reasonable evaluation of the experimental
SAXS data (�a= 3.5 nm, r10¼ 0.35 nm). The values for

the pore sizes of both CYL and SPHERE are shown in
Table 1.

j-i analysis of the SAXS data

In the following, the SAXS data of samples CYL and
SPHERE are further analyzed using the concept of the
chord-length distribution, aiming at both the verification
of pore sizes and the determination of j-i curvature
parameters. As pointed out, the j-i formalism requires
the presence of the Porod law a reasonable statistics in
the high s region. The validity of the experiment and the
analysis is demonstrated in Fig. 5. The s4)I-plot levels
off to a plateau at large s, after substraction of a small
additive background scattering Ifluct. Obviously, the
rotating anode device used was able to produce
scattering data of reasonable intensity also at high s. It
is important to note that the strong SAXS intensity at
large s is also attributable to the significant electron
density contrast between the matrix and the pores, thus
further indicating that the present materials are highly
suitable for this kind of analysis. This asymptotic
behavior is in good agreement with the ideal Porod
asymptote s)4, thus allowing for a meaningful j-i

Fig. 4 SAXS analysis of sample
SPHERE (left) and CYL (right)
using eq. 6

Fig. 5 s4-I plot for sample SPHERE. Squares: experimental data.
Solid line: Fitted curve according to the regularization algorithm in
ref. 13
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analysis. Recently, also Ciccariello reported a detailed
study for the analysis of SAXS data of cylindrical and
spherical domains in the asymptotic region of scattering
data [36].

In principle, the j-i formalism is only applicable if
gð0Þ = 0, because otherwise cðrÞ would contain an r2

term. Without the constraint gð0Þ¼ 0, for the two
samples under study gð0Þ was slightly positive
(gð0Þ < 0.01). Within the margin of errors, it was
therefore justified to assume gð0Þ¼ 0 to allow for the
calculation of j. Fig. 6 shows the chord-length distribu-
tion gðrÞ of sample SPHERE, obtained from the
algorithm in ref. 13. It is seen that the first maximum at
r¼ 6.4 nm is attributable to the pore wall thicknesss,
which is in reasonable agreement with the value obtained
from the lattice parameter and pore size from the SAXS
fitting in section 3.1. If the second maximum is inter-
preted as originating from the mesopores themselves, one
obtains a mesopore size of ca. 12.5 nm, which is in
relatively good agreement with the analysis shown above.
Hence, it is even possible to extract meaningful pore sizes
from gðrÞ itself, if the two contributions are separable. In
this context, it has to be emphasized that the determi-
nation of mesopore sizes above 10 nm by physisorption
can still have an error of 20%.

In the following, we are mainly interested in the j-i
analysis. As described recently, the Porod length lp
(which is required for the determination of j and i) can
be obtained with good precision as the first moment of
gðrÞ based on ref. 13. On the contrary, j (determined
from g’(0)) might be more heavily affected by numerical
uncertainties. In the present case, g0ð0Þ was obtained
directly from gðrÞ by determining its slope at r¼ 0. Based
on this procedure, for sample SPHERE we obtain
j¼ 3.3 ± 0.5 after renormalization for an fcc lattice
and i¼ 2.6 ± 0.2. If the renormalization is not carried
out, j has an unrealistically small value. It was pointed

out by Burger that this procedure provides a suitable
criterion to exclude other morphologies (cylindrical) [16].
Taking into account the consideration concerning the
mean and average curvature, as pointed out in ref. 16,
these values correspond to a cubic phase in the j-i
diagram and strongly deviate from any other pore
structure, which is in agreement with TEM and the
aforementioned SAXS analysis. However, based on the
renormalization of the Kirste-Porod parameter accord-
ing to ref. 16, it is not possible to unambiguously
determine the nature of the phase (bcc, fcc, hcp), because
a major uncertainty originates from the numerical
determination of g0ð0Þ.

In order to obtain theoretical values for j and i for
sample SPHERE, first these two values were theoreti-
cally calculated assuming monodisperse spheres and an
fcc/hcp lattice without distortion, based on the average
size of the spheres and the lattice parameter. From this
simple calculation, we obtain i¼ 0.8 and j¼ 3.1. Evi-
dently, especially the i deviates significantly from the
values obtained from gðrÞ. In order to take into account
the polydispersity and the lattice distortions, the fitting
curve in Fig. 4 was numerically transformed to the
corresponding gðrÞ, which was then evaluated as
described above to obtain j and i. By this procedure,
the effects of polydisperse pores and lattice disorder on j
and i were automatically taken into account. Interest-
ingly, the theoretical gðrÞ obtained in this way differs
slightly at r < 20 nm in the general shape of the curves.
These differences might be due to fine deviations of the
real mesopores from a perfectly spherical shape. The
corresponding values for j and i are listed in Table 2.
Obviously, a reasonable agreement is observed with the
experimentally determined values, showing a deviation
of only ca. 10–15%. Therefore we speculate that the
aforementioned deviation in j assuming monodisperse
pores could be attributable to the finite polydispersity of
the mesopores.

A similar procedure was carried out for sample CYL
(see Table 2). Although gðrÞ, calculated from the trans-
formation of the fitted IðsÞ curve in Fig. 3 [13], is slightly
different a small r, the agreement between both curves is
reasonable. The deviation between the curves in the
region of the first maximum in gðrÞ can be attributed to
uncertainties of the algorithm a large s or deviations from
a perfect cylindrical shape. Similar to sample SPHERE,

Fig. 6 Chord-length distribution gðrÞ of sample SPHERE, obtained
from the algorithm in ref. 13 (solid line). Dashed line: gðrÞobtained as
the transform according to eq. 3 of the fitting in Fig. 4

Table 2 j and i values for the two samples. The j value for sample
SPHERE is normalized for an fcc lattice. The ‘‘theoretical’’ values
of the parameters were obtained from transforming the fitted
curves in Fig. 4 to g(r)

Sample lp,exp¢[nm]/lp,theo jexp/jtheo iexp/itheo Phase

CYL 0.97/1.1 2.7/2.8 2.6/2.1 2D hex
SPHERE 5.23/5.5 3.3/3.0 2.4/2.2 fcc - hcp
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already the bare shape of the chord-length distribution
allows for a semi-quantitative determination of pore sizes
and wall thicknesses. From gðrÞ of sample CYL we
obtain a pore size of ca. 2.6 nm (second maximum) and a
wall thickness of ca. 1.2 nm, both being in good
agreement with the aforementioned SAXS analysis and
sorption data.

Summarizing the results of the application of the j-i
formalism, interesting trends can be observed for the two
samples. In both cases, the i -values are relatively high,
indicating higher surface area than theoretically ex-
pected. Possible reasons are undulations of the cylinders
or additional micropores in the matrix. Since the
sorption data did not reveal any hint for micropores,
we speculate that the cylinders may not be perfectly

smooth, but might show certain variations of the cylinder
radius along its axis. Similarly, local deformations of the
spherical mesopores would contribute to a higher surface
area in case of sample SPHERE.

Conclusions

Analyzing the data of two model mesoporous silica with
cylindrical and cubic symmetry, it was shown that SAXS
using evaluation principles introduced by Ruland is a
very precise technique to determine a whole range of
structural properties of two-phase systems with meso-
structure, namely the characteristic size of both phases,
the surface area, the curvature of the phase boundary,
and – applying the j-i formalism- even the type of
mesophases under consideration. Comparison of the
data determined with SAXS with data of sorption
isotherms and electron microscopy gave an almost
perfect agreement, thus validating the applied technique
also for systems with lower structural definition. It is
interesting to note that even the surface areas can be
reasonably extracted from the analysis in terms of the
concept of chord-length distributions.

We regard this tool to be of extraordinary importance
for all nanocomposite materials where application of
electron microscopy is restricted, e.g. for beam sensitive
materials or systems with structural elements below
TEM resolution.

As the evaluation of sorption data of mesoporous
materials in certain ranges of pore size is also heavily
under discussion, well defined silica materials fully
characterized by SAXS are expected to be of great use
as reference standards to improve numerical evaluation
procedures.
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Introduction

Although the subject of flow-induced crystallization has
been extensively investigated, the exact nature of the

shish-kebab formation and the early stages of crystalli-
zation are still unclear [1–6]. For example, it has been
well documented that the shish-kebab structure contains
oriented lamellae (kebabs) arranged perpendicularly to
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Abstract Synchrotron small-angle
X-ray scattering (SAXS) and wide-
angle X-ray diffraction (WAXD)
have been utilized to elucidate the
nature of shear-induced shish-kebab
structures at the early stages of crys-
tallization in a binary blend, contain-
ing 5 wt% of high-density
polyethylene (HDPE) and 95 wt% of
linear low-density polyethylene
(LLDPE, �Mw=120 kg/mol). The
HDPE component possessed a
bimodal molecular weight distribu-
tion with weight-average molecular
weightsMw of 99 kg/mol and 1,100
kg/mole, respectively. X-ray results
indicated that the crystallization
kinetics and molecular orientation of
the blend were significantly enhanced
under shear as compared to LLDPE,
even though the blend contained only
a low concentration of highmolecular
weight HDPE chains (ca. 1 wt% of
�Mw=1,100 kg/mol above the overlap
concentration, c*=0.5 wt%). The
Avrami exponent of the blend,
n=1.9, derived from the WAXD
crystallinity evolution under shear,
suggested that the two-dimensional
(2D) kebabs are developed under
diffusion-controlled and spontaneous
nucleation conditions. The Avrami
exponents were found to decrease

with the increase in shear duration
time (strain). The corresponding
SAXS patterns showed a meridional
streak, which can be modeled by a
shish-kebab structure containing
cylindrical symmetry along the shish
axis and polydispersities in diameter,
thickness and long period of kebabs.
The shish-kebab model was formu-
lated in a closed analytical formunder
the assumption of independent sta-
tistics. Furthermore, Ruland’s meth-
od to separate the effects of size and
orientation, usually used for the
equatorial streaks, was applied to the
meridional streak for the first time,
under the assumption that the widths
of the distributions add as in Lo-
rentzian-type distributions. The fitted
mean diameter of kebabs using our
shish-kebab model was found to be
consistent with the value obtained by
using the Ruland’s streak method.
The radial growth rate, G, calculated
from the kebab evolution initially
followed the relationship G / t)1/2,
which confirmed the diffusion-con-
trolled growth with spontaneous
nucleation in the polymer blend.

Keywords SAXS Æ WAXD Æ
shear Æ crystallization Æ
shish-kebab Æ polyethylene



the central shish backbone. However, the mechanisms
proposed for the formation of such a structure vary quite
extensively. Some groups argued that the folded chain
lamellae are originated from free chain ends (cilia) near
the central shish backbone surface or from protrudes of
the central backbones [1, 2]. Some recent simulation
works suggested that the flow-induced shish-kebab
structure is closely related to the coil-stretch transition
of isolated polymer chains under flow, where the
stretched chains form extended chain crystals (shish)
while the coiled chains collapse and can be adsorbed onto
the shish and form kebabs [3]. These different mecha-
nisms cannot be easily verified by microscopic techniques
(e.g. atomic force microscopy, AFM [5, 6], or transmis-
sion electron microscopy, TEM [7, 8]), as their in-situ
examinations under flow are very difficult to carry out.

Recently, synchrotron small-angle X-ray scattering
(SAXS) and wide-angle X-ray diffraction (WAXD) [9,
12] have been proven to be very useful to extract real time
information of the shish-kebab formation under flow
[10–15]. However, the lack of proper schemes for the
analysis of scattering data continues to hinder the
progress that can be made on this subject, which forms
the basis for this work.

In this study, we have devised a simple shish-kebab
model, based on the observed microscopic images in real
space [5–8] and X-ray data in reciprocal space [11–13,
15], to fit the real-time SAXS data, whereby the main
scattering feature and the scattered intensity are arisen
from the spatial arrangement of kebabs (lamellae) with a
disk-like geometry. The model consists of polydispersi-
ties in diameter of disk-like kebabs (lamellae), lamellar
thickness, and lamellar long period. Our goal is to extract
the structural information of the shish-kebab entity
formed under flow at the initial crystallization stages and,
thus, to understand the shish-kebab formation mecha-
nism. The chosen sample is a miscible high-density
polyethylene (HDPE, 5 wt%) and linear low-density
polyethylene (LLDPE, 95 wt%) binary blend. HDPE is a
long-chain branched homopolymer with fast crystalliza-
tion rate and high crystallinity, while LLDPE is a
short-chain branched copolymer (hexene) with slow
crystallization rate and low crystallinity. Thus, the initial
formation of the shish-kebab structure is primarily
dominated by the HDPE component in the blend,
especially the small fraction of high molecular weight
HDPE chains (their relaxation times are exceedingly
long) under the flow conditions.

Experimental section

Materials and preparations

A small amount of HDPE (5 wt%) was melt blended with
LLDPE (95 wt%) to prepare the HDPE/LLDPE binary blend.

The GPC profiles of HDPE and LLDPE before blending are
illustrated in Figure 1. The corresponding molecular weight
information is summarized in Table 1. The HDPE sample was
made by the Ziegler-Natta method and possessed a bimodal
molecular weight distribution. The weight-averaged molecular
weight, �Mw, of each distribution in HDPE was 99 kg/mol (ca. 80
wt%) and 1,100 kg/mol (ca. 20 wt%), respectively (the two
HDPE chain distributions were estimated by separating the GPC
profile into two Gaussian functions). The LLDPE sample was
synthesized by the metallocene method and contained 2.4 mol %
of hexene comonomer ( �Mw of LLDPE was 120 kg/mol). Thus, in
the HDPE/LLDPE blend (5 wt% of HDPE and 95 wt% of
LLDPE), the percentage of the high molecular weight HDPE
chain distribution ( �Mw = 1,100 g/mol) was about 1.0 wt%. The
corresponding overlap concentration, c�, of this molecular weight
component could be estimated by the expression [16, 17]:

c� �
�Mw

R2
g

D E1=2� �3
Na

ð1Þ

with hR2
gi

1=2 being the root-mean-square radius of gyration and Na

being the Avogadro’s number. The characteristic ratio,

hR2
gi

1=2= �M1=2
w was 0.46 for the high molecular weight HDPE

population ( �Mw = 1,100 g/mol) calculated based on SANS
measurements [18]. The concentration (1 wt%) of the high
molecular weight HDPE chains in the blend will be near the range
of the overlap concentration, c� (i.e., 0.5–2 wt% in the melt,
depending if one considers the use of 4p=3 factor) estimated by
Equation (1). We are particularly interested in the role of the high
molecular species ( �Mw = 1,100,000 g/mol) in the blend because of
their long relaxation times, which would lead to the formation of
nucleating scaffolds under flow conditions [13].

Fig. 1 GPC profiles of pure LLDPE and HDPE before blending. The
GPC profile of pure HDPE indicates a bimodal molecular weight
distribution (labeled by arrows), which was deconvoluted to estimate
the fraction of each component (Table 1). 5 wt% of HDPE was melt-
blended with LLDPE to prepare the HDPE/LLDPE binary blend,
which GPC profile was very similar to that of LLDPE
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Rheo-SAXS, Rheo-WAXD and DSC measurements

A modified Linkam CSS-450 shear stage was utilized to perform
in-situ rheo-SAXS and rheo-WAXD measurements. Polymer films
with 0.5–0.8 mm thickness were prepared by compression molding
at 160 �C. Samples in the form of a ring (inner and outer
diameters were 10 and 20 mm, respectively) were cut from the
molded films for rheo-SAXS or rheo-WAXD measurements. A
diamond disc and a Kapton film were used as X-ray windows and
were placed along the X-ray path. The sample was placed in the
gap between the two X-ray windows. Shear flow was applied to
the sample by rotating the bottom window while the top window
was maintained stationary. The shear experiments were carried
out at 116 �C with two duration times: 5 and 10 s at the shear
rate of 60 s�1. The detailed experimental information has been
described elsewhere [11].

SAXS and WAXD measurements were carried out at the
X27C beamline in the National Synchrotron Light Source
(NSLS), Brookhaven National Laboratory (BNL). The wave-
length of the X-ray was 1.366 Å. 2D SAXS and WAXD patterns
were collected with a MAR CCD X-ray detector (MARUSA)
with the resolution of 1024 � 1024 pixels (pixel size =
158.44 lm). The data collection time and the data storage time
were 15 and 5 s, respectively. The total data collection times were
30 minutes (i.e., 90 frames). The sample to detector distances were
calibrated with silver behenate for SAXS (1863 mm) and with
Al2O3 (aluminum oxide) for WAXD (123 mm), respectively. All
X-ray images were corrected for sample absorption and synchro-
tron beam fluctuations using an ionization chamber and a pinhole
photodiode placed before and after the sample, respectively. In
addition, X-ray images of completely molten samples were also
collected as references.

DSC measurements were carried out using a Perkin-Elmer DSC
7 instrument. The cooling rate was 10 �C/min. All DSC runs were
carried out under a nitrogen gas flow to minimize the sample
oxidation. An indium standard was used to calibrate the temper-
ature.

The WAXD crystallinity index, which is proportional to
crystallinity and termed ‘crystallinity’ hereafter, was estimated
from Equation 2 by separating the integrated diffraction intensity
profiles from 2D WAXD images corrected for effects of the
curvature of the Ewald sphere (Fraser correction) into amor-
phous and crystal phases [19] using the PeakFit� program
(AISN Software Inc.). (Note that we assumed the shear-induced
shish-kebab structure had a fiber symmetry, with the shish axis
along the flow direction). The Voigt function was used for this
purpose, as it gave the best fitting results for the WAXD data.

XC ¼
Ic

It
; It ¼ Ic þ Ia ð2Þ

where Ic and Ia represent the diffracted intensities of the crystal
phase (sum of (110) and (200) reflections) and of the amorphous
phase, It is the total diffraction intensity due to the sum of
amorphous and crystal phases.

Results and discussions

DSC results (quiescent crystallization)

DSC cooling scans, exhibiting the crystallization exo-
therms, for LLDPE and HDPE/LLDPE (5/95) samples
are shown in Figure 2. The HDPE/LLDPE blend
exhibited a single narrow exotherm with a peak temper-
ature around 104 �C, which was higher than that of
LLDPE (ca. 101 �C). As no sign of two discrete
exotherms or even peak broadening was seen, DSC
results indicated that the two components in the blend
(HDPE and LLDPE) were completely miscible at the
molecular level and could co-crystallize. The increase of
the crystallization temperature in the blend suggests that
the added HDPE component facilitates the crystalliza-
tion of the LLDPE matrix [20]. This can be understood
since the HDPE is a homopolymer with faster crystal-
lization rate and higher crystallization temperature,
which would nucleate the LLDPE matrix. Under
quiescent crystallization conditions, the crystallization
behavior of the blend is probably dominated by HDPE
chains in the lower molecular weight distribution (i.e., 4
wt% of �Mw = 99 kg/mol). This behavior has been
reported before, where the crystallization temperature
was found to decrease with the increase in the LLDPE
content in HDPE/LLDPE blends [21].

Rheo-WAXD results

Selected 2D WAXD patterns and azimuthal intensity
profiles taken at the (110) reflection of LLDPE and
HDPE/LLDPE blend, respectively, at different times
after shear are illustrated in Figures 3(a)–3(d). The
chosen WAXD patterns represent the first images
exhibiting the crystalline (110) reflections of the ortho-
rhombic unit cell of PE in these two samples after the
cessation of shear. The initial patterns prior to shear
showed only an amorphous halo, indicating that both
samples were completely amorphous in the molten state
without crystalline ordering and preferred orientation. In
Figure 3, the blend exhibited well oriented (110) reflec-
tions around the equator, while LLDPE showed only a
ring-like (110) reflection with poor orientation. This
observation can be explained as follows. In HDPE/
LLDPE blend, the HDPE chains in the high molecular
weight distribution ( �Mw = 1,100 kg/mole) possess very
long relaxation times (the relaxation time is proportional
to M3:4), thus they will remain oriented even after shear

Table 1 Molecular weight information of HDPE and LLDPE,
where �Mw, �Mn and MWD represent the weight average molecular
weight, the number average molecular weight and the molecular
weight distribution

Samples Density, �Mw
�Mn MWD

q (g/cc) (kg/mol) (kg/mol) ( �Mw= �Mn)

LLDPEa 0.920 120 46 2.2
HDPEb 0.964 130 15 9.1

aPolymerized with 2.4 mol % of hexene comonomer using
metallocene catalyst
bPolymerized with Ziegler-Natta catalyst, which contained a
bimodal molecular weight distribution ( �Mw = 99 kg/mol at about
80 wt% and 1,100 kg/mol at about 20 wt%)
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and may form oriented primary nuclei (or shish). As the
concentration of the high molecular weight distribution
in HDPE (1.0 wt%) is above its c� value (0.5 wt%), a
network of oriented chains (or needle-like homogenous
nuclei) can be formed. Such a nucleating scaffold will
induce the lateral lamellar (kebab) growth from the
surrounding HDPE chains (in the lower molecular
weight distribution, �Mw = 99 kg/mol) and/or LLDPE
chains. This hypothesis is consistent with the SAXS data,
which will be described later. Based on the orientation of
the (110) reflection in the HDPE/LLDPE blend (Figures
3(b) and 3(d)), the lamellae formed under shear at the
experimental temperature (116 oC) are non-twisted [22].

The crystallinity changes in both LLDPE and HDPE/
LLDPE samples after cessation of shear at 116 �C are
shown in Figure 4. It was found that the crystallization
process in the HDPE/LLDPE blend proceeded immedi-
ately after shear, while LLDPE began to crystallize at
210 s after shear. The corresponding crystallization half-
time in the HDPE/LLDPE blend was more than five
times shorter than that of LLDPE, confirming the role of
the long chains in HDPE as nucleating agents in the
blend under flow. Although LLDPE showed a slow
crystallization rate, its slight orientation in the (110)
reflection (Figure 3(c)) indicated that it was still affected
by shear, which could be attributed to the very small
amount of high molecular weight species in its chain
distribution. It was interesting to note that, at 116 �C, the
maximum crystallinity induced by shear in LLDPE was
about 5% and that in HDPE/LLDPE was about 9%

(Figure 4). The difference was about 4%, which must be
due to the presence of HDPE (5 wt%) in the blend,
suggesting that the majority of HDPE in the blend was
crystallized under the chosen shear conditions.

The crystallinity change was fitted by the Avrami
analysis using Equation 3 [23],

ln � ln 1� XCðtÞð Þ½ � ¼ ln k þ n ln t ð3Þ
where XCðtÞ represents the crystallinity at time t, k
represents the overall crystallization rate constant and n
represents the Avrami exponent (which varies with the
nucleation type, growth geometry and growth velocity).
In the nucleation process of quiescent polymer melts, the
number of nuclei per volume can be either constant or
variant with time during isothermal crystallization. The
former is termed ‘athermal’ nucleation (or instantaneous
nucleation), while the latter is termed ‘thermal’ nucle-
ation (or sporadic nucleation). The growth of the nuclei

Fig. 2 DSC cooling scans of LLDPE and HDPE/LLDPE blend
samples after being cooled (at 10 �C/min) from isotropic melt. The
molten samples were first held at 160 �C for 5 minutes to remove the
thermal history

Fig. 3 Selected 2D WAXD patterns for (a) LLDPE and (b) HDPE/
LLDPE during flow-induced crystallization at 116 �C after cessation
of shear (rate was 60 s)1 and shear duration time was 10 s). The
patterns were the first images that showed crystalline reflection
(marked by arrow), where t = 210 s for LLDPE and t = 30 s for
HDPE/LLDPE. Azimuthal intensity profiles of the (110) reflection for
(c) LLDPE and (d) HDPE/LLDPE at different times are also shown
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can be 1D, 2D or 3D. For example, under instantaneous
nucleation (predetermined or athermal nucleation, i.e.,
constant number of nuclei per volume) and constant
growth velocity conditions, n= 1 represents the rod-like
crystal growth geometry; n= 3/2 represents the disk-like
crystal growth geometry; and n = 3 represents the
spherulitic crystal growth geometry. However, under
spontaneous nucleation (sporadic or thermal nucleation,
i.e., nucleation is random in time and space) and
diffusion-controlled (the radial growth rate (G) is
proportional to j=tð Þ�1=2 with j being the diffusion
coefficient) conditions, n = 3/2 represents the rod-like
crystal growth geometry; n = 2 represents the disk-like
crystal growth geometry; and n = 5/2 represents the
spherulitic crystal growth geometry [24].

The Avrami plots (ln � ln 1� XCðtÞð Þ½ � versus ln t) for
LLDPE and HDPE/LLDPE under shear at a constant
shear duration time of 10 s are illustrated in Figure 5(a).
The Avrami exponents (taken from the initial slope of the
Avrami plot) at different shear duration times but under
a constant shear rate (60 s)1) are illustrated in Fig-
ure 5(b). It was seen that the Avrami exponent decreased
with the increase in shear duration time (or strain), and
the Avrami exponent was significantly higher in pure
LLDPE than that in HDPE/LLDPE. For the sheared
HDPE/LLDPE blend taken at a duration time of 10 s,
the Avrami exponent was approximately 2. The value of
n = 2 suggests that there are two possible growth
geometries at the initial stage of shear-induced crystal-
lization in HDPE/LLDPE: the 1D rod-like growth with a

constant velocity, or the 2D disk-like growth with a

diffusion-controlled velocity (G(t) � t)1/2), both under
spontaneous nucleation conditions. The latter condition
has been verified as the correct mechanism, which will be
discussed later (G was calculated from the time-evolution
of the kebab formation based on the SAXS data). The
underlying physics of the diffusion-controlled growth in
the HDPE/LLDPE blend is more reasonable, as one can
envision that the growth rate of the HDPE crystallite
front should be dependent upon the diffusion process of
the non-crystallizing LLDPE segments.

Rheo-SAXS results

2D SAXS patterns in LLDPE and HDPE/LLDPE
collected after shear at two selected times at 116 �C,
and at room temperature after cooling down, are
illustrated in Figures 6(a) and 6(b), respectively. Both
SAXS patterns exhibited a streak-like scattering feature
along the shear direction (meridian). The orientation and
scattered intensity of the streak in HDPE/LLDPE were
significantly stronger than those in LLDPE. The room
temperature patterns were more disoriented than the
high temperature patterns, however, the major feature of
the streak was still preserved upon cooling. The appear-
ance of the meridional streak under shear is quite
different from the typical discrete meridional scattering
pattern (with distinct scattering maxima) observed in
oriented semi-crystalline polymers having a well-devel-
oped lamellar structure. This meridional streak is also
different from the equatorial streak resulted from the
flow-induced shish structure, which has been reported in
some rheo-SAXS studies of the sheared melts [15]. The
unique feature of the meridional streak suggests the
presence of a kind of disorder that creates a large density
fluctuation at short angles, e.g. due to lamellae varying
significantly in their sizes (diameters and/or thicknesses),
as will be discussed later.

Although the observed SAXS patterns did not show
any sign of equatorial streak, this does not mean that the
flow-induced shish structure did not occur. This is
because only a small fraction of high molecular weight
HDPE chains in the blend can retain their extensions and
form the shish entity (oriented nuclei) after the cessation
of shear. Thus, the dimensions of the shish may be too
small and/or the concentration too dilute (less than 1 %)
to be detected by SAXS. Recently, Hu et al. reported that
even a single oriented chain stem can nucleate the
lamellar growth perpendicular to the chain axis [4].
Simulation works by Muthukumar et al. further sug-
gested that the formation of the shish-kebab structure
under flow is closely related to the coil-stretch transition
of isolated polymer chains, where the stretched chains
can crystallize into shish and the coiled chains can

Fig. 4 Crystallinity development for LLDPE and HDPE/LLDPE at
116 �C under shear as a function of crystallization time. The half-time
of crystallization, t0.5, defined as the half of crystallization time when
the primary crystallization is completed, for each PE was derived from
the crystallinity evolution. The primary and secondary stages of
crystallization were determined as the intercepts of extrapolations of
initial and final slopes in the crystallinity evolution curve
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collapse and form kebabs through diffusion and adsorp-
tion processes [3]. In these scenarios, the SAXS technique
may not be sufficiently sensitive to detect the presence of
shish.

The changes of the integrated SAXS intensity for
LLDPE and HDPE/LLDPE as a function of crystalli-
zation time are illustrated in Figure 6(c). The blend
exhibits a sharp increase in the SAXS intensity immedi-
ately after shear, while LLDPE does not show any

increase in intensity until the time reaches 110 s. The
trend of the intensity increase in SAXS is similar to that
in WAXD (Figure 4), except the onset time of the
increase in SAXS occurs at a lower value than that in the
corresponding WAXD. This behavior has been reported
before, which can be attributed to the better detection
limit and the higher detection sensitivity in SAXS than
those in WAXD [25].

Development of the Shish-Kebab model
for SAXS analysis

We believe that the inter-lamellar impingement (so called
interdigitation) did not occur at the earlier stages of
crystallization under the chosen shear conditions. This is
because while the linear crystallinity in the shish-kebab
structure determined from SAXS was high (/ = T/L �
30%), the total crystallinity (determined from WAXD)
in the HDPE/LLDPE blend under shear was low (less
than 10% as shown in Figure 4). This suggests that the
shish-kebab entities were sparsely distributed in the
matrix of amorphous chains, forming a dilute system.

Based on SAXS and WAXD results, a shish-kebab
model, consisting of a central shish (or oriented nucleus,
which cannot be detected by SAXS) and a periodic
arrangement of disk-like kebabs (lamellae, which can be
detected by SAXS), can be constructed. The spatial
arrangement of the oriented shish-kebabs is assumed to
be uncorrelated so that the model can be reduced to a
single shish-kebab as shown in Figure 7. The shish-kebab
model is assumed to have a cylindrical symmetry around
the shish axis. The kebab is given as disks with a diameter
distribution hD(D) and a thickness distribution hT(T),
which are assumed to be statistically independent. The
distance distribution between the centers of the nearest
neighboring disks (lamellae) is given by a long period
distribution hL(L), again assumed to be statistically
independent of next neighbor distances and also of the
disk size parameters. The moderately ordered stack of
disks is further assumed to have an infinite height.
Although a finite stack height can be easily added here,
for the parameters and scattering vector range of interest,
its effect will be indistinguishable from stacking disorder.
This is because the separation of disorder and stack
height effects requires higher order peaks or at least some
modulations in the corresponding region of the scatter-
ing curve. In this study, these two effects cannot be
separated, thus the assumption of an infinite stack height
is an approximation. However, the effects of the
variances of D and T can be separated since they
manifest themselves at relatively small angles, where the
scattering curve has enough distinguishing features.
Finally, in this model, the scattering contribution of the
shish is neglected.

Fig. 5 a Avrami plots of LLDPE and HDPE/LLDPE at 116 �C
under shear (shear duration time, ts, was 10 s and the rate was 60 s)1).
b The change of the Avrami exponent as a function of shear duration
time, (ts = 0, 5 and 10 s) under the same shear rate (60 s)1); 0 s of
shear duration time implies the quiescent crystallization
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Using a standard substitution disorder approach,
with the absolute value of the scattering vector
s ¼ ~sj j ¼ 2k�1 sin h (where k is wavelength of the X-ray
beam and h is half of the scattering angle),~s ¼ s1; s2; s3ð Þ
and s12 ¼ s21 þ s22

� �1=2
(the subscript 3 represents the

direction along the shish axis), the scattering intensity
I (s12, s3) of the shish-kebab structure can be expressed as
follows:
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In this equation, the scaling parameter, Ks, includes (1) a
constant prefactor due to the electron density difference,
Dq2 = (qc)qa)

2, between crystalline (qc) and amorphous
phases (qa), (2) a factor /(1 ) /), where / is the
crystalline volume fraction, and (3) a factor, H 2

z ¼
exp �2pd2

z s2
� �

, due to the finite density transition at the
interface, and other approximation constants that are
not known in calibration of absolute scattered intensity.
In Equation 4, we choose a 1D paracrystalline lattice
factor ZL s3ð Þj j2 given by [26–28],

ZL s3ð Þj j2¼ Re
1þ HL s3ð Þ
1� HL s3ð Þ

ð5Þ

Fig. 6 Selected 2D SAXS images
for (a) LLDPE and (b) HDPE/
LLDPE during flow-induced
crystallization after cessation of
shear at 116�C (rate was 60 s)1

and shear duration time was
10 s). Thick arrows inside the
SAXS images mark the oriented
streak-like scattering patterns
along the meridional direction.
(c) The change of the integrated
scattered intensity for LLDPE
and HDPE/LLDPE

Fig. 7 The shish-kebab model for the SAXS analysis. Disks of
diameter D and thickness T are arranged in a moderately periodic
fashion with distances L. All lengths X = D, T, L are assumed to be
described by distributions h(X) with center, X and standard deviation
rX , and are assumed to be statistically independent. A sector has been
cut out to enhance visibility
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where HL(s3) is the one-dimensional Fourier-transform
of hL(L). The traditional choice for h(L) would be a
shifted Gaussian [29, 30],

hLðLÞ ¼ 2pr2
L

� ��1=2
exp � L� �Lð Þ2

2r2
L

" #

ð6Þ

However, if the stacking periodicity is highly disordered
(i.e., rL is large) there will be an unreasonable tail of the
distribution at negative values. Therefore, we chose the
following C-distribution, which does not suffer from this
problem [31].

hLðLÞ ¼
1

C mLð ÞL0

L
L0

� �mL�1
exp � L

L0

� �
ð7Þ

HL s3ð Þ ¼ 1� 2piL0s3ð Þ�mL ð8Þ
where the parameters L0 and mL depend on the average
value (center), �L, and standard deviation, rL, via
L0 ¼ r2

L=
�L and mL ¼ �L2

=r2
L.

In Equation 4, A(s12, s3) is the form factor describing
the Fourier transform of the density distribution of a
single disk (lamellae) of diameter, D, and thickness, T.

A s12; s3ð Þ ¼ pD2

4

2J1 pDs12ð Þ
pDs12

T
sin pTs3ð Þ

pTs3

� pD2

4
A2 Ds12ð ÞTA1 Ts3ð Þ ð9Þ

where we have introduced the abbreviated notation A1

and A2, in which the index can be considered as a
dimension (A1 and A2 are one- and two-dimensional,
respectively). Because hD and hT are assumed to be
statistically independent, their averages can be factor-
ized:
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ð11Þ
When the diameter (D) and thickness (T) are completely
monodisperse, the first two terms in Equation 4 would
cancel each other, leading to the familiar product of form
factor and lattice factor.

A bell-shaped density distribution, which works well
for both hD and hT, and for which the required averages
can be calculated analytically, is given by (X =D or T,
respectively):

hX ðX Þ ¼
2

C mXð Þ
X
X0

� �2mX�1
exp � X

X0

� �2
" #

ð12Þ

with higher order moments as:

X nh iX¼
C mX þ n

2
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X n
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C mX þ 1
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X 2
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X¼ mX X 2
0

X 4

 �

X¼ mX 1þ mXð ÞX 4
0 ð13Þ

For a given center �X with standard deviation rX, the
parameters X0 and mX need to be evaluated by numerical
iteration. The analytical averages, Eqs. 10 and 11,
calculated for this distribution are listed in the appendix.
Functions of this type have been used before in a
different context in Ruland’s group to model the
fluctuation part of the scattering of spherical and
cylindrical block-copolymer domains [31]. Equation 4
together with Equations 5–13 and the appendix provide a
complete analytical solution for the SAXS of an oriented
shish-kebab model according to the independent statis-
tics model as described above.

The physical implications of the three parameters
(D, T and L) and their standard deviations are as
follows. The lateral lamellar size polydispersity, rD,
would indicate the type of nucleation process. If the
value of rD is small, which suggests that all lamellae
have a similar lateral size (or they are nucleated at
about the same time), then the nucleation condition
may be instantaneous (i.e., athermal nucleation). If the
value of rD is large, which suggests that the lamellae
have a large distribution of the lateral size (or they are
nucleated at different times), then the nucleation may
be spontaneous (thermal nucleation). The value of rD
has a profound effect on the resulting scattering
features, such as the scattering intensity at low angles
and the distinction of the interference maxima (scat-
tering peak). Calculated 2D SAXS patterns using the
shish-kebab model (Equation 9) at two different rD
values (rD = 10 and rD = 50) and their correspond-
ing surface plots are illustrated in Figure 8. It is seen
that at the lower rD value (rD = 10), two distinct
scattering maxima are seen along the meridional
direction; whereas at the higher rD value (rD = 50),
since the point reflection becomes broader and weaker,
the intensity at low angle relatively increases and the
interference maximum becomes diffuse. The scattering
pattern calculated from the rD = 10 conditions
resembles the typical SAXS pattern observed from
well oriented semicrystalline polymers with uniform
lamella diameters; while the scattering pattern calcu-
lated from the rD = 50 conditions resembles the
‘meridional streak’ pattern observed at the initial
stages of crystallization under shear, as shown in
Figure 6. The calculated linear intensity profiles along
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the meridian at different rD values (from 10 to 80) are
illustrated in Figure 9(a). Although the scattering
profile becomes diffuse with the increase of rD, the
interference maximum peak is always present.

An increase in the polydispersity of the lamellar
thickness (rT) would also increase the overall density
fluctuations, resulting in the production of strong
scattering at small angles. The calculated linear intensity
profiles along the meridian at different rT values are
shown in Figure 9(b), which clearly show this effect.
However, we believe that the rT value would not be too
large at the initial crystallization stages under chosen
experimental conditions (isothermal temperature), unless
the lamellar thickness is governed by special thermody-
namic considerations (such as isothermal thinning and
isothermal thickening [32]). In the chosen PE systems of
large chain polydispersity, the lamellar thickness should
be near a thermodynamic variable, which varies only
with temperature.

The variation of the lamellar stacking disorder (or the
polydispersity of lamellar long period), rL, also affects
the scattering profile, similarly to the effects of polydis-
persities in lamellar diameter and in thickness. The
calculated linear intensity profiles along the meridian at
different rL values are illustrated in Figure 9(c), which
show that the scattered intensity at low angles also
increases with the increasing rL value. It is interesting to
note that, under the combined condition of large rL and
large rT values (i.e., both polydispersities of the lamellar
long period and the lamellar lateral size are large), the
scattering interference maximum can disappear com-
pletely. The physical implication of the rL value would
also indicate the type of the nucleation. Under sponta-
neous (sporadic) nucleation condition, the value of rL is
expected to be large; whereas under instantaneous
nucleation condition, the value of rL is expected to be
small.

The above scattering treatment only considered the
perfectly oriented shish-kebab structure. This is a
reasonable approximation, since the shish-kebab struc-
ture generated under the intense shear flow should lead to
a very small degree of misorientation. If the misorienta-
tion of the shish-kebab structure is a concern, it is
straightforward to introduce preferred orientation into
the model. In the scenario that the lamellar orientation is
perfect and the lateral lamellar size is finite, then the
lateral integral width, B12 of the streak-like scattering
pattern at the meridian remains constant. The lateral
stack size, Dh i, can be estimated as the reciprocal integral
width using the following expression:

1

Dh i2
� B2

12 ¼
Z1

0

I s12ð Þ2ps12ds12=I s12 ¼ 0ð Þ ð14Þ

However if the orientation is finite, the lateral stack size,
Dh i, becomes [33–35],

BobsðsÞ ¼
1

Dh i � sþ B/ ð15Þ

where Bobs represents the observed azimuthal integral
width (radian) of the streak with the corresponding
orientation distribution represented by the Lorentzian
function, which gave the best fits to our experimental
results; the slope, 1= Dh i, is the reverse of the diameter;
the intercept, B/, is the misorientation width. Equation
15 has been referred to as Ruland’s streak method. This
method is usually applied to analyze the equatorial
streak. However, since it basically relies on separating
two width contributions which, as a function of the
radius, are constant and varying, respectively, the
method could be applied to a meridional streak as well.

The analysis of the HDPE/LLDPE blend data using
Equation 15 is shown in Figure 10. Herman’s orientation

Fig. 8 Calculated 2D scattering
patterns I(s12, s3), and corre-
sponding 2D profiles based on
equation 6. L ¼ 50 nm, rL ¼ 15,
T ¼ 15nm, rT ¼ 7, D ¼ 100 nm
and rD as indicated. The dis-
played range extends to
s12=0.02 nm)1 and
s3=0.04 nm)1. Both images have
been scaled for maximum con-
trast. A low lateral lamellar size
polydispersity leads to a two-
point pattern whereas increasing
the lateral lamella size leads to
increased scattering at small
angles
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function [36, 37] was introduced to calculate the orien-
tation parameter and the misorientation angle from these
extrapolated azimuthal profiles. Figure 11 illustrates the
angle between the flow axis and the lamellar growth
direction, /S,L, as a function of crystallization time. The
direction of interest is the flow direction; the angle
between the flow direction and the direction normal to
the lamellar surface is (90-/S,L). In Figure 11, the
orientation parameters are found to increase with time.
This may be due to some cooperative interactions
between the adjacent lamellae during growth, which lead
to an improved orientation with time.

Results from the Shish-Kebab analysis
and comparison with Ruland’s streak method

Figure 12(a) shows the observed SAXS data at different
crystallization time, t, and the fits using the shish-kebab
model (Equation 4 with 6 parameters: L, T, D, rL, rT,
and rD). Fitted results at selected times are summarized
in Table 2. In Figure 12(a), the intensity profiles (I vs s)
were averaged over a 10� sector on the meridian. We
caution that the derived shish-kebab model is most
appropriate to use in the initial stages of flow induced

Fig. 9 a Calculated 1D scattering intensity, Ið0; s3Þ. L ¼ 50 nm,
rL ¼ 15, T ¼ 15 nm, rT ¼ 7, D ¼ 100 nm and rD as indicated. b
Calculated 1D scattering intensity, Ið0; s3Þ. L ¼ 50 nm, rL ¼ 15,
T ¼ 15 nm, D ¼ 100 nm, rD ¼ 50 and rT as indicated. c Calculated
1D scattering intensity, Ið0; s3Þ. L ¼ 50 nm, T ¼ 15 nm, rT ¼ 7,
D ¼ 100 nm, rD ¼ 50 and rL as indicated

b

Fig. 10 The integral width (Bobs) versus the reverse of scattering
vector (1/s) plot for HDPE/LLDPE blend based on Equation 15. The
intercept (B/) represents the orientational integral width, and the
slope represents the value of 1=hDi. Since the intensity became very
weak at high s values, leading to large errors, we took only the slope
of the intermediate s region (0.011 < s < 0.022 nm)1)
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crystallization, where the experimental conditions gen-
erally agree with the assumptions of the model. In the
later stages, where the kebab growth impingement or
lamellar branching may occur, this model will no longer
be suitable to use.

In Figure 12(a), at crystallization times lower than
30 s, the scattering profiles exhibit a faint but discernable
first-order interference maximum; at crystallization times
longer than 30 s (e.g. 50 s), the profiles exhibit strong
scattering at the low s region, whereby the interference
maximum peak becomes diffuse. At long crystallization
times (e.g. 90 s), themeridional scattering profile becomes
almost completely diffuse, unlike the typical patterns
observed from oriented semicrystalline polymers. This
suggests that the lamellar (kebab) stack is highly oriented
with the axis pointing into the flow direction but having
broad distributions in both long spacing and thickness in
the flow-induced shish-kebab structure.

The changes of lamellar long period obtained from the
shish-kebabmodel fit using Equation 4 and the reciprocal
center of the scattering peak in the Is2 profile, are
compared in Figure 12(b). The long period value
obtained from the shish-kebab model fit is consistently
higher (by about 14 nm) than that from the position of
the maximum. However, both curves showed exactly the
same trend – a drastic increase in the initial stages of
crystallization followed by a gradual decrease in the later
stage of crystallization. This behavior can be explained as
follows. The very early formed kebabs (<60 s), initiated
from certain shish, are probably densely packed with a
relatively short long period. But the kebabs developed at
later time (>60 s) are loosely packed where new kebabs
can be initiated at varying times. This mechanism,
consistent with the assumption of spontaneous (sporadic)
nucleation on the shish axis, would lead to a gradual

decrease in the average long period with increasing time.
We believe that the decrease in long period is not due to
the inter-lamellar impingement (so called interdigitation)
[38], but due to the lamellar nucleation on the shish. This
is because while the total crystallinity (determined from
WAXD) in the HDPE/LLDPE blend under shear was
low (less than 10% as shown in Figure 4), the linear
crystallinity in the shish-kebab structure determined from

Fig. 11 The change of the average misorientation angle (with respect
to the meridian) derived from the Herman’s orientation function at
different crystallization time

Fig. 12 a The experimental SAXS profile along the meridian
(circularly averaged between / = 85�95o to compensate the finite
orientation) for HDPE/LLDPE under shear and the corresponding
fits using the shish-kebab model (Equation 4). b The lamellar long
period changes at different crystallization times for the HDPE/
LLDPE blend determined from the shish-kebab model fits and from
the Is2 profiles (Lorentz corrected)
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SAXS was high (/ = T/L� 30%). This suggests that the
shish-kebab entities are separately immersed in the
matrix of amorphous chains, forming a dilute system,
which was one of the assumptions of the model, and are
not impinged with each other.

The time evolution of the kebab diameter determined
from the Ruland’s streak method and the shish-kebab
model analysis of the meridional streak are compared in
Figure 13. Results showed an excellent agreement. It was
seen that the average kebab diameter increased rapidly at
the initial crystallization stages (the crystallization time
lower than 130 s) and reached a plateau value of about
26 nm afterwards. The dormant stage of the shish-kebab
structure indicates that most of the crystallizable chains
near the growth fronts of kebabs under this crystalliza-
tion condition are probably consumed. Based on the
diameter changes of kebabs obtained from the Ruland’s
streak method (Figure 13), the kebab growth rate,
G (=dr/dt) where r and t being the radius of kebab
and crystallization time, was calculated and results are
shown in logarithmic scale in Figure 14. It is seen that the
growth rate approximately followed the log G � )0.5 log
t relationship, which indicated that the kebab formation
in HDPE/LLDPE blends was diffusion-controlled and
probably under the conditions of sporadic (or spontane-
ous) nucleation (in free crystal growth condition,
G=constant) [24].

Conclusion

The nature of flow-induced shish-kebab structure in
polyethylene (HDPE/LLDPE) blends was examined by
using synchrotron SAXS and WAXD techniques. The
time-evolving features in the shish-kebab structure could
be determined by the SAXS analysis using a model
containing a thin central shish core and a moderately
periodic arrangement of relatively large kebab disks with
polydispersities of disk diameter, disk thickness and long
period. Based on the Avrami analysis of the crystallinity
from WAXD (Avrami constant � 2), the kebab growth
was assumed to be two dimensional and under the
conditions of sporadic nucleation and diffusion-con-
trolled growth rate (G � t)1/2). This assumption was

confirmed by the parameter analysis (long period and
disk diameter) using results from the model fit. The time
evolution of the disk diameter extracted from the shish-
kebab model analysis of the SAXS meridional streak was
further compared with that from the Ruland’s streak
method, which showed excellent agreement between the
two different methods.
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Table 2 Fitting results based on Equation 4 and experimental
SAXS data for the HDPE/LLDPE blend, where L, T and D re-
present the lamellar long spacing, lamellar thickness and diameter
of the disk-like lamellae, respectively, and rL, rT and rD are their
standard deviations

Time (sec) L(nm) rL T(nm) rT D(nm) rD

30 50.3 18.1 12.5 6.5 95 11
50 55.9 18.9 12.9 8.9 156 84
70 54.8 21.5 12.7 9.2 185 99
90 54.1 25.9 12.4 10.5 269 170

Fig. 13 The comparison of the diameter changes of disk-like lamellae
(kebabs) for HDPE/LLDPE determined from the Ruland’s streak
method (Equation 15) and the shish-kebab model fits (Equation 4) of
the meridional streak

Fig. 14 The kebab growth rate (log G) as a function of time (log t).
The dotted line represents the diffusion-controlled growth rate, log
G~)0.5 log t

125



Appendix

The required averages in Equation 13 are given as
follows (to simplify the notation we write m for mX):

pd=2X d

2dC 1þ d=2ð ÞAdðXsÞ
� 	

X
¼ pd=2Cðmþ d=2ÞX d

0

2dCðmÞCð1þ d=2Þ

� 1F1
mþd=2
1þd=2 �

p2X 2
0 s2

4

����

� �

pdX 2d

4d C 1þ d=2ð Þ½ �2
A2

dðXsÞ
* +

X

¼ pdCðmþ dÞX 2d
0

4dCðmÞ Cð1þ d=2Þ½ �2

� 2F2
ð1þdÞ=2;dþm
1þd=2;1þd �p2X 2

0 s2
��

� 

TA1ðTs3Þh iT ¼
Cðmþ 1=2ÞT0

CðmÞ 1F1
mþ1=2
3=2 � p2T 2

0 s23
4

����

� �

pD2

4
A2 Ds12ð Þ

� 	

D
¼ pmD2

0

4
1F1

1þm
2 � p2D2

0s212
4

����

� �

T 2A2
1 Ts3ð Þ


 �
T ¼ 1� 1F1

m
1=2 �p2T 2

0 s23
��

� h i
= 2p2s2
� �

p2D4

16
A2
2 Ds12ð Þ

� 	

D
¼ p2mð1þ mÞD4

0

16
2F2

3=2;2þm
2;3 �p2D2

0s
2
12

��
� 

where 1F1 is the confluent hypergeometric function and

2F2 is a generalized hypergeometric function. For the
present purposes, both can be readily calculated from
their ascending series, if no other computational imple-
mentation is available.
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Abstract During the melting and
crystallization of uniaxially oriented
polyethylene small-angle X-ray scat-
tering (SAXS) and wide-angle X-ray
scattering (WAXS) patterns are re-
corded simultaneously and continu-
ously, i.e. with high signal-to-noise
ratio and a time resolution of 7 s. The
multidimensional chord distribution
function (CDF) is computed from
each of the SAXS patterns and
visualises the nanodomain structure
of the material in physical space.
Thus without application of a model
a detailed and continuous multidi-
mensional stream of data is obtained
that reveals the mechanisms which
govern melting and crystallization in
the material studied. Finally the
CDF is semi-quantitatively analysed
as a function of the temperature
programme.

We find that swarms of small
crystalline blocks which are observed
during the heating of the injection
moulded rods are melting earlier
than the extended lamellae. Directly
after the last lamellae have vanished
we quench to a crystallization tem-
perature. No formation of blocky
crystals is observed. Instead, before
the beginning of crystallization, a
mesophase separation into disentan-
gled and entangled regions is indi-

cated. Moreover, row structures of
nuclei are observed coming and
going. As long as these rows are
oriented in fibre direction, the ori-
entational memory of the melt is not
erased. Crystallization starts in dis-
entangled bundles of chain segments
at the tips of knots (entanglement
strands). Fast and continuous
lamellar growth is observed. Most of
the lamellae are positioned at ran-
dom. Correlations between lamellae
are limited to twins which are formed
when lamellae grow at both ends
of the same entanglement strand.
Thereafter slow thickness growth of
lamellae is observed, and in twins
this growth is directed outwardly,
away from the entanglement-rich
amorphous zone between them. Only
during this period the wide-angle
X-ray scattering (WAXS) exhibits an
increasing orientation of the crystals.
At a high undercooling or after there
is no space for lamellae any more,
secondary crystals (blocks) are
formed that are unoriented but
placed in such a manner that corre-
lations among them are high both in
longitudinal and transversal direc-
tion.

Keywords Fibers Æ Polyethylene Æ
SAXS Æ Crystallization Æ Melting



Introduction

The mechanisms of structure transfer which are the
basis of polymer crystallization have been studied in
polymer science for several decades. Since industry has
returned to the tailoring of bulk polymer materials, this
field is back in the focus of scientific interest [1, 2, 3, 4,
5, 6, 7, 8]. Nevertheless, the views concerning the
nanostructure evolution are still conflicting, because the
experimental data collected so far are still incomplete.
In this paper we propose and exercise a method that
appears apt to narrow the mentioned gap and is resting
on both in-situ experiments with high time resolution
using oriented materials, and an advanced technique of
data analysis.

Using imaging methods like atomic force microscopy
(AFM) or scanning near-field optical microscopy
(SNOM) it appears very difficult to in-situ monitor a
structure transfer process executed under technical con-
ditions with sufficient resolution corresponding to both
time and space [9, 10, 11]. Utilising X-ray scattering, such
experiments are possible, but the recorded data require
mathematical evaluation, as long as it is not considered to
apply simplified notions. Unfortunately a mathematical
treatment is still frequently avoided, and thus the present
state of science in the field of small-angle X-ray scattering
(SAXS) is similar to the state of solid-state NMR before
the multidimensional NMR was invented.

Since several years one of us is developing automated
data evaluation methods for the SAXS aiming at the
investigation of nanostructure evolution processes [12, 13,
14, 15]. Fundamental with respect to this development is
the principle of latemodellingwhich, for the field of SAXS
and nanostructure analysis, has been pointed out early in
the work of Ruland [16, 17, 18, 19, 20, 21]. According to
this principle the interesting information concerning the
structure is first extracted from the raw data, then
visualised after an appropriate Fourier transformation,
before, as the final step, modelling comes into play.

Such kind of investigations make substantially higher
demands on the experiment than common SAXS studies
carried out at synchrotrons with two-dimensional (2D)
detectors. If the only goal is to document that a peak is
emerging and moving, a SAXS setup at a less-advanced
synchrotron, a typical sample-to-detector distance of 2 m
and a small detector with few pixels is adequate. If a
Fourier analysis is the aim, it is no longer sufficient to be
able to recognise a peak close to the beam stop, the
position of that equals a long period of 100 nm. Then,
additionally information from the USAXS region is
required, which has to be recorded with both high signal-
to-noise (S/N) ratio and high spatial resolution on a large
detector positioned in typical USAXS distance.

If, today, we combine sufficiently equipped synchro-
tron radiation facilities with both an advanced concept of

analytics for the investigation of oriented polymer
materials, it becomes possible to study the processes of
structure transfer in two or three dimensions of physical
space. Figuratively, we no longer interpret the fringe
structure of a hologram, but shine light on it and describe
the image that is flashing up. Recently we have already
reported results of corresponding crystallization exper-
iments [22, 23, 24], which have been carried out with a
time resolution of 2 min at the Hamburg Synchrotron
Laboratory (HASYLAB). Because of the coarse time
pattern some basic questions concerning the mechanisms
of melting and crystallization remained unanswered. We
found, for example, not only lamellar crystals, but also
distorted lattices from block-shaped ones, which are
much less extended than the lamellae. Nevertheless, we
were not able to enlighten the genesis of the latter. Alike
we observed in our high S/N-data row structure nuclei
before the first lamellae showed up; two minutes later
there was nothing but a crowd of oriented lamellae
placed at random positions. We postulated that the
statistical placement should have been preceeded by a
regular and long ranging ‘‘shish kebab’’[25] structure.
Now we present the results from an extended series of
experiments that have been recorded at the European
Synchrotron Radiation Facility (ESRF) in Grenoble,
where time resolution was increased to 7 s at even higher
S/N-ratio as compared to the earlier studies. Utilising
such a fine time pattern at high data quality we are
entering the new field of continuous and multidimen-
sional investigation of nanostructure evolution, and thus
achieve new vistas concerning the mechanisms that are
governing the processing of polymer materials, as has
already been pointed out in a short communication [26].

In order to record such data streams, a powerful X-ray
source and two modern two-dimensional (2D) detectors
are required. The concept of scattering pattern analysis
developed by us utilises methods of image processing that
have successfully been applied in medical technology for
years. Combined we obtain a detailed image in physical
space of the correlations among the surfaces of the
crystalline domains. This image is the multidimensional
chord distribution function (CDF) [14, 27, 28].

In particular during the period of nascent nanostruc-
ture the CDF is a favourable tool, because it perfectly
discriminates the emerging structure (correlation peaks in
the CDF) from the chaos (CDF vanishing everywhere).
On the other hand, the interpretation of such weak pre-
crystalline structures never seen before appears to be
susceptible to misinterpretation to a considerable extent.

As here we report results of an in-situ study of
polyethylene crystallization, we continue a series of
papers [29, 30, 31] aiming at the advance of understand-
ing structure transfer between a polymer melt and the
solid state.
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Experimental

Highly oriented polyethylene (PE) rods are prepared from com-
mercial material, cautiously melt–annealed in a furnace, and finally
crystallized in the synchrotron beam of an ultra small–angle X–ray
scattering (USAXS) beam line. In the majority of the experiments
orientation is preserved, although the nanostructure itself changes
completely.

Commercial high-density, low-branched Ziegler-Natta type
polyethylene is used for our experiments (Lupolen 6021 D, BASF,
MW ¼ 182 kg/mol, Mn ¼ 25 kg/mol, density 0.962 g/cm3, melt
index 0.2). In order to achieve high orientation, an equilibrated,
low–temperature melt (160 �C) is injected into a cold mold.
Maximum mold pressure is 444 MPa and final mold pressure
336 MPa after 180 s. In the differential scanning calorimetry (DSC)
the material exhibits bimodal melting with peak maxima at 131�C
and 141 �C.

As a result of this high-pressure injection-moulding (HPIM)
process, rods of 10 cm length and a diameter of 6 mm are obtained.
Inspection by the eye exhibits a core–shell structure with a core
diameter of 2.5 mm. Samples for the present investigation are
sectioned [32] from the shell of the rod using a low–speed diamond
saw. In tests carried out during previous experiments [32] we
ascertained fibre symmetry by comparing the scattering patterns
before and after turning the samples by 90� about fibre axis and
finding no difference.

The experiments are performed in the synchrotron beam line
ID02 [33] of ESRF. The wavelength of the X-ray beam is 0.1 nm.
USAXS images are collected by a two-dimensional position
sensitive XRII–FReLoN (‘‘X-Ray Image Intensifier, Fast Readout,
Low Noise’’) CCD detector developed at ESRF (driven
in1024� 1024 pixel mode of each 0:164� 0:164mm2 14 bit resolu-
tion). The sample–to–detector distance is set to 10 m.

Wide-angle X-Ray scattering (WAXS) is simultaneously
recorded using a MCP-Sensicam CCD detector positioned [34,
35] at a short distance of the sample.

Samples of 2 mm thickness are mounted in a Mettler-Toledo
FP82HT hot stage and subjected to a temperature programme.
Temperature is measured using a separate thermo couple being in
direct contact with the sample. USAXS exposure is varied during
the experiment between 0.1 s and 3 s in order to always use the full
linear range of the detector, i.e. in every image the most intense
pixel is exposed to about 14000 counts. The incident beam is
attenuated by a factor of 10 in order to keep the exposure in a
reasonable range with respect to the available timers and counters.
A minimum cycle time of 7 s between two snapshots provides for
both control of exposure and data storage (4 s) of single snapshots.
We use to start with an exposure of 0.3 s as soon as the material is
reaching a temperature of 120�C, then decrease it to 0.1 s up to the
moment when most of the material is melting. Thereafter we
instantly increase to 3 s and finally slowly adjust to lower exposure.
The CDFs presented in Fig. 2 are computed from scattering
patterns which have been exposed for 3 s each.

The flexible concept of a general experiment control by small
programme modules under Linux which communicate via pipes has
been a crucial prerequisite for the ad-hoc implementation of the
dynamic exposure control.

Data evaluation

A major problem concerning time-resolved 2D-experi-
ments is the sifting and evaluation of the data flood. In 3
days we have accumulated 30 GB of data. In order to
pre-evaluate the huge amount of scattering patterns we
have adapted our evaluation programme to the actual

local experimental conditions and have added a param-
eter tracking system. As a result, the most frequent action
of the user is nothing but a mouse click that confirms the
computed proposal concerning centre and alignment of
the pattern. Utilising this procedure the pre-evaluation
can be carried out in tolerable time. Thereafter the
scattering images belonging to a series are automatically
transformed to the multi-dimensional CDF of a nano-
structured sample with fibre symmetry [14, 32, 22].

For the purpose of visualisation the CDFs are, in
general, plotted in a logarithmic intensity scale. The
obvious method to handle negative values is described
upon request. For the plot an upper level of interest in the
CDF is scaled to a value of 100. A mask eliminates all
values below 0.1. The logarithm is taken. An inverted
copy of the CDF is treated the same way and re-inverted.
Both partial surfaces match and, ‘‘glued together’’, yield
a continuous 3D surface in a logarithmic scale.

Concerning the next step, i.e. sifting of the CDF
results, a manual survey has proven inapplicable. In
order to take advantage of the continuous multi-
dimensional data stream, adapted presentation tools
have to be built in order to become able first to
comprehend the dynamics of the process, and, second
to properly describe it.

Therefore we have programmed animation tools. In
the most simple case we choose a fixed viewpoint and
scale, load one CDF after another from the hard disk,
and display it on the computer screen. Such an animation
cannot be controlled by the user, the built-in display
quality of our data evaluation language pv-wave [36] is
insufficient for our purpose, and we can only watch single
3D functions viewed from a single viewpoint. In order to
improve the practical value of the animation we have
rendered the data from each snapshot (USAXS, WAXS,
CDF from two viewpoints) using a ray-tracing pro-
gramme (PoVRay 3.1), have combined them in a com-
posite image and, in the final step, have merged the series
of composite images to make it a movie. Format
conversions and image composition are carried out by
the modules of the ImageMagick package. The movie is
generated by transcode.

Ultimately, as the control functions of the programme
mplayer are used to replay the movies, the essential
phases and processes of nanostructure evolution become
evident. All the programmes mentioned (except for
pv-wave) are free software and have been developed by
the community of Linux programmers.

The CDF of distorted structures

The structure evaluation method used in this report
extracts the information on the samples nanostructure
(i.e. a topology q(r)2 ½qcryst; qamorph� of phases with
distinct densities) from two-dimensional (2D) SAXS
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patterns with fibre symmetry. The CDF z (r) is an ‘‘edge-
enhanced autocorrelation function’’—the autocorrela-
tion of the gradient rqðrÞ, or the Laplacian D q�2ðrÞ

� �
of

Vonk’s multidimensional correlation function [37] q�2ðrÞ.
It shows peaks where ever there are domain surface
contacts between domains in qðrÞ and its displaced ghost
as a function of ghost displacement.

Thus, compared to the correlation function q�2ðrÞ, the
effect of the CDF is ‘‘edge enhancement’’, if we apply the
terminology of the field of digital image processing. This
means that for multi-phase systems the interpretation of
the CDF is obvious, but from its mathematical definition
it is not restricted to such systems and, therefore, can be
applied to deliberate distributions of density qðrÞ in
space. However, in the latter case its interpretation may
be difficult or even impossible.

If, in the sequel, we take the chance to as well interpret
the distorted structures observed in the CDF of the cool
polymer melt, then we apply a similar method of edge
enhancement as astronomy when it is using the very
Laplacian operator [38, 39], in order to visualise details in
photographic images of the universe. Similar to our case,
the mentioned images cannot be described by a small
number of discrete phases. Nevertheless, the mathemat-
ical operator acts edge-enhancing and visualises details,
which are difficult to find in the raw data. Admittedly, the
interpretation of such details is to some extent speculative.
On the other hand, there are several reasons encouraging
us to publish our data and our interpretation:

1. We are reproducing the structural details in all
experiments on this material during the last four
years – and now even on a totally different instru-
ment.

2. We are able to erase the observed details in the CDF
by heating the melt to a higher temperature.

3. The danger that the features are artifacts which are
generated by Fourier transformation of noisy data is
much smaller now because of the very good S/N-
ratio achieved at the ESRF beam line. Single
adulterated scattering patterns are easily detected in

the extended series due to the short cycle time
between snapshots.

4. The reported measurements with high time resolution
exhibit for the first time that an initially monotonous
CDF feature first changes to form discrete peaks (i.e.
a mesophase), before crystallization is starting.

Results

From the injected rod to the oriented melt

The nanostructure as reflected in the CDF

Our experiments start from highly oriented, HPIM-PE
rods which, in a first step, are slowly melted. In contrast
to an earlier paper [32] it now has become possible to
record the structure transfer with high accuracy and
quasi-continuously. Figure 1 shows three phases during
the heating.

The presented CDF of the melting semicrystalline
material describes the correlations among domain sur-
faces. In the present paper the functions are always scaled
to a constant maximum amplitude, because we are
focusing on the investigation of topology variations. In
the left column (Fig. 1a) the typical triangular peaks of
lamellar domains are observed with their surface normals
oriented parallel to the fibre axis, as was already reported
in previous work [32].

Figure 1b demonstrates the transitional stage between
solid and melt. The corresponding movie clearly exhibits
the regression of the lamellar structure which is accom-
panied by the emerging of a novel kind of structure,
which is characterised by a narrow negative ridge on the
meridian of the CDF. We address this feature by a row
structure . It is worth to be noted that a ‘‘shish’’ made
from a bundle of straightly extended chains would be
characterised by two close, narrow and positive ridges
extending on both sides of the meridian. The negative
ridge can only be explained by a modulation of electron

Fig. 1 Heating of HPIM–PE.
The images show the CDF in a
logarithmic intensity scale
watched from a top viewpoint
(top) and a bottom viewpoint
(bottom), respectively. The fibre
axis (meridian) is indicated by
an arrow in the base plane. The
clips represent an area of
300 nm� 300 nm. Times are
computed with respect to the
moment of quenching the melt
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density, and the observed shape of the peak indicates a
peculiar probability distribution of long periods accord-
ing to an exponential fall off.

Outside the meridian we, additionally, observe strong
and diffuse positive regions that, in the course of melting,
are more and more veiling the lamellar peaks on the top
face of the CDF. Fortunately the CDF shows a second
and clear feature related to lamellae-shaped domains that
is not veiled during the process of melting. If we turn the
CDF upside down (Fig. 1b, bottom) the self-correlation
peak of a lamellar system (cf. [14], Fig. 9) is found on the
equator. In the plot it is almost looking like a triangle.
During the melting process the width of this triangle is
narrowing continuously. Thus the lamellae are melting
continuously from their edges. There is little evidence of
a subdivision process into blocks.

In a previous paper [22] we reported the results of a
survey carried out at HASYLAB. A few minutes before
melting a block structure (i.e. floes in planes with their
normal parallel to the fibre direction) had sometimes
been observed. Because of the outdated detector at beam
line BW4 the evolution of this block structure could not
be studied. In the experiments from the ESRF presented
here we use only 10% of the incident intensity, adjust to a
tenfold S/N–ratio and a 15 fold time resolution. Again
we sometimes find modulations of the triangular peaks
that indicate the presence of arranged blocks. Neverthe-
less, now the continuous stream of data reveals that such
block structures vanish before the lamellae themselves
start to melt, and that the observed blocks are less stable
than the lamellae.

Admittedly, there is a feature observed during melting
that we first took for an indication of a block structure
during melting when we sifted through the images one by
one. It is related to a negative ridge subdivided in three
parts (Fig. 1b bottom) that is extending parallel to the
meridian in a distance of 200 nm. Observing the
corresponding videos it becomes clear that this feature
does not grow in phase with the melting of the lamellae.
Instead, it is correlated both to the four diffuse positive
domain peaks that are veiling the lamellar triangles
(Fig. 1b, top) and the sharp row structure on the
meridian (Fig. 1b, bottom). Moreover, the discussed
negative ridge is found outside the range of lamellae
extension, and thus can hardly indicate a decomposition
of lamellae.

The row structure

At the end of the melting we still observe a small bulge in
equatorial direction indicating the presence of crystallites
(‘‘kebab’’). Just when this bulge has vanished, the discrete
WAXS has vanished as well. Nevertheless, the row
structure is surviving the melting of the crystallites
(Fig. 1c). In this phase of the melting there is no

preferential distance between the row nuclei, else the
meridional triangle should be subdivided into a sequence
of peaks. If, moreover, the nuclei would show a rather
uniform height (in fibre direction), then, in addition, we
would expect discrete peaks pointing upwards on the
meridian (in Fig. 1c, top). However, there we only find a
diffuse positive region extending far out into space. The
structural feature behind this CDF feature cannot be
explained by the row structure itself. So, although this is
only a poor approximation of structure with respect to the
observed regime of a cool melt, let us use the notion of
domains and answer the question, in which simple case we
would observe a positive region in the CDF. The most
simple explanation is some weak segregation in the melt,
and in this case the positive signal zðr0Þ at some
displacement r0 would measure the probability of finding
a chord crossing a ‘‘homogeneous’’ domain of length and
direction given by r0. Prerequisite is that there are no
correlations among the regions of segregation. The
structure and its evolution shows that such segregation-
domains are associated to the row structure and reach out
into space. Therefore we call them ‘‘row structure
associated domains’’, RADs. We recognise that the
diffuse positive regions in the CDF are characterising a
volume in correlation space that is governed by such
RADs.

In Fig. 1c, top, an indentation on the equator reflects
an aspect of memory concerning the lamellar structure of
the precursor material: With respect to the beginning of a
RAD its end is preferentially found in a distance A along
fibre direction. A shrinks during the progress of melting,
and the longitudinal extension of the RADs becomes
more and more statistical. Finally, in the melt there is no
preferential RAD extension anymore. However, let us go
back and, again, compare this image to Fig. 1b, top,
where still a much stronger modulation of the RAD
structure is observed. There amajority of theRADs is still
restricted to regions whose extensions in fibre direction
are given by the average amorphous thickness, A, in the
lamellae stacks of the precursor injection moulded rod.

The ultimate orientation preserving structure of the melt

Figure 2 shows some of the CDFs recorded close to the
melting point. Although the intensity of the row structure
is decreasing by two orders of magnitude, its principal
shape remains similar for a considerable period when the
melt-annealing temperature of 140 �C is reached
(Fig. 2a) (recent test measurements show that even after
20 min at 140 �C the basic topology remains un-
changed). Nevertheless, during the period of constant
temperature one feature of the topology is vanishing
(Fig. 2b). It is related to the melting of the last lamellae,
and the corresponding change of the diffuse scattering
can hardly be detected during the course of the exper-
iment.
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Because during our experiments we expected the
ultimate orientation preserving structure to be destroyed
after a long period of melt-annealing, we have only kept
the samples at the melt-annealing temperature for 2 min,
and thus sometimes have not reached the pure ultimate
orientation preserving structure of the melt that is shown
in Fig. 2b. In the other experiments we have got stuck in
a densely populated row structure with a few isolated
lamellae persisting (Fig. 2a). This difference has a
consequence on the following process of crystallization
that is reported in section ‘‘Crystallization from the
oriented melt’’.

The ultimate orientation preserving structure is a
sparse row structure (Fig. 2b) and exhibits on the
meridian of the CDF a statistical ensemble of rows.
Each row is made from nuclei of varying thickness but
well-defined long period, and during the period of melt-
annealing the thicknesses of the nuclei become more
homogeneous, so that now positive and negative peaks
show up, as is expected for a simple one-dimensional
lattice of homogeneous nuclei. In the raw data scattering
pattern the corresponding layer line is not directly
observed, but the interference function (computed by
projecting the scattering data and applying the Laplacian
in reciprocal space) shows the feature. In addition, on the
top face of the CDF we still observe the continuous and
diffuse positive peak of pyramid shape that is characte-
rising a very broad distribution of RADs (with the most
probable chord of the RADs being an infinitesimally
short one).

In the figure this pyramid is already slightly struc-
tured, and after it decomposes into single peaks of similar
strength as those characterising the oriented row struc-
ture, an isotropic phase is observed during the following
crystallization process. The orientation memory is lost.
Nevertheless, as long as the oriented row structure is still
observed on the meridian, the result of the following
crystallization is a two-component material comprising
both a highly oriented structure and an isotropic one [22].

In earlier work [32] on the melting of HPIM–PE we
have reported discrete and regular undulations on the
row structure ridge in the CDF based on experiments at

HASYLAB. Because of the long exposure required in
Hamburg we that time have integrated the pulsating row
structure for 2 min, and this integration results in the
undulations formerly observed.

In a short communication [26] the results concerning
the structure formation during cooling and before the
first crystallites show up are presented in combined
SAXS/WAXS patterns and sketches of the nanostruc-
ture. Here we only summarise the results.

Now quenching the sparse row structure to the
crystallization temperature we immediately observe a
novel, now less extended nanostructure of RADs, from
which a lamellar structure will grow that, again, is highly
oriented. Due to the high time resolution we observe that
the row structure itself is only a latent one. In our
previous study [22] based on data accumulated with a
coarse time resolution we had perpetuated the common
notion that from a static row structure or a ‘‘shish’’
(bundle of extended chains) one-dimensional lattices of
lamellae should have formed which (during the next
two minutes needed for exposure) should have been
overgrown by many secondary lamellae poured in
between. Now we observe that the correlations among
most of the nuclei stringed like beads on a chain are
subjected to atrophy, and we speculate that the creation
of a primary nucleus is going along with the generation of
a harmonic sequence of only latent secondary nuclei that
extend along the preferential direction of the polymer
chains. A second possible explanation would be to
assume that all the nuclei are converted into crystals, but
that the crystal growth itself is destroying the correlated
arrangement among them.

Discussion of the RAD structure

Up to this point we have described the development of
the CDF in the vicinity of the melting point without
modelling the RADs. We have observed that the lamellae
do not disintegrate into blocks upon melting. Moreover
we have found a nanostructure emerging that is made
from a row structure and row-structure associated

Fig. 2 The last phase of
HPIM–PE melting and the
beginning of quenching. The
images show the CDF in a
logarithmic intensity scale
watched from a top viewpoint
(top) and a bottom viewpoint
(bottom), respectively. The fibre
axis (meridian) is indicated by
an arrow in the base plane. The
clips represent an area of
300 nm � 300 nm. Times are
computed with respect to the
moment of quenching the melt
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domains. What kind of notions can we associate to these
RADs? Certainly there must be some contrast in electron
density between the RADs and a matrix phase in the
melt.

We assume that the contrast observed is caused from a
different degree of chain entanglement what the RADs
and the matrix phase is concerned. If we write the
pyramid shaped positive peak in the CDF as a chord
distribution, f0ðr12; r3Þ, in correlation space described by
the transverse coordinate r12 and the longitudinal
coordinate r3, the height f0 may be associated to the
probability to find the other end of the RAD chord at
ðr12; r3Þ, and the identification of RADs with strands of
entanglements or knots appears to be reasonable. Two
observations make us assume that the RADs are
entanglement strands and as such the precursors of the
amorphous phase but not pre-crystals (bundles, nuclei).
Firstly, there is another feature (the row structure) that
appears to be related to nuclei in the melt. Secondly, as
crystallization is starting later on, not the crystalline
layers but the amorphous gaps are emerging from the
RADs.

In the oriented melt the RAD peak is a pyramid with
its maximum in the origin of correlation space. So most
of the RADs are single entanglements. Nevertheless,
some of the RADs reach out far into space and may be
identified by the knot zones of the entangled network [30,
31]. In the most extended ultimate melt structure at the
end of the melt-annealing period (Fig. 2b) the extension
of the region governed by the RADs is more than 300 nm
in longitudinal direction and 130 nm in transverse
direction.

At each side of the central column in Figure 2 more
solidified states of the melt are shown. Both in Figure 2a
and in Fig. 2c there is no pyramid peak. Instead, the
positive peak of the RADs appears indented both along
the meridian and the equator. A ‘‘sofa cushion peak’’
exhibiting four lappets has replaced the pyramid. Thus at
this stage of the crystallization process a domain
structure is, for the first time undoubtedly observed.
We interpret the observed change of the CDF from the
pyramid to a sofa cushion shape as a mesophase
separation process causing the merging of single entan-
glements and other RADs into an ensemble of better
defined RADs of preferential size and orientation. The
most probable RAD no longer is a single entanglement,
but a strand extending under an oblique angle with
respect to the fibre direction (meridian). As a result of
melt solidification thus we observe a condensation of
entanglements, and a mesophase separation into entan-
glement- or knot-strands [30, 31] and bundles [8] takes
place. As a function of increasing solidification the
relative probability of long-ranging strands is decreasing.
It remains unanswered, if this effect is caused from a
compression of existing knot strands or from the
precipitation of additional and less extended strands.

Crystallization from the oriented melt

RADs and crystallization

Only 20 s after the RAD pyramid has been converted
into the mentioned sofa cushion shape we observe the
first crystals in the CDF (Fig. 3a). In the top view we
detect the corresponding tip of the peak on the meridian
exactly between two lappets of the RAD structure.
Because of the strong RAD peaks we are unable to
discriminate the shape of the crystals, but in the bottom
view beneath we observe on the equator the sharp self-
correlation ridge of lamellae sitting on the background of
the RAD ‘‘sofa cushion’’. In comparison to the block
shaped nuclei on the meridian that are still present at this
early stage of crystallization it becomes clear that the first
lamellae are not preceeded by ensembles of blocks
arranged on planes. Shortly after that (Fig. 3b) the
strength of the RAD feature on the equator has
decreased, and the extended lamellae are now very clear.
Inspecting the RAD peaks we observe that the lappets
have become compressed and converted into thickness
distributions of amorphous layers.

Primary crystallization of our polyethylene material is
finished after the crystal lamellae have formed. We do
not observe series of layer peaks that would be typical for
a lattice of alternating crystalline and amorphous layers,
and the only observed quartet of peaks related to non-
crystalline structures is readily explained by a mecha-
nism, in which crystalline layers are formed at both ends
of the same entanglement strand (Fig. 4). We can
discriminate the amorphous layers from the crystalline
ones, because the maxima of their triangular peaks are
displaced off the meridian. In the structure-ghost con-
struction of CDF peaks this displacement is additionally
required in order to perfectly match the bottom surface
of one crystalline lamella on the top surface of its related
twin. Because during the processing this shift is contin-
uously emerging from the lateral tilt of the most probable

Fig. 3 Oriented crystallization of PE from the RAD structure
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RAD, the RADs appear to have a chaperoning function
for the formation of amorphous layers between corre-
lated twin lamellae.

Bundles and knots, blocks and lamellae

In summary, before the start of crystallization we observe
a phase separation into bundles and knots (RADs). To
us it appears most probable that the phase separation is
driven by the formation of bundles from parallelised
polymer chains which are not yet crystalline, but
crystallizable. A force generated by bundle growth
might then cause the entanglement strands to become
compressed and tilted. Because of the relatively low
molecular mass of our material the knots do not
percolate [30], and the crystallizable bundle phase is
forming the matrix in the cool melt. Only if we were
willing to define the average distance between the knots
in transversal direction as some block extension, then the
crystallization could be said to be preceeded by a block
structure.

Crystal nuclei are supposed to predominantly emerge
from the interface between knots and bundles, and this
proposed mechanism is able to explain the observed
association between the entanglement strands and the
structure of row nuclei. The generation of a primary
nucleus at an interface appears to induce the generation
of a row of secondary nuclei, the whole row being a latent
nanostructure only. Crystallization at low undercooling
causes the first crystallites to rapidly and continuously
grow into lamellar shape. Most probably during this
process knots are circumvented and enclosed in the
crystalline domain.

During crystallization at high undercooling we find
that after a short period of time most of the domains are
no longer lamellae. Instead, we observe planes tiled with
blocky crystals (Fig. 5). The two CDFs in the figure show

the situation 90 s after the start of isothermal crystalli-
zation at 130 �C (Fig. 5a) and 120 �C (Fig. 5b), respec-
tively. The differences of the nanostructure are clear. At
130 �C we observe on the equator a strong intensity ridge
that is decreasing monotonously as a function of distance
(triangular peak). The observed discontinuity in the
centre is an artifact resulting from the automatic data
evaluation (background scattering correction). Crystal-
lizing at 120 �C, the ridge is clearly modulated (i) and
thus reveals oriented planes full of blocky crystals.
Moreover, on the meridian we always observe a strong
long period peak (j) emerging, as soon as blocks are
becoming the predominant crystalline feature. This
shows that only the blocks, i.e. the secondary crystallites,
are seeking strong correlations (short-range order,
lattice) with other domains, whereas the primary lamellae
occupy volume without any relation to their neighbours
(random car parking process) [22, 23, 24] – as long as the
already mentioned formation of twins is disregarded.

Nanostructure evolution visualised in movies

The dynamics of nanostructure evolution during the
crystallization as a function of different temperature
profiles are most clearly visualised in sequences of 3D
representations of the CDF that are collected in movies
(http://www.chemie.uni-hamburg.de/tmc/stribeck/crys/).
The principal steps of the crystallization from our
oriented but quiescent melt are sketched in Fig. 6.

Fig. 4 Isothermal crystallization of PE at 130 �C. Sketch of the
characteristic nanostructure of a lamellar twin as indicated by the
CDF. The entity is showing two crystalline and one amorphous layer
of almost equal thickness. At the tips of the RADs (row nuclei
associated structure) primary nuclei are indicated, from which the
twin lamellae have been grown

Fig. 5 Lamellae (a) and a plane tiled with blocks (b) are clearly
discriminated in the CDF. View of the bottom face of the CDF in the
range jr12j; jr3j �150nm. The r3–direction (meridian) is indicated by
an arrow in the base plane. Both images show the structure during
isothermal crystallization of PE 90 s after quenching
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A semi–quantitative analysis of the nanostructure and
its evolution for the different crystallization conditions
from our experiments is presented in a following section.

The ultimate structure

Back at room temperature all samples show a two-
component nanostructure made from both lamellae and
blocks. The average lateral extension of the lamellae in
the ultimate structure is lower (70 nm) than that
observed directly after the beginning of the crystalliza-
tion process (100 nm).

Fig. 7 shows the different ultimate structures which
are obtained as a result of different temperature pro-
grammes.

In the ultimate structure the longitudinal correlation
peak (next strongest peak on the meridian) has changed
its character. The peak that has been rather narrow when
it has started to emerge (correlation between two blocks
in fibre direction) has become a broad triangle. This
observation does not indicate that blocks have merged to
form lamellae, but only that there is no 3D colloidal
lattice. On the other hand, a structured arrangement
within a single plane filled with blocks is clearly indicated
by the satellites to the strongest peaks (cf. arrows in
Figure 7f). In our cursory study reported recently [22] we
crystallized at 127 �C, but found no longitudinal corre-
lation among planes tiled with blocks. Instead, the
longitudinal correlation was found to be restricted to
rows of single blocks. From the former experiment we

unfortunately have neither WAXS data nor data con-
cerning the achieved structure of the annealed melt.

The shape of the satellites to the strongest peaks in the
ultimate CDF is indicating the distribution of block sizes.
Blocks are more uniform and bigger, if the material is
quenched after isothermal crystallization (Fig. 7c,e). As
well a crystallization at a low temperature that is, in
general, favouring the formation of blocks provides for
more uniform blocks (compare Fig. 7b with Fig. 7a).

If we crystallize for half an hour at a very low
temperature (120 �C, Fig. 7b), the ultimate nanostruc-
ture is no longer a function of the cooling rate chosen.

The samples which have not completely been molten
(Fig. 7a,c,f) exhibit their strongest peaks in the CDF
extending on a straight line parallel to the equator. In
contrast, the corresponding peaks of the samples which
have been completely molten during melt-annealing
(Fig. 7b,d,e) exhibit arc-shaped positive peaks. As
revealed in the movies generated from the stream of
X-ray data, the bending is the result of preferential
directed thickness growth of twin lamellae during the
isothermal phase, away from the nuclei at the tips of the
tilted entanglement strands. Thus the central part from
the set of three triangles is moving outward (thickness
growth), whereas the outer triangles (amorphous zone in

Fig. 6 Sketch of the principal steps of crystallization from a highly
oriented, quiescent polyethylene melt as indicated from CDF-images
generated from 2D–SAXS/WAXS image series accumulated during a
continuous, simultaneous in-situ experiment. Knots (entanglement
strands, (a)) are represented in a simplified manner by ellipses. The
backbone (b) is a sequence of bundles and knots, not an extended
chain crystal. When crystallization starts (c), primary nuclei (p) induce
a row of latent secondary nuclei (s) arranged on a lattice along the
backbone. Primary crystallization (d) results in extended lamellae
grown from the primary nuclei only. Secondary crystallization starts
(e) with the generation of rows of blocks, followed by (f) the crowding
of virtual planes oriented perpendicular to the fibre direction by
unoriented, block-shaped crystals

Fig. 7 Oriented crystallization of PE from the melt. Ultimate
nanostructures as revealed in the CDF. The images show the top
view of the CDF in the range |r12|, |r3| � 150nm. The r3-direction
(meridian) is indicated by an arrow in the base plane. Indicated are the
crystallization parameters and, in addition, if the crystals were not
completely molten during 2 min melt annealing at 140 �C
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between) remain at almost the same position. An
explanation for the different behaviour of the two kinds
of samples appears to be obvious. If the memory of the
sample is not only in the knots of the cool melt, but as
well in remnant crystallites, lamellae grow from these un-
melted crystallites, and a considerable fraction of the
original lamellae is instantly restored.

Semi-quantitative evaluation of the domain structure

A complete evaluation of the high-resolution multidi-
mensional data from our experiments would require
novel concepts for data evaluation as well as a
multidimensional modelling of the data to be developed.
We do not have the means to surmount this task in a
reasonable period of time. Nevertheless, even at this
stage we can acquire more in-depth notions concerning
the structure transfer between the melt and the solid
state, if only we study the positions of the peak maxima
in the CDF. Moreover, the results obtained by such
analysis may result in hints concerning the answer to the
question of how to design more advanced methods of
data analysis.

In any case, a shortcoming of this semi-quantitative
analysis is that it can only be applied to such peaks in the
CDF which are sufficiently separated from each other.
Most clearly this is the case for the crystallization at
130 �C. Here all the peaks that are of primary interest for
the nanostructure are well-separated. For the materials
crystallized at lower temperature this is no longer the
case, and for analysis we have to pick clear peaks with a
less direct meaning.

5.4.1 Isothermal crystallization at high temperature

Figure 8 shows the variation of nanostructure parame-
ters as a function of time after quenching to 130 �C as
determined from the positions of the peak maxima in the
CDF. Only a fraction of the collected images have been
subjected to this analysis. Cooling rate during quenching
is 20 �C/min. Crystallization starts 35 s after leaving the
melt-annealing temperature of 140 �C. During the first
100 s the most probable thickness of the crystallites in the
ensemble (filled circles) is 24 nm. The most probable
amorphous gap between twin lamellae (open circles) is
rapidly decreasing from 30 nm to 23 nm. On this level it
remains constant for 5 min. The most probable trans-
versal offset of the crystalline lamellae from twins with
respect to each other (diamonds) is initially continuously
decreasing to 16 nm. Thereafter this parameter, as well,
is constant for 5 min. During this first 5 min the stable
crystalline domain is a fairly extended lamella (100 nm
diameter). In the period between 2 min and 5 min we
both observe a continuous increase of the most probable

layer thickness to 27 nm and an increase of the crystal
orientation in the WAXS pattern. During this period of
crystallite thickness growth the distance between both
the correlated lamellae is constant. Thus the semi-
quantitative analysis now provides means to measure
the phenomenon of directed thickness growth that has
already been detected by inspection of the movies. In the
image inset in Fig. 8 the proposed average stabilising
primary knot (entanglement strand) is indicated between
the two lamellae.

After the first 5 min the generation of blocky crystals
(secondary crystallization) is starting in addition to the
continued formation of lamellae. The average transversal
offset in twins is considerably decreasing, then becomes
more and more diffuse, and cannot be determined any
more for crystallization periods >20 min. The most
probable crystalline thickness (as measured in fibre
direction) is once again increasing up to a value of
30 nm, but here we can no longer address this phenom-
enon by the term layer thickness growth because—as is
exhibited by the 2D WAXS data measured simulta-
neously [26]—the blocky crystals are oriented at random.

During the final quenching after an isothermal phase
of 30 min the average crystal extension decreases con-
siderably and the nanostructure becomes heterogeneous
to such an extent that the determination of most of the
nanostructure parameters becomes insignificant.

Crystallization during quenching from the cool melt

Nanostructure is evolving in a different manner, if the
material is cooled from the melt as fast as possible
(20 �C/min). Fig. 9 presents the structural data
retrieved from the peak maxima in the CDF. The
first crystals are observed when the temperature has
dropped to 130 �C. Down to a temperature of 118 �C
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the corresponding peaks in the CDF
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we only observe the formation of lamellae; at lower
temperatures blocky crystals are becoming predomi-
nant.

During the initial period the average layer thickness
(filled circles) drops from 24 nm to 20 nm, where it
pauses a while up to the time when the formation of
blocky crystals is starting. Thereafter it decreases to
15 nm. The amorphous interlayers (open circles) and the
transversal offset of twin lamellae (diamonds) are
constantly high during the phase of layer generation.
As soon as the formation of blocks is starting, the
transversal offset cannot be determined any longer and
the average amorphous thickness drops to the level of the
extension of the secondary crystalline blocks. A longitu-
dinal correlation (solid line) of blocks in the fibre
direction is the first clear indication of block formation.
Particularly distinct are the corresponding positive peaks
on the positive face of the CDF. They characterise the
distance from the ‘‘upper’’ end of a block to the ‘‘lower’’
end of its neighbour. Thus the value determined from the
peak position is L+b, long period plus block extension in
fibre direction. The corresponding value (solid line)
drops from initially 60 nm to 50 nm and then remains at
this lower level. For temperatures below 110 �C we as
well find a transversal correlation among blocks (dashed
line). According to the peak position the distance
between neighbouring blocks in the (layer) plane is
constant at 43 nm.

As expected, the average crystallite sizes are consid-
erably smaller for the material that has been quenched
from the melt as compared to the material discussed
before (isothermally crystallized at a high temperature).
Moreover, here there are less lamellae, and because of the
quenching the block size distribution is relatively narrow.
This causes the nanostructure made from arranged
blocks to become particularly clear in the CDF of this
material.

Isothermal crystallization at medium and low temperature

At medium (126 �C) and low (120 �C) crystallization
temperature the semi-quantitative data analysis is more
difficult than in the two cases discussed before, because a
superposition of lamellar and block structure is observed
almost from the beginning of the isothermal phase.

Thus during crystallization at 126 �C (Fig. 10) a slow
decrease of the most probable crystallite thickness (filled
circles) from 24 nm to 20 nm is observed, and the only
other parameter that is easily accessible is the long
period. At the beginning of crystallization two clear long
periods (triangles) are found in the CDF, which merge
2 min after the quenching. In the beginning the long
period is rapidly decreasing and indicates a predomi-
nantly statistical process of crystallite placing in the
volume (‘‘random car parking’’ [23]). Only 5 min after
the quenching the most probable structural parameters
have reached their ultimate value. They even do not
change during the quenching after the isothermal phase.
From both the data accumulated at the ESRF and the
earlier data from the cursory study at HASYLAB [22] we
estimate the same lateral distance between two blocks
from the same plane (45 nm).

If the melt is crystallized at 120 �C (Fig. 11), the
decrease of the crystallite thickness from 24 nm to 20 nm
is much faster than in the material crystallized at 126 �C.
After only 2 min the satellite peaks of blocks arranged in
planes (open triangles) are very clear. Initially the
distance of the satellite peaks from the equator is
somewhat longer than that of the central peak. This
means that the extensions in fibre direction of the blocks
arranged in planes are somewhat thicker than the most
probable thickness of all crystallites. The reason may be
the random orientation of crystal axes in the blocks.
4 min after the start of the crystallization there is no
more difference.
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While the long period is decreasing during crystalli-
zation, the average transverse distance between neigh-
bouring blocks in a plane (dashed line) is slightly
increasing from 50 nm to 55 nm. As well at this low
crystallization temperature, the final cooling to ambient
temperature has no effect on the average parameters of
the nanostructure. Here, at the lowest crystallization
temperature chosen, even the widths of the peaks and
thus the widths of the distributions of the nanostructure
parameters are neither changed by cooling nor by
variation of the cooling rate.

Conclusions

In this paper we have shown that the analysis of X-ray
data from polymer materials recorded with high resolu-
tion in time and space can be carried out in physical
space. It results in a detailed, almost continuous data
stream which reflects the evolution of nanostructure

during materials processing. By application of this
method we have been able to gain a rather detailed
description and notion concerning the mechanisms that
control the formation of crystals in our oriented
polyethylene melt.

After a semi-quantitative analysis we, moreover have
obtained curves describing the variation of nanostructure
parameters during the crystallization processes investi-
gated. We expect that similar studies will contribute to
the understanding of the relationships between process
control parameters and the features of the resulting
nanostructure, in particular if the typical industrial
production stages with respect to polymer materials
processing like fibre spinning, extrusion, straining or
annealing are set up at a modern synchrotron beam line,
monitored continuously by 2D detectors, and finally
analysed by advanced data evaluation procedures that
incorporate the fields of scattering theory and digital
image processing.

Even if the novel combination of experiment and
analysis provides detailed insight into the mechanisms of
nanostructure transfer, new limits of cognition become
apparent. For example, we now would wish to be able to
discriminate the continued growth of ‘‘early’’ crystals
from the effects arising from the formation and growth of
late crystals. In order to perform such investigations it
would be desirable to minimise the volume integration of
the scattering method down to a cross-section far below
that of the presently available microfocus beams, or to
advance an imaging method in a way that it can be used
in-situ in a minimal invasive environment, similar to
what already at this stage can be achieved by utilisation
of X-rays.
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[34] Bösecke P, Diat O (1997) J Appl Cryst
30: 867

[35] Urban V, Panine P, Ponchut C,
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Introduction

Microlayer coextrusion has been developed as a new
processing technique in which two or more polymeric
materials are combined into a layered configuration,
thereby controlling the architecture of the final product

(1). Generally the synergistic combination of two or
more materials in a layered structure can enhance the
overall properties of the material. For instance in the
case of metals like steel, the higher carbon content
leads to the formation of a layered structure that
increases the hardness of the material (2). The layered
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Abstract The crystallization behav-
iour of semicrystalline polymers in
structurally confined environments
is becoming a topic of increasing
interest in the area of soft condensed
matter. In the present study in-situ
wide angle (WAXS), small angle
(SAXS) and ultra-small angle X-ray
scattering (USAXS) experiments
concerning the development of
nanostructure in multilayered
poly(ethylene terephthalate)/poly-
carbonate (PET/PC) films prepared
by continuous layer-multiplying co-
extrusion are reported. These mate-
rials show up rather uniform
laminates up to thousands of layers
from the micrometer down to the
nanometer range. USAXS profiles
with the X-ray beam parallel to the
nanolayered packing reveal the
occurrence of scattering maxima
corresponding to the PET/PC
stacking periodicity. It is shown that
the confined crystallization of PET
from the glassy state, taking place
between the amorphous layers of
PC, is hindered when the thickness
of the PET layers lies below the
micrometer range. The obtained
results indicate that for pure PET

multilayers the appearance of the
first WAXS and SAXS peaks occurs
at much lower temperatures
(�117�C) than when PET is confined
between the PC layers (�132�C). In
other words, the PET confinement
delays the crystallization process. On
the other hand, it is also shown that
the long period of the crystal stacks
within the semicrystalline PET layers
increases with decreasing layer
thickness while the degree of crys-
tallinity becomes smaller. Results
are highlighted on the basis of
thinner multilayers giving rise to a
smaller density of crystallites
involving stacks that exhibit larger
periodicities. Finally, the increasing
lamellar orientation appearing with-
in the PET layers with decreasing
layer thickness is discussed.

Keywords Multilayered polymer
systems Æ Nanostructure develop-
ment Æ Cold crystallization Æ
Confinement Æ Lamellar orienta-
tion Æ Small-angle X-ray scattering Æ
Wide angle X-ray scattering



structure of steel provides two property improvements:
a toughness enhancement and a hardness increase. On
the other hand, natural biological systems as diverse as
cotton fibers, wood, tendon and even the lens of the
human eye possess layered structures designed to meet
a diverse spectrum of functional requirements (3–5).
The multilayer film nanostructure in coextruded films
of high-density polyethylene, confined between poly-
styrene (PS) layers, (6) and of ultrathin polypropylene
(PP) layers alternating with PS in multilayer films (7)
has been investigated using optical-, transmission
electron- and atomic force microscopy, as well as X-
ray scattering techniques (6, 7). Enhanced mechanical
properties have been previously obtained in systems
like PC/styrene acrylo nitrile (PC/SAN) microlayer
composites with decreasing layer thickness (8). This
has been attributed to the change in the deformation
mechanism of the brittle SAN layers, from craze
opening to shear yielding, as layer thickness decreases.
Interaction between the crazes in the brittle layers and
micro-shear-bands in the tough layers is the key to this
change in mechanism (8). The basic aspects of
microindentation in multilayered PET/PC films pro-
duced by continuous layer multiplying coextrusion
have been recently reported (9). Experimental confir-
mation of the extension of the deformation field
beneath the indenter, previously calculated by numer-
ical methods, was presented. Results reveal that the
most important parameter in determining the final
hardness (H) of the multilayer films is the ratio of the
indenter penetration depth to the thickness of the
layers. The influence of the interphase on the H-values
for samples with large number of layers is however
rather small.

The aim of the present study is to report new
results concerning the structure development of a
semicrystalline polymer (PET) in a structurally con-
fined environment (in between PC layers) by means of
X-ray scattering techniques. Since the pioneering work
of Keller and Baer (6), the study of the crystallization
behaviour of semicrystalline polymers in structurally
confined environments is a topic of increasing interest.
Confined crystallization may occur in different poly-
mer systems, including block copolymers (10–12),
semicrystalline polymers with nano-fillers (13), free
surfaces in thin films (14) and, in our case, multilay-
ered films.

The paper is organized as follows: 1) we will show that
nanostructure layering in PET/PC systems can be
detected by ultra-small angle X-ray scattering (USAXS),
2) new results on microstructure development in confined
PET/PC systems will be presented and the influence of
temperature and layer thickness on the structure forma-
tion will be discussed and 3) the effect of confinement on
crystallinity, lamellar orientation and long period will be
illustrated.

Experimental

Materials

The coextrusion system used to prepare microlayered and nano-
layered materials consists of two 1.9 cm single screw extruders with
melt pumps, a coextrusion block, a series of layer multiplier
elements and an exit die as described previously (5). From the feed-
block, the two layers flow through a series of multiplying elements,
each of these doubles the number of layers. In each element, the
melt is first sliced vertically, then spread horizontally and finally
recombined by stacking. An assembly of n multiplier elements
produces an extrudate with the layer sequence (AB)x where x is
equal to 2n. Nanolayered structures with over 8000 layers have
been successfully processed by this versatile coextrusion system. By
varying the processing conditions, the final sheet or film thickness,
the number of layers and the individual layer thickness can be
precisely controlled down to the nanoscale. The materials used in
our study using the multilayer co-extrusion method were PET
(M&G Cleartuf 8004) and PC (Dow Calibre 200-10), both having
molecular weights of about 30,000 and glass transition tempera-
tures of 75 and 150�C respectively, experimentally measured by
DSC. Multilayered composites with 8, 32, 256 and 1024 layers and
PET/PC volume compositions of 100/0, 70/30, 50/50, 30/70 and 0/
100 were used in this study. The number of layers, the volume
composition and the film and layer thickness are collected in
Table I. The PET thicknesses ranged between 50 nm and 32 lm.
Figure 1 shows an optical micrograph of a typical 8-microlayered
50/50 PET/PC film with a regular layer thickness of about 60 lm
viewed along the transverse direction. It is also shown the three
reference directions of the film: the coextrusion or flow direction
(F), the transverse direction (T) and the direction normal to the film
(N). The initial multilayered materials were amorphous. Samples
were annealed in vacuum for 25 minutes at four different
temperatures: 100, 117, 132 and 150 �C. In this temperature range,
it is known that only PET modifies its morphology as a result of
cold crystallization. PC layers, in turn, undergo a densification due
to a decrease in free volume (physical ageing).

Techniques

Ultra-small angle X-ray scattering (USAXS) experiments were
performed at the beam-line BW4 in HASYLAB at the storage ring
DORIS (DESY, Hamburg), to obtain the USAXS patterns of some
nanolayered films (15). A wavelength of 0.138 nm (photon energy
of 8.98 keV) and a sample-detector distance of 13.04 m were

Table 1 Number of layers and film and layer thicknesses for the
nano and micro-layered samples of PET/PC

Name PET/PC
(%vol)

# Layers Film
Thickness (lm)

Layer Thickness
PET/PC (lm)

M1 100/0 1024 76 0.07
M2 70/30 1024 76 0.1/0.05
M3 50/50 1024 76 0.07/0.07
M4 30/70 1024 76 0.05/0.1
M5 0/100 1024 76 0.07
M24 50/50 256 76 0.3/0.3
M23 50/50 256 254 1/1
M22 50/50 32 76 2.4/2.4
M21 50/50 32 254 8/8
M17 50/50 8 254 32/32
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chosen. A two dimensional 512 � 512 Gabriel detector with a
spatial resolution of 390 lm per pixel was used. The nanolayered
films were positioned with the X-ray beam parallel to the stacking
of the layers (F or T directions). The long period was calculated
from meridional cuts of the original patterns after background
subtraction.

The WAXS and SAXS experiments were performed at the
beam-line A2 in HASYLAB using a double-focusing camera,
attached to the synchrotron radiation source (16). A wavelength of
0.150 nm (�8 keV) and a sample-SAXS detector distance of
2343 mm were used. Position calibration was performed using
standards of PET and rat-tail tendon for WAXS and SAXS
respectively. Simultaneous WAXS and SAXS patterns, with the
films normal to the beam (N), were collected at room temperature
during 300 s using linear position sensitive detectors. Data were
corrected for fluctuations in intensity of the primary beam and
detector responses. In order to investigate lamellar orientation, two
dimensional SAXS experiments at room temperature, with the
X-ray beam parallel to the layer stacks (F or T) were also
performed. For this purpose, a MAR CCD detector which has an
active area diameter of 165 mm (pixel size = 158 � 158 lm2) was
used.

Ultrathin sections (�70 nm) of the samples were cut along the N
direction using an ultramicrotome and investigated in a Leo 912
transmission electron microscope (TEM).

Results and Discussion

Figure 2 illustrates the USAXS profile with the X-ray
beam parallel to the nanolayered structure of a 70/30
PET/PC film (1024 layers having an alternating thickness
of 100 and 50 nm, respectively) annealed at 180 �C for
two hours and measured at room temperature. Several
scattering maxima, that arise from the electronic density
difference among alternating PET and PC layers, are
observed. From the angular position of the maxima (first
and second order) fitted to Lorentz profiles (dotted lines),
an average spacing of about 160 nm is derived for the

layer structure. This value agrees quite well with the
nominal average separation between equivalent layers
though it is somewhat smaller than the distance mea-
sured by TEM (Fig. 3). In the particular region shown in
the figure, the distance between the centers of two
consecutive light layers (PET) separated by a dark one
(PC) is about 270 nm.

In Figure 4 the WAXS profiles, in the normal
direction, of the initially amorphous pure PET (a) and

Fig. 1 Optical micrograph of a 8-microlayered 50/50 PET/PC film
with layer thickness of about 60 lm. The sketch shows the reference
directions

Fig. 2 USAXS intensity profile vs wave vector (q = 4psinh /k) with
the X-ray beam parallel to the nanolayered structure of a 70/30 PET/
PC film (1024 layers) annealed at 180�C for 2 hours

Fig. 3 Transmission electron micrograph of a 1024-nanolayered film
of 70/30 PET/PC; thicknesses: 180 nm/90 nm
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pure PC (b) multilayered samples are presented in
comparison with the diffraction patterns of the also
initially amorphous 50/50 (c) and 70/30 (d) PET/PC
films. All these films are composed of 1024 layers. The
best fits to the experimental scattering intensity, found
for the amorphous halos of PET and PC, are shown as
continuous lines in Figure 4a and 4b. For the sake of
clarity the fitted curves are shifted downwards in
Figure 4a and 4b. The weighted averages, according to
the volume composition, of the above curves have been
used for fitting the PET/PC amorphous profiles (contin-
uous lines in 4c and 4d). In other words, the X-ray
amorphous halos of the multilayered PET/PC systems
can be decomposed into the separate contributions
(dotted lines) of the PET and the PC components.

Figure 5 illustrates the variation of theWAXS pattern
in N direction, with increasing annealing temperature,
for a pure multilayered PET (a) and for a 50/50 PET/PC
film with a layer thickness of 70 nm (b). Results for
multilayered PET reveal the appearance of a three-
dimensional crystalline structure at about T= 117 �C in
close resemblance to previous WAXS data obtained
during crystallization of bulk PET from the glassy state
(17). The present results suggest that the layer boundaries
of the multilayered films tend to disappear when
processing the single polymer through melt coextrusion.
However, for PET confined between layers of an

immiscible polymer such as PC and with a PET layer
thickness, h, of 70 nm, the crystalline peaks do not
appear till a temperature of 132 �C; i.e., the confinement
of PET delays the crystallization process. In addition, for
each crystallization temperature, the total crystallinity
level reached is smaller for the confined PET layers than
for the pure PET annealed samples.

Figure 6 illustrates the evolution of the SAXS
maximum with increasing temperature for the same
non-confined PET (a) and confined PET/PC multilay-
ers (b) as in Figure 5. In both cases it is observed that,
the appearance of the SAXS maximum occurs at the
same temperatures as those found for the crystalline
peaks (117 �C and 132 �C, respectively). Previous
studies for different polymers, including PET (18–20),
have proved that there is a clear time delay between
the appearance of SAXS and WAXS maxima. Accord-
ingly, the appearance of density fluctuations during
the induction period prior to crystallization has been
proposed and the spinodal decomposition formalism
for describing the kinetics of the ordering process has
been used (21). It is evident that our present data do
not show such a distinction due to the limited
temperatures used and more detailed investigations
concerning this point are in preparation. On the other
hand, it is found that confinement induces a shift of
the SAXS maximum towards smaller scattering angles.

Fig. 4 Wide-angle X-ray diffrac-
tion patterns of 1024 layered
films of: a) PET, b) PC and c)
and d) PET/PC, before crystalli-
zation. For the PET/PC profiles,
the separate contributions of
PET and PC are shown as dotted
lines
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From the above results we can compute the influence
of confinement on the long period L and on crystallinity
Xc. The long period was derived from the peak maximum
of the SAXS patterns, after background subtraction and
Lorentz correction. Taking into account that in the
temperature range chosen, only PET changes its mor-
phology, remaining PC in the glassy state, it is convenient
to calculate the volume degree of crystallinity not
referred to the whole sample but only to the PET
content. Figure 7 illustrates the variation of PET volume
crystallinity and long period as a function of PET layer
thickness, h, for samples crystallized at different temper-
atures for 25 minutes. For each temperature, one
observes a gradual Xc,PET decrease with decreasing

thickness (bottom), while the stacks of crystals within
the crystallized PET layers show a clear long period
increase as h decreases (top). On the other hand, both, L
and Xc,PET, increase with annealing temperature (TA).
The range of long periods (8.5–9.5 nm) and crystallinities
(20–36%) found at high h values agrees well with
previous data on amorphous PET films annealed at
similar temperatures (22).

Furthermore, we have also shown that the degree of
crystallinity follows a stepwise increase with crystalliza-
tion temperature, at temperatures about 30�C above Tg

(23). In case of confined PET between PC layers in the
nm range (70 nm), higher temperatures (more than ten
degrees) as seen in Fig. 8, are required to obtain a similar

Fig. 6 Plot of normalized SAXS
intensity vs q showing the nano-
structure development in PET/
PC systems with increasing tem-
perature: a) 100/0 and b) 50/50
with h = 70 nm

Fig. 5 Structure development
from WAXS, in PET/PC sys-
tems, with increasing tempera-
ture: a) 100/0 and b) 50/50 with
h = 70 nm. Crystallographic
indices and separate contribu-
tions of the main diffraction
peaks are shown
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increase in crystallinity. Hence, it could be concluded
that confinement also induces an increase in the crystal-
lization temperature of PET.

We wish to examine next the influence of confine-
ment on lamellar orientation Figure 9a illustrates the
SAXS pattern in T direction for 50/50 multilayers with
h = 2.4 lm, showing no orientation of the stacking
periodicity. However, an equatorial streak, perpendic-
ular to the packing planes of the layers is seen. For
thinner 30/70 multilayers of h about 50 nm one
observes an equatorial SAXS orientation correspond-
ing to the stacks of oriented crystal lamellae super-
posed to a stronger equatorial streak (Fig. 9b). By
plotting the scattering intensity I, at the maximum
corresponding to the PET long period, as a function
of azimuth angle u, one observes the occurrence of
two maxima at 0� and 180�, respectively (Fig. 10).
Each maximum is clearly composed of the superposi-
tion from the two above mentioned contributions: 1)
the equatorial streak (long dashed line) and 2) the
equatorial scattering due to a weakly oriented lamellar
PET structure (continuous line). The former probably

arises from the presence of microvoids among adjacent
layers (6).

Using the definition of orientation function f:

f ¼ 3 < cos2u > �1
2

where u is the azimuth angle and <cos2 u> is defined in
terms of the azimuthal intensity, I, one can calculate the
value of f for different PET layer thicknesses. Fig. 11
shows how the orientation of the crystalline lamellae
within the PET layer crystallized at two temperatures
rapidly increases when the layer thicknesses become
smaller than 0.5 lm. The values of f are slightly higher
for the highest annealing temperature.

It is worth mentioning that SAXS patterns for the
same materials in flow direction F show similar results
as those in T direction. On the contrary, those
patterns taken in normal direction N do not present
any equatorial streaks and the scattering due to the
PET lamellar structure is completely isotropic.

In summary, both, lamellar orientation and long
period of the lamellar stacks within the PET layer,
increase with decreasing layer thickness while the crys-
tallinity within the layers diminishes with decreasing
layer thickness (Fig. 7). The lamellae in confined PET are
slightly oriented with the long axes parallel to the flow
direction F.

In the light of the above results figure 12 schematically
illustrates the occurrence of lamellar orientation as a

Fig. 7 Influence of PET layer thickness h on the long period L and
PET crystallinity of PET/PC multilayers crystallized at different
temperatures

Fig. 8 Variation of PET crystallinity from WAXS with annealing
temperature for multilayered PET/PC films having different PET
layer thickness h: (j) 100/0, 70 nm; (m) 50/50, 1 lm; (¤) 50/50,
32 lm and (d) 50/50, 0.07 lm
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result of confinement within PET layers while the
number of crystals per unit volume is reduced. As a
consequence, the stacking periodicities are larger within
the confined layers (L1) than in non-confined PET
crystallized at the same temperature (L2). The model
suggests that those lamellae, close to the interlayers, are
preferentially oriented with their basal surfaces parallel
to the stacking planes of the layers. A decrease in the PET
layer thickness, h, should consequently improve the level
of lamellar orientation.

We are aware that the present results differ from the
typical lamellar orientation found, for instance, in
ultrathin PE layers confined between PS layers (6). In
this system, lamellae were reported to be oriented with
the long axes perpendicular to the flow direction F. Such
a morphology arises from the epitaxial nature of
crystallization and is related to the shish-kebab struc-
tures obtained under special conditions from flowing
melts or solutions (6). However, in PP/PS nanolayers (7)
as well as in (poly(ethylene oxide)-b-PS) diblock copoly-
mers (12), in addition to a population of lamellae with
homogeneous orientation (crystalline molecular chains
parallel to the F direction), a new type of homeotropic

Fig. 9 Two-dimensional SAXS patterns in T direction for multilay-
ered PET/PC films having a PET thickness of: a) h = 2.4 lm and
b) h = 50 nm

Fig. 10 Azimuthal SAXS intensity at the PET maximum for 30/70
PET/PC nanolayers with h = 50 nm. Experimental points are
represented by dots. The continuous and the long dashed lines show
the independent scattering due to the PET contribution and the
equatorial streak, respectively

Fig. 11 Plot of the orientation function of multilayered PET/PC films
vs layer thickness h
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orientation (perpendicular to the former one) is ob-
served, resembling that found in our multilayered system.

Conclusions

– The use of ultra-SAXS in the transverse direction T
reveals the occurrence of scattering maxima corre-
sponding to the PET/PC stacking periodicity.

– During crystallization from the glassy state the
crystallization of PET, taking place between the amor-
phous layers of PC, is hindered when the thickness of
the PET multilayers is confined below the micrometer
range.

– The appearance of the first WAXS and SAXS peaks
for non-confined PET occurs at much lower temper-
atures (�117 �C) than when PET is confined between
the PC layers (�132 �C). In other words, the con-
finement of PET delays the crystallization process.

– The SAXS long period from the crystal stacks within
the semicrystalline PET multilayers increases with
decreasing layer thickness, while the degree of crys-
tallinity becomes smaller. Results are highlighted on
the basis of thinner multilayers, giving rise to a
smaller density of crystals, involving oriented stacks
parallel to the plane of the layers that exhibit larger
periodicities.
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Introduction

X-ray scattering techniques provide a powerful route to
the quantitative analysis of preferred orientation in both
crystalline and non-crystalline polymers [1, 2]. In partic-
ular, the use of x-ray scattering data enables the complete
orientation distribution function to be evaluated.
Although the quantitative procedures for samples such
as fibres or other samples with uni-axial symmetry are
relatively straightforward, natural complications arise
with multi-component systems. For semi-crystalline
samples containing both amorphous and crystalline
phases, a variety of empirical approaches have been
employed to separate the scattering from the two phases
in order to evaluate the levels of preferred orientation,
see for example [3]. The details of these approaches are

very dependent on the characteristics of the structure of
the sample and may need to vary from sample to sample
even within a seemingly systematic series of samples. It is
self-evident that such approaches will only work effec-
tively when the components of the scattering can be
clearly identified. This is often straightforward for highly
aligned crystalline fibres but for other systems such as
disordered polymers, liquid crystal polymers or materials
with partial orientation, separation may be somewhat
ambiguous.

In this contribution we develop a new approach which
is particularly suited to the study of partially ordered
polymers. We utilise a series of molecular composite
samples [4] based on isotactic polypropylene blended
with varying fractions of a thermotropic liquid crystal
polymer to illustrate the procedures. Blending is widely
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used to optimise the physical and chemical properties of
polymer systems and the materials used in this study are
typical of many such polymer mixtures in that there are
two components with little mutual solubility leading to
an essentially two phase structure.

The methodology developed in this contribution is
based on the representation of a two-dimensional X-ray
scattering pattern from a sample with uni-axial symmetry
as a series of spherical harmonics. This representation
allows the orientational dependence of the scattering to
be separated from the variation that arises from the
spatial correlations within the sample. As a consequence
we are able to obtain the spherical harmonic functions
for both the polypropylene and the liquid crystal polymer
components of the X-ray scattering from the molecular
composite. The complete scattering pattern for each of
these components can be then obtained by summing the
extracted harmonics and the necessary structural analysis
carried out. In this work we focus on evaluation of the
levels of preferred molecular orientation in each compo-
nent.

Theory

We shall be concerned with the single elastically scattered X-ray
intensity I ðjQj; aÞ from a sample with uni-axial symmetry where
jQj ¼ 4p sin h=k with 2h as the scattering angle, k the incident
wavelength and a the angle between the scattering vector Q and the
symmetry axis of the sample.

We consider a two phase system containing a fraction x of a
and 1-x of b. For a system in which the length scale of the phase
separated structure is large compared with the length scale giving
rise to the scattering, the total scattering IðjQj; aÞ can be written
as the alegbraic sum of the scattering from the two components:

I jQj; a
� �

¼ xIa jQj; a
� �

þ ð1� xÞ IbjQj; a
� �

ð1Þ

The scattering for a sample exhibiting a partial level of preferred
orientation can be written as the convolution of the scattering for a
perfectly aligned system I0ðjQj; aÞ with the orientation distribution
function DðaÞ:

I jQj; a
� �

¼ I0 jQj; a
� �

� D að Þ ð2Þ

The function DðaÞ describes the distribution of the structural units
with respect to the symmetry axis of the sample.

If we express the intensity functions and the orientation
distribution function in terms of a series of spherical harmonics,
I2nðjQjÞ, I02nðjQjÞ and D2n we can write this convolution as [5–8]:

I2nðjQjÞ ¼
2p

ð4nþ 1Þ

� �
D2n I02nðjQjÞ; aÞ ð3Þ

where n ¼ 0; 1; 2; 3:::1. Only the even terms of each series are
required due to the inversion centre intrinsic to a X-ray scattering
pattern for a non-absorbing sample. The components of each series
can be obtained by:

I2nðjQjÞ ¼ ð4nþ 1Þ
Zp=2

0

I ðjQj; aÞP2nðcos aÞ sin a:da ð4Þ

and related expressions. The complete scattering pattern may be
recovered by:

IðjQj; aÞ ¼
X2n¼1

2n¼0
I2nðjQjÞP2nðcos aÞ ð5Þ

The value of this representation is that the effects of preferred
orientation are separated from the dependence of the scattering on
the spatial correlations. Eq. 3 underlines the fact that for samples
with the same structure, the variation of the amplitudes of the
spherical harmonics I2nðjQjÞ with jQj are essentially the same, with
a simple constant multiplier dependent on the level of preferred
orientation. This observation is the basis of a wide-angle x-ray
scattering based conformational analysis procedure developed for
disordered polymers [8].

The orthogonal nature of the spherical harmonics in Eq. 4
means that for a multiple phase structure in which the scattering is
additive, the resultant spherical harmonics will also be linear
combinations of the harmonic functions for each phase. We can
write:

I2nðjQjÞ ¼ xIa
2nðjQjÞ þ ð1� xÞIb

2nðjQjÞ ð6Þ

where Ia
2nðjQjÞ are the spherical harmonics for the pure phase.

Combining Eq. 6 with 3 we can write more completely:

I2nðjQjÞ ¼ xI0a
2n ðjQjÞDa

2n
2p

4nþ 1
þ ð1� xÞI0b

2n ðjQjÞDb
2n

2p
4nþ 1

ð7Þ

where I0a2nðjQjÞ are the functions for the pure perfectly aligned
phase. For a particular experimentally observed harmonic Eq. 7
reduces to:

I2nðjQjÞ ¼ ka
2nI0a

2n ðjQjÞ þ kb
2nI0b

2n ðjQjÞ ð8Þ

where ka and kb are scaling constants with ka given by

ka
2n ¼ xDa

2n
2p

4nþ 1
ð9Þ

and kb by a similar expression. Eq. 8 provides a route to the
separation of the scattering into the contributions from each phase.
We simply need a mechanism to identify the components within
each 1-d function. There is considerable advantage in using
information from the scattering patterns of the pure phases where
this is available. Although such scattering patterns need to arise
from samples with the same structure, it is not necessary for the
level of preferred orientation to be the same. As emphasised above
the variation of the harmonic function with jQj does not depend,
other than through a simple constant, on the orientation. This
allows information from partially oriented samples to be used as
‘‘standards’’ in the separation and analysis. The process of
separation is then a simple numerical fitting process. Moreover,
since such processes are performed in the more straightforward
environment of 1-d functions, rather than directly on the original 2-
d patterns, there is a considerable gain in simplicity. It is also
possible to use calculated curves from atomistic or analytical
models as the base functions.

In the description of the levels of preferred orientation, it is
convenient and conventional to work with normalised spherical
harmonics <P2nðcos aÞ > ½7�: The harmonic <P2ðcos aÞ > is often
referred to as the ‘‘Hermans orientation function’’ in the field of
polymers or the ‘‘order parameter’’ in the context of liquid crystals;
for perfect alignment <P2ðcos aÞ >¼ 1:0 and for a random or
isotropic distribution <P2ðcos aÞ >¼ 0: The normalised functions
are defined as [7]:
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<P2nðcos aÞ >¼

Rp=2

0

DðaÞP2nðcos aÞ sin a:da

2p
Rp=2

0

DðaÞ sin a da

ð10Þ

Such normalised orientation parameters can be obtained from the
scaling constants in Eq. 9:

<P a
2n cosðaÞ >¼

ka
2n

ka
0

¼ Da
2n

Da
0ð4nþ 1Þ ð11Þ

Alternatively we can obtain the numerical values of these
orientation parameters from the extracted spherical harmonic
functions using:

<P a
2n cosðaÞ >¼

Ia
2nðjQjÞ

Ia
0 ðjQjÞð4nþ 1ÞP m

2nðcos aÞ ð12Þ

where P m
2nðcos aÞ are normalised coefficients which describe the

scattering for a perfectly aligned sample [7]. The values will depend
upon the particular structural feature and hence are in part Q
dependent. For an hk0 Bragg reflection the value of P m

2 ðcos aÞ
¼ �0:5; while for a meridional feature P m

2 ðcos aÞ ¼ 1:0 [7]. Eq. 12
represents a more generalised approach which can be used with any
set of extracted spherical harmonic functions. For example, we will
use this equation in the example below, as the base functions from
the fully aligned pure samples required for the implementation of
Eq. 11 are not available. Such base functions may be obtained from
experiment or through from models. Eq. 12 may also be used in
situations where the separation inherent in Eq. 8 has been performed
using a peak fitting approach based on differing peak shapes,
for example, as appropriate for crystalline and amorphous phases.

Experimental Procedures

Materials

Molecular composites were prepared from isotactic polypropylene
(PP), (PRO-FAX 6631 HMC Polymer Co., Thailand) and a
thermotropic liquid crystalline polymer (LCP), a random copol-
yester based on 80% p-hydroxy benzoic acid/20% ethylene
terephalate (Rodrun LC5000 Unitika, Co., Japan) with fractions
of LCP of 0.05, 0.08, 0.10, 0.15 w/w [4]. Each composite also
contained a small amount (3% w/w) of a block copolymer
compatibiliser, SEBS-g-MA. All materials were dried in a vacuum
oven at 80 �C for at least 10 h before use.

The composites were formed by melt-blending the PP with
various contents of LCP in a co-rotating twin screw extruder with
the die temperature of 295 �C. The dried blend pellets were then
fabricated as extruded films using a mini-extruder (die temperature
of 295 �C) equipped with a cast film line. The draw ratio of the film
(die gap to final film thickness) was �30. The thickness of the
resultant films was �20lm Optical and scanning electron micros-
copy revealed that the morphology is essentially two phase at room
temperature. The LCP is present in the form of highly extended
droplets, with a minium length scale of �lm½9�. Clearly the basic
length scale condition required to treat the scattering from the
molecular composite as the addition of the weighted components
(Eq. 1) is fully satisfied.

Films containing only isotactic polypropylene were also
prepared using the same procedure as used for the molecular
composites described above.

A series of LCP samples were prepared for x-ray scattering by
holding the original melt extruded pellets for specified periods of
time up to 250 minutes at 285 �C. This allowed the initial high levels
of molecular alignment to progressively relax providing a series of
samples with different levels of preferred orientation.

Fig. 1(a) Fully corrected and scaled 2-d scattering pattern IðjQj; aÞ
for a drawn isotactic polypropylene film containing 15% w/w LCP, b)
sections of the pattern in Fig. 1a taken at constant values of
a ¼ 0,36,63 and 90 �C) sections of the pattern in Fig. 1a taken at

fixed values of jQj ¼ 1:06, 1.46, 2.0 and 3.0 Å
�1
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X-ray scattering

Samples for x-ray scattering measurements were prepared by folding
several layers of the film while retaining the relative orientation of
the draw direction of each film. As a consequence the thickness of
the samples used in the x-ray scattering measurement was�0.2 mm.

The scattering data were obtained at room temperature using a
3-circle transmission diffractometer equipped with an incident-beam
monochromator and pin-hole collimation operating in a symmet-
rically transmission mode. The X-ray source was a sealed X-ray tube
with a copper target and stabilised power supply operating at 40kV
and 40mA. The scattered intensity was measured with a scintillation

Fig. 2(a–d) Fully corrected and
scaled 2–d scattering patterns of
LCP samples prepared as
described in the text with
differing levels of preferred
alignment; e-g the first three
spherical harmonic components
I0, , I2 , and I4 derived from the
patterns shown in Figs 2a–d; (h)
a plot of the orientation
parameter for each of the
samples in Figs 2a–d plotted
against the holding time during
their preparation
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Fig. 3(a) The fully corrected and scaled 2-d scattering pattern for a
drawn isotactic polypropylene film, (b) sections of the pattern in
Fig. 3a taken at constant values of a ¼ 0,36,63 and 90� (c) the first
three spherical harmonic functions I0, , I2 , and I4 derived from the
pattern shown in Fig. 3a

Fig. 4 The first three spherical harmonic functions (I0, I2 and I4) for
the pattern shown in Fig. 1a for the 15%wt LCP/PP molecular
composite film
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detector coupled with pulse height analysis. Intensity data were
obtained for a grid of points as a function of jQj from 0.2–6.0 Å�1 in
steps of DQ ¼ 0:02Å�1 and as a function of a from 0–90 � in steps of
Da ¼ 5�. The count time for each grid point was set to provide an
adequate signal to noise ratio, typically this was 10s.

Data analysis was performed using an in-house software
package XESA [10] which was used to subtract the air and other
background scattering, to make corrections for absorption, polar-
isation, multiple scattering and incoherent scattering and to scale
the scattering to absolute (electron units) units [1, 8].

Method

Basic data

The experimental scattering data for PP/15%LCP, corrected for
experimental aberrations and scaled to electron units are shown in

Fig. 1a. The main features are two main intense peaks on the
equator ða ¼ 90�Þ at jQj ¼ 1:06 and 1:46 Å�1 and an intense peak
on the meridional section at jQj ¼ 3:0 Å�1. Each of these features
exhibits some arcing, and it can be seen that the extent of the arcing
of the peaks at jQj ¼ 1:06 and 3:0 Å�1 is more than that of the
peak at 1:46 Å�1 suggesting different levels of anisotropy in the
scattering data. Fig. 1b shows four sections through the data in
Fig. 1a at values of a ¼ 0, 36, 63 and 90�. The scattering data
at a ¼ 0� belongs to the meridional section while at a ¼ 90� belongs
to the equatorial section. From Figure 1b, we can see more clearly
the four peaks including the intense peaks at jQj ¼ 1:06 and
1:46 Å�1 and the smaller features at jQj ¼ 2:0Å�1 and 3.0 Å�1.
Close examination of the heights of the peaks in the various
sections reveals a certain level of anisotropy.

This anisotropy is shown more clearly in sections taken at fixed
values of jQj corresponding to the four peaks identified in Fig. 1 at
jQj ¼ 1:06, 1.46, 2.0 and 3.0 Å�1. These sections are presented in

Fig. 1c. The marked level of anisotropy for the peak at jQj ¼
1:46 Å�1 can now be clearly seen through the azimuthal variation of

Fig. 5 First three spherical
harmonic functions (I0-I4)
derived from scattering data for
drawn polypropylene films
containing 10 wt% LCP with
draw ratios of 30 (left-hand
column) and 9 (right-hand
column). The plots show the
results of the fitting process
described in the text. The key for
each plot is shown in the figure
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the intensity. The features at jQj ¼ 1:06, 2.0 and 3.0 Å�1 exhibit
smaller variations in intensity with the azimuthal angle. Note that
these curves show an extended data range ie a ¼ 0 to 360� range to
enable the azimuthal variation to be seen more easily.

Fig. 2a–d present the x-ray scattering patterns recorded for the
series of LCP samples with different thermal treatment times. There
are two main features in Fig. 2a; a peak on the equator at
jQj ¼ 1:42 Å�1 which extends almost parallel to the meridian, and
two peaks on the meridian at jQj ¼ 2:0 and 3.0 Å�1, which show
slight arcing. These features are very similar to those reported for
related liquid crystalline copolyesters [11]. The extent of arcing in
these features in Fig. 2b,c,d increases as the initial high level of
molecular anisotropy present in the extruded pellet relaxes with the
increasing length of thermal treatment. We have used the azimuthal
distribution of intensity at jQj ¼ 1:42 Å�1 to calculate the level of
preferred orientation in this set of samples using the methodology
described by Mitchell et al. [12]. This methodology is based on Eq.
12. The results of these calculations are plotted in Fig. 2h. There is,
as expected, an exponential type decay in the level of preferred
orientation.

We have used each of the four experimental scattering functions
IðjQj; aÞ shown in Fig. 2a–2d to calculate the first three spherical
harmonics I2nðjQjÞ for n=0,1,2 as a function of jQj and these are
plotted in Fig. 2e,f,g. The functions for n=1,2 have been scaled to
exhibit principal peaks with similar heights to enable a more direct
comparison. It can be seen that the characteristics of each set of
spherical harmonics remain the same in terms of shape, peak
positions and relative peak positions. However, the noise in the
functions I2nðjQjÞ particularly for n=2 increases with increasing
thermal treatment time reflecting the reduction in anisotropy. These
curves underline one of the key advantages of the spherical harmonic
function representation, namely the separation of preferred orien-
tation and structure.We see that although these samples exhibit very
different levels of anisotropy , in fact the level of orientation varies by
a factor of 4, the spherical harmonics for each pattern are essentially
the same. This contrasts with the differences observed in the full x-ray
scattering patterns. We will use the spherical harmonics calculated
from the data shown in Figure 2a to fit the data from the molecular
composite samples as will be described below.

Fig. 3a shows the x-ray scattering data for a PP film prepared
using the same conditions as used to form the composite films. In
comparison to the LCP patterns shown in Fig. 3, there is low level
of anisotropy with a very extended arc on the equator at
jQj ¼ 1:05 Å�1. Fig. 3b shows four sections through the data in
Fig. 3a at values of a ¼ 0, 36, 63 and 90 �. There are two intense
peaks at jQj ¼ 1:05 and 1.5 Å�1, and weaker peaks at jQj ¼ 2:0,
3.0 Å�1. The peak positions reveal that the PP is present in the so-
called ‘‘smectic’’ phase first observed by Natta et al. [13] and by
later researchers [14, 15]. The presence of the ‘‘smectic’’ phase is
related to the rapid cooling experienced by the thin films during the
final drawing stage in the processing. The similarity of these
sections underlines the limited level of anisotropy in this PP film.
We have calculated the first three spherical harmonics components
of the scattering data shown in Fig. 3a and these are plotted in
Fig. 3c. In contrast to the spherical harmonics calculated for the
LCP scattering patterns, those for the PP film for n=1 or 2 are
close to zero except for the peak in the I2nðjQjÞ function at
jQj ¼ 1:05 Å�1. film. These spherical harmonics are used to fit
those of the composite data. As we have already highlighted, these
harmonic functions need to have been obtained for a sample with
the same structure but not necessarily the same level of preferred
orientation. For isotactic polypropylene samples, whether the a or
smectic phases are formed depends on the cooling rate, so we
prepared the drawn films of the pure polypropylene using the same
processing procedure.

Decomposition

Fig. 4a–4c shows the first three spherical harmonics components
derived from the data for the PP/15%LCP sample displayed in
Figure 1a. We can recognise some features in these three harmonic
functions from those shown in Figures 2 and 3 for the LCP and PP
samples. Eq. 8 implies that the harmonics derived from the scattering
patterns for the molecular composites will be linear combinations of
the equivalent harmonic functions for the pure phases. This requires
these base functions to have originated from a sample with the same
structure. The use of the spherical harmonic representation means
that any mismatch in peak shapes is due to structural differences,
rather than orientational differences. The weightings of these
combinations will depend on both the composition and the level of
preferred orientation in each sample. Since we have used, as the base
functions, spherical harmonics obtained from partially aligned
samples, these weightings will be also reflect the level of anisotropy
in the pure samples as well as in the level of preferred orientation in
the blended samples. As a consequence we will use Eq. 12 rather than
11 to derive the orientation parameters for each phase in the
composite.

Fig. 6 Comparison between the first two spherical harmonic func-
tions derived from the scattering pattern for the pure PP film and the
PP component extracted from the data for a drawn polypropylene
film containing 15%wt LCP shown in Fig. 1
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We have used standard least-squares techniques to fit the
spherical harmonic functions obtained from the pure samples to the
equivalent functions obtained from the scattering for the composite
samples. Fig. 5a – 5c show the results of this fitting process for the
first three spherical harmonics components for the scattering from
the PP/10%LCP film with a draw ratio of �30, while Figs. 5d– 5f
show the results for the harmonics for the scattering from the PP/
10%LCP film with a draw ratio of �9:3. Not surprisingly the PP
component dominates in fitting the I0ðjQjÞ function while the LCP
component is most significant in the functions I2nðjQjÞ for n=1, 2.
Nevertheless, there are distinctive features in each curve which
underline the efficacy of the procedure. Clearly the structure of the
two components in the molecular composite is the same as that in
the pure components. The spherical harmonic representation
makes such deductions straightforward as well as providing a
route to the evaluation of the level of preferred orientation.

Extracted components

Fig. 6a and 6b show the comparison between the first two spherical
harmonics derived from the data for the pure PP sample and those
extracted using the above procedure from the data for the PP2/
10%LCP film with a draw ratio = 30. There is a reasonable
agreement between these two sets of curves. The extracted spherical
harmonic functions for each phase can be used to regenerate the
complete scattering pattern using Eq. 5. The reconstructed 2d-
patterns for both the extracted LCP and PP components of the

scattering from the PP/10%LCP film with a draw ratio = 30 are
shown in Figs. 7a and 7b. In addition, Figs. 7c and 7d show the
equatorial and meridional sections of the reconstructed patterns. In
principle, the reconstruction process (Eq. 5) involves an infinite
series. Clearly for a highly anisotropic pattern a convergent series
will require a large number of terms whilst for a system with a low
level of anisotropy, a few terms will be sufficient. For this particular
example we have followed two routes. The first is use a large
number of terms, we found �11 sufficient in the decomposition and
fitting process. The second approach was to recognise that fewer
terms are required for convergence for the PP component; we
found 4 were sufficient. This enabled the PP component 2-d
scattering pattern to be reconstructed and the equivalent LCP
patterns was found by a simple difference. We found that both
procedures gave equivalent patterns, those shown here were derived
using the first approach with 11 terms.

The reconstructed 2-d scattering pattern for the LCP compo-
nent shows an intense peak on the equator at jQj ¼ 1:42 Å�1 with a
shoulder at jQj ¼ 1:98 Å�1 and a weaker peak at jQj ¼ 3:0 Å�1,
with three peaks on the meridian at jQj ¼ 1:42, 1.98 and 3.0 Å�1.
It can also be seen that the peak on the equator extends parallel to
the meridional section reflecting the high level of preferred
orientation in the LCP component. The reconstructed 2-d
scattering pattern of the PP component is close to being isotropic
but not quite as can be seen from the halo patterns and the
equatorial and meridional sections. It is salutory to compare these
extracted patterns with the type of patterns initially recorded, for
example Fig. 1. It is difficult to imagine how we might have started
to make such a separation using the original 2-d scattering patterns.

Fig. 7 The reconstructed
patterns for the LCP (a) and
PP(c) components extracted
using the procedure described in
the text for the scattering of a
drawn polypropylene film sample
containing 10 wt% LCP shown
in Fig. 5; and sections taken at
a ¼ 0� and 90� of the patterns
shown in Fig. 7a (LCP - b) and
Fig. 7c (PP - d)
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The overlapping nature of the features and the partial level of
preferred orientation make any direct separation process fraught
with difficulty. In contrast, the procedure described here using the
spherical harmonics approach is straightforward and simple to
apply.

The availability of the scattering patterns for each component of
the composite makes analysis of the levels of preferred orientation
particularly straightforward. The feature at jQj ¼ 1:48 Å�1 which
is most intense on the equator arises from correlations between
chains [1] and the values of the appropriate model parameters and
their dependence on the structure have been discussed in detail by
Mitchell et al [12]. Using Eq. 12, the equatorial scattering feature at

jQj ¼ 1:48 Å�1 and a value of P m
2 ðcos aÞ ¼ �0:5, we obtain values

for the orientation parameter <P2ðcos aÞ > of 0.78 and 0.69 for the
films of PP/10%LCP with draw ratios of 30 and 9.6. These are
typical of values observed for films prepared from related LCPs
[16]. Analysis of the PP component using the feature at

jQj ¼ 1:05 Å�1 as a hk0 reflection yields values of <P2ðcos aÞ >
for the PP component for both films of �0:01.

Decomposition without pure phases

The approach described above has two stages, the first involves
representing the 2-d scattering pattern as a series of 1-d functions.
The second stage is the separation of the spherical harmonics into
the contributions for each component. The 1-d nature of each
function considerably simplifies the separation process. For
isotropic samples, for example the measurement of crystallinity in
semi-crystalline polymers, there are well established procedures for
the separation of components based upon the shape of the peaks.
Typically crystalline peaks are rather sharp whereas the amorphous
component will exhibit rather broad peaks. Fig. 8 shows, as an
example, this approach applied to the function I2ðjQjÞ for the data
obtained for the PP/15%LCP film shown in Fig. 1. A number of

Gaussian peaks are fitted to the data using nonlinear least-squares
techniques. The dominant LCP at jQj �1:4 Å�1 is reproduced

along with the PP component at jQj �1:1 Å�1. This suggests that
peak fitting used in conjunction with the spherical harmonic
description represents a useful method when the harmonics from
aligned samples of the pure phases are not available or cannot be
calculated [8]. Clearly the use of any other data is a considerable
advantage, but Fig. 8 illustrates the potential for progress with an
ab-inito approach and work is in hand to develop this approach.

Conclusions

We have introduced a methodology to evaluate the
orientation parameters of anisotropic composite sam-
ples. We can represent the 2-d x-ray scattering patterns
from the aligned samples as a series of spherical
harmonic functions without loss of information. We
show that each of these series of spherical harmonics is
the linear combination of the equivalent functions for the
pure aligned samples. The weighting factors depend on
the composition and the levels of preferred orientation. If
the harmonic functions for a perfectly aligned pure
sample are available or can be calculated, the level of
preferred orientation may be derived directly from the
weighting factors. This requires such base functions to
arise from a sample or model with the same structure.
The spherical harmonic representation makes such
comparison for patterns with differing levels of anisot-
ropy a straightforward procedure. The orientation
parameters can be easily obtained by analysis of the
extracted functions. The complete scattering patterns for
each component can also be reconstructed from the
extracted spherical harmonic functions. We have dem-
onstrated the efficacy of this new approach using the
scattering data from a polypropylene/liquid crystalline
polyester molecular composite. This type of sample with
broad overlapping peaks and modest levels of anisotropy
presents a challenging problem. We have shown that this
new approach can succesfully cope with such challenges.
It is clear that the availability of data from aligned
samples of the pure components considerably simplifies
the analysis process. We have shown that there is
potential for an ab-initio approach for the more general
problem. This methodology is not limited to wide-angle
x-ray scattering patterns and there are clear possibilities
and advantages of applying the same approach to the
small-angle x-ray scattering patterns of multiphase
samples and such work is in hand.
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Fig. 8 An example of peak fitting applied to the spherical harmonics,
I2 derived from the data for a drawn polypropylene containing 15
wt% LCP shown in Figure 1 where the solid line is the experimental
spherical harmonic, the broken line the result PP of the non-linear
least squares fitting procedure; the other lines represent the individual
Gaussian peaks as indicated on the figure
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Introduction

Classical transcrystallisation
and polypropylene composites

It is well known [1] that polypropylene (PP) is
distinguished by its strong ability to form transcrystal-
line layers in its short-glass fibre reinforced composites.
These transcrystalline layers represent columnar struc-

tures, grown in radial direction away from the central
core fibre. Their radial extension is about several tenths
of a micron. They can easily be observed in a polarised
light microscope on thin cuts in longitudinal direction.
It is noteworthy that at larger distance from the glass
fibres the PP matrix crystallises completely isotropic.
Outside the columnar transcrystalline structures there is
no macroscopic preferred orientation of the polymer
chains.
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Abstract Transcrystallisation in-
duced by annealing in the polypro-
pylene (PP) component of
nanostructured polymer-polymer
composites (NPC) was studied for
two different polymeric fillers. In
contrast to the typical narrow
columnar transcrystalline regions
around filler fibres in common glass-
fibre reinforced PP, volume-filling
transcrystallisation was observed for
both of the polymer fillers, thus
resulting in reorientation of the PP
matrix crystals instead of an ex-
pected isotropisation. Two cold-
drawn blends of PP with poly(ethyl-
ene terephthalate) (PET) or polyam-
ide 66 (PA66), respectively, namely
PET/PP and PA66/PP both in a ratio
of 50/50 wt.% were investigated by
means of wide-angle X-ray scattering
(WAXS) of synchrotron radiation
during heating, melting of only the
low-melting component (PP) at
200 �C yielding an isotropic melt,
and subsequent crystallisation upon
cooling. A strong epitaxial effect of

the persistent embedded microfibril-
lar component (PET or PA66) on the
non-isothermal crystallisation
behaviour of PP during its cooling to
room temperature was found. The
composites obtained after such
thermal treatment represented
anisotropic semi-crystalline nano-
composites, in which the PP crystal-
lites were reoriented. The ultimate
structure for the PET/PP blend
exhibited crystals with their molecu-
lar axis tilted at approx. 49� with
respect to their initial orientation
(parallel to the fibre axis). In the
PA66/PP blends the ultimate struc-
ture returned to the initial orienta-
tion of the PP chains parallel to the
fibre axis, but with a broadened
orientation distribution. Results of
similar studies on other blends are
reviewed.

Keywords Transcrystallisa-
tion Æ Blends Æ PET/PP Æ PA66/PP Æ
Reorientation Æ Synchrotron
radiation



Conditions precedent to transcrystallisation

In general, transcrystallisation takes place if heteroge-
neous nucleation occurs with sufficiently high density
along the fibre surface and the resulting crystal growth is
restricted to the lateral direction. The transcrystallisation
is a function of nucleating activity of the fibre surface and
crystallisation kinetics of the resin matrix. A literature
survey [2] states that the fibre surface tends to induce
nucleation of matrix material under at least one of the
following conditions: (i) a topographical match between
the fibre and the matrix; (ii) a thermal conductivity
mismatch between the fibre and the matrix; (iii) an
extensional flow field developed by processing condi-
tions, or (iv) a high surface free energy on the fibre.

Structures found in transcrystalline regions

Depending on the interaction mechanism between the
reinforcing microfibrils and the surrounding matrix,
literature reports various arrangements of structure.
For instance, in cellulose/PP composites, the PP chains
of the matrix are found to be parallel to the fibre axis [3].
The same arrangement dominates in some advanced
polymer composites based on polyetherketoneketone
and polyetheretherketone reinforced by carbon, Kevlar,
or glass fibres [2].

In a detailed study on the interfacial interaction
between Kevlar filaments and a polyamide 6 (PA6)
matrix crystallised from the melt, two kinds of trans-
crystalline zones have been observed around the filament
surface [4]. It has been confirmed by polarising light
microscopy, microbeam X-ray diffraction, and transmis-
sion electron microscopy that the PA6 chains crystallise
epitaxially. In this case the a* and a axes of PA6 are
directed along the radius of the Kevlar filament in the
interfacial and intermediate zones, respectively. The b*
axis (molecular axis) and the c axis rotate around the a*
or a axis [4].

In a more recent study [5] on aramid and carbon fibre
reinforced PA66 composites, atomic force microscopy
reveals radial regularity in the transcrystalline layer,
relative to the fibre, and X-ray diffraction investigations
of the isolated layer suggest that the polymer chain is
oriented predominantly perpendicular to the fibre axis.

Moreover, Seth and Kempster [6] study blends of
polyamide 11 (PA11) and PP. Different orientations of
PP crystallites are reported in dependence on the PA11
content in the blend. The c-oriented unit cells predom-
inate in the range 5–40% PA11, but a second mode of
crystallisation with unit cell a-directions parallel to the
FA occurs alongside the c-oriented mode. The third
mode, with unit cell [101]-directions parallel to the FA
appears to be present to some extent throughout the
series, but only becomes significant in the blends with

more than 40% PA11. The proportion of the third mode
then increases with the amount of PA11 present [6]. It is
suggested that the third orientation of PP crystallites is
the result of epitaxy on portions of the PA11 fold surface
at the interface between the two components [6]. The
orientation of PP crystallites in the as obtained thread is
found to depend on the amount of PA11 present, and no
reorientation due to recrystallisation is reported in this
paper [6].

New focus on transcrystallisation studies

The nucleation of a transcrystallised region on the rein-
forcing fibre is thought to be central to the improve-
ment of some composite properties [7]. The
contribution of these transcrystalline layers to the
improvement of the adhesion between the matrix and
the reinforcing component as well as their effect on the
entire mechanical behaviour of PP-based glass-fibre
reinforced composites is extensively studied[1]. Unfor-
tunately, this is neither the case for the orientation of
PP macromolecules with respect to the axis of the
reinforcing fibres in the transcrystalline layers, nor for
the effect of a variation of the substrate material (in the
most common cases it consists of glass fibres) on this
orientation.

Advanced tools for the study of transcrystallisation

The reason might be that the most common technique
for determination of molecular orientation, the classical
X-ray diffraction, is not applicable to a bulk PP
composite that is organised as it is described above,
because the scattering from the relatively thin trans-
crystalline layers is masked by the scattering from the
relatively huge amount of the isotropically crystallised
PP matrix.

An advanced X-ray study of thin longitudinal slices,
on the other hand, requires a high spatial resolution, i.e.
the use of microbeam X-ray diffraction as is reported on
investigation of various polymorphic modifications of PP
after deformation[8]. A different approach for examining
the same problem is a time-resolved synchrotron radia-
tion X-ray diffraction study starting from samples in
which PP is in molten state, whereas the fibrous substrate
is solid. Studying such samples during cooling by
application of a technique that is able to register chain
orientation in real time with short exposure and short
cycle time between successive snapshots, should yield
results concerning the evolution of epitaxial chain
orientation during the very first stage of the crystallisa-
tion process, i.e., when the major fraction of the
crystallised PP is found close to the oriented substrate
where the interaction is strong.
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Transcrystallisation with reorientation

In fact, this approach was explored some time ago on the
system poly(ethylene terephthalate) (PET) melt-blended
with polyamide 12 (PA12) and cold drawn [9]. After
selective melting of the PA12 component at 220 �C, when
the WAXS pattern indicated a completely isotropic
amorphous halo and the PET reflections remained highly
oriented, the subsequent cooling to room temperature
lead to the quite unexpected result that the PA12 did not
undergo isotropisation. During the cooling stage the
major fraction of PA12 crystallised anisotropically, but
did not preserve its original orientation, i.e., with the
direction of the chains parallel to the drawing direction
(i.e. the fibre axis, FA). Instead, the chains in the crystals
turned perpendicular to FA. A process of transcrystalli-
sation with reorientation [9] had been observed for the
first time. A respective reorientation phenomenon upon
temperature treatment was recently reported by Schmidt
et. al. [10] resulting from analogous processing of a
polyethylene/PP blend. It appears important to remind
that the reported transcrystallisation with reorientation
takes place on a highly crystalline polymericmicrofibrillar
substrate (PET or PP, respectively), as has been docu-
mented by means of scanning electron microscopy [11].

Nanostructured Polymer-polymer composites

As a matter of fact, both the last-mentioned systems
PET/PA12 and polyethylene/PP belong to the class of
nanostructured polymer composites (NPC) [11–15], in
which the polymer matrix is reinforced by polymer
nanostructures of microfibrillar type [11]. In contrast to
the common glass-fibre reinforced composites where the
polymer is melt-blended with fibres, the NPCs are
prepared by melt-blending of two polymer components
(distinguished by different melting temperatures), fol-
lowed by cold drawing of the blend, aiming at a high
degree of orientation. An essential step of the NPC
manufacturing is the thermal treatment of the oriented
blend at temperatures between the melting temperatures
of the two blend components. This treatment results in
melting of the lower melting component. Upon sub-
sequent cooling we frequently have observed isotropisa-
tion, i.e. the melted component recrystallises, but not
again in oriented state as proved by WAXS tests [12, 15].
In this way only preserving the microfibrillar nanostruc-
ture and orientation of the higher melting component,
the NPC is produced.

Variation of the substrate

Taking into account two facts, namely the strong ability
of PP to form transcrystalline layers in the fibre

reinforced composites [1, 8] and the emerging technical
possibility to study the very early crystallisation stages by
means of two-dimensional X-ray scattering from syn-
chrotron source in order to determine the chain orien-
tation [9] it appears challenging to, as well, study the
crystallisation behaviour of PP on a substrate represent-
ing highly oriented polymeric microfibrils. For this
purpose two melt-blended, extruded, and cold-drawn
materials were prepared, namely PET/PP and PA66/PP,
where PA66 stands for polyamide 6.6.

Experimental

Commercial, engineering grade PET (Yambolen, Bulgaria), PA66
(Ultramid, BASF, Germany) and PP (Burgas, Bulgaria) were dried
at 100 �C for 24 h. The blends PET/PP and PA66/PP were prepared
in a ratio of 50/50 wt.% by extrusion in a Brabender single screw
(30 mm diameter) extruder with a length-to-diameter ratio of 25 at
30–35 rpm. The temperature zones starting from the feed to the die
were set to 210, 240, 270, 280, and 240 �C. The extrudate from the 2
mm capillary die was immediately quenched in a water bath at 15–
18 �C. The threads were moved trough the bath by means of two
rubber cylinders (60 mm diameter) rotating at a rate of about
90 rpm.

In the next step the blends were drawn in a tensile testing
machine Zwick 1464 at room temperature and a strain rate of 80
mm/min to a draw ratio k = 3.6–4.0, which resulted in a final
diameter of about 1 mm, followed by annealing at 140 �C for 6 h
with fixed ends in a vacuum oven.

WAXS patterns of these samples were obtained using synchro-
tron radiation from beamline A2 of HASYLAB in Hamburg,
Germany. The sample-to-detector distance was set to approx. 150
mm. Diffraction patterns were registered on image plate. The
exposure time was between 10 and 30 s. Scattering angle calibration
was carried out by means of a PET standard. The observed
reflections were identified with the aid of crystallographical data and
scattering patterns from neat PP, PET, and PA66 samples [16–18].

In order to characterise the orientation of the PP crystallites
before and after the recrystallisation, the azimuthal angle ahkl of
each reflection (hkl) on the respective pattern was measured.
Bearing in mind that, before the recrystallisation, the PP-crystal-
lites are oriented with the c–axis coinciding with FA, the indices of
the plane perpendicular to the [001] direction were found after
resorting to reference literature[19]. In order to find the orientation
of the PP crystallites after the recrystallisation, the angles qhkl
between (hkl) and the plane normal to FA, characterising the new
orientation, were calculated from the measured angles ahkl and the
Bragg’s angle hhkl according to Cullity [20])

cos qhkl ¼ cos hhkl cos ahkl: ð1Þ

Searching for low-index planes to be perpendicular to the FA,
theoretical values for ahkl were calculated on the basis of the alpha-
PP unit cell parameters (a = 6.65 Å, b = 20.96 Å, c = 6.5 Å; b =
99.33� [21]) by varying the corresponding indices until a satisfac-
tory match between the measured and calculated values of ahkl was
found.

Results and discussion

Results are displayed in Figures 1 and 2 for the system
PET/PP and in Figure 3 for the system PA66/PP. For
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both blends WAXS patterns were taken during equiva-
lent stages of the thermal processing. First, such patterns
were recorded at room temperature (Figures 1a and 3a),
followed by patterns taken at 200 �C (Figures 1b and 3b),
i.e., well above the melting temperature of PP (171 �C).
After cooling down to room temperature new patterns
were taken (Figures 1c and 3c). Then a similar cycle was
started, in which the PP was kept in the molten state for a
longer period of time.

Figure 1a exhibits a very well expressed fibre texture
for both components of the PET/PP blend in accor-
dance with the expectation for a highly drawn and
annealed blend of semicrystalline polymers. Several PP
reflections are well distinguished. From the position

and the number of reflections it is concluded that PP
exists only in a-modification with its c-axis parallel to
the FA. The same chain axis orientation is found for
the PET component. Nevertheless, in Figure 1a the
WAXS reflections arising from both components, PET
and PP, overlap to a great extent. In Figure 1b, on the
other hand, the PP is molten and only the PET
reflections are observed. Thus, before studying the PP
reflections in detail, we separated the two contributions
to Figure 1a by a weighted subtraction of Figure 1b
from Figure 1a after proper scaling. For this purpose
we used the commercial scientific image processing tool
pv-wave[22]. The result of this separation is shown in
Figure 2a. Figure 2b was obtained in a similar way by

Fig. 1 Wide-angle X-ray scatter-
ing patterns of PET/PP blend: a)
initial sample, pattern taken at
room temperature, b) after 1
hour at 200 �C, pattern taken at
200 �C, c) after 1 hour at 200�C,
pattern taken at 30�C, d) after 2
hours at 200 �C, pattern taken at
200 �C (Miller indices of PET
indicated), e) after 2 hours at
200 �C, pattern taken at 30 �C
and f) after 5 min at 280 �C,
pattern taken at 30 �C. The fibre
axis (FA) is vertical
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Fig. 2 Scattering patterns of
PET/PP blend obtained by: a)
subtraction of the scattering
pattern taken at 200 �C (Figure
1b) from the scattering pattern
taken at room temperature (Fig-
ure 1a); (b) subtraction of the
scattering pattern taken at 200 �C
(Figure 1b) from the scattering
pattern taken at room tempera-
ture after melting at 200 �C
(Figure 1c). Miller indices of
a-PP are presented. The fibre
axis (FA) is vertical

Fig. 3 Wide-angle X-ray scatter-
ing patterns of PA66/PP blend:
a) initial sample, pattern taken at
room temperature, b) after 1 min
at 200 �C, pattern taken at
200 �C, c) after 1 min at 200 �C,
pattern taken at 30 �C, d) after 10
min at 200 �C, pattern taken at
200 �C, Miller index of PA66 is
presented, e) after 1 hour at
200 �C, pattern taken at 200 �C
and f) after 1 hour at 200 �C,
pattern taken at 30 �C. The fibre
axis (FA) is vertical
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subtracting the scattering pattern taken at 200 �C
(Figure 1b) from the scattering pattern taken at room
temperature after melting and recrystallisation (Figure
1c). Thus the separated patterns from Figure 2 exhibit
the changes in the PP phase due to the applied melting/
recrystallisation cycle.

Only in the subtracted pattern (Figure 2a) the position
of the a-PP [10�6] reflection is detectable. Its position on
the meridian is an independent direct support of the
mentioned c-axis orientation of the PP crystallites, as
deduced from the analysis of several strong reflections
and the a-PP unit cell parameters [21].

In Figure 1b taken at 200 �C after melt annealing for 1
hour, one observes the fibre texture of only PET. The PP
component forms an isotropic amorphous halo, i.e. the
melt of PP is in perfect isotropic state.

After melting of PP at 200 �C and recrystallisation
(Figure 1c) the PP reflections in the WAXS pattern taken
at room temperature are quite different from those in the
patterns already discussed. Taking into account that PP
before cooling is in the molten state and does not show
any orientation (Figure 1b) we expected formation of a
more or less isotropic crystalline phase as a result of non-
isothermal crystallisation during the cooling. Surpris-
ingly, the distribution of PP reflections is rearranged
(better seen in comparison between Figures 2a and 2b).
Similar to two earlier reports on polymer-polymer
composites [9, 10], again a transcrystallisation with
reorientation with respect to the original orientation is
observed.

By application of the fitting procedure described in the
experimental section a satisfactory match between mea-
sured and calculated azimuthal angles, ahkl, was found
for a preferred crystallite orientation in which the (101)
plane is oriented perpendicular to the FA. Using the
crystallographic data of the planes (10�6), (101) and the
indices of the zone axis [010] (according to [20]), an angle
of 49� between FA and the chain direction of the
recrystallised PP was computed. Compared to the first
study of a blend (PET/PA12 [9]) in which reorientation
was observed, we thus observe a different reorientation
angle with the PET/PP blend.

This finding is manifested by the result of the next
experiment during which the same sample was annealed
for a longer time of 2 hours (Figure 1d), followed, again,
by non-isothermal crystallisation during cooling to room
temperature (Figure 1e). The scattering pattern shows
the same features as that of Figure 1c, and the effects
already described are even more pronounced.

It is worth mentioning that the majority of the two-
component blends which are used for manufacturing of
NPC behave in a different way if subjected to melting and
crystallisation of the low-melting component. Generally,
the latter crystallises without a macroscopic preferrential
orientation. Based on WAXS patterns showing only
Debye-Scherrer rings, this isotropisation process is well

documented for the blends PET/PA6 [12], PET/PBT, [12]
and PET/PBT/PA6 [12, 14], where PBT stands for
poly(butylene terephthalate). However, it should be
noted that from these observations one can hardly draw
the conclusion that in the last-mentioned systems [12,14]
transcrystallisation with reorientation is completely
excluded, because for these blends the WAXS patterns
were taken after very long melt annealing times (between
6 and 24 h). Moreover, the patterns were taken by means
of a conventional X-ray source that does not allow real-
time in-situ experiments. Obviously, in these cases the
high crystallinity of the samples [11–15] may have a
masking effect on the transcrystallisation with possible
reorientation as already observed for the blend PET/
PA12 [9].

The difference between both the classical fibre-rein-
forced materials [2, 4, 7] as well as the commonNPCs [12,
14] on the one hand, and the reoriented transcrystalline
materials both from earlier work [9, 10] as well as from
the present study is notable. The results of the in-situ
measurements indicate that in the second case the
oriented crystallisation emanating from the PET micro-
fibrils is propagating through almost the complete matrix
volume before the usual spherulitic crystallisation is
activated. There may be several reasons for the domi-
nance of the orienting crystallisation process. The
crystallisation emanating from the fibrillar inclusions
may (i) start earlier (at lower undercooling) than the
spherulitic growth, (ii) may propagate faster than the
spherulite, (iii) may propagate at a constant high speed, if
the common transcrystallisation was slowed down dur-
ing its propagation (e.g. due to accumulation of defects).
In order to investigate this competition of two crystal-
lisation mechanisms, in-situ studies with novel two-
dimensional detectors are required.

The assumption about the crucial role of oriented
PETmicrofibrils for the crystallisation and orientation of
the low-melting blend component can easily be checked
by extinguishing them. For this purpose the blend was
heated up to a temperature well above the melting
temperature of PET. In Figure 1f the WAXS pattern
taken at 30 �C is shown; after having kept the PET/PP
blend at 280 �C for 5 min and having cooled the sample.
One observes isointensity circles which are characteristic
for the crystallites of the two homopolymers and
demonstrate that both the components crystallise in
isotropic state during cooling.

The results from the PA66/PP blend are somewhat
different. The WAXS patterns are taken in the same way
as in the previous case and are shown in Figure 3. In the
patterns taken at 200 �C, where PP is molten, one
observes an isotropic amorphous halo and crystalline
reflections of only the semicrystalline PA66 oriented
parallel to FA (Figures 3b, 3d and 3e). Thus up to this
stage the evolution of the PA66/PP material is the same
as that of PET/PP (Figure 1).
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After the finalising non-isothermal crystallisation
step, on the other hand, there are considerable differ-
ences. As compared to the data of the PET/PP material,
the arc-shaped PP reflections in Figures 3c and 3f are
much wider than the almost point-shaped reflections of
the PET/PP material. Thus although we observe the
return of an oriented PP matrix (reorientation) as well,
the orientation distribution of the corresponding crystals
is much wider for PA66/PP than in the case of PET/PP.
This finding allows one to conclude that the orienting
effect of PA66 fibrillar nanostructures on the crystallisa-
tion of PP from the melt is much weaker in comparison
with PET.

Moreover, the positions of the returned PP reflections
have not changed as compared to the initial cold-drawn
thread (Figure 3a). Thus the PA66 induces oriented
crystallisation of the isotropic PP melt with the chain
axes, again, parallel to the chain axes of the PA66 filler
fibrils.

Conclusions

The WAXS method utilised with synchrotron radiation
offers the possibility to observe the initial stage of
crystallisation and to draw important conclusions on this
process as well as to gather detailed crystallographic
information. Similarly to the previously studied cold
drawn PET/PA12 blend [9] one observes in the present
case a strong epitaxial effect of the nanostructures of
microfibrillar type (PET) on the non-isothermal crystal-
lisation behaviour of PP during its cooling from 200 �C
to room temperature. Thus, the cold drawn and annealed
blends of PET/PP and PA66/PP represent highly aniso-
tropic crystalline structures. Finally, the observed orien-
tation effect due to transcrystallisation with reorientation
is more uniform in the system PET/PP in comparison to
the PA66/PP system, which indicates a stronger epitaxial
effect of the microfibrillar nanostructures of PET than
that arising from the PA66 microfibrils.

Reviewing the results concerning the crystallisation in
an isotropic polymer melt containing oriented embedded

core filaments (different polymer microfibrils, glass fibres
etc.) we have found competition between the isotropic
crystallisation (spherulitic, three-dimensional, spreading
from points in space) and the anisotropic transcrystalli-
sation emanating from straight lines in space, namely the
core filaments represented by the filler particles. More-
over, as the result of transcrystallisation we have found
several variants of anisotropy. In order to understand
both the process of competition and the mechanisms that
control the formation of the different anisotropic struc-
tures the essential steps of NPC preparation should be
studied in-situ in time-resolved studies. For such in-depth
studies by means of synchrotron radiation modern two-
dimensional CCD detectors are presently becoming
available. Studies with a cycle time of 30 s should then
be possible at almost every synchrotron source and yield
WAXS patterns with sufficient accuracy even to carry
out quantitative analyses of crystallite orientation distri-
butions, ultimately using theoretical approaches devised
in several papers of Ruland, e.g.[23–25]. If the results of
corresponding studies would show that a continuous
recording of structure evolution were necessary, high-
brilliance synchrotron radiation sources are required. As
a result of such studies one should finally become able to
control the nanostructure formation during the physical
NPC formation steps in order to manufacture advanced
polymer materials. The wide spectrum of possibilities
concerning the structure of NPCs can already be
anticipated both based on the reviewed and the newly
reported results.
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Introduction

Whenever a polymeric material or a blend of several
polymers is first partially molten and then recrystallised,
the newly forming crystals may grow epitaxially from the
conserved entities. This so-called transcrystallisation

process has a considerable effect on the bonding between
the afore molten matrix phase and the conserved entities,
and therefore on materials properties[1]. In the first part
of this study [2] the transcrystallisation phenomenon was
discussed in detail. It was shown that it is an important
characteristic feature of all polymer composites, partic-
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Abstract In the present second part
of the study it is shown that polymer
microfibrils are able to promote
transcrystallisation of the surround-
ing polymer matrix in agreement
with the results of an X-ray study
reported in the first part. Polymer
blends (microfibrillar-reinforced
composites, MFC) containing mi-
crofibrils of poly(ethylene tere-
phthalate) (PET) in a matrix phase
consisting of polypropylene (PP)
were studied by means of transmis-
sion electron microscopy (TEM),
scanning electron microscopy (SEM)
and environmental scanning electron
microscopy (ESEM) after melting
and crystallisation of only the matrix
phase polymer in an injection
moulding process. Collective
preferred orientation of layers was
observed in the PP matrix in trans-
crystalline zones grown epitaxially
from the PET microfibrils. With
respect to these microfibrils the
lamellar stacks are oriented in per-
pendicular direction. The range of
collective layer orientation along the
longitudinal direction of a microfi-
bril was found to be very long.
ESEM exhibits layers which appear

to be stacked, two-dimensional
spherulites with a diameter of several
microns. TEM micrographs show a
transcrystalline zone around the
PET microfibrils containing stacked
crystalline PP layers. The lateral
extension of these zones is restricted
to a region narrower (100–200 nm)
than that observed in respective
MFC fibre materials (cf. Part 1) in
which the matrix phase polymer was
molten and crystallised more slowly
and under quiescent conditions. The
differing results of ESEM and TEM
concerning the extension of the
transcrystalline zone can be ex-
plained on the basis of a complex
model by Bassett (dominant crystal-
lites close to the nucleating microfi-
bril and subsidiary crystallites
farther out). The addition of a
compatibiliser to the PET/PP blend
completely inhibits the formation of
transcrystalline layers in samples
with MFC structure.

Keywords Transcrystallisation Æ
Lamellae Æ Blends Æ PET/PP Æ
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ularly those reinforced with such kind of fibres that show
a considerable nucleating power concerning the matrix
crystallisation. In our studies the required fibres are
prepared in a process starting from co-extrusion of two
polymers with different melting temperature that finally
results in microfibrillar reinforced composites (MFC).
The MFC represent a new type of polymer-polymer
composite where the isotropic matrix is reinforced with
microfibrils of another polymer [3–7].

Fibres blended into a polymer matrix may nucleate
matrix material crystallisation and thus induce peculiar
crystalline morphologies in the surrounding zone,
which are different from the morphology in the bulk
[1]. Such a zone is called ‘‘transcrystalline layer’’. An
early electron microscopic study on polypropylene (PP)
[8] evidenced columns of crystalline and amorphous
layers around a ‘‘central linear thread’’ with long
periods of 12–14 nm. This ‘‘shish-kebab’’ structure (in
which two components of a polymer–polymer blend are
discriminated not by their chemical structure but by
extremely different molecular weight) is, in fact,
nothing but a transcrystalline morphology. In a later
paper [9] the same group studied the propagation of
crystallisation from ‘‘linear instead of point-nuclei’’
emerging from high molecular weight polyethylene
(PE) fibres immersed in linear low-density polyethylene.
Concerning the diameter of the transcrystalline zone
around the central fibre they proposed that ‘‘accumu-
lation of rejected species ahead of the growth enve-
lope’’ should lead to the breakdown of correlated
crystal growth that is typical for the transcrystalline
zone. The basic principle of this idea was already put
forward in an early paper of Bassett and Patel [10]
which states that during growth front propagation at
first ‘‘dominant lamellae’’ are formed, which are
followed by imperfect crystallites in ‘‘subsidiary lamel-
lae’’. An in-situ X-ray study of polymer crystallisation
that supports such an idea of two crystallisation
mechanisms can be found elsewhere in this special
issue [11], and another paper [12] from this special issue
is devoted to in situ X-ray studies of shish-kebab
crystallisation in PE-blends similar to the ones used by
Bassett [9]. The goal of all these efforts is the tailoring
of the properties of thermoplastic materials after
understanding their complicated issues of structure
and processing. Detailed insight concerning these
interrelationships is progressively achieved by means
of newly developed advanced equipment (e.g. Environ-
mental scanning electron microscopy (ESEM) or syn-
chrotron radiation).

Transcrystallisation takes place in the matrix compo-
nent whenever heterogeneous nucleation occurs with
sufficiently high density along the fibre surface. In this
way, the resulting crystal growth is restricted to the
lateral direction, away from the microfibrillar core.
Transcrystallisation is a function both of the nucleating

activity of the fibre surface, and of the crystallisation
kinetics of the matrix resin. The phenomenon is well
known for the case of polymer composites that are either
reinforced by carbon fibre or surface-treated glass fibre
[13] and has also been observed in composites in which
the reinforcement is based on polymeric fibres like
cellulose [14], Kevlar [15] and others [16].

For such polymer-polymer composites complete
melting of all blend components and subsequent
crystallisation should lead to an isotropic material in
which the crystallites of both components are oriented
at random. This behaviour has been demonstrated in
part 1 [2] by means of wide-angle X-ray scattering
(WAXS) for the drawn blend poly(ethylene terephthal-
ate) (PET) / PP (40/60 by wt.). It was found that after
melting the blend at 280 �C completely, the subsequent
non-isothermal crystallisation during the cooling down
to room temperature (RT) takes place in an isotropic
manner, i.e. the initially very high uniaxial orientation
of both the PET and the PP is totally lost. Quite
different is the situation when an intermediate melting
temperature (200�C) is chosen, and thus only the lower
melting component (PP) of the blend is molten.
According to the WAXS data, then its non-isothermal
crystallisation takes place with a well-expressed prefer-
ential orientation of crystallites (under an average angle
of 49�) with respect to the initial orientation direction
(fibre axis, FA). Thus this phenomenon may be called a
‘‘transcrystallisation with reorientation’’, as it has
already been well documented for the system PET/
polyamide 12 (PA12) [17].

For the last-mentioned drawn PET/PA12 blend it
must be stressed that the WAXS patterns have been
taken continuously during the cooling down, and the
crystallisation has thus been followed in real-time. From
the series of scattering patterns it has been concluded [17]
that for this material the crystallisation with reorienta-
tion takes place only at the very first stages of crystal-
lisation, i.e. during the period in which the predominant
fraction of already crystallised PA12 material is found
close to the un-molten PET microfibrils, whereas the
later stages of crystallisation are proceeding in the bulk
and are producing randomly oriented crystals, the
Debye-Scherrer rings of which are increasingly masking
the arc-shaped reflections from the minor volume
fraction occupied by the transcrystalline material.

This situation was later confirmed on the system PET/
low density polyethylene (LDPE). By means of trans-
mission electron microscopy (TEM) on stained thin
sections the transcrystalline morphology was resolved on
a lamellar level [18]. The TEM observations demon-
strated that close to the PET microfibrils the PE lamellae
are not only parallel to each other, but also oriented
perpendicular to the microfibrils surface in contrast to
the bulk, where the lamellae are oriented at random [18,
19].
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These observations were recently supported by those
of Li et al. [20] who reported similar results for samples
of PET/isotactic polypropylene (iPP) characterised also
by a MFC-structure although obtained in a slightly
different way (slit dye extrusion with hot drawing [21]).

Coming back to the results on PET/PP reported in
Part 1 [2] it should be stressed that the WAXS patterns
have been taken in a ‘‘post mortem’’ mode, i.e. after the
completion of the crystallisation process. For this
reason, starting from the reported results [2], it is
hardly possible to derive reliable conclusions regarding
the stage of the crystallisation process when this well-
documented reorientation of crystallites takes place.
Some useful information in this respect can be obtained
from TEM analysis on stained thin sections, where the
arrangement of the PP lamellae can be identified as a
function of their distance from the PET microfibrils. In
fact, this task is the goal of this second part of our
systematic study on the transcrystallisation phenome-
non in oriented polymer blends and systems distin-
guished by a MFC structure.

Experimental

Materials

Microfibrillar reinforced composites for this investigation were
prepared from PET, iPP and a compatibiliser. The compatibiliser
used was ethylene glycidyl methacrylate (E-GMA) (type Lotader
AX 8840, a commercial product of Atochem, France). Recycled
material from PET bottles (type FR 65, with a melting
temperature (Tm) range of 236–252 �C, supplied by Rethmann
Plano GmbH, Germany) was used as the reinforcing component.
The matrix-component iPP was provided by Basell, Germany
(type Novolen with melt flow index 5). The blends PET/iPP were
prepared in a 40/60 wt ratio. Compatibiliser content was varied
between 0 and 9 wt.-%.

MFC manufacturing comprised melt blending of the two
immiscible blend components at high temperature and extrusion
in a co-rotating twin-screw extruder, followed by a fibrillation
process achieved by cold drawing. The highly drawn filaments were
chopped and, finally, converted to ‘‘dog bone’’ test specimens via
injection moulding (Kloeckner Feromatik FM20) under industri-
ally relevant conditions. During this stage the maximum processing
temperature was 200 �C.

Characterisation techniques

Scanning electron microscopy (SEM)

SEM observations were performed on a JEOL JSM 5400 SEM with
an accelerating voltage of 20 kV. As-drawn samples were fractured
in liquid nitrogen for observation of their surface. Part of these
samples was treated with boiling xylene, a selective solvent for PP,
in order to remove this component. All the samples were coated
with a thin gold layer prior the SEM analysis.

Environmental scanning electron microscopy (ESEM)

A FEG XL30 Philips ESEM was used for morphological
observation of the injection moulded samples. Flat surfaces were
prepared by cutting the samples at )100 �C along the injection
moulding direction. A wet mode at 0.2 Torr water pressure and
accelerating voltage of 15 kV was chosen for the observation.
The signal was recorded using a detector for backscattered
electrons.

Transmission electron microscopy (TEM)

For the TEM observations a JEM 2010 JEOL microscope at 200
kV accelerating voltage was used. Ultrathin sections of 80 nm
thickness were cut by means of an ultramicrotome ‘‘Leica Ultracut
UCT’’ after staining the bulk sample in RuO4 vapour overnight.

Results and discussion

MFC without compatibiliser

Figure 1 shows SEM micrographs reflecting the blend
morphology after each of the first two essential stages of
MFC manufacturing – the melt-blending in an extruder
and the subsequent cold-drawing step imprinting orien-
tation of the two blend components.

The picture on Figure 1a is obtained from the
cryofracture of the as-extruded PET/PP blend. The
typical morphology for a well homogenised blend of
two immiscible polymers is observed, characterised by
spherical particles with diameters of several microns
(average around 5 lm).

Figure 1b shows PET microfibrils obtained via
selective dissolution of PP (by boiling xylene) from a

Fig. 1 SEM micrographs of:
a) cryofracture of PET/PP blend
(40/60 by wt.) after melt blending
and extrusion, b) PET microfi-
brils obtained via selective disso-
lution of PP from the same PET/
PP blend
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drawn PET/PP blend. One observes excellent microfibrils
with diameters between 1 and 3 lm and a length of
several hundreds of microns (almost no fibril ends are
observed). Such microfibrillar morphology is well docu-
mented for various drawn polymer blends [3–7,18–24]
and injection [22] or compression [23,24] moulded
samples with MFC structure. In this new class of
polymer-polymer composites [3–7, 18–24] they not only
play the role of the reinforcement, but also express their
ability to induce transcrystallisation of the respective
matrix polymer (PA12 [17], LDPE [18, 19], iPP [20]).

Figure 2 is an ESEM micrograph which shows the
morphology of the MFC after the final processing step
(injection moulding) at a similar magnification as
Figure 1. The PET microfibrils appear bright in the
surrounding PP matrix. As compared to Figure 1
however, their shape is altered as a result of this last
processing step. Although the majority of the PET
microfibrils are aligned in the direction of the melt flow
during injection moulding (vertical), some of the
microfibrils are not. Thus after cutting parallel to this
direction and taking a micrograph they either appear as
bright short lines or even as dots only.

It is known that exposure of semicrystalline poly-
mers to electron beam provokes radiation-induced
changes in the structure [25], e.g. mass loss, chain
break or cross-linking in the amorphous phase. As a
result, contrast enhancement is frequently observed in
spherulites as a function of radiation dose, thus
increasing the visibility of the lamellar morphology.
The fact that the ESEM does not require the coverage
of the sample with a thin metal layer offers the
opportunity to in situ observe the varying contrast of
the semicrystalline PP morphology as a function of
radiation dose.

As shown in Figure 3, after a short irradiation in the
electron beam, well-defined columns built from stacked
‘‘two-dimensional spherulites’’ (which are supposed to
contain high amounts of lamellae of crystalline PP) with
an average diameter of 1–4 lm can be distinguished
around the PET fibrils. The formation of such structures
can be attributed to collective oriented growth of PP
crystallites away from the PET fibrils into the thermo-
plastic matrix, thus forming some kind of transcrystalline
zone. For PP such morphology has early been evidenced
by Monks et al. [8]. The growing crystalline PP layers,
built up along the PET fibrils, impinge upon one another
and cannot develop to larger dimensions. This situation
is well-known and repeatedly documented by polarising
light microscopy particularly for fibre reinforced PP
[1, 13, 14, 16, 26].

A much higher magnification is possible, if ultra-thin
stained sections are studied in a TEM instrument. The
TEMmicrograph in Figure 4 exhibits the organisation of
the crystalline entities on a much finer level. Here the
crystalline lamellae of the PP matrix are resolved. The
bright regions in the micrograph represent cross-sections
of PET microfibrils. In the PP matrix close to these
regions the crystalline lamellae are extending more or less
in radial direction away from the PET surface, whereas
far from the microfibrils (in the bulk) the layer orienta-
tion appears to be no longer correlated to the surface
normal of the microfibrils and resembles the typical
morphology of a–iPP bulk material. The fact that the
transcrystalline layers obviously are not covering the
PET microfibrils completely on all sides may result from
the irregular shape of the fibrils and from the cutting,
which is not everywhere strictly perpendicular to the
fibril axis.

Figure 5 represents a detail of the transcrystalline
structure as observed in the TEM at a higher magnifi-

Fig. 2 ESEM micrograph of injection moulded PET/PP blend (40/60
by wt.) sample with MFC structure. The observed surface is obtained
via cryo-cutting along the injection moulding direction (vertical)

Fig. 3 ESEM micrograph of the same sample according to Figure 2
after irradiation. Some of the column forming layers are marked by
arrows
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cation. One can clearly see that the individual PP
crystalline lamellae closest to the PET microfibril are
both oriented strongly parallel to each other and at the
same time perpendicular to the microfibril surface. In
cases when two microfibrils lie close to each other, the PP
lamellae are again arranged parallel to each other and
perpendicular to the both surfaces as observed in many
cases (not shown in Figure 5). In all the cases the average
thickness of the individual lamellae is about 8–10 nm and
the width (thickness) of the transcrystalline layer is 100–
200 nm.

Not only samples from the final MFC material were
investigated by SEM and TEM, but also samples taken
after different earlier stages of the MFC preparation
process. Even immediately after the first stage (blend

melt-extrusion) transcrystalline PP layers were found at
the surface of some of the PET spheres. The latter look
very similar to those presented on the TEM micrograph
of Figures 4 and 5. Obviously, the conditions prevailing
during cooling down to RT after the melt blending lead
to formation of transcrystalline layers around the PET
spheres. During cold drawing, i.e. the next step of MFC
preparation, these transcrystalline formations on the
PET-PP phase boundary are destroyed. As already
discussed, transcrystallisation again takes place, when
the blend is cooling down from the intermediate temper-
ature after injection moulding (cf. Figures 4 and 5).

MFC with compatibiliser

Figure 6 shows the TEM micrograph of a PET/PP/
E-GMA composite 40/54/6 containing 6 wt.-% of the
compatibiliser E-GMA. A reduction of the average
diameter of the PET fibrils to 1 lm is observed [27]
and, what is more striking, in comparison to Figure 4,
no transcrystalline zones with lamellae preferentially
extending away from the microfibrils are found. Even
in a magnified image (Fig. 7) the thin layer of oriented
‘‘dominant’’ lamellae [10] that are clearly visible in the
material without compatibiliser (compare to Fig. 5) is
not present on the microfibril surface if compatibiliser
is present. A small–angle X–ray scattering (SAXS)
study [28] during drawing (between 0 and 10% relative
deformation) of PET/PP drawn blends containing
various amounts of compatibiliser demonstrates the
effect of compatibiliser on the MFC nanostructure. An

Fig. 4 TEM micrograph of a stained ultra thin section (perpendicular
to the orientation direction) of injection moulded PET/PP (40/60 by
wt.) blend sample with a MFC structure

Fig. 5 Detail of the lamellar structure in the PP matrix. TEM
micrograph on ultrathin section

Fig. 6 Injection moulded PET/PP/E-GMA (40/54/6 by wt.) material
containing compatibiliser. TEM micrograph of a stained ultra thin
section (perpendicular to the orientation direction) of blend sample
with MFC structure
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extended equatorial streak (void scattering) is typical
for the PET/PP blends without compatibiliser. The
PET/PP/E-GMA blends show equatorial scattering as
well, but the reflection is much shorter, much higher,
and by more than an order of magnitude less intense.
Thus the few holes generated in the blend during cold
drawing are needle-shaped for the material without
compatibiliser, whereas they are shorter, wider and less
pronounced for the material containing compatibiliser.
This result supports the expected role of the compat-
ibiliser, namely that it is enriched in the interphase
between the two blend components where it changes
the delamination behaviour of the components during
cold drawing.

The suggested interpretation of these SAXS and
electron microscopic data [27] assumes that the PET
microfibrils (particularly after the isotropisation of the
second blend component, the PP in the present case)
are coated by a thin layer of the added compatibiliser.
The latter prevents the direct contact between PET and
PP and thus suppresses the epitaxial as well as the
nucleating effect of the PET microfibrils on the PP
crystallisation, i.e. transcrystalline layers can not be
formed and the crystallisation of PP even in the very
close proximity to the microfibrils surface is performed
in the same way as in the PP matrix far from the
microfibril surfaces.

Transcrystalline structure and materials processing

In Part 1 of this study the material, at the beginning of
the last MFC processing step, is a fibre in which the PET
microfibrils are excellently oriented. Then the quiescent
PP matrix is molten, and during the following and
relatively slow cooling stage the transcrystalline nano-

structure is formed. Our WAXS results show that,
obviously, under these conditions the epitaxial nucle-
ation of the PP is very efficient, and as a result the
transcrystalline PP crystallites are able to interfuse a
considerable fraction of the matrix volume before the
ordinary bulk crystallisation sets in.

The measured reorientation effect of the PP matrix
crystallites in the MFC fibre material even requires a
second prerequisite. Not only must the epitaxially
nucleated crystallites be able to interfuse the matrix
volume, but also must the PET microfibrils be well-
oriented, so that the orientation of the crystallites with
respect to their local microfibrils will lead to an
observable global orientation in the PP phase. In general,
such kind of macroscopic orientations of crystal
lamellae or microfibrils cause peculiar materials proper-
ties, as e.g. in the well-established hard elastic materials
[29, 30]. For a systematic study of orientation distribu-
tions in transcrystalline MFC materials as a function of
the processing parameters appropriate methods have
been developed by Ruland [31–33].

Concerning the materials investigated here in Part 2
of the study, the PP matrix is molten as well, but
thereafter the material is injection moulded. Caused
from the melt flow some preferential orientation of the
embedded PET microfibrils is established, and during
the quenching in the mould the observed transcrystal-
line nanostructure is formed. Its constricted transcrys-
talline zones can be explained, if it is assumed that the
advantage of epitaxial nucleation with respect to
nucleation in the bulk is decreased as a result of the
considerable undercooling of the PP melt which is
rapidly established in the moulding process. In this way
the rather thin (around 100 nm) transcrystalline layers
found by the TEM analysis on stained thin sections can
be explained.

Conclusions

The obtained results show that polymer microfibrils of
PET are able to promote transcrystallisation also in a
polypropylene matrix. This is similar to the already
reported cases of PET/PA12 [17] and PET/PE [18–20]
blends. Using TEM on stained ultra thin sections one can
observe the alignment of the crystalline lamellae in the
proximity of the microfibril’s surface. In addition,
imaging with backscattered electrons in ESEM gives
excellent possibilities for investigation of the ‘‘spheru-
litic’’ morphology at an intermediate scale – over the
resolution limit of the light microscopy.

Thus each of the utilised structure investigation
methods is recognising different aspects of the transcrys-
talline structure. The ESEM exhibits that an oriented
growth front propagation away from the line nucleus
may reach out into the matrix for several microns, even if

Fig. 7 Injection moulded PET/PP/E-GMA (40/54/6 by wt.) material
containing compatibiliser. Detail of the typical lamellar structure close
to the PET microfibrils. TEM micrograph on ultrathin section
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(as shown in the TEM micrographs) the oriented and
stacked ‘‘dominant’’ [10] crystalline lamellae are only
found in a zone that is not wider than a few hundred
nanometres. Moreover, in the WAXS patterns trans-
crystallisation is indirectly detected based on preferred
orientation of the growing matrix crystals. A first study
[11] indicates that the distorted ‘‘subsidiary’’ [10] crystals
are oriented at random. Under this assumption WAXS
data should be compared to the data from TEM rather
than to the ESEM results.

Comparing the MFC fibres of Part 1 with the MFC
injection-moulded parts investigated here, different char-
acteristics of the transcrystalline nanostructure and its
orientation with respect to the main axis of the specimen
are found. The observed differences exhibit that the
importance of the process control for the specificity of

the transcrystalline structure should not be underesti-
mated.
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Bösecke P ! Stribeck N
Bualek-Limcharoen S ! Mitchell GR

Burger C ! Keum JK

Celso FL ! Triolo R

Chen H ! Keum JK
Chu B ! Keum JK
Ciccariello S: X-ray and neutron

scattering: classical versus quantum-
statistical relations 20

Cohen Y ! Dror Y

de Schaetzen G ! Goderis B
de. Schaetzen G ! Goderis B
Denchev Z ! Apostolov AA

Dror Y, Salalha W, Pyckhout-Hintzen
W, Yarin AL, Zussman E, Cohen Y:
From carbon nanotube dispersion to

composite nanofibers 64

Evstatiev M ! Apostolov AA

Evstatiev M ! Krumova M
Evstatiev M ! Apostolov AA
Evstatiev M ! Krumova M

Fakirov S ! Apostolov AA
Fakirov S ! Krumova M
Fakirov S ! Apostolov AA

Fakirov S ! Krumova M
Fratzl P, Gupta HS, Paris O, Valenta A,

Roschger P, Klaushofer K: Diffracting

‘‘stacks of cards’’ – some thoughts

about small-angle scattering from
bone 33

Friedrich K ! Apostolov AA
Friedrich K ! Krumova M

Friedrich K ! Apostolov AA
Friedrich K ! Krumova M
Funari SS ! Baltá Calleja FJ
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