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MATHEMATICAL MODELS IN MICROBIOLOGY

M. J. Bazin, Editor-in-Chief

This multivolume series will contain a selection of authoritative articles on the application
of mathematical models to microbiology. Each volume will be devoted to a specialized area
of microbiology and topics will be presented in sufficient detail to be of practical value to
working scientists. A sincere attempt will be made to make the material useful for micro-
biologists with only moderate mathematical training. Under each title a variety of modeling
techniques will be included, and both purely scientific and applied aspects of the subject
will be covered.

The objectives of the series will be to introduce microbiologists familiar with the modeling
approach to new models, methods of model construction, and analytical techniques, and to
encourage those with limited mathematical backgrounds to incorporate modeling as an
integral part of their research programs.



PREFACE

Volume II

The multi-volume series on Mathematical Models in Microbiology presents the appli-
cation of mathematical models to the study of microbial processes and interactions. Phys-
iological Models in Microbiology consists of two volumes. Volume I considers models of
basic growth processes and the effects of environmental factors on microbial growth. Volume
II describes models of secondary processes, in particular, microbial death, spore germination,
chemotaxis, and surface growth.

Chapter 7 provides a treatment of the kinetics of micorbial death resulting from heat,
irradiation, and chemical inactivation and assesses the degree to which a general model may
be applied to microbial death. Chapter 8 describes models for the progress of spore ger-
mination through several stages to the formation of a vegetative cell. A quantitative analysis
of chemotaxis is then provided in Chapter 9, with particular reference to oxygen chemotaxis.
Finally, the growth of microorganisms on solid surfaces is discussed in Chapters 10 and 11.
In the former, the kinetics of cell adsorption and attachment are considered, while Chapter
11 provides models for development of complex biofilms, their metabolism, and processes
involved in their removal.



THE EDITORS

Michael J. Bazin, Ph.D., is a Senior Lecturer in the Department of Microbiology, King's
College, University of London.

Dr. Bazin trained as a teacher at St. Luke's College, Exeter, and taught in secondary
schools in England and the United States. He received his Ph.D. in Zoology from the
University of Minnesota in 1968 after which time he pursued a postdoctoral traineeship in
biomathematics at the University of Michigan.

Dr. Bazin has had wide research interests ranging from sexuality in blue-green algae to
ethnic differences in skinfold thickness. His current major interests revolve around the
application of mathematics to problems in biology and are directed chiefly towards theoretical
biology and biotechnology.

James I. Prosser, Ph.D., is a Lecturer in the Department of Genetics and Microbiology,
University of Aberdeen, Aberdeen, Scotland. Dr. Prosser received his B.Sc. degree in
Microbiology from Queen Elizabeth College, University of London in 1972, and his Ph.D.
from the University of Liverpool, Department of Botany in 1975. After three further years
in the latter Department, as a Natural Environment Research Council Postdoctoral Fellow
and Senior Demonstrator, he took up his current post at the University of Aberdeen.

Dr. Prosser's research interests fall into two main areas. The first is an investigation into
the environmental factors affecting growth, activity, attachment, and inhibition of soil ni-
trifying bacteria. The second is the relationship between growth, branching, and secondary
metabolite production by filamentous fungi and actinomycetes. The link between these two
areas is the application of a quantitative approach and the use of theoretical models in the
study of microbiological processes.



CONTRIBUTORS

Volume I

Arthur C. Anthonisen, Ph.D.
Consulting Engineer
MONTECO
Montgomery, New York

H. Kacser, Ph.D.
Department of Genetics
University of Edinburgh
Edinburgh, Scotland

Prasad S. Kodukula, Ph.D.
Union Carbide Corporation
Technical Center
South Charleston, West Virginia

Lee Yuan Kun, Ph.D.
Department of Microbiology
National University of Singapore
Singapore, Republic of Singapore

Y.-K. Lee, Ph.D.
Department of Microbiology
National University of Singapore
Singapore, Republic of Singapore

T. A. McMeekin, Ph.D.
Reader in Microbiology
Department of Agricultural Science
University of Tasmania
Hobart, Tasmania, Australia

Marcel Mulder, Ph.D.
Department of Biochemistry
B.C.P. Jansen Institute
University of Amsterdam
Amsterdam, The Netherlands

June Olley, D.Sc., Ph.D.
Senior Principal Research Scientist
CSIRO
Tasmanian Food Research Unit
Hobart, Tasmania, Australia

T. B. S. Prakasam, Ph.D.
Research and Development Laboratories
Metropolitan Sanitary District
Cicero, Illinois

D. A. Ratkowsky, Ph.D.
Principal Research Scientist
Division of Mathematics and Statistics
CSIRO
Battery Point, Tasmania, Australia

Dale Sanders, Ph.D.
Department of Biology
University of York
York, England

Teixeira de Mattos, Ph.D.
Lecturer
Laboratory of Microbiology
University of Amsterdam
Amsterdam, The Netherlands

Karel van Dam, Ph.D.
Professor
Department of Biochemistry
B.C.P. Jansen Institute
University of Amsterdam
Amsterdam, The Netherlands

Hans V. Westerhoff, Ph.D.
Visiting Scientist
Molecular Biology Laboratory
National Institutes of Health
Bethesda, Maryland



CONTRIBUTORS

Volume II

James D. Bryers, Ph.D.
Professor
Center for Biochemical Engineering
Duke University
Durham, North Carolina

Antonio Casolari
Libero Docente
Department of Microbiology
Stazione Sperimentale
Parma, Italy

Raymond Leblanc, Ph.D.
Professor
Department of Mathematics and
Computer Sciences

Universite du Quebec a Trois-Rivieres
Trois-Rivieres, Quebec, Canada

Gerald M. Lefebvre, Ph.D.
Professor
Department of Physics
Universite du Quebec a Trois-Rivieres
Trois-Rivieres, Quebec, Canada

Gerald Rosen, Ph.D.
M. R. Wehr Professor
Department of Physics and Atmospheric

Science
Drexel University
Philadelphia, Pennsylvania

Paul R. Rutter, Ph.D.
Senior Chemist
Minerals Processing Branch
British Petroleum Research Center
Middlesex, England

Brian Vincent, D.Sc., Ph.D.
Reader in Physical Chemistry
Department of Physical Chemistry
University of Bristol
Bristol, England



TABLE OF CONTENTS

Volume I

Chapter 1
Regulation and Control of Metabolic Pathways 1
H. Kacser

Chapter 2
A Thermodynamic View of Bacterial Growth 25
K. van Dam, M. M. Mulder, Teixeira de Mattos, and H. V. Westerhoff

Chapter 3
Steady State Kinetic Analysis of Chemiosmotic Proton Circuits in
Microorganisms 49
Dale Sanders

Chapter 4
Temperature Effects on Bacterial Growth Rates 75
T. A. McMeekin, June Olley, and D. A. Ratkowsky

Chapter 5
Population Growth Kinetics of Photosynthetic Microorganisms 91
Yuan-Kun Lee

Chapter 6
Role of pH in Biological Waste Water Treatment Processes 113
Prasad S. Kodukula, T. B. S. Prakasan, and Arthur C. Anthonisen

Index 137



Volume II

Chapter 7
Microbial Death 1
Antonio Casolari

Chapter 8
The Kinetics of Change in Bacterial Spore Germination 45
Gerald M. Lefebvre and Raymond Leblanc

Chapter 9
Phenomenological Theory for Bacterial Chemotaxis 73
Gerald Rosen

Chapter 10
Attachment Mechanisms in the Surface Growth of Microorganisms 87
Paul R. Rutter and Brian Vincent

Chapter 11
Modeling of Biofilm Accumulation 109
James D. Bryers

Index 145



http://taylorandfrancis.com


Volume II 1

Chapter 7

MICROBIAL DEATH

Antonio Casolari

TABLE OF CONTENTS

I. Introduction 2
A. Microorganisms and Lethal Agents 2
B. Shape of Survivor Curves 2

II. Single Hit Theory 3
A. Heat Inactivation Kinetics 3

1. Thermodynamic Inconsistencies 10
a. Maximum Allowable Q10 12
b. Minimum Allowable z 13
c. The Highest Allowable Energy Value 14

2. Mechanisms and Models 14
B. Radiation Inactivation 16
C. Chemical Inactivation 17
D. Theoretical Uncertainties 18

III. Target Theory 18
A. Inactivation by Radiation 18
B. Heat Inactivation 19
C. Limitations of the Theory 20

IV. Continuously Decreasing Death Rate Curves 20
A. Experimental Evidence 20
B. Theoretical Aspects 21
C. Mathematical Models 22
D. Evidence Against Suggested Models 23

V. Approach to a General Model 24
A. Heat Inactivation 24

1. Expected Shape of Survivor Curves 26
2. Tailing-Off 28
3. Inactivation Rate, Temperature, and Energy 30
4. Inactivation Rate and Water Content of the Environment 33

B. Radiation Inactivation 34
C. Chemical Inactivation 36
D. Observations 37
E. Practical Consequences of the Model 38

VI. Concluding Remarks 38

References 39



2 Physiological Models in Microbiology

I. INTRODUCTION

Microbial inactivation studies seem to be dominated by the exponential-single hit and
multitarget theories, the former being applied mostly to heat inactivation kinetics and the
latter to microbial inactivation by radiations. However, both theories are unable to satisfac-
torily explain some relevant experimental results, although they are valid enough to be of
some predictive value in sterilization technology. Several satellite theories of lesser relevance
do not add significantly to the understanding of inactivation phenomena.

In this chapter an attempt is made to avoid interpreting experimental data in too simplistic
a fashion, and a general theory is presented which provides a unifying description of microbial
inactivation kinetics.

A. Microorganisms and Lethal Agents
Microorganisms can be regarded as elementary biological particles able to undertake

functional relationships within aqueous surroundings, whether provided with levels of au-
tonomous functional organization (bacteria, yeasts, molds, etc.) or not (viruses). Charac-
teristically, the primary function of microbial interaction with the environment is the production
of progeny. Hence, the single practical criterion of death of microorganisms is the failure
to reproduce in suitable environmental conditions.1 Physical and chemical agents affecting
microbial activities to such an extent as to deprive microbial particles of the expected
reproductive capacity can be regarded as lethal agents.

Heat, ionizing, and UV radiations are the most relevant physical lethal agents. Ultrasonic
frequencies, pressure, surface tension, etc. are mostly employed as cell disrupting agents
in studying subcellular components. Chemical lethal agents compose a wide range of com-
pounds employed in the microbial inactivation process called disinfection. The most im-
portant are oxygen, hydrogen peroxide, halogens, acids, alkalis, phenol, ethylene oxide,
formaldehyde, and glutaraldehyde.

B. Shape of Survivor Curves
Survivor curves are usually described by plotting the logarithm of the number of micro-

organisms surviving against the size of treatment (time, dose of radiation, concentration of
the chemical lethal agent). The semilogarithmic plot of survivor curves may have various
shapes such as convex, sigmoid, concave, or linear (Figure 1). Different shapes can be
obtained: (1) under identical experimental conditions with different microorganisms or with
the same organism in a different physiological condition (i.e., vegetative cell or spore, the
former being in the lag or log phase, the latter being activated or dormant, etc.); (2) using
the same population of organisms while changing the destructive potential of the applied
lethal agent (viz., changing the treatment temperature or the concentration of the chemical
lethal agent); (3) using the same population of organisms while changing the environment
in which the microorganisms are suspended or the culture medium employed to detect
surviving fractions, etc.

Radiation inactivation studies show the typical convex survivor curve (often erroneously
called sigmoid) characterized by a more or less extended lag in inactivation at lower doses
(shoulder), followed by a nearly exponential decay phase (Figure 1(A)). Such a shape has
also been found in heat inactivation experiments, although less frequently, and in microbial
inactivation by chemical compounds.

Often disregarded, though not uncommon, is the true sigmoid shape characterized by a
more or less pronounced tail occurring after initial shoulder and exponential decay phases
(Figure 1(B)). Concave survivor curves characterized by a continuously decreasing death rate
(CDDR) with increasing treatment time or size, and often described as bi- or multiphasic,
can be produced by many physical and chemical lethal agents.
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FIGURE 1. Shape of survivor curves of microorganisms treated with lethal
agents: convex (A), sigmoid (B), and concave or continuously decreasing
death rate curve (C and D). Ns is the concentration of survivors after the
treatment size S.

The complexity of the situation was recognized about 70 years ago.2 4 Nevertheless, most
of the early authors attempted to describe semilog survivor curves by a straight line (ex-
ponential inactivation) regardless of shape, claiming that the direct utilization of the data
would have been otherwise quite difficult. The most relevant practical application of the
exponential simplification has been in heat sterilization technology. Reports of Bigelow and
Esty5 and Esty and Meyer6 on the destruction rate of bacteria subjected to moist heat aided
greatly in strengthening the belief in exponential inactivation, although counter to experi-
mental evidence from their own results. Fundamental books on heat sterilization technology7 8

perpetuated the belief in this exponential relationship, particularly the book by Stumbo,8

who tried to explain any deviation from exponential decay with a series of conjectures,
rather than with experimental evidence. Meanwhile, Pflug and Schmidt9 claimed that "the
majority of survivor curves are not straight lines on semilog plot'', but did not propose an
acceptable alternative theory.

II. SINGLE HIT THEORY

According to the single hit theory, the death of microorganisms results from the inactivation
of a single molecule or site per cell; the death rate is expected to be proportional to the
number of organisms remaining alive and follows first-order kinetics.

A. Heat Inactivation Kinetics
Plotting logarithm of surviving cell concentration, Nt, (N/g, N/m€, N/cm2) against the

time, t, of treatment at temperature T, a linear relationship is expected to occur:

Log,0 N, = Log10 N0 - k't (D
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where N0 is the concentration of the untreated population and k' is the inactivation rate
constant. This type of plot is regarded as very convenient if the resistance of different
microorganisms is to be compared. In fact, a parameter called the decimal reduction time
is easily obtained from the regression coefficient k' and is denoted by D90, D IO , or DT:

DT = 1/k' (2)

The use of D^ or D10 refers to the fact that after a treatment time t = 1/k', 90% of the
microbial population is destroyed or, alternatively, 10% of the population survives. In heat
inactivation studies DT is preferred, where T is the treatment temperature.

In exponential form, Equation 1 may be written:

N, = N0 10-"'' (3)

so that after a treatment time t = t. Equation 3 becomes:

N, = N0 10-k'" (4)

and after treatment time t = t2:

N2 = N0 10-k't2 (5)

Solving for k':

N2/N, = lO-"'"2-"' (6)

which in logarithmic form yields:

Loglo(N2/N,) = -k'(t2 - t,) (7)

so that:

-k' = (Log,0N2 - Log10N,)/(t2 - t,) (8)

and

k' = (Log,0N, - LogloN2)/(t2 - t,) (9)

From Equation 2:

DT = 1/k' = (t2 - t,)/(Log,0N, - Log,0N2) (10)

and, as expected, if the treatment time is increased from t, to t2, 90% of the population is
destroyed, Log,0 N, - Log10 N2 equals 1 and the decimal reduction time at temperature T
is

DT = t2 - t, (11)

Each type of microorganism (virus, bacterial vegetative cell or spore, yeast vegetative
cell or spore, fungal cell or spore), as well as each species and strain of the same group of
organisms, has its own resistance at a particular temperature T under defined environmental
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conditions, that is, its own DT. On changing the environment, the microbial resistance
changes accordingly.

The most relevant physicochemical factors affecting heat resistance are the water content
in the environment, pH, and temperature. Changing the solute concentration in the medium
also changes the osmotic pressure or, referring to the usual parameter employed in food
microbiology, the water activity aw (aw = p/p,,, where p and p0 are the water pressures of
the medium and of pure water, respectively, in isothermal and isobaric conditions). The
water activity is described by Raoult's law, so that:

aw = f(nw/(nw + ns)) (12)

where nw and ns are the concentrations of water and solute, respectively. It follows that by
increasing the solute concentration, the aw of the environment decreases. As aw decreases,
the thermal resistance of microorganisms increases. The DT value in dry conditions may be
more than 103 times higher than that in moist (high aw) conditions.9 An exact relationship
between DT and aw has not been developed.

Thermal resistance is usually higher at neutral pH and it decreases when the pH is increased
or decreased. A defined relationship between DT and pH is not known, though a tenfold
change in DT is often observed for each 2 pH units.

With respect to chemical reactions, a defined relationship between DT and temperature
can be established. Plotting Log D against temperature, a linear relationship is usually
obtained:

Loglo DT = Loglo U - bT (13)

where U is a proportionality constant and b is the rate at which D changes with temperature.
Equation 13 may be written:

DT = U 10-bT (14)

The above equations yield the parameter z:

z = 1/b (15)

which is related to the temperature coefficient Q IO by:

z = 10/Log,0Q,0 (16)

where

Q,o = kT+,o°/kT (17)

z is the number of degrees required to achieve a tenfold change in DT. It follows that:

0.1 DT_Z = DT = 10DT + Z (18)

If we let D, and D2 be the DT values at the temperature T, < T2, respectively, it follows
that:

D, = U l(TbT' (19)
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and

D2 = U lCT b I ; (20)

so that, solving for b:

D,/D, = 10-h<T2-T" (21)

and in logarithmic form:

Log,0(D2/D,) = -b(T2 - T,) (22)

and then:

b = (Log10 D, - Log10 D2)/(T2 - T,) (23)

and

z = 1/b = (T2 - T,)/(Log,0 D, - Log,,, D2) (24)

As expected, when D, = 10 D2, the z value will be equal to T2 - T,.
Knowledge of the DT and z values for microorganisms in given environmental conditions

is very useful in practice, when heat sterilization times at an unknown temperature Tu must
be determined when DTu is not known. In such a case,

Tu - T = nz (25)

DTu = DT 10-(T"-T"? (26)

DTu = DT 10-" (27)

D(T + nz) = DT/10" (28)

and so:

t™ = V10" (29)

where t(T + nz) is the treatment time at the temperature T + nz equivalent to the time tT at
the reference temperature T.

Sterilization cycles are usually based on a minimum time required to obtain 12 decimal
reductions of a particular microorganism (Clostridium botulinum spores in food sterilization
technology, for instance). Usually Equation 29 is employed, although using the symbolism:

T(T+nz> = VIO" (30)

where ^ is the number of minutes required to obtain the expected number, i, of decimal
reductions (T = i D). In heat sterilization technology, at the reference temperature T =
121.1°C the T121 , value is F0 and z = 10°C, so that Equation 30 becomes:

T,2, . , /T ( T + n ,0, = 10" (31)



Volume II 7

or in a better known form,
F/T = 10(T'"" " > . - ' 2 ' - ' > " o (32)

Equation 32 is currently employed to evaluate the efficiency of sterilization cycles.7 8

By analogy with chemical kinetics, the exponential heat inactivation curve can be described
by the relationship:

-dN/dt = kN, (33)

yielding, by integration:

Log(N,/N0) = -kt (34)

and:

N,/N0 = exp(-kt) (35)

It follows that DT as defined by Equation 10 is

DT = 2.303/k (36)

The analogy can be extended to the relationship between k and temperature. According to
chemical kinetics:

k = A exp( - Ea/RT) (37)

where A is a frequency factor, Ea is the Arrhenius activation energy, R is the gas constant
(1.987 cal/mol), and T is the absolute temperature (degrees Kelvin).

From Equation 37:

k, = A exp(-Ea/RT,) (38)

and

k2 = Aexp(-Ea/RT2) (39)

so that:

k,/k2 = exp(-E.(Tr' - T2-')/R) (40)

From Equation 40,

Log(k,/k2) = (-Ea/R)(T2 - T,)/(T2T,) (41)

and since k = 2.303/DT, from Equation 36,

Log(D2/D,) = (-Ea/R)(T2 - T,)/(T2T,) (42)

and

Log,0(D2/D,) = (-Ea/2.303 R)(T2 - T.yOYT,) (43)
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Taking into account Equation 24,

z = 2.303 R T,T2/Ea (44)

It follows that the z value cannot be regarded as being constant, but varies with temperature.
It follows that a z value of 5°C obtained between 60 and 65°C increases to 5.23 between
65 and 75°C, and to 5.53 between 75 and 85°C. Analogously, a z value of 10°C obtained
in the temperature range 100 to 110°C will reach the value of 11.09 in the range 120 to
130°C.

According to Equation 44, the Arrhenius relationship requires that z increases as the
temperature increases. The constancy of z values obtained by plotting Loglo DT against
temperature is difficult to ascertain in practice, as the evaluation of D is not sufficiently
accurate. In some instances, a trend toward an increase of z with increasing temperature
has been shown.1 0 1 4 Following chemical kinetics, the Arrhenius activation energy Ea may
be obtained using Equation 37, plotting Log k against T ~ ' . Alternatively, Ea can be obtained
from:

Ea = a Log Q10 (45)

or

Ea = c/z (46)

where a = 0.1 R T,T2 and c = 2.303 R T,T2, since, according to Equation 43:

Ea = 2.303 Loglo(D,/D2) R T,T2/(T2 - T,) (47)

Nevertheless, z is not constant, according to Equation 44, so Ea values obtained from Equation
46 differ from those from the Arrhenius equation (Equation 37) by about 1 kcal/mol (4.18
kJ/mol). Figure 2 shows the expected value of Ea as a function of Q]0 and z in temperature
ranges resulting in the thermal destruction of microorganisms.

The standard energy of activation, AG, the standard enthalpy of activation, AH, and the
standard entropy of activation, AS, are sometimes reported for the thermal death of micro-
organisms. According to Eyring's relationship:

k = k'(KT/h) kc (48)

where K is the reaction rate constant observed at the absolute temperature T, k' is the
transmission coefficient (usually considered — 1), K is Boltzmann's constant (1.38-10"16

erg/degree), h is Planck's constant (6.624-10~27 erg/sec), and kc is the equilibrium constant;
kc may be expressed in terms of the standard energy of activation:

kc = exp(-AG/RT) (49)

and since:

AG = AH - TA S (50)

Equation 48 becomes:

k = (KT/h) exp(AS/R) exp(-AH/RT) (51)
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FIGURE 2. Relationship between Q10, corresponding z values, and Arrhenius activation energy Ea, predicted by
thermodynamic treatment of first-order inactivation kinetics of microorganisms subjected to low temperatures (50
to 60°C) (heat sensitive organisms, HSO, with an average Q10 = 100), or to high temperatures (3=100°C; heat
resistant bacterial spores, HRBS, with an average QH) = 10).

Equation 51 is very similar to the Arrhenius relationship, taking into account that:

exp( - AH/RT) =* exp( - Ea/RT) (52)

when Ea ^> RT, since:

AH = Ea - RT (53)

and from Equations 37 and 51:

A = (KT/h) exp(AS/R) (54)

Because, in microbial heat inactivation kinetics RT is more than 100 times lower than Ea,
Equation 51 can be written:

k = (KT/h) exp(AS/R) exp( - Ea/RT) (55)

after which:

AS = R(Log k - Log(KT/h) + Ea/RT) (56)

or, taking into account that K = R/N, where N is Avogadro's number and R = 8.32-107

erg/mol/degree:

AS = R(Log k - Log(R T/Nh) + Ea/RT) (57)
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50 100 150 200 250 300 350
AS (c»l mor1d«g-')

FIGURE 3. Relationship between Arrhenius activation energy Ea (i.e., the activation enthalpy minus RT) and
activation entropy (AS), predicted by thermodynamic treatment of first-order inactivation kinetics of microorganisms
subjected to 50°C (heat sensitive organisms, HSO) or to higher temperatures (heat resistant bacterial spores, HRBS).

As shown in Figure 3, there is a linear relationship between Ea or AH and AS at any
given temperature. It follows that Equation 57 (or Equation 56) can be reduced to:

AS = (Ea/T) + B (58)

where B equals R(Log k + Log (RT/Nh)) or R(Log k + Log (KT/h)). Equation 58 is often
called the "isokinetic relationship" or the "compensation law", since an increase in the
activation energy or enthalpy is exactly compensated by an increase in entropy.15"17 Never-
theless, when activation energy and activation entropy values are obtained by a series of
computations based on Equations 37 to 58, the compensation law is not such a mysterious
relationship as it is sometimes regarded, but follows directly from the premises (Equation
48) .8,19

At this point, the analogy between microbial heat inactivation kinetics and chemical
reaction kinetics should be examined closely.

1. Thermodynamic Inconsistencies
Figure 4 shows the frequency distribution of 231 z values collected from the literature.

As can be seen, the spread is very large. After grouping collected data into 5°C classes the
most frequent z value obtained for viruses and microbial vegetative cells is 5°C (Q10 = 100)
and for bacterial spores is 10°C (Q10 = 10). It must be remembered that viruses and vegetative
microbial cells are usually 102 to 108 times less heat resistant than bacterial spores. Vegetative
cells are destroyed at temperatures ranging from 50 to 60°C at a rate k — 3.838 • 10~3 (DT

— 10 min). Bacterial spores are destroyed at a similar rate at temperatures ranging from
100 to 120°C.

As shown in Figure 2, the activation energy obtained for less resistant vegetative cells
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100 10

FIGURE 4. Frequency distribution curves of 231 z values collected from the literature, together with
corresponding Q10 values, for viruses, vegetative bacteria, yeasts, and molds (o) and bacterial spores (•).

(mean z = 5°C) is much higher than the Ea value of more resistant bacterial spores (mean
z = 10°C), the former being about 90 kcal/mol (380 kJ/mol) and the latter about 60 kcal/
mol (250 kJ/mol).

Disregarding the parameter A in Equation 37, reaction rates of analogous reactions are
expected to be inversely related to the activation energy value required for the occurrence
of single reactions. Contrariwise, the heat inactivation of bacterial spores has a lower ac-
tivation energy, while occurring at a rate very much slower than that of heat-sensitive viruses
or vegetative microbial cells. Consequently, it can be argued, the A value in the Arrhenius
equation cannot be disregarded and Eyring's relationship must be taken into account.

As previously shown, the so-called compensation law requires that high Ea (or AH) values
necessarily follow high AS values. In fact, as shown in Figure 3, AS for vegetative cells is
about 210 cal/mol/degree (880 J/mol/degree) and AS for bacterial spores is about 90 cal/
mol/degree (380 J/mol/degree). Accordingly, higher activation energies required to inactivate
vegetative cells would be justified on the basis of the greater activation entropy involved in
the process. Disregarding uncertainties associated with the rigid application of the compen-
sation law, it seems hard to envisage a greater AS for the heat inactivation of vegetative
cells rather than of spores, since it is reasonable to assume that the entropy level of the
former is higher than that of the more orderly assembled molecular structures of bacterial
spores; however, this may not be the case.

Nevertheless, the reservations regarding what results merely from a thermodynamic treat-
ment of exponential heat inactivation kinetics are further strengthened by the very high values
of the ensuing Ea or AH. Using the Maxwell-Boltzmann's law for the distribution of velocities
among molecules:
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nE/n0 = 2v~~2 (Ea/RT)2 exp(-Ea/RT) (59)

where nE and n0 are the number of molecules having energy Ea and the total number of
molecules, respectively; or in the simplified form (i.e., on the basis of two axes):

nE/n0 = exp(-Ea/RT) (60)

For values of 2ir""2(Ea/RT)"2 ranging between about 5 and 15 at temperatures ^ 273.15K
and Ea values lower than about 100 kcal/mol, it can be computed that the probability of
finding Ea values as high as those obtained for vegetative cells exposed to lethal temperatures
is so low as to be unreasonable. The probability P(E) = nE/n0 of occurrence of molecules
having Ea = 90 kcal/mol at 60°C is expected to be, according to:

iWooo/6- 1023 = exp(-90,000/((60 + 273.15) 1.987)) = 8.99- 1Q-60

which means that a single molecule carrying more than 90 kcal could occur, at 60°C, in
about 1036 mol of a substance (i.e., a mass of hydrogen about 103 times that of the sun).
A mole of cells weighs about 10" g; therefore, we would find a single molecule carrying
the above energy in 1047 g of cells, a weight about 103 times that predicted for our galaxy.
Summing the number of intermonomer chemical bonds of about 106 protein molecules
(average mol wt, 2 • 104) and of DNA (mol wt about 109) occurring in a microbial cell, we
obtain about 1010 chemical bonds per cell. This implies that we would expect to find a single
one of the above 10'° bonds with about 100 kcal in a mass of cells approximately 104 times
that of the sun. The above results seem to suggest that Ea values as high as those obtained
by the thermodynamic treatment usually applied to microbial heat inactivation kinetics can
be regarded to be of doubtful meaning.

a. Maximum Allowable g,0

Q10 values obtained in microbial heat inactivation studies are usually much higher than
those expected to occur in chemical kinetics. The maximum Q10 (MQ,0), the value above
which thermodynamic treatment of reaction rate loses any meaning, can be evaluated.
According to Equations 45 and 60, and letting P(E) be the probability of occurrence of
molecules carrying more than Ea energy, it follows that:

P(E) = exp(-aLogQ10/RT) (61)

The minimum value of the probability (mP(E)) required for a reaction to occur at the
temperature T2 = T, + 10° can be regarded to be 1, that is, at least one nE molecule can
be expected to be present in the total amount of available reactants, or one nE per total
number of available molecules; so that:

mP(E) = 1/iN (62)

where i is the number of moles of available reagents and N is the Avogadro's number. If
the above probability is higher at T2 than at T,, Equation 61 can be written:

mP(E) = exp(-aLogQ10/RT2) (63)

so that combining Equations 62 and 63:

(iN) -' = exp( - a Log Q10/RT2) (64)
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Table 1
MAXIMUM ALLOWABLE Q10 AND MINIMUM ALLOWABLE Z

EXPECTED FROM THERMODYNAMIC TREATMENT OF
FIRST-ORDER INACTIVATION KINETICS OF 1 g (A) OR 1 kg

(B) OF MICROBIAL PARTICLES HEATED AT THE
TEMPERATURE T, = T, + 10°C

Viruses Bacteria Yeasts
(3 • 1015)' (6 • 10")" (8.6 • 10')"

Vegetative Spores

T2 Qio z Qio z Qio z Qio z

60 A 2.91 21.5 2.26 28.3 b 1.99 33.5
B 3.59 18.0 2.78 22.5 b 2.44 25.8

70 A 2.83 22.2 2.20 29.1 b 1.95 34.5
B 3.46 18.6 2.70 23.2 b 2.38 26.5

100 A c c 2.07 31.7 c
B e c 2.49 25.3 c

120 A c c 1.99 33.4 c
B e c 2.38 26.6 c

Note: T2 = °C; Q|0 = maximum allowable Q,0; z' = minimum allowable z.

' Total number of particles/g.
b Temperature too low for destruction of bacterial spores.
0 Temperature too high for heat-sensitive microbial particles.

As a = 0.1 R T,T2, as previously shown, and rearranging:

MQ10 = (iN)'°'T' (65)

it follows that, letting the highest conceivable value of i = 103, at T, = 50 or 100°C the
maximum allowable Q,0 would be 6.74 or 5.22, respectively.

A Q,0 of 2 to 3, as is usually found in chemical kinetics, is expected to be obtained at
about 100°C in an amount of solution containing about 10"12 to 10~6 mol of reagents, that
is, about 10" or 1018 molecules, respectively (i = (MQ10)

Tl"° • N ~ ' ) .
Table 1 shows the MQ]0 values expected from a thermodynamic treatment of microbial

heat inactivation, according to Equation 65, for two amounts of cells (1 g and 1 kg),
exceedingly higher than those employed in practice. By comparing values reported in Table
1 with those in Figure 4, it can be seen that all Q10 values obtained by treating microbial
heat inactivation as a first-order reaction, can be regarded as unreasonably high.

b. Minimum Allowable z
According to Equation 17, if Q10 increases, z decreases. The minimum allowable z value,

zm, under which P(E) must be regarded as being unreasonably low, can also be obtained.
From Equations 17 and 65:

(iN)10/T, = 10,0/Zm (66)

Taking logarithms and rearranging:

zm = T,/Log10(iN) (67)
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Microbial heat inactivation experiments are usually done employing less than 1012 particles
per liter of medium. Therefore, while taking into account the maximum allowable concen-
tration of cells that could be employed in practice, the minimum allowable z values following
Equation 67 are two to six times higher than those found in the literature (Table 1). We
could assume ab absurdo that a microorganism is inactivated if a single chemical bond in
the cell is broken, so that the quantity iN in Equation 67 could be regarded to be about 1025;
the resulting zm will be 13.33, 14.13, 14.93, or 15.73 at T, = 60, 80, 100, or 120°C,
respectively. As a consequence, all z values reported in the literature (Figure 4) can be
regarded as unreasonably low.

c. The Highest Allowable Energy Value
It would be interesting to know the highest reasonable Ea value. To this end, Equation

63 can be written:

mP(E) = exp(-MEa/RT2) (68)

where MEa is the maximum value of the energy of activation at the temperature T2 = T,
+ 10°C, and thus the Ea value above which P(E) is too low to be acceptable. From Equation
68:

MEa = R T2(-Log mP(E)) (69)

and then:

MEa = RT2(-Log(l/ iN))

= R T2 Log(iN) (70)

It follows that at T2 = 50 or 100°C the maximum allowable Ea value is expected to be
39,591 or 45,716 cal/mol (165,708 or 191,348 J/mol).

Table 2 shows expected values of MEa according to Equation 70 for first-order kinetics
of microbial heat inactivation. As can be seen, all Ea values reported in the literature are
unreasonably high.

Perhaps as a provisional conclusion we may say that the thermodynamic treatment of
reaction kinetics on an exponential basis is not readily applicable to the heat inactivation of
microorganisms. It can be rather useful to retrace our steps in order to answer, first, the
most relevant question: could microbial heat inactivation kinetics be regarded as an expo-
nential phenomenon? Several observations seem to suggest that this is not always the case.
The question will be examined later.

2. Mechanisms and Models
The greatest insight into heat inactivation mechanisms was obtained by Ball and Olson,7

as presented in the book Sterilization in Food Technology, still regarded as the bible of the
field. Through an analysis of the concepts of heat and temperature on a macroscopic and
microscopic scale, they pointed out that "whenever Brownian movement is observed, our
macroscopic concepts of temperature and heat transfer break down and must be replaced by
energy considerations involving molecules in the discrete, and not in the statistical sense"
(see also Tischer and Hurwicz20). Soon after " . . . it is not something within the cell (such
as temperature) which is the cause of death. The cause must be outside the cell. It must be
in the medium."7 Accordingly, Ball and Olson suggested a mechanism of microbial death
brought about by " . . . one or more molecules in the surrounding medium", having "the
greater mean velocity . . . according to the velocity distribution curve". Nevertheless,
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Table 2
MAXIMUM ALLOWABLE VALUES OF THE

ACTIVATION ENERGY Ea EXPECTED FROM
THERMODYNAMIC TREATMENT OF FIRST-

ORDER INACTIVATION KINETICS OF 1 g (A) OR 1
kg (B) OF MICROBIAL PARTICLES HEATED AT

THE TEMPERATURE T2 = T, + 10°C

Bacteria

T2 Viruses Vegetative Spores Yeasts
(°C) (3 • 1015)' (6 • 10")° (8.6 • 10')'

Ea (cal/mol)

Sensitive
organisms
70 A 24298 18491 15597

B 29008 23201 20307
80 A 25007 19030 16051

B 29854 23877 20898

Resistant
organisms
110 A 20647

B 25906
130 A 21724

B 27258

* Total number of particles/g.

they did not develop a mathematical model for microbial death.
Charm21 presented a model referring to the discrete nature of molecules involved in heat

inactivation mechanisms, although diverging somewhat from the work of Ball and Olson.
Charm's model leads to exponential inactivation, but some uncertainties cast doubts on its
reliability. Charm21 regards the microbial cell as " . . . composed of a number of sensitive
volumes surrounded by a number N of water molecules; when the water molecule, in contact
with a sensitive volume, is able to impart sufficient energy to the sensitive volume inside
the cell, it is thought to cause inactivation of the cell". The model yields the equation:

log(N,/N0) = - S t exp( - E/RT) (71)

where S (min^') is the frequency with which water molecules exchange the energy, E, with
the sensitive volume.

Some inconsistencies arising from the model can be pointed out: (1) Charm defined E as
energy/cell, while energy/mol was considered, since R = 1.987 cal/moI/degree was seem-
ingly taken throughout for computation purposes; (2) reported E values seem to be too high
(for C. botulinum spores heated in distilled water, for instance, E = 73,500 Btu/spore,
equivalent to about 1.85 • 107 cal or 7.35 • 107 J); (3) the reported values of the frequency
factor S are much too high to be reasonable (S & 1020), being equal to or greater than the
frequency of X-rays produced by a potential difference of about 1.7 • 105 V. In addition,
Charm's model contains the same inconsistencies pointed out previously regarding the
thermodynamic treatment of exponential kinetics (i.e., very high energy values, energy
values greater for less than for more resistant organisms, etc.) and substantially, it leaves
inactivation kinetics still unresolved.
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B. Radiation Inactivation
At present, studies of microbial inactivation by UV radiation are usually carried out using

low pressure mercury lamps which emit about 95% of their light at a wavelength very close
to 253 nm. The plot of the logarithm of surviving organisms against UV dose yields, very
frequently, nonlinear curves, with a pronounced tendency to tail off.22'25 A quantum of UV
radiation has an energy level of about 5 eV, insufficient to eject electrons from atoms or
molecules, and able to cause only excitation processes. High energy radiations (y and X-
rays, a, (3, and neutron particles) have, characteristically, the property of causing ionization
in the absorbing material; many atoms and molecules are excited and converted to free
radicals.26 The density of ionization and excitation events produced along the path of radiation
depend upon the photon energy and the type of absorbing material, and is usually expressed
as a linear energy transfer (keV/|xm). Linear energy transfer (LET) increases with the square
of the charge carried by the particle and decreases as its speed increases.26 The relative
biological effectiveness usually increases as the LET of the employed radiation increases,
but this is not always the case.27-28

A very limited number of experimental survival curves of irradiated microorganisms can
be safely described by the law of exponential decay:

Nd/N0 = exp(-ad) (72)

where Nd is the number of microorganisms surviving the dose d of radiation and a is the
rate constant of inactivation. The coefficient a in Equation 72 is expected to represent the
probability of inactivation of microorganisms per unit dose (rad or gray) of radiation. In-
activation is expected to result from a single hit, that is, through excitations and ionizations
occurring along the track of photons crossing the cell. Hence, the concept of "direct action"
arises, according to which the target is a molecule or a narrow group of molecules within
the cell, in which the primary event (i.e., an ionization) has to occur, or through which or
near which a unit of ionizing radiation must pass.29

On the other hand, the "indirect action" theory assumes that the whole solution, in which
microorganisms are suspended, is the true target, lethal events being produced by reactions
of chemical active agents induced by radiation in water, outside, and/or inside the cell. In
fact, a number of reactions do occur in irradiated water:

H,O^ H,O* + e

H,O* -> OH' + H*

e + H,O^ OH- + H*

2H' -> H,

20H' -> H,O,

H' + OH' -» H,O

H' + O, -» 'HO,

2 'HO, -> H,O, + O,

The most active and long-living radicals are regarded to be OH'. For the single-hit theory
to be tenable, direct interaction between the radiation and a single sensitive target inside the
cell must occur.30 However, many environmental factors can modify the sensitivity of
microorganisms to ionizing radiations such as oxygen, moisture, the presence of sulfydryl
compounds and/or-SH reagents in the medium, previous treatments of the microorganisms,
physiological age of the cells, etc.31'36 Actually, exponential survival curves of irradiated
microorganisms usually result from experiments carried out either using very sensitive or-
ganisms or are not prolonged enough to determine the shape of survivor curves at very low
surviving fractions. Nevertheless, it is well known that survivor curves of irradiated micro-
organisms are not usually exponential, but are typically sigmoid.
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C. Chemical Inactivation
The concept of "effective concentration" requires that a lethal chemical compound must

possess the ability to reach, and to accumulate at, the site(s) of action, whether on the
surface of, or within, the microbial cell. Thus, a dose-effect curve is expected to be char-
acteristically sigmoid. At very low concentrations of the lethal compound the microbial
inactivation rate will be very low and approaches zero; at higher doses, the death rate is
expected to increase as the dose itself is increased; at the highest doses, the rate of the
process would not increase further, since it would be sorption-limited. In spite of these
expectations, Madsen and Nyman2 and Chick3 established a mathematical model for chemical
disinfection on the basis of an analogy between microbial inactivation process and first-
order reaction kinetics. This model has formed the basis of most subsequent investigations.

According to the model, the relationship between the surviving organisms and the contact
time, t, with a given concentration of a lethal chemical compound is expected to be

N,/N0 = exp( - k, t) (73)

where k, is the rate constant. The inactivation rate constant k, changes as a function of the
concentration of the disinfectant. The relationship between the rate constant k, and the
concentration C of the lethal agent is

k, = B exp(kc C) (74)

where kc is the rate of change of inactivation rate per unit change in the concentration of
the lethal compound. Usually Equation 75 is used instead of Equation 74:

kj = B' 10"' c (75)

and 1/kj. is the concentration required to achieve a tenfold change in the inactivation rate.
However, subjecting microbial populations to increasing concentrations of lethal com-

pounds for a fixed contact time seldom produces survival curves described by a function of
the type:

Nd/N0 = exp(-kdD) (76)

where D is the concentration of the lethal compound. Usually Equation 77 is used instead
of Equation 76:

Nd/N0 = 10-"- D (77)

and l/kd equals the change in concentration required for the survival probability Nd/N0 to
change ten times.

Reaction rate constants kt, kc, and kd are expected to increase as temperature increases,
following the Arrhenius law:

k,.c.d = Fexp(-Ea/RT) (78)

where F is a frequency factor whose value is linked to the rate constant considered (k,, kc,
or kd).

Actually, a relationship of the above type is expected to occur in disinfection processes
at temperatures lower than about 45 or 100°C for vegetative cells (heat sensitive) or bacterial
spores (heat resistant), respectively. In a range of temperatures sufficiently high for heat
inactivation, a relationship more complex than Equation 78 is expected to be more appropriate.
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A strikingly limited number of Arrhenius plots is reported in the literature, notwithstanding
the relevance of temperature coefficients of chemical lethal compounds to the practice of
disinfection, especially with respect to the choice of suitable agents of disinfection. Q I O

values for microbial inactivation by chemical compounds reported in the literature range
between about 1.6 and 3.3 and have been obtained by treating bacterial spores with hydrogen
peroxide, formaldehyde, glutaraldehyde, (3-propiolactone, ethylene oxide, chlorine, and
iodine, at temperatures ranging from - 10 to 95°C.37"42 Therefore, Arrhenius activation
energies are expected between about 10 and 25 kcal/mol. Recently, Gelinas et al.43 reported
Ea values ranging from 0 to about 37 kcal/mol, so that Q10 fell between about 1 and 7.7,
although, the method used by the authors to assay the sensitivity of vegetative bacterial cells
cannot be regarded as being reliable. Higher Ea values are reported for Escherichia coli
treated with phenol at temperatures from 30 to 42°C: 52 kcal/mol;44 a Q10 = 10 was reported
using peracetic acid.45

Nevertheless, a disinfection model is difficult to develop on the basis of these sorts of
results, since several observations suggest that survivor curves may have different shapes
(mostly convex, sigmoid, and concave, with a more or less pronounced tail), according to
the experimental conditions employed.37'4042'4549 A comprehensive theory of the disinfection
process is, unfortunately, still lacking.

D. Theoretical Uncertainties
Characteristically, the single-hit theory is applied to heat inactivation kinetics. Heat ster-

ilization technology is based on the tenet of exponential inactivation. If this order of death
should be found to be invalid, the efficiency of the sterilization process becomes questionable.

As pointed out by several authors, first-order kinetics are expected to be produced by
unimolecular reactions, without regard to the underlying reasons (pseudo-first-order reaction,
for instance).

As far as microbial inactivation is concerned, a unimolecular reaction would comply with
the single-hit or single-site theory, after which a single damage produced in the cell would
unequivocally lead to the death of the cell, whether affecting an enzyme, the DNA, or a
different molecule. The concept is quite limiting, since microorganisms subjected to a lethal
agent are not unequivocally dead or alive, but they either die or recover, depending on the
environmental conditions applied after the treatment. The phenomenon is well known to
microbiologists and is called "sublethal injury or damage''. Usually, microorganisms treated
with lethal agents become more exacting about their environmental conditions than untreated
organisms.12-24-34-5057 As a consequence, survivor curves obtained using a population sub-
jected to a lethal treatment might differ depending on the experimental conditions applied
after the treatment. As a rule, the extent of the damage becomes increasingly difficult to
demonstrate as the intensity of the applied lethal condition increases. The sublethal injury
phenomenon can hardly be reconciled with the single-hit theory. On the contrary, it seems
to suggest that microbial death can be rather more satisfactorily envisioned as an end point
of a gradual, damaging process.

III. TARGET THEORY

A. Inactivation by Radiation
The effects of ionizing radiation upon microorganisms have led to the development of

some very interesting models, usually described under the name of "target theory".
The concept of microorganisms, or something(s) inside microorganisms, as targets being

hit by photons or particles, reflects quite closely what is believed to occur in radiological
phenomena. The basic assumption of the "multiple hit" theory was that a single target must
be hit n times before the organism is destroyed.58"60 Let a be the sensitive volume of the
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cell and h the average number of hits per unit volume of the microbial suspension; then, ah
is the average number of hits within the sensitive volume a. If the hits occur independently
and at random, the probability that f hits fall within the volume a is given by the Poisson
distribution:

P(f) = exp( - ah) • (ah)Vf! (79)

If n is the number of hits required to inactivate a microorganism, then all cells receiving
less than n hits will survive. The probability Nh/N0 that after the dose h only a fraction f <
n of hits had occurred, i.e., the probability of survival, is given by:

n-l

Nh/N0 = exp(-ah) £ (ah)f/f! (80)
0

The second multiple-hit hypothesis of the target theory follows directly from the single-
hit theory. If a population of organisms contains n sensitive targets that are inactivated
exponentially, the viability of the organism is ensured if fewer than n targets are hit. The
probability that all the targets in such a group of n becomes inactivated is given by:

P(n) = (1 - exp(-kd))" (81)

since exp (-kd) is the probability that targets are not hit. This assumes that the rate, k, of
occurrence of hits is the same for all the targets. Therefore, the assumption is not simply
that n hits per organism are required, but that each of n particles or targets within the cell
must be hit at least once.61

Both Equations 80 and 81 describe convex curves, characterized by an initial shoulder
followed by a nearly exponential behavior at higher doses. The fitting procedures of ex-
perimental dose-effect curves by one or other of either equations are not critical. Discrim-
ination between the two models would require a level of experimental accuracy that is not
attainable in practice. It has been suggested that the n value should be referred to as the
"extrapolation number", whether the multi-hit or the multi-target theory is considered.62

The multi-target theory suggests a likely explanation for the observed variations in recovery
rate in different environmental conditions. In fact, it envisages microbial death as an end
point of a process of gradually increasing damage as the applied dose increases, since the
cell dies only when all the n vital sites are hit. Under suitable environmental conditions the
cell can recover.

B. Heat Inactivation
As indicated above, convex survival curves are seldom reported in heat inactivation studies.

Moats57 succeeded in fitting convex survival curves based on a multi-target model he de-
veloped for heat-treated bacteria. However, according to his model the survival curve is
expected to be characterized, as in the multi-target theory developed by Atwood and Nor-
man,61 by an initial lag (shoulder) followed by essentially exponential behavior over a wide
range of intensities. The fundamental equation developed by Moats was

XL- I

P(S) = 2 (N/X)exp(-kt(N - X)) • (1 - exp(-kt))x (82)
x = o

where P(S) is the survival probability, X is the number of critical targets inactivated at any
time t, XL is the number of critical sites that must be inactivated to cause death, N is the
total number of targets, and k is the rate constant for inactivation of individual targets. The
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values of k, N, and XL can be obtained from experimental data. Solving simultaneously for
k,

d/s = N(exp( - kt) - 2 exp( - kt + kt50) +

exp( - 2kt50))/(exp( - kt) - exp(-2kt)) (83)

where d is deviation from the mean (i.e., X - XL), s = (Npq)"2 where p = X/N and
q = (N - X)/N, and t50 is the time at which 50% of the population is killed.54

According to the model, cells of Salmonella anatum heated at 55°C can survive if plated
on trypticase soy agar (a relatively rich medium) having about 7.8 critical sites inactivated,
while if plated on basal medium (a less rich medium), only about 3.3 sites need to be
inactivated to cause death.

Estimation of N and the procedure for calculating the rate constants is statistically diffi-
cult.63 In the example quoted above, N ranges between 38 and 175 (see Reference 57). As
pointed out by Moats himself, the model is unable to explain all survival curves and especially
those with a tail.56-57

Alderton and Snell64 developed an empirical expression which gave a reasonable fit to
heat-treated bacterial spore survivor curves, showing a shoulder followed by an exponential
decay:

Log10(N0/N,)" = k't + C (84)

where a is a constant characterizing the degree of resistance of the microorganism and C is
a constant whose value increases with both treatment temperature and the sensitivity of the
microorganism. Equation 84 allows the linearization of survivor curves obtained following
treatment with heat, radiation, and disinfectants.63-65 Alderton and Snell did not supply an
explanation of the parameters a and C, nor of the inactivation mechanism.

C. Limitations of the Theory
The target theory was developed to explain the shoulder in survivor curves of irradiated

microorganisms. The single-hit survivor curve is a special case of the theory. Nevertheless,
the target theory does not explain other types of survival curves occurring in many radiation
inactivation experiments, such as true sigmoid curves, continuously decreasing death rate
curves, and curves with long tails. The merit of the theory is that it suggests a multiplicity
of events leading to death as a possible general mechanism of microbial inactivation.

IV. CONTINUOUSLY DECREASING DEATH RATE CURVES

A. Experimental Evidence
Moats et al.56 stated that " . . . examples of non-exponential survivor curves found in

the literature are too numerous to list". Actually, as shown in Table 3, the list of only more
prominent sigmoid or concave survivor curves reported in the literature is long. Nevertheless,
some authors8-50-66 seem to ignore factual evidence, proposing hypothetical biological or
experimental reasons for deviation from exponential behavior, although their proposals are
not convincing and they provide little in the way of experimental evidence. The early
experimental evidence of Bigelow and Esty5 showing many data incompatible with the
exponential tenet and by Esty and Meyer's6 data showing a Clostridium botulinum spores
heat destruction curve with a tail lasting about 40 min seem to be disregarded.

The experimental evidence of deviations from exponential kinetics by many lethal agents
is too widespread to be ignored.
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Table 3
SOME REPRESENTATIVE NONLOGARITHMIC

SURVIVOR CURVES OBTAINED WITH DIFFERENT
MICROORGANISMS AND LETHAL AGENTS

Lethal agents Microorganisms Ref.

Low R.H.a Yeasts 67
Veg. bact. 68

Low R.H. + UV Veg. bact. 69
Low R.H. + ethylene oxide Veg. bact. 70

Bact. spores 70
Heat Veg. bact. 14—56,71—75

Bact. spores 5—7,51,76—82
Yeasts 83—86
Molds 65,87
Viruses, phages 88—92
Toxins 93—95
Enzymes 96,97

Heat + low R.H. Veg. bact. 72
Heat + formaldehyde Bact. spores 98
Heat + phenol Bact. spores 99
Heat + hydrogen peroxide Bact. spores 42
Heat + antimicrobials Yeasts 100
Heat ± UV ± H2O2 Bact. spores 101
Heat + ultrasound Bact. spores 102
Low temperature Viruses 103

Veg. bact. 104 — 106
Formalin, propiolactone Viruses 88
Oxygen, ozone Veg. bact., viruses 107,108
Phenol Bact. spores 99
Iodine Viruses 109
Alkalis, chloramines Bact. spores 40
Chlorine dioxide Veg. bact. 46
Benzoyl peroxide Veg. bact. 110
Chlorine Viruses 1 1 1

Veg. bact. 111,112
Peracetic acid Bact. spores 45

Molds 113
Glutaraldehyde Bact. spores 114
Visible light Bact. spores 115
UV radiation Veg. bact. 25,69,109,116,

117
Yeasts 118
Molds 25,118,119
Bact. spores 25,101,120

Ionizing radiations Bact. spores 31,32,121 — 129
Veg. bact. 31,32,36,60,

116,117,130,
131

Viruses 90,132

* R.H. = relative humidity.

B. Theoretical Aspects
A concave or biphasic survival curve suggests a phenomenon brought about by population

heterogeneity. Chick's4 proposal that heterogeneity in heat resistance could be responsible
for a concave survivor curve seemed to be the only explanation for more than 70 years,
although based on very little experimental evidence.
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Microbial heterogeneity can explain biphasic survivor curves.7 '133136 A mixture of two
populations of organisms having different resistances to a lethal agent yields a biphasic
survival curve. For example, mixing 107 spores of C. botulinum with 103 spores of PA 3679
and then subjecting the suspension to a temperature of 110°C, results in two survivor curves
which intersect after about 15 min of treatment. Biphasic survivor curves could also occur
when cells of a single species are composed of two populations with respect to their resistance
to the lethal agent employed. Based on the same reasoning, multiphasic survivor curves, or
continuously decreasing death rate curves (CDDRC), would be expected when heterogeneous
populations are treated.137 The first problem raised by several authors was whether the
distribution of resistance among individuals in a population was permanent ("innate het-
erogeneity" theory)7-8-13814° or if it was acquired during the treatment ("adaptation mod-
el").141"143 The second problem was which type of probability distribution could explain
different shapes of the survivor curves.

C. Mathematical Models
Han et al.135 developed a model for both the innate heterogeneity hypothesis and the

adaptation hypothesis. The following equation was derived for the former:

Log,0(N,/N0) = -Kt + (s2/2)t2 (85)

where K is the most probable value of the destruction rate, s is the standard deviation, and
t is the treatment time. The heat adaptation approach leads to the following equation:

Loglo(N,/N0) = -K0X((1 - a) t - ab(exp(-t/b) - 1)) (86)

where K0 is the initial rate of destruction, a is a constant representing the maximum amount
of resistance attainable for a unit amount of destructive power, b is a constant representing
the rate of development of resistance, and t is the time. By applying the two models to some
bacterial inactivation curves, the authors concluded that curvilinearity in the survival curves
resulted from the development of resistance during the treatment, rather than from innate
heterogeneity.

Sharpe and Bektash136 modified the models developed by Han et al.135 by utilizing other
types of probability distributions of resistance in the population, including the normal, y,
shifted y, and a modified Poisson distribution, and suggested that a combination of the
innate heterogeneity and adaptation models might be appropriate. They proposed that the
distribution of the initial rate of destruction (K0) could be represented by any distribution
having a probability P(K0 < 0) = 0, that the life of a cell follows an exponential distribution
with mean 1/K, and that the state of the cells (i.e., living or dead) is independent. These
considerations lead to a probability of survival S(t) at time t of the following form:

S(t) = Log(N/N0) = Log LXt) (87)

where L^t) is the Laplace transform of the density function of K at time zero, that is for a
normal distribution,

Lf(t) = exp(-K0t + (s2t2)/2) (88)

for a "y distribution,

LXt) = (1 + t/X)-r (89)
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for a shifted 7 distribution,

Lf(t) = exp(-at)(l + t/\)- r (90)

where a is the minimum value of the rate of destruction and for a modified Poisson distribution,

Lf(t) = exp(-K0(l - a ) t + K0ab(exp(t/b) - 1) (91)

Sharpe and Bektash136 concluded that it is not possible to distinguish between the two
possibilities (innate heterogeneity or development of resistance) on the basis of the survival
data alone; the heat adaptation model of Han et al.,135 for instance, has been shown to be
equivalent to an innate heterogeneity model with a modified Poisson distribution. Never-
theless, from the mathematical analysis carried out by the authors, it can be argued that all
concave survivor curves can be reasonably explained by the innate heterogeneity theory.

Two objections can be made to the purely phenomenological models described above:
first, the adaptation model cannot be established if the acquisition of resistance during the
treatment is not permanent; second, the distribution of resistance in an untreated population
can be demonstrated experimentally. Furthermore, none of the models examined is able to
explain the tailing phenomenon. As shown later, the experimental evidence is contrary to
both models.

Brannen144 developed a model based on the assumption that survival depends on a number
of subsystems, whose functionality is affected by heat. The model yields the four classical
types of survivor curves, although "testing of the model is extremely difficult"144 and the
relationship between heat resistance and water content of the environment is not explained.

D. Evidence Against Suggested Models
As pointed out by several authors, the occurrence of small numbers of very resistant

individuals could be regarded as a normal feature of a population of microorganisms. To
verify the assumption that CDDR curves and tailing result from the type of the distribution
of resistance in the population, at least two types of experiments must be done: (1) particles
surviving more drastic treatments must be assayed in order to show if their resistance is

i greater than that of the majority of individuals in the population and (2) the resistance of
decreasingly smaller fractions of the population must be assayed to determine whether the
CDDR curves become progressively exponential as cell counts decrease.

The first type of experiment has been performed by few authors, and all failed to show
survivors of greater resistance (to heat, radiation, or disinfectant) than in the parent popu-
lation. i4.56.73.i38.i45 -j^e secomj type of experiment has been performed by more authors.
Bigelow and Esty5 reported heat resistance data obtained using thermophilic bacterial spores
treated at temperatures ranging from 100 to 140°C. They used mother suspensions containing
more than 105 spores per sample and diluted these down to 3 spores per sample. Surprisingly,
since it was unexpected both on the basis of a hypothetical distribution of the resistance
among individuals in the spore population and on the basis of expected exponential inac-
tivation, it was found that the time required to destroy 90% of the spores increased as particle
concentrations (N0) decreased. More than 80% of the assays carried out by Bigelow and
Esty5 showed such an effect. The decreasing death rate found as spore concentrations
decreased was increasingly evident (and obviously statistically more reliable) as treatment
temperatures were lowered. This phenomenon escaped the attention of many researchers.
Many authors followed the suggestion of Stumbo et al.146 and averaged the DT values they
obtained, disregarding the actual meaning of the decrease in death rate with increasing
treatment time. Reed et al.147 found a similar phenomenon in heat destruction rate studies
on PA 3679 spores. Pflug and Esselen148 found increased resistance of PA 3679 spores at
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all 14 temperatures tested (ranging from 112.8 to 148.9°C), as treatment time increased.
Kempe et al.149 found a linear relationship between the logarithm of Clostridium botulinum
62A spores and a dose of -y-radiation. At spore concentrations ranging from 4 • 104 to 4 •
102 the decimal reduction dose ranged from 0.6 to 0.8 Mrad; the D90 increased to 1.5 Mrad
at lower concentrations and reached as high as 12.0 Mrad at a spore concentration of four
per ten samples.

Amaha12 found a linear relationship between Log,,, time and LogloN0 using spores of C.
sporogenes, Bacillus megaterium, and B. natw treated at temperatures ranging from 105 to
120°C. Using PA 3679 spores Casolari82 found an increase in D, value as spore concentrations
decreased from 9 • 106 to 1 .2- 10°, employing ten different media for the recovery of treated
spores. Using five C. botulinum strains (types A, B, and E) and six PA 3679 strains, the
extent of inhibition of growth of the vegetative cells brought about by nitrite-dependent-
compounds (inhibitory substances present in heat treated solutions containing nitrite) was
found to be linearly correlated with the logarithm of the initial cell concentration, ranging
from 4 to 106 per sample.150 Analogous results, although unrecognized or disregarded, were
obtained by Greenberg,151 Crowtheret al.,152 and Roberts and Ingram153 among others, using
heat treated substrates containing nitrite. Greater heat resistance by low concentrations of
yeasts was shown by Williams (see Morris85) and Casolari and Castelvetri;86 Campanini et
al.75 found the same phenomenon using S. faecalis.

Spores of B. polymyxa (4 =£ N0 =£ 104 per experimental unit) and vegetative cells of
Staphylococcus aureus (4 *£ N0 =£ 200/m€) and E. coli (0.1 s= N0 =£ 102 cells per 10 m€)
were treated with •y-radiation from a 60Co source using three dose rates (from 1 to 22 krad/
min).154 The results showed clearly that the initial concentration of particles affected survival
probability at all the dose rates tested.155 When S. aureus was irradiated in solutions con-
taining cysteine at 10~3 M, the D90 doubled at N0 = 4.6 cells per 10 m€ (D90 (200 cells)
= 31 krad, D90 (4.6 cells) = 73 krad) and was three times higher at a cell concentration
of 0.93/10 m€ (D90 = 214 krad).154155

According to the above observations, CDDR curves neither result from heterogeneity in
the resistance of individuals in a population, nor from the acquisition of resistance during
treatment. Therefore, a different hypothesis must be formulated.

V. APPROACH TO A GENERAL MODEL

Some years ago a model was devised155 which related in some way concepts suggested
by Ball and Olson7 about the likely mechanism of microbial heat inactivation. The model
was based originally on what might be envisioned to occur in the process of heat inactivation,
although, as will be shown later, it applies to radiation and chemical inactivation processes
as well.

A. Heat Inactivation
The basic reasoning was that as shown experimentally, a single factor is of paramount

importance in the heat inactivation process. This is the water content of the environment.
A suspension of microbial cells in aqueous medium can be regarded as a biphasic system
consisting of about 3 • 1022 water molecules and less than 1O9 microbial particles per milliliter.
Energy supplied to a system will be taken up by the more concentrated components of the
system and then transferred by collision to less concentrated ones. Accordingly, kinetic
energy supplied to a microbial suspension is expected to be taken up by water molecules
and then transferred to microbial cells. Brownian movement of particles results from this
collision process. If the energy transferred between the particles is sufficiently high, the
physicochemical structure of the microbial particle is damaged. If the damage is great enough
the particles lose their ability to functionally relate with their environment and become unable
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to multiply, viz., they die. A more detailed hypothesis about the death mechanisms has been
reported elsewhere.'-"

Let the survival probability P(S) = C/C(), where C0 and C, represent the concentration
of living organisms initially and after a treatment time t, respectively. Based on the exper-
imental evidence outlined above, the probability with which particles elude collisions (q)
with water molecules carrying lethal energy Ed can be regarded as inversely related to the
living particle concentration in the suspension at the time t:

q = 1/C, (92)

The probability P0(T) with which particles elude lethal collisions at temperature T is
expected to depend on the frequency PC of collision at the temperature T, so that:

P0(T) = qPc (93)

and during t min at the temperature T:

P0(T) = qtpc (94)

The collision frequency PC depends on both the probability of there being a given number
of water molecules with more than Ed energy, that is P(nE), and on the probability P(h) that
available nE molecules strike microbial particles, so that:

PC = P(nE) P(h) (95)

Taking into account the relative size of microbial particles (about 10" times greater than
a water molecule), the probability P(h) almost equals the probability of having nE molecules
per unit volume, so that Equation 95 can be rewritten:

PC = (P(nE))2 (96)

The P(nE) value comes from the Maxwellian distribution of energy from which, in the
simplified form (Equation 60), the number of molecules carrying more than Ed energy present
in 1 m€ of water will be

P(nE) = (6.02295 • 1023/18) exp(-Ed/RT) (97)

so that:

PC = M = (6.02295 • 1023/18)2 exp(-2 Ed/RT) (98)

that is

M = exp( 103.7293 - 2E/RT) (99)

It follows that the survival probability after time t at temperature T is described by the
equation:

P(S) = C,/C0 = qMl = (l/C,)Mt = CrMt (100)

Dividing by Ct:
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c = q i+Mo ,-10j)

or

C, = q,1+Mt)-' (102)

that is:

(2 — q i+t) exp(103.7293-2 Ed/RT)-' (103)

To fit experimental data using Equation 103 we must know values for C0, Ct, and t. With
these values for a single temperature, the value of M can be obtained from Equation 102:

M = ((Log CVLog C,) - l)/t (104)

and hence the Ed value:

Ed = 0.5 RT(103.7293 - Log M) (105)

The Ed value is the most important single parameter characterizing the heat resistance of
microbial cells in defined environmental conditions. It can be expected that for a given
microorganism, Ed will depend on the environmental conditions pertaining after heat treatment.

Knowing the Ed for a given microorganism, the inactivation curves at any temperature
and at any environmental water content can be obtained by simple computation.

1. Expected Shape of Survivor Curves
Survivor curves obtained by plotting Logi0C, against time t (min) are expected to be,

according to the model, fundamentally concave. Nevertheless:

1. At a given temperature T, survivor curves of microorganisms having high Ed are
expected to be nearly exponential (i.e., statistically indistinguishable from an expo-
nential decay curve); those of organisms having intermediate values of Ed are expected
to be concave (i.e., of the CDDR type); and survivor curves of microorganisms having
low Ed are expected to be nearly exponential initially, followed by a phase of CDDR
type and finally tailing (Figure 5).

2. A population of organisms having a given Ed is expected to yield nearly exponential
inactivation curves at low temperature, concave (CDDR type) survivor curves at in-
termediate temperatures, and curves nearly exponential at first (short treatment times),
followed by a CDDR phase and then tailing (Figure 6).

3. Depending on the concentration of cells, survival curves at a given temperature T are
more concave (high concentration) or less concave (low particle concentration) (Figure
7). Equation 103 agrees quite well with experimental data, as already shown.155

Pflug and Esselen148 reported a total of 95 experimentally determined decimal reduction
times obtained by treating PA 3679 spores at 14 temperatures; the relationship obtained by
plotting Log10DT against temperature yields Log,0DT = 12.986 - 0.107T(r = -0.9992).
Figure 8 shows the ratio between experimental DT values and the DT expected by interpo-
lation, using the above equation, together with those expected from the model. The com-
putation of DT values as performed by authors was possible only if a fraction of heat treated
samples was sterile, since in order to obtain the number of survivors, they used the first
term of the Poisson distribution, known as the Halvorson and Ziegler formula:
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FIGURE 5. Predicted shape of survivor curves of microorganisms heated at the temperature T, as a
function of the lethal energy E(, (kcal/mol), according to the general model. Correlation coefficients of
linear regression obtained from ten pairs of data were r = -0.9994, -0.9902, or -0.9485, for Ed

= 36, 35.4, or 35 kcal/mol, respectively. C, is the concentration of organisms surviving t (min).

Nt = Log(A/H) (106)

where N, is the average number of survivors per sample, A is the total number of treated
samples, and H is the fraction of sterile samples. To use the model, the first term of the
Poisson distribution was used in order to obtain a C, value and to compute an M value from
Equation 104. A parameter analogous to the decimal reduction time, subsequently called
P(10,T), was obtained from Equation 100:

P(10,T) = l/MLogloC, (107)

To use the above equation, a C, value corresponding to 37% sterility of treated samples was
chosen for all temperatures; Pflug and Esselen148 used N, values derived from sterility
fractions ranging from 4 to 96%. As can be seen from Figure 8, the experimental data are
quite scattered around the interpolated values. Nevertheless, both experimental DT values
and those predicted by the model show a defined trend; that is, they are not equally distributed
about values expected from the regression obtained using all data, although they show a
defined concavity around interpolated values obtained by assuming that z is constant. Such
behavior is pertinent to the controversy regarding the linear dependence of inactivation rate
against temperature.'56-157 The question arises as to whether the Arrhenius activation energy
or the z value can be regarded as being constant. The moderate concavity obtained by plotting
microbial heat destruction rates against T'' (LogH)DT vs. T"') is statistically indistinguishable
from the plot of Log,0DT against T, taking into account the low level of experimental accuracy
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FIGURE 6. Predicted shape of survivor curves of a heat sensitive organism (Ed = 35
kcal/mol) heated at different temperatures (°C), according to the general model. Corre-
lation coefficients of linear regression obtained from ten pairs of data were r = - 0.9985
or 0.9856 at 53 or 57°C, respectively.

attainable in practice. Hence, the controversy is fed.156J57 The fact that DT-equivalent data
arising from the model (i.e., P(10,T)) do show concave behavior is not surprising, since
the model requires that Ed must be constant; the unexpected evidence coming from the
experimental data reported by Pflug and Esselen,148 on the contrary, suggests that Log DT

is linearly correlated with T~ ' and not with T (i.e., it is lethal energy which is constant,
not z). It follows that a plot of Log,0DT against T is not appropriate.

2. Tailing-Off
According to Equation 107, the inactivation rate decreases as C, decreases. At a low Ct

level following the M level in the environment (i.e., temperature, free water, etc.), the
inactivation rate is expected to be very low and it approaches zero as C, approaches unity.
Tailing can be regarded as a phenomenon produced by the increasingly low probability of
collision between water molecules having more than Ed energy and microbial particles. If
microbial particles are about 10 |xm apart on the average (as in suspensions containing 109

particles per milliliter), water molecules carrying lethal energy can be expected to have a
greater probability of striking the particles than when the particles are more than 1000 ^m
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FIGURE 7. Predicted shape of survivor curves of a heat sensitive microorganism (Ed =
35 kcal/mol) as a function of the concentration of untreated organisms (C0) and of the
temperature, according to the general model. The correlation coefficients of linear regression
from ten pairs of data obtained at 55°C are all greater than -0.99.

apart (as in suspensions containing less than 103 particles per milliliter). Actually, a water
molecule having high energy behaves like a long-lived bullet, able to overcome a large
number of collisions with other water and/or solute molecules, while traveling through the
medium, keeping enough energy to kill living particles it meets along its path. Nevertheless,
in environmental conditions which result in more tailing-off, the concentration of M mol-
ecules is very low. In heat inactivation curves, the tail appears after shorter treatments as
temperature increases. The probability of finding the tailing-off of survivor curves decreases
as temperature increases, since microbial particles are inevitably struck with increasing
frequency and also by molecules having less than Ed energy while having a value high
enough to damage the particles. The probability of occurrence of molecules having enough
energy to damage the particles is expected to increase with temperature, according to the
Maxwell-Boltzman distribution of energy. It follows that a fraction of particles could become
incapable of growing, although surrounded by suitable environmental conditions, being
extensively damaged not by molecules carrying more than Ed energy, but by those carrying
less than Ed energy. Such an event is not accounted for by the model developed, while it
can be expected to occur following the premise of random collisions. However, these
considerations concern almost exclusively the last living particle, since the model predicts
that inactivation curves tend to become exponential as temperature increases owing to the
ensuing increase of M value. According to the model, the death of the last particle cannot
be expected to occur.
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FIGURE 8. Relationship between temperature and (1) the ratio of single ex-
perimental DT values (DT(e)) reported by Pflug and Esselen148 to those obtainable
from the regression equation (DT(i)) calculated using the 95 experimental data (r
= -0.9999), (2) the ratio of P(10,T) (the parameter analogous to DT, from the
general model) to DT(i). Full circles = DT(e)/DT(i); empty circles = P(10,T)/
DT(i). In using P(10,T) = 1/M Log,0C,, five experimental survival fractions were
chosen at random and M values calculated using Equation 104.

Tailing occurs at decreasingly low particle concentrations, as temperature increases. There
are intermediate temperatures at which tailing occurs with a greater probability, as well as
extreme ones (low or high temperatures) at which inactivation curves resemble a straight
line.

Very low survivor values are often disregarded on the basis that they are not statistically
reliable.158 On the other hand, they are accepted for exponential inactivation curves at values
as low as 10"12.

3. Inactivation Rate, Temperature, and Energy
As noted previously, a relevant parameter employed to define heat resistance in micro-

organisms is z (Equation 15), related to the temperature coefficient, Q IO , by the relationship
expressed in Equation 16.

According to Equations 99 and 107, the inactivation rate increases as the M value increases,



Volume II 31

and M increases with temperature. The model suggested is able to supply an exact definition
of z and Q10 in terms of M: the inactivation rate changes Q10 times for each 10°C, since the
M value changes Q IO times for each 10°C; the inactivation rate changes ten times for each
change of z degrees, since the M value changes ten times for each change of z degrees.

According to the model (Equation 107):

(P(10,T))-' = MLog,0C, (108)

then:

Qio = M(T+10)Log10C/MTLog10C t

= M (T+10)/MT (109)

It follows that:

Q10 = exp((2 Ed/R)(10/(T + 10)T)) (110)

and from Equation 99,

Log Q,0 = (2 Ed/R)(10/(T + 10)T) (111)

Therefore, Ed can be obtained as a function of QIO:

Ed = (Log Q10/10)(R/2)((T + 10)T) (112)

and from Equation 16,

Q10 = exp(23.03/z) (113)

so that,

Ed = (Log 10) R T(T + 10)/2 z (114)

and

Ed = RT(T + 10)LogQ10/20 (115)

since, according to Equation 113,

z = (10 Log 10)/Log Q10 (116)

Accordingly, given Q10 = z = 10 in the temperature range 110 to 120°C and following
Equations 112 and 114, Ed will equal 34459.6348 cal/mol. Therefore, using Equation 99,
the value of M will be 5.4208 • 105 at 110°C, a value which is z = Q10 = 10 times lower
than the value of M at 120°C where it is 5.4208 • 106. Similarly, given a Q10 (a) = 22 (i.e.,
z = 7.4449) at 60° =£ T «= 70°C, and a Q10 (b) = 16 (i.e., z = 8.305) at 110° =s T =£
120°C, from Equations 112 and 114, Ed (a) = 35107.2379 and Ed (b) = 41493.5348. In
the former case M70=c = 2.1196, which is Q10 (a) = 22 times greater than M^c which is
equal to 0.096. In the latter case, M120.c is 0.082 which is Q10 (b) = 16 times greater than
Mno.c which has a value of 5.1178 • 10~3. At the same time, at 60°C + z = 67.449°C,
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Table 4
EXPECTED VALUES OF z AND OF Q10 AS A

FUNCTION OF THE TEMPERATURE AND OF THE
LETHAL ENERGY Ed, FOLLOWING THE GENERAL

MODEL155

Ed z Q10 z Q10 z Q10 z Q10

Heat-Sensitive Organisms

Temperature range (°C)

55—65 65—75 75—85 85—95

33 7.69 19.95 8.16 16.80 8.64 14.35 9.14 12.42
34 7.47 21.85 7.92 18.30 8.39 15.56 8.87 13.40
35 7.25 23.92 6.70 19.93 8.15 16.87 8.62 14.47
36 7.05 26.19 7.48 21.71 7.92 18.28 8.38 15.61
37 6.86 28.68 7.28 23.65 7.71 19.82 8.15 16.85

Heat-Resistant Bacterial Spores

Temperature range (°C)

95—105 105—115 115—125 125—135

38 8.38 15.60 8.84 13.54 9.30 11.88 9.78 10.52
39 8.17 16.77 8.61 14.50 9.07 12.68 9.53 11.20
40 7.96 18.03 8.39 15.53 8.84 13.53 9.29 11.91
41 7.77 19.38 8.19 16.64 8.62 14.45 9.07 12.67
42 7.58 20.84 7.99 17.82 8.42 15.42 8.85 13.48

Note: Ed = kcal/mol.

M equals 0.963 which is 10 times higher than M^c and at 120°C - z = 111.695°C, M
equals 0.0082 which is a value 10 times lower than that of M,20.c.

Equation 110 shows the rate of change of Q10 as a function of Ed and temperature. The
rate of change of z as a function of Ed and temperature is

z = (Log 10)(T + 10) T R/(2 Ed) (117)

Taking into account the inactivation rate of heat-sensitive microbial particles destroyed in
measurable times at 60°C it can be computed that according to the model, the expected Q,0

values must range between about 18 and 26 at 60°C =s T «£ 70°C, so that 8°C s= z =s 7°C
is expected in the same temperature range, as shown in Table 4. For more resistant bacterial
spores, destroyed in measurable times at 110 to 120°C, the expected values of Q10 range
between about 13 and 20, so that 7.5°C =£ z =£ 9°C is expected in the same range of
temperature. As can be seen in Table 4, the expected value of z increases as temperature
increases; in the same temperature range, it decreases as Ed value increases (i.e., increasing
the resistance of the organism). The opposite is true with QIO

It follows that the energy, Ed, required to inactivate less resistant organisms ranges between
about 33 and 37 kcal/mol, while Ed values required to inactivate more resistant organisms
range between about 38 and 44 kcal/mol. Thus, less energy is required to kill less resistant
organisms, and vice versa, a result quite reasonable but in opposition to what is predicted
by the classical thermodynamic treatment of exponential kinetics.
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The number of water molecules having Ed values predicted by the model is quite reason-
able, in opposition to that predicted from thermodynamic treatments. At an intermediate Ed

value of 35 kcal/mol, for instance, for less resistant organisms, the M values range between
about 0.1 and 3/m€ at 60 and 70°C, respectively; given Ed = 40 kcal/mol for more resistant
organisms, the M value equals 0.25 at 110°C and 3.8/m€ at 120°C.

4. Inactivation Rate and Water Content of the Environment
The single most relevant environmental condition affecting heat resistance of microbial

particles is the amount of water contained in the medium in which microorganisms are
treated.159162 This phenomenon can be explained simply by the model proposed. The M
value is linked to the number of water molecules per milliliter or gram of substrate, according
to Equation 98, which can be rewritten as:

M = exp(A - 2 Ed/RT) (118)

where:

A = 94.5190 + 2 Log W (119)

and 94.519 is the natural logarithm of the squared number of water molecules per gram of
medium containing 1 g of water and W = g of water in 100 g of medium. Using Equations
118 and 119 we may obtain the value of M at any given water content (W ^100). Obviously,
as the water content decreases, so does the M value. From Equations 118 and 119,

Log Mw = 94.519 + 2 Log W - 2 Ed/RT (120)

where Mw is the expected reduced M value following a decrease in the W value. A decrease
in water content of the environment is expected to be equivalent to a decrease in temperature.
The temperature Te (equivalent temperature) corresponding to an M value lower than the
one expected in a fully hydrated environment can be obtained by substituting M obtained
from Equation 120 into Equation 99, i.e.,

Te = 2 Ed/R(103.7293 - Log MJ (121)

Since Te is lower than T (the true temperature in a fully hydrated environment), it follows
that decreasing the water content in the medium results in an increase in microbial resistance,
viz., a decrease in water content is equivalent to a decrease in temperature. As shown in
Figure 9, a temperature of 120°C in a fully hydrated environment is equivalent to about
87.6°C in a medium containing 1 g of water in 100 g of medium.

Taking into account the z(M) and Q10 (M) expected values for both sensitive and resistant
particles, a change of water content from 100 to 1 g in 100 g of medium at a given temperature
T (°C + 273.15), the inactivation rate decreases about 1000 times (Figure 9).

The following equation:

T' = 2 Ed/(R(94.519 + 2 Log W - Log MT)) (122)

can be used to compute the temperature T' that must be reached to obtain a P(10,T) equal
to that expected at the temperature T in a fully hydrated environment. As shown in Figure
9, a 100 times change in W requires that T reaches about T' = T + 40°C (letting Ed =
40 kcal/mol).

The agreement between resistance data at different water contents in the medium, and
those predicted by the model, has already been shown.155
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FIGURE 9. Relationship between M value in a fully hydrated environment at 120°C (for E,, = 40 kcal/mol) and
(1) the temperature ET at which an equivalent value of M is expected to occur, according to the general model,
as water content of the environment decreases (ET = f (Log,0W), where W = g of water/100 g of medium), (2)
the temperature T that must be reached, according to the model, to obtain a value of M equal to that occurring
in a fully hydrated environment (T' = f (Log,0W)). Relationships of the type Log,0 P(10,T) = f (Log,,, W)
represent the expected decrease of P(10,T) as water content of the environment also decreases, and were computed
using three C, values for illustrative purposes.

Several workers have pointed out that heat inactivation rates in dry environments have
greater z values than those obtained in fully hydrated ones. According to Fox and Pflug,78

it is reasonable to suppose that cells subjected to high temperatures in dry environments lose
water. The increase of z in dry environments can be explained, according to the model,
accepting the suggestion of these authors. Otherwise, as Ed is a constant for any given
microorganism, z must change thereby changing the water content of the environment. Let
Q'1() and z' be values of Q10 and z expected when the water content at the temperature T is
WT and that at the temperature T + 10°C is WT + 10.c. Then:

Log Q'10 = 2(Log WT+I0.C - Log WT) + (2Ed/R)(10/T(T + 10°Q) (123)

so that:

z' = 10 Log 10/(2(Log WT+10oC - Log WT) + (2Ed/R)(10/T(T + 10)) (124)

Table 5 shows the fraction of water that must be lost in dry conditions by a 10°C increase
in treatment temperature in order to obtain z values higher than those expected in moist
conditions (W = 100 g water/100 g of medium). As can be seen, a loss of only about 50%
of the water content, coming from a lower to a higher temperature, is required to yield very
high z values (very low Q,0 values), somewhat independently of the temperature range and/
or the Ed value.

B. Radiation Inactivation
Survivor curves of microorganisms treated with radiation can be convex, sigmoid, or

concave. A function like that suggested above for heat inactivation (Equation 102) can
describe these types of survivor curves (Figure 10):
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Table 5
LOSS OF WATER PREDICTED BY THE
GENERAL MODEL, TO OBTAIN HIGH z

(LOW Q10) VALUES, AS A FUNCTION OF THI
TEMPERATURE RANGE AND OF THE
ENERGY Ed (kcal/mol), IN MICROBIAL

INACTIVATION KINETICS

Ed = 35,000 (Heat-Sensitive Organisms)

Temperature ranges ( C)

z Q10 55—65 65—75 75—85 85—95

Percent loss of water

10 10.00 35.34 29.17 23.00 16.85
15 4.64 55.95 51.74 47.54 43.35
20 3.16 63.64 60.17 56.69 53.24
30 2.15 69.99 67.17 64.24 61.40
40 1.78 72.73 70.13 67.52 64.93
50 1.59 74.26 71.80 69.34 66.90

Ed = 40,000 (Heat-Resistant Bacterial Spores)

Temperature ranges (°C)

z Q10 120—130 130—140 140—150 150—160

Percent loss of water

10 10.00 11.20 5.57 0.02
15 4.64 39.50 35.67 31.88 28.16
20 3.16 50.06 46.90 43.78 40.71
30 2.15 58.78 56.17 53.59 51.06
40 1.78 62.55 60.18 57.84 55.54
50 1.59 64.65 62.41 60.20 58.02

a z value is necessarily higher (QTO lower) than 10.

Cd = q,1+SD)-' (125)

where Cd is the concentration of microorganisms surviving the dose d (Mrad) of radiation,
D is the squared dose of radiation, and S is a sensitivity parameter, specific to the micro-
organisms employed. Experimental radiation survival curves can be fitted, according to
Equation 125.155

Following the model, lethal effects of radiations are expected to be mainly "indirect".
Radicals produced by radiation in aqueous media are expected to damage microbial structure,
in particular surface structures, as occurs with several lethal agents.53'55'163167 Microbial
resistance to radiation is higher in microorganisms with a higher content of-SH groups.168

Let the maximum level of-SH/cell be about 108. If S in Equation 125 equals 108/G, where
G is the expected -SH content of a single microorganism, or more precisely the -SH fraction
present at the surface of a microbial cell, experimental survival curves can be predicted
quite accurately. Figure 11 shows the relationship between total -SH content/colony-forming -
unit for different microorganisms and their decimal reduction doses168 as compared with the
analogous parameter P(10,R)', i.e., the first decimal reduction dose, obtained from the
model:
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FIGURE 10. Shape of survivor curves of microorganisms treated with ionizing radiations, predicted
by the general model, as a function of the value of the ratio S = 108/(-SH), where (-SH) is the number
of surface-SH groups/cell. Values of 0.2 =£ S « 100 were selected since (-SH) content of most bacteria
lies in this range.

P(10,R)' = ((Log10C0/Loglo(C0/10)) - 1)/S (126)

As can be seen, the agreement is quite satisfactory, taking into account the uncertainties
associated with the evaluation of the -SH content per cell168 and mostly the approximation
made for computation purposes (i.e., 1/4 of the -SH content per cell was assumed to be at
the surface of the cells, on the basis of data reported by Bruce et al.168). The high resistance
of Micrococcus radiodurans could result from the exceptionally active repair system of this
organism.169

C. Chemical Inactivation
Microbial inactivation kinetics by chemical compounds can be expected to be described

by a function of the form:

Q = q i + Q,)- i (127)

and

Cq = C» + « s >- ' (128)

where C, is the concentration of organisms surviving t(min) of treatment with a concentration,
q, of lethal chemical compounds, Cq is the concentration of organisms surviving a fixed
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FIGURE 11. Relationship between the -SH level per cell and the first decimal reduction dose
(comprehensive of the shoulder) of some bacteria, as reported by Bruce et al.,168 together with
the first decimal reduction dose P(10,R)' as predicted by the general model using S' = 0.25'S
= surface -SH content/cell. (•) = Micrococcus radiodurans, (•) = other microorganisms.

time of treatment with a concentration, q, of lethal compounds, Q = q2, and S is a sensitivity
parameter specific to the microorganism being treated. Survivor curves from Equation 127
are inevitably concave (Figure 6); those from Equation 128 are convex, sigmoid, or concave,
according to the lethal concentration of the chemical compound and specific microbial
sensitivity (Figure 10).

A general model for disinfection has not been developed, but several observations seem
to suggest that a more accurate description of survivor curves could be obtained by an
equation of the following type:

Cq,t = Q1+Q<2)" (129)

where:

Q = (Nm/1000)2exp(-2Ed/RT) (130)

m being the molarity of the lethal chemical compound used, N is Avogadro's number, and
Ed is a measure of the specific sensitivity of the microorganism tested.

D. Observations
The general model developed seems to meet the fundamental requirements of a theory:

it supplies a general mechanism of cell-environment interaction, based on random collisions
between lighter molecules with sufficiently high energy and microorganisms; it describes
most known experimental observations; it possesses a quite high predictive power; it suggests
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further improvements. In addition it can be used to describe microbial inactivation kinetics
by heat, radiations, and chemical compounds, whatever the shape of the survivor curve; a
single parameter (Ed), obtained simply from a single triplet of experimental data, can allow
the description of inactivation kinetics, whatever the temperature and the water content of
the medium; it supplies an exact explanation of the meaning of Q lo and z; changes of Q10

and z values following changes of water content of the medium can be easily computed; it
explains radiation inactivation kinetics on the basis of microbial content of a defined chemical
group, viz., -SH; it supplies a provisional theory of chemical inactivation kinetics, suggesting
(Equations 129 and 130) a promising approach to a comprehensive theory of the disinfection
process. Further, microbial growth kinetics can be described on the same basis.155 More
recently, the model has been used to fit human embryo and human tumor growth kinetics,
linking the specific rate of growth to quantitatively defined molecules in the surface structure
of metazoan cells.170

E. Practical Consequences of the Model
As far as the process of thermal sterilization is concerned, high temperatures must be

preferred, since by increasing treatment temperature the probability of tailing decreases and
microbial inactivation kinetics approaches exponential type behavior. A high water content
in the substrate to be sterilized must be preferred, since it implies eventually higher tem-
perature of treatment. Sterilization by ionizing radiations cannot be expected to be straight-
forward, even at very high doses, because of the high content of -SH groups in microbial
surface structures, which probably operate by scavenging radiation-induced radicals (indirect
effect) whose targets are expected to be enzymatic complexes with the ability to repair
intracellular (mostly nucleic acids) radiation damage. A great deal of work must be done
on application of the model to the disinfection process.

VI. CONCLUDING REMARKS

Lazzaro Spallanzani (1729—1799) proved in 1765 that microorganisms were killed by
heat. Louis Pasteur (1822—1895) improved our knowledge of this phenomenon and pro-
moted its practical application. Afterwards, experimental observations of microbial inacti-
vation by physical and chemical agents increased in quality and number. Perhaps unfortunately,
a first-order kinetics theory of microbial death was developed, having the attractive features
that it was linked to chemical kinetics, it was seemingly valid for all lethal agents, and it
was easy to treat mathematically. Later, other theories were developed, including the target
theory.

At present, in an attempt to recognize in the cobweb of experimental observations and
associated theories, only the events really relevant to understanding facts and mechanisms,
I am inclined to believe that:

1. The theory of microbial exponential inactivation kinetics can be regarded as funda-
mentally wrong since it does not explain a large quantity of experimental data and it
does not supply any insight into the mechanisms of microbial death.

2. The most relevant contribution to the understanding of the mechanisms of microbial
death was made by Ball and Olson,7 who suggested that "the cause of death must be
outside the cell. It must be in the medium", and that at the microbial level statistical
concepts break down and must be replaced "by energy considerations involving mol-
ecules in the discrete sense".

3. The general theory based on a random process of collision between "discrete" units
and microorganisms as a fundamental mechanism of cell-environment interaction is
able to accommodate all relevant experimental observations, is amenable to modifi-
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cations, and can be regarded as a useful approach to the understanding of the mech-
anisms of death.
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I. INTRODUCTION

The dormant bacterial spore has been described as both an end point and a beginning in
biology.1 Through a sequence of genetic, biochemical, morphological, and physiological
events, the vegetative cell gives rise to the spore in a process called sporogenesis. On the
other hand, the spore responds to appropriate environmental stimuli by leaving the dormant
state, undergoing rather drastic morphological and biochemical changes, eventually syn-
thesizing those substances, and fashioning those structures which permit resumption of
vegetative existence. This transformation from dormant state to vegetative form is called
germination. The processes of sporogenesis and germination are examples of intracellular
differentiation induced by appropriate environmental stimuli.

A considerable body of information exists on the morphological, biochemical, and phys-
icochemical changes which occur in the bacterial spore in its transition to a vegetative
form.2-3 These events can be localized in one or another of an ordered sequence of four
distinct and experimentally isolatable phases, namely activation, triggering, initiation, and
outgrowth.4 Activation describes the effects on a spore sample which has been subjected to
various pretreatments resulting in changes in the rate and extent of germination, as well as
in qualitative and quantitative modifications in the list of effective germinants.5 Several of
these activation techniques have been found to be reversible, while others are not. The
spores of some strains of bacteria are very reluctant to germinate without some form of
activation, while others will do so completely without pretreatment. Triggering is a direct
consequence of the interaction of a spore with a germinant, and is an irreversible commitment
to complete the degradative phase which follows. That a triggered spore does not require
the continued presence of a germinant has been shown in a number of investigations.6'9

During initiation, the phase of degradative events to which the triggered spore is committed,
those properties which characterize the dormant state, i.e., a rigid structure, the absence of
metabolic activity, and an augmented resistance to chemical and physical challenges, are
lost. Many measurable changes occurring in this phase, including Ca2+ and dipicolinic acid
release, loss of heat resistance, increased stainability, loss of refractility under phase contrast,
and loss of absorbance by a suspension of spores, have traditionally been utilized to monitor
germination. These have been shown to occur in a time-ordered sequence.10"13 Given an
appropriate environment, which may be different from that required for triggering, the spore
initiates synthesis of those substances and structures leading to the formation of a vegetative
bacillus. This last phase is called outgrowth by some authors.

A useful description of the process of germination might take the form of a time-ordered
sequence of biochemical and biophysical events, together with their interdependencies, from
which the various indices which characterize this process could be seen to arise. From such
a basis one might eventually be able to identify various spores states, and to describe these,
and the transitions linking them, in thermodynamic terms. In this context, then, it is from
a mosaic of many different measurable events that the process of germination and its de-
pendence on environmental conditions can find expression.

II. THE MEASURABLE EVENTS IN GERMINATION

A. Their Occurrence as a Time-Ordered Sequence
The observable changes characteristic of germination do not occur simultaneously in a

single spore, but rather constitute a time-ordered sequence. This was first demonstrated in
a conclusive way by Levinson and Hyatt10 in Bacillus megaterium QM B1551. Utilizing 2
nW HgCl2 to stabilize germination levels at various times after mixing of spores and
germinants, the extent of completion of various characteristic changes could be compared.
Their results, for spores prepared in two different sporulating media, and germinated under
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FIGURE 1. Kinetics of Bacillus megaterium spore germination events.
Spores were produced on liver extract (LB) medium. Heat activated (60°C
for 10 min) spores were germinated by incubating them at 30°C with a
mixture of glucose (0.025 M) and L-alanine (0.001 M) in 0.05 M phos-
phate buffer (pH 7.0). (From Levinson, H. S. and Hyatt, M., J. Bac-
terial., 91, 1811, 1966. With permission.)

identical conditions, are reproduced in Figures 1 and 2. A certain degree of parallelism
between the various response curves can be seen for spores prepared on the LB medium,
whereas there are obviously two classes of response curves in A-K prepared spores. Ger-
mination on one event can evidently be different from this same process described on another,
even within the same spore sample. As pointed out by these investigators in referring to
Figure 1, " . . . after five minutes incubation, depending on the germination criterion, one
might conclude that germination had progressed to 82% (heat or chemical sensitivity), 56%
(DPA loss), 43% (stainability), 21% (absorbance loss), or 11% (phase darkening) of com-
pletion". Taking 50% completion as a reasonable indicator that one half of the spores in
the sample have completed the change in that observable property, again with reference to
the LB preparation, these characteristic times are 3.0 min (heat or chemical sensitivity), 4.7
min (DPA loss), 7.0 min (phase darkening), and 7.2 min (absorbance loss). Were perfect
parallelism observed in each set of response curves, their order of occurrence could then be
described in terms of the lag time of each curve. Moreoever, in that case a mathematical
expression capable of describing the time evolution of the sample for one event could, duly
corrected for differences in sample lag times, serve equally well for any other. One could
then select a convenient event, and its time evolution would describe the kinetics of ger-
mination. In order to take into account differences in response curves, it will be necessary
to more closely examine those elements likely to influence the shape of these curves. Any
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FIGURE 2. Kinetics of Bacillus megaterium spore germination events.
Spores were produced on Arret-Kirshbaum (A-K) medium. Germination
conditions were as in Figure 1. (From Levinson, H. S. and Hyatt, M.,
J. Bacterial, 91, 1811, 1966. With permission.)

observable property which undergoes change during the germination process can, in prin-
ciple, serve to monitor this process. As will be illustrated in detail below, each observable
event can be labeled with a unique coefficient e. The change in this coefficient from its
initial value e0 to its final value eM is the contribution of an individual spore to the change
in the corresponding sample property.

B. Microlag and Microgermination
An early indication of the importance of the asynchrony in the spores of a sample undergo-

ing germination in determining the shapes of the various response curves can be found in
a study by Pulvertaft and Haynes.14 A cinematographic record of darkening under phase
contrast microscopy was made of a sample of germinating B. cereus T spores. This change
was found to be virtually instantaneous in the individual spore when compared to the sample
germination time. However, the interval required before this change occurred was highly
variable among the spores of the sample. Some germinated shortly after addition of the
germinant, while a few remained bright for most of the sample germination time before
rapidly darkening. Therefore, the spores constitute a time-distribution with respect to this
event, and it is very likely that it is this element which is principally reflected in response
curves.

These findings obtained more quantitative expression in a study by Vary and Halvorson,15

who also utilized darkening under phase contrast to monitor germination. The germinatinon
time of a spore was taken to be that interval from first contact with the germinant to completion
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FIGURE 3. Density distributions of microlag (A) and microgermination (B) times on darkening under phase
contrast microscopy in spores of B. cereus T. (From Vary, J. C. and Halvorson, H. O., J. Bacterial., 89, 1340,
1965. With permission.)

of the observed change. This time was further resolved into an initial interval of no change,
called the microlag time, followed immediately by the interval of change itself, called the
microgermination time. Over a large enough sample, both microlag and microgermination
times were found to be distributed over a range of values, as can be seen in Figure 3. For
the sample shown, the range of microlag times was found to be about ten times that of the
microgermination times, reiterating the dominant role played by the asynchrony in the spore
sample in determining the shape of a response curve. Statistical analysis of these two
distributions failed to establish correlation between them. Independence between microlag
and microgermination times in a spore was further suggested by the observation that changes
in heat-activation times and germinant concentrations result in changes in the microlag times,
but leave the microgermination times unaffected. Both distributions are affected by changes
in incubation temperature, however.

C. The Microgermination Function
The use of a microscope photometer to record changes in refractility and increased light

transmission in individual spores has revealed that microgermination can occur in a complex
way depending on the choice of environmental conditions and spore pretreatment. As ob-
served by Hashimoto et al.16 in their first study on germination of the single spore, two
distinct phases can be differentiated in the microgermination curve. In B. cereus T spores,
heat-activated at 65°C for various intervals of time and germinated at 25°C in L-alanine (5
mg/m€), adenosine (2.5 mg/m€), and Tris buffer (0.05 M, pH 8.3), there was a relatively
rapid initial drop of between 50 and 70% in refractility in an interval of about 75 sec,
followed by a more gradual decrease lasting for 3 min or more. Fresh spores, if not heat-
activated, had considerably longer microlag times than heat-activated spores. However, once
initiated, the first phase of microgermination was completed within a rather narrow time
range, regardless of heat-activation or degree of aging. The duration of the second phase of
microgermination seemed slightly reduced by heat-activation. Variations in the pH of the
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medium altered both the microlag times and the second phase of microgermination consid-
erably, but the first phase of microgermination seemed little affected. It was concluded that
microgermination is probably a composite of two independent phenomena occurring in
sequence, without it being possible to determine whether termination of the first is a pre-
requisite for initiation of the second.

Variations in incubation temperature were shown to affect microlag time and the extent
of its distribution, both decreasing as the temperature increased from 16 to 30°C.17 Decreases
in each phase of microgermination were also observed to accompany temperature increases,
agreeing with the observations of Vary and Halvorson. The second phase of microgermination
was almost completely blocked at 43°C, the core of the spores remaining semirefractile until
the temperature was reduced to 38°C or below, whereupon the spores completed darkening
under phase contrast. Also in agreement with Vary and Halvorson,15 microgermination curves
were found to be very similar over a wide range of L-alanine concentrations (0.05 to 50
mg/m€), whereas the microlag times were considerably reduced by increasing concentrations
of this germinant. The possibility of independence between the two phases of microger-
mination was reinforced by the observation that Ca2+ ions, in concentrations from 0.2 to
0.4 M blocked the second phase of microgermination reversibly. In addition, the first phase
was lengthened considerably. Thus, the various stages of microgermination of individual
spores (i.e., microlag, the first and second phases of microgermination) appear to have
different sensitivities to factors affecting germination. From their studies, these authors
concluded that the shape of a germination curve is determined largely by the heterogeneity
in the microlag times.

As was noted earlier, heat-activation of spores, i.e., their exposure to elevated but sublethal
temperatures, generally results in an increased extent and rate of germination, as well as in
a simplification of the requirements for initiation of this process. This stimulus appears to
affect principally those mechanisms which determine the heterogeneity of spore samples.
At sufficiently high, but still sublethal temperatures of heat-activation, however, there would
appear to be damage such that both the microlag distribution and the kinetics of microger-
mination are affected.18 These effects can be such that the sample response curve is no
longer dominated by the microlag distribution, but exhibits features of bimodalism.19'20

III. EMPIRICAL FORMULATIONS

Loss of absorbance in a sample of germinating bacterial spores has been widely utilized
in monitoring this process because of its convenience as well as the fact that it provides
generally reproducible results. Given y0 and y,, as the initial and final absorbances, respec-
tively, of a sample of germinating spores, and y(t) its value at some intermediate time,
Hachisuka et al.21 proposed that the relative absorbance, G(t), given by

G(t) = yw^jL- (1)
y0 - y,

is appropriate in studies on germination rate, since it is independent of the spore fraction
which eventually germinates, assuming the spore concentration is within the range in which
it is linearly dependent on the absorbance. Following an initial interval of no change, called
the sample lag time, G(t) decreases sigmoidally from unity to zero. Various ways of pre-
senting absorbance data can be found in the literature, but these can easily be reformulated
into G(t).

Early interest in the effects of various pretreatments of spores, as well as of modifications
in the germination environment, focused on the slope of the germination curve at its point
of inflection. Woese et al.22 proposed that following the initial lag period, the germination
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curve could be reasonably approximated by an exponential dependence on time about its
point of inflection. The argument of this exponential function could then serve to characterize
the sample in question, with variations in the experimental conditions being reflected in
changes in this parameter. Of course, such a formulation could describe only a limited
portion of the experimental curve.

An expression capable of reproducing a much larger portion of the absorbance vs. time
curve in B. cereus T spores was formulated by McCormick from the observation that a plot
of In In l/Y(t) vs. In t, where Y(t) = 1 - G(t), results in a linear relationship with a
negative slope.23 From

lnln(^) = -dnt + lnln(^) (2)
V * w/ \ * o/

where Y0 = Y at t = 1 unit of time and -c is the slope of the resulting line, one obtains

Y(t) = e-"'- (3)

where k = In 1/Y0. This expression generates a sigmoid from zero to unity as t increases
from zero to infinity. As was demonstrated in this paper, the parameters k and c, as well
as the final sample absorbance, y,,, can be evaluated from a knowledge of y0 and the
determination of the absorbances at three successive points in time. The slope of the curve
at its point of inflection is easily evaluated if k and c are known. Different temperatures of
incubation, activation times at 65°C, and changes in the concentration of the germinant (L-
alanine) suggested that k and c react differently to changes in germination conditions. Thus,
c appeared to have its maximum at 25°C, while k decreased continuously with increases in
incubation temperature over the range from about 10 to 40°C. On the other hand, c was
little affected by increases in either the time of heat-activation or in the concentration of the
germinant, while k decreased in response to both of these changes. These results suggest
that k and c may indeed be independent parameters. Interestingly, the average microlag and
microgermination times responded to heat-activation and changes in the germinant concen-
tration in a similar manner to k and c, respectively, suggesting a possible association of k
with the heterogeneity of the spore suspension, and of c with the average microgermination
time. However, c does have a maximum with respect to incubation temperature, while the
average microgermination time does not.

IV. MATHEMATICAL MODELS

A. The Woese Hypothesis
The nature of the mechanism by which the spore interacts with the germinant to produce

a cell irreversibly committed to initiate germination remains unresolved. Woese et al.24 have
proposed that it might have a biochemical basis. In this model, a spore is supposed to contain
n molecules of a germination enzyme which reacts in the presence of a germinant by
synthesizing an initiator protein. When the concentration, P, of this protein reaches a critical
value, Pc, the spore germinates. The rate of production of this protein is given by:

f = Kn (4)

where K is the reaction-rate constant. All spores in the sample containing n enzyme molecules
will remain unchanged for a critical time tc = Pc/Kn, at which point they germinate. Assuming
that the fraction of spores characterized by each value of n can be determined from a Poisson
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distribution, a plot of the fraction germinated vs. time yields a curve which increases from
zero discontinuously. Application of absorbance vs. time data to the behavior predicted by
this model led these investigators to conclude that their spores each contained, on average,
nine enzyme molecules. To account for less than complete germination, as observed under
some initial conditions, an expanded model was developed in which a degree of lability is
conferred on the initiator protein. Thus, the rate equation above was rewritten as

dP
— = Kn - k2P (5)

where k2 is the rate constant for the breakdown of the initiator protein. In this way the
initiator protein concentration builds up to a steady-state value Ps, such that

P = ̂  (l - e-"-) (6)
K2 \ /

P, - f" (7,
K2

Those spores for which Pc is greater than Ps will not germinate. The extent of germination
is then determined, at least in part, by the dependence of K and k2 on the environmental
conditions. Another way of changing Ps is to alter the effective value of n. Thus, one could
visualize heat shock as somehow activating the enzyme molecules. In a similar way, this
model can be made to account, at least qualitatively, for many features observed in germination.

The Woese model correctly attributes the role of principal determinant of the shape of a
germination curve (e.g., loss of absorbance vs. time) to the time distribution of the spores
for initiation of the observed change.15 In proposing that this asynchrony is generated by
events resulting from the interaction of spores and germinant, these authors introduce a
second key element into the eventual development of a comprehensive theoretical treatment
of this phenomenon. However, the trigger mechanism proposed, as well as the assumption
that loss of absorbance is its immediate consequence, cannot accommodate certain features
of the germination process.

First, the rate at which the spores of a sample traverse the threshold concentration, Pc, is
determined by the values of K and k2, as well as the manner in which the spores are
distributed over n. This rate is thus independent of the measurable property selected for
observation in an experiment, so that one should expect the same response curve on all of
them. Faced with the fact that the measurable events in germination occur as a time-ordered
sequence, and that they may differ in their time evolution as well,10 it is evident that the
asynchrony generated by a trigger mechanism must undergo modification as the sample of
spores progresses through the various events which make up germination.

Second, the triggering mechanism advanced in the Woese hypothesis features an intrinsic
lag time. No spores germinate until those containing the maximum number of germination
enzyme molecules reach the critical concentration in initiator protein, Pc. Recent experiments
have shown that commitment, or triggering, commences immediately on contact between
spores and germinant.25 Assuming that the critical time, tc, for that fraction of spores
containing the maximum number of enzyme molecules can be made negligibly small would
require, according to Equation 6, that Pc be zero.

B. The Transition-State Model
The entire absorbance vs. time curve of a sample of germinating bacterial spores can be
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FIGURE 4. Schematic diagram of the germination process
and its observation. (From Lefebvre, G. M. and Antippa, A.
F., J. Theor. Biol., 95, 489, 1982. With permission.)

reproduced accurately by a model which is also qualitatively consistent with the currently
accepted description of this process.26 As can be seen in its schematic representation shown
in Figure 4, the rate of entry of spores into the phase of degradative events is determined
by transitions between three spore states, denoted A, B, and C. The transition probabilities
X.A and XB are taken to be independent of time, but can otherwise be functions of the
environmental variables. In the presence of the germinant, spores initially in state A undergo
triggering to state B. These triggered spores are committed eventually to undergo germination
to state C. A spore in state C is irreversibly engaged in the sequence of degradative events.

As was pointed out earlier, the various ways in which germination may be followed arise
as a time-ordered sequence during the degradative phase, so that the extent of germination
at any instant in a sample would appear to be greater for any early event than for a late one.
The germination event cannot depend in this way on the property chosen for its observation.
It is reasonable then to consider the spore to have germinated when it reaches the earliest
event in this sequence, i.e., on entry into state C itself.

1. Kinetics of Germination
In the context of this model, the kinetics of germination is described by dC/dt, the rate

of entry of spores into the phase of degradative events. If the transitions between states are
taken to be instantaneous and irreversible, the rates of change in the number of spores in
each of these states can be expressed by
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^=-X A A(t ) (8)

^ = -XBB(t) + XAA(t) (9)
at

and, assuming that the spores preserve their integrity,

A(t) + B(t) + C(t) = A0 (10)

where A0 is the concentration of spores which eventually germinate. This system of simul-
taneous differential equations can be solved to yield:

A(t) = A0e-XAt (11)

B(t) = ^A Ao[e-x*« - e-x*] (12)
XB XA

C(t) = A0 + A° [XAe-*' - XBe-^'] (13)
A-B A-A

The specific rate of germination is then

l d C a ) = _ A * B _ r e - x A « _ e - * « ] (14)
A0 dt XB - \A

2. Manifestations of Germination
The above description of germination is independent of which characteristic property is

selected to follow the time course of this process. These observable changes in the properties
of the spore are consequent to its having entered state C, as illustrated in Figure 4. Let y(t)
be the measured value in one such property in a sample of germinating spores a time t after
addition of the germinant, and let e(t) be the contribution to this value by a spore having
entered state C at t = 0. The time dependence of this coefficient can be represented by the
expression

e(t) = e0 + (e. - Co) Jo a(t') dt' (15)

where t' is the variable of integration over the interval from zero to t, and (e« - e0)a(t')
describes the time rate of change in e at any time in this interval. The function a is assumed
to include the lag time appropriate to the property monitored, and is subject to the normal-
ization condition

I a(t') dt' = 1 (16)
Jo

The spores enter state C asynchronously, their rate of entry at any instant t' in the interval
from zero to t being given by dC(t')/dt'. The number of spores which enter state C in the
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interval from T to T + dr is just dC(t')/dt' |t, = Tdx. Each of these spores contributes e(t -
T) to the observed property at time t, so that y(t) can be expressed as

P dC(t')
y(t) = e0(N0 - A0) + e0[A(t) + B(t)] + —V e(t - T) dT (17)

Jo dt , '= T

where N0 is the total spore concentration, (N0 - A0) is the fraction of spores which will not
germinate in the experiment, and A(t) and B(t) are the concentrations of spores remaining
in states A and B at time t, respectively. This last expression can be integrated by parts. A
change of variable, T -» (t - T) leads to

y(t) = y0 + (e* - e0) f C(t - T) a(t) dT (18)
Jo

where y0 = e0 N0, use was made of Equation 10, noting from Equation 13 that C(0) = 0
and from Equation 15 that de(t)/dt = (e»-e0)a(t). Thus, y(t) is essentially the convolution
of C(t) and a(t).

Substituting for C(t) from Equation 13 allows y(t) to be expressed as

y(t) = y0 + Ao(e. - t0)\F(i,0) + \ e-k>* F(t,\B) - r~TT" e"XA' F^^] <19)
L KB ~ AA "-B ^A J

where

F(U) = eXTa(j) dr (20)
Jo

To evaluate the asymptotic value of y(t), we note that

lim e-M F(t,X) = 0 (21)
t—»oo

provided that a(t) is zero for times greater than some finite time tmax. Moreover, due to the
normalization condition on ot(t) above,

lim F(t,0) = 1 (22)
t—»00

Thus,

y^ = y0 + A0(e. - ej (23)

as expected.
The above integral equation for y(t) can be transformed into a corresponding differential

equation. Making use of the fact that

^ = «**) (24)
dt

in the successive differentiation of Equation 19, one obtains
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PC-0' = T7 ! , x x T^r + (*A + M^f + ^B[y(0 - yd! (25)A0(e^ - e0) XAXB L dt2 dt J

subject to the boundary conditions

y(0) = y0 = e0N0

^ = 0 (26)
dt ,=o

Combining Equation 25 with Equations 15, 20, and 24, differential expressions for e(t) and
ct(t) can be derived:

e« = e° + TTT- r~§^ + (*A + XB) ̂  + xAxB[y(t) - y0ll (27)A0XAXB L dt2 dt J

and

,t, 1 rd3y(t) , ,. , x , d2y(t) dy(t)-|
"W = Tl , , , —TT + (XA + ^-B) —ZT + ^A^-B -T- (28)AoCe,. - e0) XA\B L dt3 dt2 dt J

The above expressions can be used to evaluate e(t) and ct(t) from the measured values of
y(t) and its derivatives, provided XA and XB are known.

3. Approximations for a(t)
a. Rectangular Pulse

The function a(t) can be determined experimentally by observing the germination of a
single spore. In the absence of a complete parametric description, a(t) can be approximated
by functions which recognize that Ae has a finite duration and that it occupies a specific
position in the sequence of degradative events. The simplest form of the function a meeting
these requirements is the rectangular pulse of duration a, as shown in Figure 5. The height
of the pulse is fixed at I/a to satisfy the normalization condition in Equation 16. Thus,
identifying all quantities affected by this approximation with the subscript a, we have

{0 t < to and t > tg + a
(29)

I/a to =s t « to + a

Substitution into Equation 18 leads to

y.(0 = y0, t *£ to (30a)

y.(t) = yo + Ao(e, - eo)^ + -A- (1^_ '̂)
L a XB - XA \ a\B /

X. /I — g-M'-Wx ~|

-5^l( aXA )J ' ^^^a (30b)
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FIGURE 5. A plot of the rectangular pulse approximation for a(t),
together with the corresponding function e(t). (From Lefebvre, G. M.
and Antippa, A. F., J. Theor. Biol, 95, 489, 1982. With permission.)

[ \ /ea^B — 1 \

r"Y(~ir~ e"M"to)
KB ~~ AA \ afie '

^— (e"A ~ l] e-^'-wl t 2= t0 + a (30c)
\B - XA \ aXA / J

b. Delta Function Approximation
In the limit of zero pulse width, aa(t) reduces to a Dirac delta function at t = to, and the

change Ae = €« - e0 takes place instantaneously. Identifying all quantities in this approx-
imation by the index s, we have

a.(t) = lim a.(t) = 8(t - O (31)
a—»0

Substitution of this expression into Equation 18, gives

y,(t) = yo + (e. - e0) C(t - t0) (32)

Written out explicitly, this becomes

fy0, t < fo

y-« = A (e - e ) (33)
I y^ + ^£= !oJ [XAe-xB(.-,0, _ xBe-^"-w], t ^ t0

L ^-B - ^A

Part of the data accumulated from the germination of spores heat-activated at 70°C for 3
min is shown in Figure 6. These data were analyzed for best fit of Equations 30 and 33.
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FIGURE 6. An enlarged view of the shoulder region of the absorbance
vs. time curve of a sample of germinating B. megaterium spores. The
spores, heat activated at 70°C for 3 min, were exposed to 10 mM (3-D-
glucose in 50 mM phosphate buffer, pH 7.0. The experimental points are
plotted as dots. Curve (a) is a fit of Equation 33 corresponding to a delta
function approximation for ot(t). Curve (b) is a fit of Equations 30 cor-
responding to a rectangular pulse approximation for a(t). (From Lefebvre,
G. M. andAntippa, A. F.,J. Theor. Bio/., 95,489, 1982. With permission.)

FIGURE 7. Absorbance vs. time curves predicted using Equation 30, cor-
responding to a rectangular pulse for ot(t). Experimental data are plotted as
points. The spores were (a) unactivated, (b) heat activated at 60°C for 3 min,
and (c) heat activated at 70°C for 3 min. All were germinated under the
conditions given in Figure 6. (From Lefebvre, G. M. and Antippa, A. F., J.
Theor. Biol., 95, 489, 1982. With permission.)

The predicted curves are shown as solid traces. The fit with the rectangular pulse is clearly
superior in this initial portion, while both curves are essentially coincident with the data at
all later points. This suggests that this model as a whole provides an accurate description
of the change in absorbance due to spore germination. The ability of Equation 30 to reproduce
experimental results is illustrated in Figures 7 and 8.
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FIGURE 8. Temperature shift-up during initiation of strain JV-10 of B. megaterium QM B1551
spores. Heat activated spores (10 min at 60°C) were diluted into 1.5 m€ of 0.2 M glucose, 5 mM
Tris (pH 8) solution, and incubated at 30°C for 0 (•), 1 (O), 2 ( x ) , 3 (^), 4 (A), or 5 (+ ) min.
After these preincubations, the temperature was raised rapidly to 46°C by the addition of 1.5 m€ of
the glucose in Tris solution pre-equilibrated to 60°C. The absorbances at 660 nm were measured
for 30 min and the tubes were then placed in a 30°C water bath (at the time indicated by the arrows)
and the absorbances measured for another 30 min. For the control (•), heat activated spores were
held continuously at 30°C. (From Vary, J. C., J. Bacterial., 121, 197, 1975. With permission.)

V. TRIGGERING

A number of investigations provide evidence consistent with the postulate that the asyn-
chrony in a spore sample for entry into the phase of degradative events is generated by a
sequence of transitions between spore states. These deal either implicitly or explicitly with
the triggering event. Harrell and Halvorson6 were the first to isolate this event experimentally.
Using environmental conditions which would normally lead to 100% spore germination,
these investigators found that acidification of a sample undergoing physiological germination
to pH 2.0 completely arrested loss of absorbance. In one experiment, acidification was
affected 45 sec after mixing spores and germinant in each of three samples. Two samples
were rinsed repeatedly at this low pH to remove the germinant, while the third was maintained
at pH 2.0. The initial conditions were fully restored in the first sample, and it proceeded to
complete absorbance loss in about 20 min of further incubation. The second sample was
also restored in all but one respect: the germinant was omitted. It also required the full 20
min to complete the observed change, but only achieved about 40% of the extent of ger-
mination of the first sample. Repeated washings of this second sample did not alter this
40% level of germination. For the sample maintained at pH 2.0, there was no change in
absorbance beyond its value at acidification.

All the spores which germinated in the second sample after its neutralization must have
been in a state different from the initial spore state since they could then complete this
process in the absence of the germinant. The sample lag time on loss of absorbance is no
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more than a few minutes, so that all spores having reached the initiation phase at the time
of acidification would complete absorbance loss very quickly on restoration of neutral pH.
Since the spores of the second sample required 20 min to complete absorbance loss after
neutralization, it is reasonable to suppose that most of these spores were in a state intermediate
between states A and C. Moreover, the spores in this state could not exit from it simul-
taneously, but had to do so asynchronously. The simplest assumption in this case is that
this transition occurs randomly in time.

The degree of acidification utilized by Harrell and Halvorson apparently completely ar-
rested the normal progress of the germinating spores at all stages. In temperature-sensitive
mutants, however, the germination process may be arrested in a more localized fashion
when the temperature is shifted beyond permissive values. This can be seen in a study of
mutants of B. megaterium QM B1551,27 the spores of which were found to germinate
normally in the presence of glucose at 30°C, but could not do so at 46°C. In one series of
experiments, the spores were first exposed to glucose at 30°C for from 1 to 5 min, immediately
followed by rapid shift up to 46°C. As shown in Figure 8, the absorbance in these samples
continued to decrease for a time after shift-up to the higher temperature, gradually ap-
proaching some final value. Those spores contributing to the absorbance loss after shift-up
to 46°C must have been in a state different from the initial spore state, since spores of this
mutant exposed to glucose at this high temperature do not germinate. This triggered state
cannot be state C, since all spores in this state at the time of the temperature jump require
no more than the lag time on absorbance (of the order of 1 or 2 min) to initiate this change,
whereas the observed postshift-up decrease in absorbance lasted about 30 min. These results
could be accounted for in the transition state model by considering that the temperature
block occurs in the intermediate state B.

The rate of commitment to germinate, or triggering, heat-activated B. megaterium KM
was found to increase (from negative values) exponentially from the time of addition of the
germinant L-alanine, as can be seen in Figure 9.28 The absence of a lag time in this event
is consistent with the transition state model. That this leads to a sigmoidal release of Ca2+,
the earliest indicative response observed in this strain, would imply the presence of a
subsequent random transition. While it is true that Ca2+ release in the individual spore is
probably not instantaneous, i.e., it has a finite microgermination time, this could not be
greater than the sample lag time on absorbance loss, which is of the order of a few minutes.
Ca2+ release in the sample extends over an interval an order of magnitude larger than this.
As with most other measurable changes, the kinetics of Ca2+ release in a sample of ger-
minating spores principally reflects its microlag distribution.

Very pursuasive evidence for the existence of an intermediate state in the transition state
model can be found in a series of studies on germination of unactivated B. cereus T spores.2930

While heat-activated spores of this strain will germinate in the presence of either L-alanine
or inosine, only a combination of these two germinants is effective without heat-activation.31

Utilizing a mixture of L-alanine and inosine capable of inducing near 100% germination in
unactivated spores, Shibata et al.29 observed that preincubation of the spores with either of
these two substances alone produced opposing results when they were subsequently placed
in contact with the effective mixture. Preincubation for various lengths of time with L-alanine
alone decreased the time at which the point of inflection occurred in the absorbance vs. time
curves obtained on adding inosine to the reaction mixture. The extent of this reduction
increased with the time of preincubation in L-alanine. On the other hand, preincubation with
inosine alone produced an inhibitory effect. It is significant that both activation by L-alanine
and inhibition by inosine do not affect all spores instantaneously, with activation maximal
by 45 min, and inhibition extending up to 60 min in these experiments.

In a subsequent investigation, Shibata et al.30 found that uptake of radioactive L-alanine
was maximal in the first minutes after mixing with the spores under conditions identical to
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FIGURE 9. Comparison of the rate of absorbance decrease, A,
calcium release, a, and commitment, o, during the germination
of B. megaterium KM with L-alanine. (From Stewart, G.S.A.B.,
Johnston, K., Hagelberg, E., and Ellar, D. J., Biochem. J., 198,
101, 1981. With permission.)

those utilized in the preceding study. This can be seen in Figure 10. These spores are not
irreversibly engaged in the germinative process, however. Thorough washing to remove L-
alanine and subsequent resuspension in the same buffer requires the presence of inosine for
subsequent loss of absorbance. Moreover, as shown in Figure 11, the number of spores
which eventually germinate depends on the duration of exposure to L-alanine over a range
of intervals much greater than that required for uptake saturation. In the context of the
transition state model, spores in state A are those which, having taken up L-alanine, are
competent to effect an initial irreversible transition from this state in the presence of excess
L-alanine. The dependence of the rate and extent of germination on the concentration of the
germinant might be explicable in part in terms of its effect on this transition probability.
The fact that there are spores which, after removal of L-alanine, are competent to react with
inosine to effect transition to the phase of degradative events (state C), testifies very strongly
in favor of an intermediate or triggered state. In view of the fact that these spores will
germinate in the presence of either L-alanine or inosine when heat-activated makes this an
excellent system for the study of the effects of spore pretreatment, including aging.

VI. A GENERALIZED FORMULATION

The shape of the response curve of most observable changes in germination mainly reflects
the time distribution of initiation of the relevant change by the individual spores. This is
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FIGURE 10. Incorporation of L-[14C] alanine into (inactivated spores of B. cereus T during
preincubation. Unactivated spores were incubated at 30°C in 0.1 M phosphate buffers (pH
8.0) containing L-[I4C] alanine (0.5 |j,Ci/m^): o, sodium phosphate buffer; •, potassium
phosphate buffer. (From Shibata, H., Takamatsu, H., Minami, M., and Tani, I., Microbiol.
Immunol., 22, 443, 1978. With permission.)

due to the large difference in the ranges of the microlag and microgermination distribu-
tions.15'16 The transition-state model expressed by Equation 18 provides an accurate repre-
sentation of this observed time development. It must be recognized, however, that microlag
distributions on events sufficiently far removed from one another in time may differ appre-
ciably due to the cumulative effects of the microgermination distributions of intervening
events, on the one hand, or to the occurrence of randomizing events, on the other. In general,
then, whatever the property whose change is to be observed in germination, the response
curve will be influenced to some degree by the relevant microlag and microgermination
distributions, by the kinetics of change in the individual spore, and by the position of the
observed change in the sequence of events. These constitutive elements can be included in
a formalistic expression for the average contribution of a given spore to the observed event
at any time t after initiation of the process of germination.

The coefficient e(t) was introduced earlier as the individual spore's contribution to the
property selected for observation. Making use of the simple form of e(t) in Figure 5 for
illustrative purposes, it can be visualized in terms of the microlag and microgermination
times (see Figure 12). Considering that there is no correlation between microlag and mi-
crogermination distributions in any one event, all other spores of the sample can be assumed
to develop in a similar way, independently selecting their microlag and microgermination
times from the observed distributions. The contribution to the chosen event at any time t of
a randomly selected spore can be represented by

Y, = eTl(t - T0) (34)

where T0 and T, are non-negative and independent random variables. Figure 13 illustrates
how particular values TO and T, of T0 and T,, respectively, can serve to specify the time-
evolution of a given spore. The time ^ accounts for the initial interval of no change in the



Volume II 63

0.0
10 20 30 40 50 60

Preincubation time at 30 C (min)

FIGURE 11. Effect of preincubation time with L-alanine on the extent of
subsequent germination of spores of B. cereus T. Unactivated spores were
incubated at 30°C for the times indicated in 0.1 M phosphate buffer (pH 8.0)
containing 0.5 mM L-alanine (o, sodium phosphate buffer; • , potassium phos-
phate buffer). After centrifugation the spores were transferred to 0.1 M sodium
phosphate buffer (pH 8.0) containing 0.1 nW inosine. Germination was mon-
itored for 60 min at 30°C, with OD, and ODF the initial and final absorbances
in an experiment, respectively. (From Shibata, H. J., Takamatsu, H., Minami,
M., and Tani, I., Microbiol. Immunol., 22, 443, 1978, With permission.)

|-MICROLAG-f««—MICROGERMINATION H

TIME

FIGURE 12. The germination time of an individual spore is considered as an initial
interval of no change (microlag time) followed immediately by the period of change
in the observed index of germination (microgermination time). (From Leblanc, R.
and Lefebvre, G.M., Bull. Math. Biol, 46, 447, 1984. With permission.)
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FIGURE 13. The random variables T0 and T, serve to differentiate between indi-
vidual spore germination times. Spore (a) has the fastest germination time (TO = T,
= 0). Spore (b) has the same microlag as spore (a) but a longer microgermination
time. Spore (c) has a longer microlag than either (a) or (b), but the same microger-
mination time as (b). (From Leblanc, R. and Lefebvre, G. M., Bull. Math. Biol.,
46, 447, 1984. With permission.)

property selected for observation, and can be considered as the microlag time of the earliest
spore to initiate the observed change. The effect of increasing TO is to shift the curve to later
times, while an increase in T, results in a more gradual change.

Because T0 and T, are independent, the spores of a sample can be classified on the basis
of microgermination time, the fraction of spores in each class determined by f j (T,) , the
density function of the random variable T,. Each of these classes can be further described
by the same density function f0(T0) of the random variable T0. For a given value of T,, a
superposition of individual spore germination curves could be represented as in Figure 14.
A similar figure could be drawn for a class having a different value of T, which, in this
schematic representation, would differ in the slope of the lines between e0 and e«. As a first
approximation in the present development, the limits of e0 and €„ are taken to be the same
for all spores of the sample.

As has been shown in detail elsewhere,32 an expression for the average contribution of a
spore to the observed index can be formulated by first considering the probability of possible
values Y, of this property for a selected microgermination time. These probabilities are
expressed in terms of f0(f0) and its cumulative function F0, defined by

F0(u) = f f0(T0) dT0 (35)
J -X

From these can be formulated a conditional distribution function G,(y|T! = T,) which, when
combined with the density function f,(T,), leads to the mean or expected value of Yt:

E(Yt) = e0 + jo f,(Tl) JT ' F0(t - w) e;,(w) dw dT, (36)

where e'Tl(w) is the first derivative of eT[(w) with respect to w.
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FIGURE 14. Superposition of the schematized germination curves of those spores of the
sample with the same microgermination time, i.e., the same T,. The correspondence between
the density distribution function f0(T0) of microlag times and the linear density of points on
the time axis at e0 is also illustrated. (From Leblanc, R. and Lefebvre, G. M., Bull. Math.
Biol., 4, 447, 1984. With permission.)

Only those spores that initiate the change being monitored contribute to E(Y,). If the
concentration of these is A0 in a sample of concentration N0, the value of the corresponding
sample measurement at time t after addition of the germinant can be expressed as

y(t) = (N0 - A0) e0 + AoE(Y.) (37)

where A0, e0, and E(Yt) are specific to the property being measured. Since £(Yt) is e0 for
t =£ ^ and €„ for t = °°, Equation 1 becomes

G(t) = £(Yl) ~ 6" (38)
e0 - e«

where we have utilized y0 = e0N0 and y» = y0 - A0(e0 - e J as the initial and final observed
values, respectively. Regardless of which of e0 and f.x is the larger, G(t) decreases with time
from unity for t =£ t0 to zero as t approaches infinity, and is independent of Ao/N0.

Experimentally derived response curves generally have sigmoid shapes. The various models
which might be proposed for one or another of the constitutive elements in £(Yt), then, need
to be consistent with the boundary conditions it must satisfy. Various families of cumulative
functions can satisfy Equation 35 for FO(TO), as well as a similar expression for F,(T,).
Considering only smoothly varying functions, three distinct families can be recognized.
These range from curves which increase sigmoidally from zero to unity either with zero or
positive initial slope, to curves whose slopes continuously decrease from some positive initial
value. In the analysis which follows, we utilize e0 > eM though the results are equally
applicable for e0 < e«.

Integration of Equation 36 by parts leads to

£(Yt) = e0 + Jo f.Or^Foft - w) eT1(w) ""' + £' ' f0(t - w) eT1(w)J d-r, (39)
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or

E(Yt) = e0[l - F0(t - g] + e«Fs(t - t,) + K(t) (40)

where

K(t) = I f,(T l) I ' ' f0(t - w) eT,(w) dw dr, (41)
Jo Jt0

and

fx

Fs(t - t.) = f,(T,) F0(t - t, - TI) dT, (42)
Jo

can be shown to be a cumulative function. Since eT|(w) is bounded, and since f0(t - w) is
positive or zero over the range of w, it is possible to formulate the inequality

e.NKt) « K(t) «s 6oM(t) (43)

where

M(t) = I f,(T,) I " ' f0(t - w) dw dr, (44a)
JO Jto

or

M(t) = F0(t - g - F.(t - t,) (44b)

At sufficiently large values of t, both F0 and Fs approach unity, while each approaches zero
as t approaches t0. Thus,

lim E(Yt) = €0 (45)
t-»«o

and

lim£(Yt) = €„ (46)

The expected end points are recovered on the basis that F0 and F, are cumulative functions
and that T,(W) is bounded.

Taking the first derivative of £(Yt) with respect to time, one obtains

E'(Yt) = f f,(T,) f"+T ' f0(t - w) <(w) dw dT, (47)
Jo Jto

Since a nonmonotonic change in eTi can be viewed as a superposition of oppositely directed
monotonic processes, we take e'T[(w) ss 0 for all values of w, given the presumption that
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e0 > e^. Where Ae is of finite duration, e'T[(w) can be taken as bounded:

a ^ e;,(w) ^ b (48)

The case of Ae instantaneous will be treated separately. Thus, it is possible to write the
inequality

a M(t) =s £'(Yt) =£ b M(t) (49)

where M(t) is as expressed in Equations 44. Since M(t) has already been seen to approach
zero in the limit at t —M0 and t —» t^, it is evident that

lim E'(Y,) = 0 (50)
t—t()

and

lim£'(Y t) = 0 (51)

In the case of finite microgermination time, zero initial and final slopes in the sample
response curves are to be expected whatever the detailed nature of the distribution function
F0. Such is not the case, however, where microgermination is instantaneous. In this case
Equations 36 and 47 can easily be shown to become

£(Yt) = e0 - (e0 - ej F0(t - t0) (52)

and

E'(Yt) = -(Co - ejf0(t - t0) (53)

respectively. A particular example of instantaneous change in e is loss of heat resistance.
Considering that a spore is either sensitive to exposure to elevated temperatures or it is not,
e0 = 0 and e^ = 1. Equation 38 then becomes

G(t) = 1 - F0(t - to) (54)

and F0 completely determines the shape of the sample response curve of this property.
Experimentally derived curves of loss of heat resistance are always sigmoidal and generally
have a zero initial slope, indicating that this is the shape of the microlag distribution at that
point. It is also reasonable to assume that this is the general form of the time distribution
of spores in the sample of later events, possibly altered by the microgermination distributions
of successive events.

A sigmoidal response curve can be expected to have zero initial and final slopes. Since
the G(t) are asymptotic to zero as t becomes very large, the second derivative of E(Yt) should
also be zero there. That £"'(Yt) must be zero at t = to as well can be appreciated by considering
that the slope in the response curve is zero in the interval 0 =£ t =s to, i.e., during the sample
lag period. It is now possible to show that FO(TO) on these indices must be sigmoidal with
zero initial slope. Taking the derivative of E'(Yt) with respect to time, one obtains
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(•=•= f t , + T ,

£"(Yt) = f,(T,) f0(t - w) 8(t - w) e.(w) dw dr,
Jo Jtf,

f" (•',+-,
+ f,(T,) f0(t - w) < (w) dw dT, (55)

Jo Jto

where the first integral in this expression takes into account the possible discontinuity in f0(t
- w). This expression can be rewritten as

£"(¥,) = f0(0) f f ,(T,) e;,(t) dT, + L(t) (56)
Jt- t ,

where L(t) is the second integral on the right in Equation 55 expressing integration over the
continuous portion of f0'(t - w) and f0(0) is the magnitude of the discontinuity in F0 at t =
to. The lower limit in the integral over T, in Equation 56 has been adjusted from zero in
recognition of the fact that smaller values of T, are excluded by the integration over w in
the preceding equation. Recalling that e'T|(w) =£ 0 in our working example, and considering
that for sufficiently large values of t that f0 '(t - w) will be either negative or zero for all
possible values of w, it is possible to formulate the inequality

b N(t) *s L(t) =s a N(t) (57)

where

N(t) = Jo f,(T,) J ' ' f0(t - w) dw dT, (58)

However,

N(t) = f0(t - w) - J f,(T,) f0(t - t, - T,) dT, (59)

Since both of these density functions approach zero for sufficiently large values of t,

lim L(t) = 0 (60)

The remaining term in Equation 56 also becomes zero in this limit, so that

lim £"(¥,) = 0 (61)
t—»oc

In the region ^ < t < t,, Equation 55 becomes

£"(Y.) = f0(0) J f,(T,) e;,(t) dT, + P(t) (62)

where

P(t) = Jo f,(T,) J f0(t - w) e;,(w) dw dT, (63)
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Invoking the boundedness of C'TI(W) and considering values of t near enough to to over which
fo(t - w) does not change sign, it is possible to write

a R(t) « P(t) ^ b R(t) (64)

where

R(t) = I f,(Tl) I f0(t - w) dw dT, (65)
Jo Jto

However,

R(t) = f(t - g - f0(0) (66)

which, in the limit t —* to, is a zero sum. Therefore,

lim £"(¥,) = f0(0) e;,(O (67)
t-»to

As was pointed out earlier, £"(Yt) should be zero at t = t0 for sigmoidal response curves.
From Equation 67, this implies that either or both of f0(0) and e'Tl(to) must be zero for those
events for which Ae is of finite duration. Where Ae is instantaneous, a zero slope at t = to
in the sample response curve implies that f0(0) is zero, as can be seen from Equation 53.
The manner in which the time distribution of spores in a sample evolves during the process
of their transformation from dormant to vegetative form is the important indicator of the
occurrence of significant events in this evolution. The preceding analysis suggests the types
of measurements which should be considered in such studies.

If the response curves of the properties commonly utilized to monitor germination are
sigmoidal, triggering has been shown to follow a time course with no sample lag time and
a nonzero initial slope. In the context of the present formulation, this implies that the change
in the corresponding coefficient e is instantaneous, and that G(t) is completely determined
by the F0(t) appropriate to this event. At sufficiently dilute germinant concentrations, trig-
gering in unactivated bacterial spores follows a sigmoidal time course with nonzero initial
slope. The point of inflection disappears on increasing the germinant concentration.25 These
results are consistent with the identification of triggering as the earliest of the transitions in
the transition state model. The study of the dependence of this transition probability on the
nature and concentration of germinants, as well as of the effects of various forms of activation
should shed considerable light on this very important mechanism.

VII. CONCLUDING REMARKS

The transition state model proposes that the time distribution of bacterial spores on ger-
mination is determined by a sequence of transitions between spore states, the final one of
which is identified with the entry of the spore into the phase of degradative events from
which arise the various indices by which this process can be monitored. As the spores evolve
through this phase, their time distribution can be expected to undergo modification as a
result of the rather drastic changes which take place. In principle, knowledge of the microlag
distribution of various measurable events in the sequence could serve as a basis for for-
mulating a description of the evolution of the spore through this phase.

To appreciate the contribution of the microgermination distribution of one event to the
microlag distribution of some later event, consider that if FO(TO) and F^) are appropriate
to this earlier index, then
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F,(t - t,) = I f,(T,) F0(t - t, - T,) dT, (68)
Jo

is the distribution function for its completion. In a sequence of dependent events, Fs(t - t t)
would also be the microlag distribution for initiation of the next event, and could differ
from F0(t) in two ways. First, the form of the distribution F0(t) would be altered to a degree
dependent on the relative ranges of the microlag and microgermination distributions. While
alteration in spore asynchrony may be negligible for short sequences of events, it can become
significant, given sufficient separation between observable changes. Second, F0(t - to) de-
scribes the time distribution of the spores on initiation of the observed change. As a cu-
mulative function, it is zero for negative values of its argument, i.e., for t < to. Since the
corresponding Fs(t - t,) describes initiation on the next event in the dependent sequence,
then its sample lag time is t,, the earliest time of completion of the preceding change. Thus,
the difference in sample lag times between these two consecutive events is t, - t0, the
minimum microgermination time of the earlier event. The sample lag time on any event can
now be viewed as the summation over all preceding events of their minimum microger-
mination times.
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I. INTRODUCTION

As a widespread phenomenon in nature, many species of motile bacteria exhibit a chem-
otactic response toward oxygen, sugars, amino acids, and various other inorganic and organic
substances. In particular, aerobic peritrichous bacteria such as Escherichia coli swim with
a stochastic motion biased in the direction of increasing oxygen concentration in an aqueous
medium where oxygen is at critically limiting concentrations relative to other vital substances.
Since the swimming speeds of motile bacterial cells are less than or of the order of 10"2

cm/sec, the Reynolds number of their swimming motion is less than or of the order of 10~4.
Thus, micrometer-size motile bacterial are extremely small in a hydrodynamic sense, with
their tactic swimming motion regulated by the viscosity of the surrounding aqueous medium.
The relative flow of this medium is governed by the Navier-Stokes equations for viscous
incompressible flow subject to zero relative-flow boundary conditions on the cell surfaces
and uniform relative-flow at spatial infinity.

In cases for which the bacterial population is very large and the number of cells per unit
volume varies in a virtually continuous fashion through the medium, one can formulate a
phenomenological theory for bacterial chemotaxis. The distribution of chemotactic cells and
the varying concentration of the limiting attractant are governed by coupled partial differential
equations. Subject to initial and boundary conditions relevant to laboratory experiments, the
coupled partial differential equations are generally amenable to exact or approximate ana-
lytical solution. This chapter reviews the mathematical details of the phenomenological
theory for bacterial chemotaxis.

II. GOVERNING EQUATIONS

Quantitative laboratory experiments1"13 have elucidated the swimming response of motile
bacteria toward or away from various chemical attractants and repellants. Assuming that
the bacterial cells act independently in their swimming motion and in their consumption of
limiting substrate (which generally requires fewer than 109 cells/cm3), the distribution of
chemotactic cells and the concentration of the substrate are governed by the coupled partial
differential equations:14"39

dn/dt = -V -~f (1)

7 = - JJL(S) Vn + x(s) nVs (2)

as/at = DV2s - K(S) n (3)

where n = nfx* ,t) denotes the number per unit volume of motile chemotactic cells in the

neighborhood of the point it at time t; s = s(~x*,t) denotes the concentration of the chem-
otactic agent; |JL(S), x(s), K(S) are the random motility, chemotactic flux, and consumption
rate functions, respectively; and D denotes the constant diffusivity of the chemotactic agent.
Equations 1 and 2 express the local conservation of the total number of cells subject to
random motility and chemotactic flow (for inclusion and treatment of a population growth
term see References 33, 35, and 37) while Equation 3 describes diffusion and bacterial
consumption of the limiting substrate in the medium. Observe that the right side of the flux-
vector Equation 2 is linear in n, and the total (random plus chemotactic) flux of cells defined
by Equation 2 is the most general form being bilinear in n, with the gradient operator V
and with the coefficient functions |x(s) and x(s) to be determined theoretically and/or em-
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pirically. In a similar fashion, the consumption rate function K(S) in Equation 3 must also
be specified theoretically and/or empirically. Then the governing Equations 1 , 2 , and 3
constitute a deterministic system for predicting the forms of n = n(~x*,t) and s = s(~x*,t)
for prescribed initial and boundary conditions.

III. RANDOM MOTILITY, CHEMOTACTIC FLUX, AND CONSUMPTION
RATE FUNCTIONS

Because the cells are hydrodynamically small, the Navier-Stokes equation invariance
symmetries36 may show up in the tactic swimming motion over distances of the order of
millimeters or centimeters and associated times of the order of minutes or hours, for on such
a macroscopic migrational scale the cellular length and flagellar oscillation times of the
bacteria are negligibly small in relative magnitude. The classical Navier-Stokes equations
for three-dimensional incompressible viscous flow take the form

d~u"/dt = -If • V~u" + vV2"? - p- 'Vp, V • ~u* = 0 (4)

where v and p are positive constants. Equation 4 is invariant under the space-time dilatation
transformations

x - » \ x , t - > X 2 t , u - » \ ~ ' u , p->A.- 2p ( 5 )

where \ is a positive constant parameter. Under the space-time dilatations (Equation 5), the
spatial gradient operator transforms as V —» X~ 'V while the density variables in Equations
1 through 3 transform as

n->A.- 3n, s-»A.-3s (6)

Thus, Equations 1 through 3 feature the Navier-Stokes space-time dilatation invariance if
and only if ~f* —> \~4~f and

JJL(S) = JJL = (constant) (7)

\(s) = 5s-' 8 = (constant) (8)

K(S) = a2/3s
2'3 a2/3 H (constant) (9)

Quantitatively accurate rapid-scanning densitometer experiments'3 have shown that Equa-
tions 7 and 8 do indeed apply to motile Escherichia coli cells attracted by low concentrations
of oxygen under standard experimental conditions; the constant parameters in Equations 7
and 8 have the experimentally observed values'3

H, = [5.5(± 4.5)] x 10-7cm2/sec (10)

8 = [1.8(± 0.7)] p. (11)

It is noteworthy that Equations 7 and 8 were proposed and employed originally14 as the
simplest expressions for the random motility and chemotactic flux functions which yield
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steadily propagating (traveling) band distributions of chemotactic bacteria; as pointed out
here, Equations 7 and 8 are uniquely distinguished as the forms that engender invariance
for Equations 1 and 2 under the Navier-Stokes space-time dilatations. In the case of a one-
dimensional band of chemotactic bacteria that propagates in the + x direction with constant
velocity u (see Section V), the cell density and limiting substrate concentration distributions
are functions of the quantity u(x - ut), an invariant under the transformations. Thus, the
steadily propagating band solutions are space-time dilatation invariant.

A consumption rate function K(S) proportional to sm, where the constant exponent m is
positive and less than or equal to 1, has been suggested I8~21 '25-27-31 on the basis of alternative
theoretical considerations; more detailed transient measurements on chemotactic E. coli and/
or other bacterial species are required to confirm the symmetry-associated s2'3 dependence
for the consumption rate function shown in Equation 9. It is well known that the rate functions
for metabolic processes in biological species can exhibit similarity under dynamic as well
as classical allometric scaling, and in particular, the principal metabolic processes and
associated uptake of a critical substrate by a motile bacterium can manifest a dynamic scaling
symmetry which relates directly to the viscosity-dominated swimming motion. In the case
of motile E. coli cells in which the energy-yielding reactions are modulated by aerobic
respiration, the limiting substrate will be oxygen if the local concentration is less than about
0.26 mg/€ at 37.8°C (decreasing to about 0.10 mg/€ at 15°C) and a metabolizable carbon-
bearing nutrient is present in nonlimiting concentrations.36 The latter critical oxygen con-
centration values are less than 4% of the oxygen-saturation concentrations for fresh water
in contact with air at 1 atm, O2 at 6.55 mg/€ at 37.8°C (increasing to 10.3 mg/€ at 15°C),
and the oxygen consumption rate expression (Equation 9 may indeed supersede the Monod
(i.e., Michaelis-Menten40) form

K(S) = KS/(S + K2)

at such small values for s. It is clear that experiments with very low oxygen concentrations
are required to determine whether the rate of oxygen consumption has the functional de-
pendence on s shown in Equation 9 in the case of motile E. coli. As shown in Table 1,
many other motile bacterial species also exhibit chemotaxis toward or away from various
substrates, with new chemotactic bacterial species being observed and added to the list each
year.41 An important question to be answered by future studies is whether Navier-Stokes
dilatation symmetry in the phenomenological theory, as manifest in Equations 7 through 9,
applies to diverse forms of bacterial chemotaxis at sufficiently low concentrations of limiting
substrates. At moderate concentrations of such a substrate, one expects an s-range of validity
for the linear consumption rate function,17J8'29'34-3538

K(S) = a,s a, = (constant) (12)

while the Monod form for K(S) is expected to have a (higher) s-range of validity for substrates
that continue to be limiting (i.e., metabolic process-controlling for the bacteria) relative to
all other chemotactic nutrient substances in the medium at high values of s.

IV. ASSOCIATED FOKKER-PLANCK EQUATION AND THE
THEORETICAL SIGNIFICANCE OF 5 = 2|x

The substitution of Equations 2, 7, and 8 into Equation 1 yields

-^ = (jLV2n - 8V-(ns- 'Vs) (13)
ot
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Table 1
CHEMOTACTIC RESPONSE OF MOTILE

SPECIES OF BACTERIA33

Genus Attractants Repellents

Escherichia

Pseudomonas

Oxygen
Sugars
Amino acids
Oxygen
Sugars
Amino acids
Nucleotides
Vitamins

pH extremes
Aliphatic alcohols

Inorganic ions
pH extremes
Amino acids

Ammonium ions
Bacillus

Salmonella

Vibrio

Spirillum

Rhodospirillum

Clostridium
Bdellovibrio
Proteus

Erwinia

Sarcina

Serratia

Bordetella
Pasteurella
Marine bacteria

Oxygen
Sugars
Amino acids
Oxygen
Sugars
Amino acids
Oxygen
Amino acids
Oxygen
Sugars
Amino acids
Nucleotides

Inorganic ions
pH extremes
Metabolic poisons
Aliphatic alcohols

Inorganic ions
pH extremes

pH extremes
Sulfhydryl compounds Poisons

Oxygen
Amino acids
Oxygen
Sugars
Amino acids
Sugars

Oxygen
Sugars
Amino acids
Oxygen
Oxygen

Inorganic acids
pH extremes

Inorganic ions
pH extremes
Inorganic ions
pH extremes
Inorganic ions
pH extremes

i

Algal culture filtrates Heavy metals
Toxic hydrocarbons

If N = /R n d3x denotes the constant total number of bacteria in a closed spatial region R
with the normal components of Vn and Vs eq|ual to zero over the boundary of R, then N
is constant with time, and the normalized variable n/N is the probability density for finding
a bacterium in the neighborhood of point ~x* at time t. In terms of n/N, Equation 13 is the
Fokker-Planck equation for stochastic motion of a single bacterium.16 This Fokker-Planck
equation follows directly and without approximation from the Langevin equation for bacterial
swimming motion, the stochastic propulsive thrust of a bacterium being in dynamic equi-
librium with its Stokes drag force during "run" intervals with the d~x*/dt constant.16

It has been pointed out42'43 that certain Fokker-Planck equations can be transformed to
associated canonical Schrodinger-BIoch equations for which there exists an extensive quan-
tum statistical literature. In addition to being linear and parabolic, the distinguishing structural
feature of a Schrodinger-BIoch equation is the absence of any first-order gradient term
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involving V^, where ̂  is the Schrodinger-Bloch dependent variable; spatial derivatives of
^ come in exclusively through the second-order random diffusion term proportional to V2^.
Thus, for example, Equation 3 becomes the Schrodinger-Bloch equation

- = DV2s - a,ns (14)
dt

if n = n(~x*,t) is as indicated above and the consumption rate function in Equation 3 is
given by the linear expression Equation 12. In order to transform Equation 13 into its
canonical Schrodinger-Bloch form, one must introduce the term,

y = n/sBf2» (15)

By computing the time derivative and Laplacian of Equation 15, it follows from Equation
13 that Equation 15 satisfies the Schrodinger-Bloch equation

— = |xV2^ - <|>¥ (16)
dt

where the potential function, 4>, is given by

<> = ̂ -' BlV'd + |xV2s) + (- 8 - ,x) s-2 |Vs2] (17)
2. \_ \dt / \z / J

It is interesting to note that the Schrodinger-Bloch function is invariant under the Navier-
Stokes transformation if and only if the condition 8 = 2\i holds,

¥_> >IA <H> 5 = 2(i (18)

Therefore, the condition 8 = 2|x, which is admitted by the experimental range indicated
by Equation 11 for the low-concentration oxygen chemotaxis of motile E. coli, implies that
the Schrodinger-Bloch function is dilatation invariant, according to Equation 18. Notice34-36

also that the potential function is independent of first-order spatial derivatives in s if and
only if 8 = 2(x and for this condition Equation 17 reduces to

4> = s-'(| + ^V2s) (19)

Hence, the term involving the first-order spatial gradient Vs is relinquished in the Schro-
dinger-Bloch equation if and only if 8 = 2|JL. With the conditon 8 = 2|JL, the Schrodinger-
Bloch function becomes ̂  = n/s, the number of cells per unit mole of chemotactic agent
in the neighborhood of ~x* at time t. The resulting system of coupled Equations 3, 16, and
19 with n = s& has all the spatial symmetry admitted by the invariance group of the
Laplacian operator V2, unconstrained by the presence of first-order spatial derivative terms.
In this sense, the condition 8 = 2|x reflects higher intrinsic symmetry in the governing
equations, as well as dilatation invariance of the Schrodinger-Bloch function.

V. ANALYTICAL SOLUTIONS TO THE GOVERNING EQUATIONS

The following are representative examples of analytical solutions to the governing equa-
tions in the phenomenological theory of bacterial chemotaxis. These solutions describe basic,
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experimentally accessible, chemotactic distributions of bacteria and a consumed limiting
substrate. For further details and experimental comparisons, the reader should consult the
references that are cited below. Additional analytical solutions have also been reported in
theliterature.7'18'21'27'28'30-3"5'38

A. Steady-State Distributions of Bacteria Chemotactic Toward Oxygen Close to the
Surface of an Oxygen-Depleted Medium29

Consider the one-dimensional steady-state solution to Equations 13 and 14 with z denoting
distance into an oxygen-depleted aqueous medium from the z = 0 surface, where the number
of motile chemotactic bacteria per unit volume and the oxygen concentration have the
prescribed values

n = "0]
> at z = 0 (20)

s = s0J

Suppose the bacterial cells and oxygen are absent far below the surface, so that

n = ol
> at z = «3 (21)

s = OJ

Specializing Equations 13 and 14 for n = n(z) and s = s(z), we have

^ -8 -^ (ns - f )=0 (22)
dz2 dz \ dz/

d2s
D — - a,ns = 0 (23)

The exact solution to Equations 22 and 23 subject to the boundary conditions shown in
Equations 20 and 21 is given by the remarkable simple closed-form expressions

n = n0[l + (z/z,)]-2 (24)

s = s0[l + (z/z»)r2|i6-' (25)

in which the characteristic thickness of the bacterial congregation and oxygen-containing
layer appears as

z. = [(Daf'n-1) (2(JL8-') (1 + 2>xS-')]"2 (26)

Notice that the thickness formula (Equation 26) is wholly independent of s0 and depends on
the motility and chemotactic flux coefficient exclusively through the dimensionless ratio
2(0,8-'; thus, for 8 = 2(j,, Equation 26 reduces to z, = (20/a^o)"2. The total number of
cells under a unit surface area follows from the solution function (Equation 24) as



80 Physiological Models in Microbiology

F rX = n(z)dz = nj [1 + (z/z,)r2 dz = n0z, (27)
Jo Jo

and hence, by using Equation 26 one obtains

>fz , = Dar ' (2 f JL8- ' ) ( l + 2(18-') (28)

The result expressed by Equation 28 shows that the thickness z» varies inversely with the
total number of cells under a unit surface area, if conditions influencing the consumption
constant a, and the dimensionless ratio 2(ju8~' are held fixed. It has been shown38 that the
solution (Equations 24 and 25) is stable with respect to arbitrary perturbations in n and s;
i.e., the dynamical Equations 13 and 14 require perturbed forms for n and s to return to
those given by Equations 24 and 25 as t increases.

B. Steadily Propagating One-Dimensional Bands1418

The consumption rate functions (Equations 9 and 12) are subsumed by the more general
form

K(S) = amsm m = (constant) (29)

am = (constant)

which reduces to the Navier-Stokes symmetric expression (Equation 9) for m = 2/3 and
the linear-theoretic expression (Equation 12) for m = 1. Let us consider the specialization
of Equation 3 obtained by setting D = 0 and representing the consumption rate function
by Equation 29:

as/at = -amsmn (30)

In combination with Equation 13, Equation 30 admits exact analytical solutions depending
on the dimensionless variable

€ = ( A - ' u ( x - ut) (31)

in which the propagation velocity, JJL, is a positive constant parameter. These steadily
propagating one-dimensional "traveling" band solutions take the form

n = n(0 = (u2si-m/am'Y) e~«(l + e-«)-5'^ (32)

s = s© = Ul + e-*)-^ (33)

with

n = Q]
\ a t£ = -oo (34)

s = oj

and
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n = o l
[ a t £ = +=c (35)

s = s^J

provided that the quantity y = 8 - (1 - m) (A is in the range 0 < 7 < 5, or equivalently
if

[1 - (8/|x)] < m < 1 (36)

The latter necessary and sufficient condition for steadily propagating one-dimensional
bands is generally satisfied by the Navier-Stokes symmetric case m = 2/3, but such "trav-
eling" band solutions are precluded by Equation 36 for the linear-theoretic m = 1 case.
The total number of cells per unit cross-sectional area of band is

X=\ ndx = fur1 n© d£ = [us]rm/(l - m) ctj (37)
J-3C J -3C

where Equation 32 had been integrated explicitly. According to Equation 37, the velocity
of propagation u and the total number of cells per unit cross-sectional area, JV, are directly
proportional in this one-parameter family of steadily propagating bands; the solutions can
be viewed as labeled unambiguously by either u or >f for initially given values of m, am,
8, (x, and s^.

It has been demonstrated by elaborate mathematical analysis20'22 that the band solutions
(Equations 32 and 33) are dynamically stable with respect to arbitrary perturbations governed
by Equations 13 and 30 for all u (>0). Also, for Equations 1 through 3 with D = 0 and
|x(s), x(s), K(S) unspecified at the outset, it has been shown24'26 that the existence of a steadily
propagating band solution puts certain necessary and sufficient conditions on the functional
form of ^(s), x(s), K(S); the latter conditions reduce to Equation 36 if one invokes Equations
7, 8, and 29.

C. Time-Dependent Formation of One-Dimensional Bands35

Let us now consider the one-dimensional forms of Equations 3 and 13 using Equation
29,

an d2n d / ds\
* = ^-^(nS-^) (38)

^-Dg-a . s -n (39)

subject to the boundary conditions for all t ^ 0

dn/dx = o]
\ at x = 0 (40)

ds/dx = oj

n = ol
\ at x = =o (41)

s = s^l
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and the initial conditions at t = 0,

!

n0(= const) for 0 § x g x0

(42)
0 for x > x0

s(x,0) = s. for 0 g x < oc (43)

Observe that Equation 42 describes a uniform distribution of cells in the interval 0 «£ x =s
x0 at t = 0. Capillary tube experiments1"3 which feature the formation and eventual steady
propagation of "traveling" bands of bacteria are modeled by Equations 38 through 43. In
the analytical iteration solution35 to this initial-value/boundary-value problem, a band evolves
dynamically and breaks free from a residual concentration of cells in the interval 0 =£ x <
Xo- The asymptotically constant propagation velocity of the band is given by the formula

u = (Sa^-'n,)"2 (44)

in the "diffusionless" first approximation, valid for 8 » max {|i,D}.
Thus, the unique propagation velocity given by Equation 44 emerges for the steadily

propagating band, with the total number of cells per unit cross-sectional area given in turn
by Equations 37 and 44. For refined formulas produced by the second iterative approximation,
which brings in \L and D, the reader should consult the original paper.35

VI. APPLICATION OF THE SOLUTIONS TO SYMBIOTIC BACTERIAL
ASSOCIATIONS IN NATURE

The chemotaxis of motile bacteria plays a key role in symbiotic associations of micro-
organisms in natural habitats,41'44 and the phenomenological theory for bacterial chemotaxis
can be applied to illuminate certain quantitative aspects of these symbiotic associations. An
interesting practical example is provided by the symbiotic association of methane-producing
and motile aerobic bacteria in certain fresh water habitats, for which the phenomenological
theory can be applied as follows.39

Oxygen-depleted, organically rich ponds, swamps, and other fresh water habitats provide
natural ecosystems for large steady-state populations of methanobacteria.45 Experimental
measurements of the methane flux from various habitats46"49 show that the methanobacteria
can prosper in several qualitatively different types of microbial ecosystems. In particular,
for certain ponds and swamps the methane flux, f, is given to an accuracy of about 10%
by the simple empirical fomula47

f = (4.1 T - 42) (jLg/cm2/day (45)

where T is the temperature in degrees Celsius through the experimental range 12°C < T <
26°C. It is noteworthy that Equation 45 applies to aquatic habitats of various depths and
sediment compositions, even though no parametric dependence on the latter variables is
evident. For other habitats the methane flux has been observed experimentally to vary with
depth and sediment composition,48'49 and Equation 45 is not applicable in such cases.

Since Equation 45 applies to fresh water habitats of various depths and sediment com-
positions, methane production must be rate controlled by biochemical and biophysical proc-
esses which take place near the water-atmosphere interface. Equation 45 is quantitatively
consistent with a microbial ecosystem in which O2-chemotactic, motile, aerobic bacteria
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supply the CO2 for anaerobic respiration of methanobacteria. Commensal with the O2-
shielding and C02-providing motile aerobic bacteria, the methanobacteria liberate CH4 at
precisely the molal rate that oxygen is consumed and CO2 is generated by aerobic respiration
of the former:

Aerobic bacteria:

02 + (carbon-bearing nutrient) -» CO2 + (other metabolites) (46)

Methanobacteria:

CO2 + 2C2H5OH -> CH4 + 2CH3COOH (47)

Close to the surface of the oxygen-depleted body of water, the steady-state distributions
of 02-chemotactic motile aerobic bacteria and of dissolved oxygen are given by Equations
24 and 25 with Equation 26. To evaluate the thickness parameter, first observe that

D = 7.6 X 10-2 cm2/hr (48)

is the oxygen diffusivity constant at temperatures of biological interest and

a, = (2.5 x 10~8/cm3 cell/hr) 4>(T) (49)

is a reasonable estimate for the fractional rate of 02 consumption per unit concentration of
bacterial cells. The dimensionless temperature-dependent factor (|>(T) in Equation 49 relates
the fact that O2 consumption increases with increasing T, while the constant factor in Equation
49 derives from experimental data35 on motile, aerobic, 02-chemotactic Escherichia coli,
for which

<|>(20) = 1 d<t>/dT|T=20 > 0 (50)

If one assumes that the bacterial cells and oxygen concentration have the typical surface
values

n0 = 2.0 x 108 cells/cm3 (51)

s0 = 8.0 fig/cm3 (52)

and supposes that 8 = 2(Ji, then Equations 24 and 25 become

n = njl + (z/z.)]-2 (53)

s = s0[l + (z/z,)]-1 (54)

while Equation 26 reduces to

z. = (0.174cm)[4>(T)]-"2 (55)

in view of Equations 48, 49, and 51. The total rate of 02 consumption by the motile aerobic
population is
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/O2 consumption \ r«
rate per unit = ct,ns dz = -D(ds/dz)z=0I /- I Jo\ surface area /

= D zr1 s0 = (3.5 (ig/citf/hrXcXT)]"2 (56)

by virtue of Equations 23, 48, 52, 54, and 55. Since each mole of O2 produces 1 mol of
CO2 through aerobic bacterial respiration according to Equation 46, and each mole of C02

is reduced to 1 mol of CH4 by commensal methanogenic anaerobes according to Equation
47, the associated methane flux is given by 1/2 (= mol wt of CH4/ mol wt of O2) of the
O2-consumption rate per unit surface area shown in Equation 56, i.e.,

f = i Dzr1 s0 = (42 M.g/cm2/day)[c|>(T)]"2 (57)

where the unit of time is taken as 1 day in order to facilitate comparison with Equation 45.
The theoretical methane-flux expression (Equation 57) agrees with the experimental formula
(Equation 45) if

<KD = [(T/10) - I]2 (58)

and indeed the latter form (Equation 58) is in accord with the normalization and monotonicity
conditions in Equation 50. Thus, for motile-aerobic bacteria with an O2-consumption rate
given by Equations 50 and 56, the typical parameter values shown in Equations 49, 51, and
52 yield the methane flux expression of Equation 45 as a consequence of commensalism
between the aerobic and methanobacteria.
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I. INTRODUCTION

The attachment of microorganisms to surfaces is one, albeit complex, example of the
general problem of particle "adsorption" on substrates. The questions one seeks to answer
in this type of problem are

1. What is the net rate of deposition of particles per unit area of the substratum?
2. What is the final (equilibrium or steady state) number of particles per unit area?

Clearly answers to these questions depend upon a number of conditions. These may be
summarized as follows:

1. An open or closed system, i.e., is the total number of particles available in the system
constant or variable?

2. The local hydrodynamic conditions in the vicinity of the substratum; e.g., is the fluid
phase stationary or flowing? Is the flow laminar or turbulent?

3. Local interaction forces between the particles and substrate, and their possible time
dependence.

4. Masking effects due to previously adsorbed particles.
5. Surface heterogeneity: physical (e.g., roughness) or chemical.
6. Preaggregation in the fluid phase.
7. In the case of microorganisms one has to include cell growth and division in the fluid

phase and/or on the substratum surface.

In this review we shall restrict discussion to points (1) to (4): points (5) to (7) are difficult
to incorporate, in a quantitative way, into models of microorganism adsorption, particularly
if there are variations in the strength of attachment between primary adsorbed cells and their
daughters.

We shall start Section II by considering the simplest case: i.e., the adsorption of micro-
organisms from, first, a closed system, and then open systems under stationary fluid con-
ditions; we then introduce effects due to fluid flow (Section III). A fuller review of the
subject has been given recently by Adamczyk et al.1

II. ADSORPTION UNDER STATIONARY FLUID CONDITIONS

A. General Analysis of Adsorption Rates in Closed Systems
In a closed system (total number of microorganisms fixed) one may monitor either the

number of adsorbed microorganisms per unit area (F) with time, or the change in the number
concentration of particles in the fluid phase, C. F and C are linked through the equation,

F = (C0 - C) V/S (1)

Where C0 is the initial microorganism concentration, V is the total volume of suspension,
and S the total surface area of the substratum. Alternatively,

r (C — n V
6 = — = % ^ = (C0 - C) V/n (2)

1 max 1 max13

where 6 = coverage, n = number of surface sites, and Fmax = n/S
Thus, one may directly follow the net adsorption rate, i.e.,
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dr/dt = j( i - e) - tTr (3)

where J is the flux toward the substratum surface, and k is the desorption rate constant,
or

d9/dt = ~ - t~6 (4)
n

= Tc(i - e) - Ve (5)

where k is the adsorption rate constant.
Alternatively, one may follow dC/dt. From Equations 1 to 5:

dC/dt = -~knC(l - 6)/V + k~(C0 - C) (6)

= -^c[^ - (co - C)] + t"(C0 - C) (7)

Note that putting d6/dt = 0 in Equation 5, leads to the Langmuir adsorption isotherm,2 i.e.,

-\- = £ Ceq = KCeq (8)
1 ~ 9eq k

where 6eq is the equilibrium coverage and Ceq the equilibrium concentration of microorga-
nisms in the bulk phase.

Equation 7 may be integrated in various ways.3-4 One integrated form (in which k is
eliminated by introducing Equation 8) is,4

~k*n f C0 "I

» = v fern-; - «•]'
where y = -logj^ ~ ̂  A1 ~d ~ C/Co) ̂ 1 (9)

L*-*o ^eq/ J

Hence, k and k (and hence K) may be calculated from experimental C(t) data.
Vincent et al.4 have explored the application of Equation 9 to the adsorption of small (0.2

(jim diameter), positive polystyrene latex particles onto much larger (2 jjim diameter), negative
polystyrene latex beads and found that plots of y against t are indeed linear and pass through

the origin; reasonable agreement was found between the value of k derived from the slopes

of such plots and theoretical values of k , based on the Smoluchowski theory of coagulation
kinetics,5 at least in the limit t —> 0 (i.e., low coverage).

B. Microorganism/Substratum Interactions

Theoretical evaluation of k and k requires knowledge of the microorganism/substratum
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interactions, and at higher coverages, the microorganism/microorganism interactions, since
lateral interactions between adsorbed microorganisms will then also play a role. One may
consider these forces to fall into three classes: dispersive, electrostatic, structural.

Several expressions for the ubiquitous dispersion interactions exist. For plane/sphere
geometry the interaction energy, Vd(h) is given by:

v<(h) = -T2 [Irri)
+ 210&tri)] - -ii when x « ' (10)

for two spheres of equal size;

A f ! ! „ , / x2 + 2x M
Vd(h) = ~U [^TY, + x- + 2x + 1 + 2 '°Hx2

 + 2x + l)J

^=- , when x <l 1 (11)
24x

where A is the composite Hamaker constant, given by

A = (A|/2 - A^/2)(A^'2 - A^'2), and x = h/2a (12)

where a is the particle radius and h the distance between the particle and substratum surfaces;
"1" refers to the substratum, "2" to the suspending medium (e.g., water), and "3" to the
particle.

Hogg et al.7 have derived a corresponding expression for the electrostatic interaction,
V* and V"(at constant potential and constant charge, respectively) for plane/sphere geometry;

[ 2ilf Tlf /1 4- exnKh\ 1

*FT*j '°g(l - expKh) + '°&(1 ~ exP(-2Kh»J (13>

[ j\\r \\r / i _)_ pvr iKhX 1

^ftl^ '°g(l - expKh) ~ 10gc(' ~ exP(-2Kh»J <14>

for two spheres of equal size;

V^(h) = -2Tree0a^2loge(l - exp(-Kh)) (15)

V*(h) = r2iTee0a^2loge(l + exp(-Kh)) (16)

where for small double layer overlap exp (-Kh)«l Equations 15 and 16 reduce to:

Ve(h) = 2i7ee0a *2exp( - Kh) (17)

where e is the dielectric constant of the medium (78.2 for water at 25°C), e() is the permittivity
of free space (8.85 x 10" 12J/C2/m), and ̂ p and ̂ s are the electrical potentials at the particle
and substratum surfaces. K depends upon the total ion concentration in the bulk solution
and is given by

N e2

K2 = ^T ? Z'Q (18)
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where Q is the concentration and Z; is the valency of the ions of type i, NA is the Avogadro
constant, k is the Boltzman constant, e is the electron charge, and T is the absolute temperature.

In the case of univalent electrolytes in aqueous solution at 25°C the double layer thickness
( K " ' ) is related to the electrolyte concentration, c, as follows;

c/(mol/dm3) nm

io-5 100

io-3 10

10-' i

Note In Equations 13 and 14, Ve ^ 0 if either ^s or ^p = 0, (i.e., there may still
1: be an electrostatic repulsion or attraction, for constant charge and constant po-

tential, respectively) even if one of the surfaces is at zero potential.
Note Since ^ is not directly amenable to experimental determination, it is common

2: practice to use the zeta potential as derived from electrokinetic experiments
(e.g., electrophoresis).

Structural forces are associated with the change in the structure of the two interfacial
regions surrounding the microorganism and the substratum, brought about by their overlap.
These may be repulsive or attractive. For example, in aqueous media, the structure of the
interfacial region near a surface will be different from bulk water. Close approach of two
surfaces therefore results in displacement of the "interfacial water" into the bulk. For two
hydrophilic surfaces this results in an extra repulsive force; for two hydrophobic surfaces
an extra attractive force results; for a hydrophilic in conjunction with a hydrophobic surface
the result is not obvious.

Similarly, structural forces occur when adsorbed (neutral) polymer is present on the
microorganism and/or the substratum. When the two surfaces approach, perturbation of the
polymer conformations occurs (in extreme cases polymer being displaced into the bulk
solution). Again, the resultant forces induced may be repulsive (particularly at high coverage)
or attractive (low coverage). It would be inappropriate to discuss this topic in detail here
(extensive reviews have recently been given by Vincent and Whittington8 and by Napper9);
mention should also be made of the considerable advance in the interpretation of polymer-
induced effects in colloid stability resulting from the advent of the Scheutjens-Fleer10 theory
of polymers at interfaces. We will just highlight three aspects which are relevant to the
subject of particle adhesion:

1. If both the particle and the substrate carry adsorbed layers of neutral polymers (thickness
Sp and 8S, respectively) and the polymers are in a "good" solvent environment, then
a steeply rising ("steric") force operates at h < (8p + 8S), indeed for current purposes
we may let Vs = °° for this condition (See Figure 1A).

2. If only one of the surfaces carries an adsorbed layer then an attractive force may be
generated due to "bridging" of the polymer chain between the particle and substrate
surfaces (See Figure IB). This attractive interaction is difficult to quantify in a simplistic
way, but clearly the net interaction (xs) of the polymer segments with the surface is
important. The importance of polymer bridging between microorganisms and substra-
tum surfaces has been suggested by a number of authors, both from theoretical
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B

FIGURE 1. The effect of adsorbed polymer layers on the adsorption
of microorganisms to surfaces.
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FIGURE 2. A transverse section of the prostrate vegetative system of an ectocarpalean alga attached to a plastic
surface by means of extracellular polymer. (Photograph taken by Dr. A. H. L. Chamberlain, Surrey University.)

considerations"'12 and because of the ubiquitous presence of polymer material inter-
posed between the microorganism and substratum surface13 observed in electron mi-
crographs (see Figure 2).

3. If neither surface has any adsorbed polymer, but there is free polymer in solution (i.e.,
nonadsorbed), then an additional attractive force may result (Vdcp) due to depletion
effects.14 The depletion zone near a nonadsorbing surface (xs < Xs.™) m a polymer
solution has a lower segment concentration than the bulk solution and thus the close
approach of the two surfaces results in the net displacement of solvent molecules from
a region of higher chemical potential to a region of lower chemical potential (i.e.,
bulk solution); this is the origin of the attractive force. The equations for two planar
surfaces or two spheres have been derived by Fleer et al.15

The corresponding expression for a sphere approaching a flat surface is readily derived,
i.e.,

Vdep(h) = -P[y (a + A)3 - (a + A)2 (a + h - A) + | (a + h - A)31 (19)

In Equation 19, P is the osmotic pressure of the bulk polymer solution; this may be determined
experimentally or from existing theoretical expressions16 and A is the thickness of the
depletion layer. At low polymer concentrations (i.e., C2 < C*2, the overlap concentration),
A = rg, the radius of gyration of the polymer molecules concerned; for C2 > Cj, A decreases
in a complex manner with C2 (the reader is referred to Reference 15 for details). With
microorganisms one is frequently concerned with polyelectrolytes rather than neutral pol-
ymers. Basically speaking, similar effects (i.e., steric, bridging, depletion) occur, but these
are more difficult to quantify, because of the complex nature of the electrostatic interactions
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involved. In general, however, all the effects referred to are enhanced; for example, bridging
may be increased by strong Coulombic interactions between oppositely charged segments
and surface groups or specifically interacting counter ions. Metal cations for example, have
been shown to gel or precipitate a number of polysaccharides isolated from marine bacteria.17

In many cases microorganisms will come into contact with substrata (either animate or
inanimate) coated with polymer layers which are able to interact specifically with those
present on the surface of the microorganism. This may occur directly as in the case of
receptor-adhesion interactions,18 or via a mediating molecule, as postulated by Beachey et
al.,19 where deacylated lipoteichoic acid (LTA) is thought to bind two LTA binding proteins
in the adsorption of Streptococci to animal cells.

C. Rate Constants

Both k and k depend on the nature of the overall microorganism/substratum interactions.
We shall consider first the situation at low coverages, where lateral interactions between
adsorbed microorganisms may be ignored.

1. Low Coverage
The simplest case to be considered is that where the microorganism "falls" into an infinite

potential energy well at the surface (i.e., V —» — a at h = a, V = 0 for h > a, where h

is the distance of the microorganism from the substratum surface), k is then zero (i.e.,
adsorption is irreversible). This is directly analogous to the condition considered by von
Smoluchowski in his theory of particle coagulation.5-20 J (flux per unit area of substratum
surface) is then given by

J = D • dC/dx = D • C/a (20)

where D is the diffusion coefficient of the particles; for dilute dispersions of noninteracting
particles,

D = kT/f (21)

where f is the friction coefficient of the particles:

f = 6irn a (22)

where T| is the viscosity of the medium. Hence,

J = kTC/6T7T| a2 (23)

Now, comparing Equations 4 and 5,

If C = JS/n (24)

S/n is the area per site, i.e., ~4a2. Hence,

If ~ 2kT/3iTT| (25)

(i.e., k ~ 8.2 X 10~19m3/sec for aqueous media at 20°C; see for example k for von
Smoluchowski coagulation is 5.4 x 10"18 m'/sec).
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If the microorganism and substratum are charged and have the same sign, then one has
to consider a combination of electrostatic repulsion and dispersion attraction. The resultant
V(h) curve is shown in Figure 3A, for low electrolyte concentrations. There may be some
(reversible) coagulation into the secondary minimum (V"min). This case will be considered
later. If V"min < ~ 1 kT we may neglect this, and then aggregation into the primary minimum
(V'min) is the important consideration. Again, if this is sufficiently deep (V"min > —10 kT,

say) then adsorption will be essentially irreversible (i.e., k = 0, again); k is controlled
by vmax.

By analogy with Fuchs'21 analysis of the case of coagulation between charged particles
with long-range interactions, the net flux, J, of charged microorganisms toward a charged
substratum and also the microorganism concentration profile, C(h), may be calculated:

J = D- dC/dh - C/f-F(h) (26)

where F(h) = — dV/dh, i.e., the force between the microorganisms and substratum.
Equation 26 is a first-order differential equation, for which a standard solution exists.22

Making use of the boundary condition that for h —> a, C —> Cb (bulk concentration) and
V(h) —> 0, then the following solution is obtained:

-^^f-^
expTF '"""If

»i,h , =p)/rif(exp^))dhi (28(\ a // La Jo \ kT / J

or J = ̂  (29)
aW

where W = ^ = AT° = - f * (exp ̂ ) dh (30)
J J, a Jo \ kT /

W may be identified as a "stability factor"; J0 and k0 are the microorganism flux and rate
constant, respectively, for adsorption in the absence of long-range interaction forces.

If the substratum and microorganism are of opposite sign then V(h) is purely attractive,
as illustrated in Figure 3B. Indeed, for low electrolyte concentrations Vd(h) may be neglected
in comparison to Ve(h). As may be readily seen from Equation 26, the microorganism flux
is now enhanced compared to the pure diffusion case, and W < 1.

When an adsorbed polymer layer is present on the microorganisms and/or substratum
then, as we have seen, the substratum/microorganism interaction may be modified in various
ways (depletion, bridging, etc.), but the more general form for V(h) is that depicted sche-
matically in Figure 3C, i.e., a curve now characterized by a shallow minimum, Vmin, such
that adsorption is now, in general, reversible. (The situation is broadly similar for secondary
minimum adsorption in the case of charge-stabilized systems: Figure 3A.) One now has to

take account of k (see Equations 4 to 7).

The simplest interpretation of k is, perhaps, the one proposed by de Boer23 in the context
of molecular adsorption from the gas phase onto solid surfaces, i.e.,
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FIGURE 3. The variation of interaction energy V(h) with separation h.
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FIGURE 4. Equilibrium adsorption isotherms of small (0.2 |j.m diameter) positive latex particles onto
larger (2.0 jj.m diameter) negative latex particles both possessing preadsorbed layers of poly(vinyl)
alcohol at varying salt concentrations.

t = H;e*p(i?) (3I)

where T is the surface residence time, and TO is the residence time in the absence of any
interactions between the particles and the substratum. Unfortunately, it is not easy to ascribe
a value to TO for particles on a surface, but Equation 31 does at least suggest a useful scaling
relationship. A very rough estimate of the order of magnitude of TO could be made by
considering the time it takes a particle to diffuse a certain fraction of its radius, fa,

,,.,-f-F^.]
For a l-|jun particle at 20°C in water, TO = 4.7 f2 seconds. Hence, one might expect T

to be typically —msec or sec for particles of this size.

2. High Coverage
At high coverage one has to take account of lateral interactions. Vincent et al.24-25 showed

that the form of the equilibrium particle adsorption isotherm for small positive polystyrene
lattices onto much larger negative latex particles (in which both sets of particles carry
preadsorbed layers of poly(vinyl)alcohol), depends very strongly on the electrolyte concen-
tration (Figure 4). At low electrolyte concentrations, there is a lateral repulsive interaction
between neighboring small particles adsorbed onto the surface of the large ones. This reduces
the maximum attainable coverage to values as low as 0.2 (at 10~5 mol/dm3 NaCl). Clearly,

the calculation of V(h), and hence k , for a particle approaching a negative surface in the
situation where that surface already has many adsorbed particles present (Figure 5), is
extremely complex. At large h values, one could use the net value of the zeta potential of
the adsorbate surface (i.e., the large particles) for ̂ s in the equations for Ve (Equations 13
or 14); but this approximation becomes increasingly invalid as h becomes smaller. Vincent
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FIGURE 5. Lateral interactions between similarly charged particles carrying preadsorbed polymer
layers.

et al.24-25 observed that beyond a critical electrolyte concentration, the shape of the particle
adsorption isotherm changed abruptly from the high affinity type to the low affinity type
(Figure 4). This transition was identified with a change in the lateral interactions between
neighboring adsorbed small particles from one of net repulsion to net attraction with in-
creasing electrolyte concentration. Indeed, scanning electron microscopy24 (SEM) revealed
that at low electrolyte concentrations the adsorbed particles were well spaced, indicative of
lateral repulsion, while at high electrolyte concentrations they formed two-dimensional clus-
ters on the surface of the substratum, strongly suggestive of net lateral attraction (Figure 6).

Under conditions of net lateral attraction, where long-range electrostatic interactions are
effectively suppressed, the calculation of V(h) would seem, in principle, to be more straight-
forward. To a reasonable approximation, one may simply add the substratum/particle and
lateral particle/particle interactions together. Even so an attempt by Vincent et al.25 to fit
low affinity particle isotherms to a suitably modified Hill-de Boer equation26 (developed for
gas adsorption and based on a two-dimensional gas phase, with lateral interactions, model)
was not very successful. Clearly, further work is necessary to fit particle adsorption (equi-
librium) isotherms, at high coverages, through more accurate modeling of the overall in-

teraction energies, before attempts can be made to predict k and k under these con-
ditions.

D. Adsorption in Open Systems
Many natural systems are open and, hence, the number of microorganisms in the bulk

fluid phase does not depend upon the concentration of free cells in the immediate vicinity
of any substratum. This would be true of most river and marine environments, many industrial
cooling systems, and adsorption from the air. Under these conditions the abstraction by
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FIGURE 6. Small positive latex particles adsorbed to large negative latex particles from
10-" Af NaCl solution.

adsorption, or the reintrainment by desorption, of microorganisms does not significantly
alter the bulk phase concentration C, i.e., C does not vary with time. Other factors, e.g.,
cell growth due to nutrient supply, could change C, but these are special cases and would
have to be dealt with individually. The calculation of the deposition rate of the microor-
ganisms de/dt is considerably simplified if C and, hence J are constant.

Recalling Equation 4,

d9 JS(1 - 6) _ «-
dt n k b

Integration leads to

flm - ( JS/n ^ / JS/n \ / JS/n <-\e(t) - ferrt; ~ UTTT) exp(~~ + k ) < ^

or if k = 0 (irreversible adsorption),
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/ JS\
9(t) = 1 - exp I t (34)

V n /

Again, therefore, the problem reduces to calculating J under various conditions. In quies-
cent environments microorganisms may sediment as well as diffuse toward horizontal sub-
strata surfaces. The net flux will therefore be given by

J = Js + JD (35)

where Js is the contribution from sedimentation and JD the contribution from diffusion. Since,
in an open system, the concentration remains uniform up to the surface, Js = uC where u
is the terminal velocity, given by Stokes' equation,

u = ̂ ^ (36)
9T1

where A<p is the density difference between the microorganism (or other particles) and the
fluid medium, g is the acceleration due to gravity, and T| is the fluid phase viscosity. JD is
again given by Equation 20. Hence,

' = flf+ «&]
or for water at 298°K

J = c(2.45 x 106a2Acp + ~ x 10-l9) (38)
\ a /

Values of Js, JD, and J are plotted as a function of a for two values in Figure 7. As can
be seen, and as might be expected, JD dominates for small particles, while Js dominates for
large particles. For Acp —0.1 kg/m3 and a ~1 |xm Js and JD are comparable in magnitude.

In the case of motile organisms a further term is required on the right side of Equation
35, to take account of the active movement of microorganisms. This is difficult to include
in a quantitative manner, however.

In experiments where suspensions of a marine organism were allowed to sediment under
gravity in a petri dish, Fletcher27 showed that the number of cells which remain at-
tached after rinsing is dependent upon C and also time, as expected. For C = 3 x 10'5/m3

Fmax (reached after 2 hr) was found to be 4 X 10"/m2. Assuming each microorganism to
be a sphere of radius 0.5 (xm, 6sal is approximately 0.3. Somewhat lower values (0.5 to
2 x 10"/m2) were obtained in experiments with plastic surfaces where these were mounted
vertically, i.e., eliminating Js.

28 Although there were a number of differences between the
experiments, including the type of bacteria, these results seem to support the hypothesis
that, in the case of bacteria, Js and Jd are likely to be similar in magnitude as indicated by
Equation 38. The maximum coverage (6sat) of 0.3 is illustrative of the common observation
that it is unusual for more than 5 to 10% of the available substratum surface area to be
covered with adsorbed cells (in the absence of surface growth). This may be a result of
lateral interactions between adsorbing microorganisms (see Section II.B) or the simultaneous
adsorption of cell surface components which progressively inhibit cell adsorption.
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FIGURE 7. Variation in particle flux (J) due to sedimentation (Js) and diffusion
(JD) with particle radius at density differences of 0.1 and 0.5 x 103/kg3.

III. ADSORPTION UNDER FLUID FLOW CONDITIONS

A. Laminar Flow Conditions
Under flowing conditions the motion of the fluid over a collector surface serves to supply

particles to the surface and also applies a shear stress to those already adsorbed. In laminar
flow the flux of particles normal to the surface depends principally upon the flow rate, the
geometry of the system, and the particle size. Various equations have been used to describe
the accumulation of microorganisms on surfaces in various hydrodynamic conditions. These
range from precise calculations of the particle flux to simple empirical expressions. In general
terms the flux can be described by

J = BC (39)

where B is some form of mass transfer coefficient. The derivation of B is complex and
depends on the geometry of the systems under consideration. A popular experimental system
for controlled deposition experiments consists of a planar disk-shaped collector mounted
axially at the end of a shaft. As the disk is rotated in a suspension of particles a flux is set
up which depends upon the speed of rotation according to the equation
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J = 0.62D2'3 v-"6o)"2C (40)

where D is the particle diffusion coefficient, v is the kinematic viscosity of the fluid, and
CD is the angular velocity of the disk.

The rotating disk system has been used successfully to predict the rate of accumulation
of particles on a surface in the absence of repulsive interactions.10 It is less successful when
the particles and substratum surface are similarly charged,30 although the controlled flux
still provides a useful experimental system for deposition studies and has been used in the
examination of the adhesive behavior of microorganisms.31'32 In these experiments an ad-
sorbed amount of 5 x 109/m2 was obtained after 20 min rotation at 160 rpm in a suspension
of Streptococcus mutans containing 1.3 x 1014/m3. The Levich analysis assumes a stationary
fluid phase; if in addition the fluid is moving, the particles may arrive at the surface as a
result of interception, as well as by diffusion.33 Interception also becomes important as the
particles increase in size and become more easily influenced by fluid flow.

Dabros and van de Ven34 have developed a radial flow chamber in which the suspension
under test impinges on the center of a collector surface and then flows radially to the edge.
Under these conditions the nondimensional (reduced) flux of particles (parallel to the surface)
is

Sh = Ja/DC (41)

where Sh is the Sherwood number, which can be expressed as:

f Pe 1
exp - — ( & + I)3 - Gr • 8

Sh = 7=—n* r~ (42)
exp (5 + I)3 - GrH dH

-fc L 6 J

Pe, the Peclet number is 2a a3/D where a (the vorticity) is a constant, H = (z — a)/a where
z is the distance from the substratum surface and 8 is usually identified with the distance
of the primary energy minimum from that surface (see Figure 3).

Gr is a dimensionless gravity number, defined by

_, 2 Aip ga3

Gr = 9^rT <43>

This equation requires considerable modification to take account of particle desorption
and blocking effects before reasonable agreement with experimental deposition rates is
obtained, even in the case of well-characterized, nonbiological particles. Other expressions
for the flux of particles under various geometries, e.g., parallel channel, plate in uniform
flow, have been reviewed by Adamczk et al.1

The possible removal of particles under shear forces generated by the action of the fluid
flowing parallel to the surface must also be considered and has been the subject of a
considerable amount of experimental work. Much of this has been directed to identifying
flow regimes which might prevent or reduce the buildup of microbial deposits in pipe flow
systems such as heat exchangers.

A particle adsorbed to a surface over which a fluid flows experiences a drag force, Fh,
35

where

Fh = 1.7005 TTT|au (44)
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Table 1
THE EFFECT OF WALL SHEAR STRESS ON THE ACCUMULATION OF

MICROORGANISMS ON SURFACES

Wall shear Wall shear
stress required stress required

to remove to prevent
Organism Surface attached cells (N/m2) cell attachment (N/m2) Ref.

Chlorella Glass 0.081 ND 38
Glass 81 ND

(in 2 x 10-5 M FeCl3)
Bacillus cereus Glass ND 28 41

Siliconized glass ND 52
Streptococcus Glass ND 28 43

sanguis
Gram + ve Glass (Pyrex®) 45 ND 45
cocci Siliconized glass 26 ND

Steel 54 ND
Pseudomonas Stainless steel 12 6 — 8 39
fluorescens

ND = no data available.

Under conditions of laminar flow,

u = (T/T|) a (45)

where T is the wall shear stress.
In flow through a cylindrical pipe,

T = -(du/dy) (46)

= 4.QT|/ira3 (47)

where Q is the volumetric flow rate.36

The drag force operates parallel to the surface and is often equated to the force of adhesion
Fa. There seems little justification for this, however, since under laminar flow conditions
there is no force component directed away from the surface.37 Visser35 dealt with this
difficulty by comparing the removal of carbon particles from a cellophane surface by shear
forces with the removal under normal forces generated in a centrifuge. He concluded that
as normal forces Fc and hydrodynamic forces Fh of similar magnitude removed a similar
percentage of particles, both could be equated to the force of adhesion Fa.

Prior to Visser's work, Nordin and co-workers38 had carried out experiments on the
adsorption of Chlorella to the walls of a parallel-sided glass tube. They showed that cells
which had been allowed to settle onto the glass wall of the tube and remain there for 2 hr
could be removed by passing fluid through the tube at average flow rates of above 10 "8

m3/sec. The wall shear stress required to move the cells was strongly dependent on the ionic
strength and composition of the fluid medium. Under conditions where the glass and Chlorella
surfaces were oppositely charged a 100-fold increase in flow rate was required to detach
the cells (see Table 1). At these high flow rates the flow was almost certainly turbulent.

Other workers using various devices have attempted to measure both the force required
to remove attached microorganisms and that required to reduce the rate of adsorption to
zero. Duddridge et al.39 demonstrated experimentally that a lower shear stress is required
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to prevent adsorption than to remove microorganisms which have been in contact with the
surface for some time (see Table 1). This supports the idea that changes occur at the cell/
substratum junction which gradually consolidate the adhesive joint. The initial interaction
between a microorganism and collector will be influenced by the interplay of electrostatic,
dispersion, and structural forces, as described in Section II.B. During the early stages of
adsorption, cells are often seen to oscillate over a small area of the collector surface. This
is unlikely to be secondary minimum capture since in at least one example the adsorption
was insensitive to changes in ionic strength.40 In addition, cells moving across a surface
under the influence of a flowing suspension often appear to pause for a few seconds before
moving on.41'42 Powell and Slater41 attribute this to the formation of weak polymer linkages
with the surface which are unable to fully resist the force of the fluid. This supports the
work of Rutter and Leach,43 which suggested that a certain residence time at a point on a
collector surface was required for the establishment of sufficient polymer bridges to anchor
the cell in position.

"Reversible" and "irreversible" adsorption may therefore simply reflect different stages
of the same time-dependent adsorption process. They appear to be different because in order
to determine the number of adsorbed cells a shear force is applied which divides the organisms
into two groups; those which detach and those which do not. The relative proportions of
the cells on a surface which fall into the two groups will depend upon the time they have
spent in contact with the surface. The time required to achieve a strong interaction with the
surface will probably depend upon the nature and concentration of cell surface polymers
capable of adsorbing to the collector surface. Other changes may also occur due to the
proximity of the surface. These may be active, involving cell metabolism, or passive,
involving reorganizations in the adsorbing polymers. Surprisingly, perhaps, Duddridge et
al.39 showed that the wall shear stress required to remove attached cells from stainless steel
was only twice that required to prevent attachment (see Table 1). Unfortunately there are
few data available concerning the change in the strength of microbial adhesion with time.
It is difficult, therefore, to speculate on the nature of any consolidation processes which
may occur or at which point an adhesive joint fractures. This would be a fruitful area for
further study.

Under flowing conditions the initial rate of removal of particles is a function of t, thus

k will be related to t. Unfortunately, since the adhesive interactions between the micro-
organisms and the substratum surface appear, in most cases, also to increase with time,

k will be a complex function depending upon surface coverage, the wall stress T, and the
cell residence time. Equations describing the rate of accumulation of microorganisms on
surfaces in practical situations will therefore usually be empirical with regression coefficients
drawn from experience rather than theory.

In an open flowing system the rate at which microorganisms accumulate on a substratum
surface involves a large number of interacting processes. These may be grouped as follows
to give a qualitative description of the way in which a microbial deposit builds up.

dN/dt = adsorption rate — desorption rate + surface growth rate (48)

Recalling Equation 4

dN/dt = J S(Nmax - N)/n - k(T) N + jxsN (49)

where N is the number of microorganisms on the surface at time t, Nmax is the number at
saturation coverage, and (jus is the specific surface growth rate.

In a flowing system, k depends upon the strength of interaction with the substratum
surface, which may vary with time, and also the wall shear stress.
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Equation 49 can be made to fit the observed asymptotic adsorption kinetics of microor-
ganisms by inserting suitable values for J and k. However, this approach may not yield any
information regarding the actual processes of consolidation occurring at the microorganism/
substratum interface or the reasons for surface saturation. Surface saturation may, for ex-
ample, be the result of lateral interactions due to adsorbed microorganisms rather than the
establishment of equilibrium between adsorbing and desorbing cells.

B. Turbulent Flow Conditions
In many environments where the adsorption of microorganisms can cause serious problems

in terms of loss of efficiency, corrosion, etc. (e.g., heat exchangers) turbulent flow occurs
rather than laminar flow. Under turbulent flow the thickness of the liquid boundary layer
adjacent to the pipe wall is much thinner than under laminar flow conditions. This results
in a much steeper velocity gradient across the boundary film leading to an increase in the
deposition rate.

The deposition and removal of small particles in turbulent flow have received considerable
attention from engineers, particularly with regard to the deposition of particles under the
influence of inertial and impact mechanisms. Visual observation of particles in the proximity
of tube walls in turbulent flow regimes shows that some particles suddenly move almost at
right angles away from the surface and into the flowing stream. This behavior led Cleaver
and Yates44 to suggest that the viscous sublayer is continuously disrupted by turbulent
"bursts". Consideration of the inertial motion and diffusion of small particles under these
conditions led to the following quantitative expression for the total particle flux,

J = Ji + Jd (50)

a2U*2 0.014kT
or J = 77^ + — (51)

11.8 v irtpva

where U* is the wall friction velocity ((T/<P)^) and v is the kinematic viscosity (inAp)-
An important aspect of Cleaver and Yates' theory is that the turbulent bursts can generate

a lift force normal to the surface sufficient to detach adsorbed particles. The normal lift
force acting on a particle is given by:

F, = 0.608<p v2(—Y (52)
\ v /

For small particles, U*/v < 1, the lift force F, is less than the drag force Fh.
37 It is

possible, therefore, that the adhesive link between the particle and the substrate is initially
broken by drag forces before the particle is transported away from the proximity of the
surface by a turbulent burst. In both cases, however, the force acting to remove the adsorbed
particles is a function of the wall shear stress.

By considering the frequency and spatial arrangement of the turbulent bursts they were
able to calculate the rate at which particles would be removed from a surface. This analysis
is rather complex but shows that the rate of removal of particles from the surface in turbulent
flow is, like laminar flow, proportional to the wall shear stress.
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I. INTRODUCTION

A. Biofilms in Natural and Engineered Systems
What are biofilms and are they significant? Answering such questions is reminiscent of

seven blind Indians trying to describe an elephant, each touching only one part of the beast.
No absolute definition of a biofilm exists, for a single rule would only be system-specific,
thus creating numerous exceptions. A consensus at a recent Dahlem conference1 on microbial
adhesion and aggregation stated "a biofilm" is, in general, a collection of microorganisms
and extracellular products associated with a solid (living or inanimate) surface, termed a
substratum.

Consequently, biofilms can be either isolated cells or colonies in a sparse (less than 1 to
3%) coverage of soil detritus (Figure 1); a gelatinous polymer matrix, 10 \±m to several
hundred micrometers thick on a heat exchanger condenser tube (Figure 2); a bacterial-algal
slime of several millimeters covering a rock submerged in an alpine stream (Figure 3); from
bacterial coverage of the digestive tract (Figure 4); to dense slime layers on the internal
surfaces of a fermenter (Figure 5). Essentially, any interface that exhibits microbial activity
can be conceptually termed a biofilm.

Thus, biofilms can be found in any natural or man-made system exposed to an unsterile
aqueous environment. It may well be that the majority of microbial processes in nature are
mediated by microorganisms associated with some kind of interface. In engineered systems,
experience has shown biofilms to be significant in either a beneficial or detrimental fashion.
Characklis5 provides an elegant summary of the effects and relevance of biofilms which is
reiterated here in Table 1.

As one can see, biofilms affect any system, positively or adversely, either by their physical
presence or through the microbial conversions they mediate. Therefore, any modeling of
biofilm formation should consider: (1) development of the cells and the biofilm structure;
(2) the change in surface metabolic activity; and, if pertinent, (3) the relationship between
changing biofilm amount and an observed system response (e.g., pressure drop, corrosion
rate, overall substrate removal rate).

B. Biofilm Development: A Conceptual Scenario
Experience suggests biofilms develop according to the scenario depicted in Figure 6.
A biofilm community is initiated when a "clean" surface is exposed to an aqueous

environment and becomes conditioned by chemical constituents therein. Inevitably, micro-
organisms become associated with the surface, adhere, then attach tenaciously. Once these
primary colonizers are firmly bound, the activity of the community is dependent on the
metabolism and growth under local surface conditions. Such metabolic activities include
substrate consumption, cellular replication, and synthesis of exopolymers. Thus, the biofilm
gel matrix accumulates on the surface acting to trap elusive nutrients and, if in a mixed
culture system, attract other microbial participants to the biofilm community. Successive
microcommunities develop environmental niches within certain layers as the biofilm thick-
ness increases. Eventually, the biofilm thickness reaches a steady state where processes
producing more film are counterbalanced by processes reducing or removing biofilm. Con-
tinued conversion of substrate produces excess biomass and soluble products that are en-
trained into the surrounding fluid, perhaps acting to attract higher life forms, thus initiating
further ecological succession.

This chapter (1) reviews the various processes contributing to overall biofilm development,
(2) presents current mathematical descriptions of these individual processes, and (3) illustrates
several mathematical simulations of biofilm development.
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FIGURE 1. Sparse bacterial coverage of soil detritus
recovered from groundwater aquifer.2 Bar represents 3.0
(xm.

FIGURE 2. Bacterial biofilm coverage of a laboratory heat exchanger condenser
tube. Biofilm measured 150 |xm prior to SEM preparation. Bar represents 2.0
H,m.
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FIGURE 3. Electron micrograph of a slime-enclosed microcolony of aquatic bacteria
which lies between the well-developed slime sheaths of several blue-green bacteria
in an adherent matrix in an alpine stream. (From Geesey, G. G. et al., Can. J.
Microbiol., 23, 1733, 1977. With permission.)

FIGURE 4. Mixed population of bacteria attached to the surface cells of the rumen of a cow. (From Costerton,
J. W. et al., Sci. Am., 238, 86, 1978. With permission.)
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FIGURE 5. A pure culture biofilm of Hyphomicrohium spp. formed on the internal surfaces of a continuous
culture hioreactor.

II. PROCESSES GOVERNING BIOFILM FORMATION AND PERSISTENCE

This section considers the various processes that are known to contribute to the overall
formation and persistence of a biofilm, with special emphasis on the mathematical description
of such processes.

The literature suggests biofilm formation is the net result of the following processes:

• Deposition-related processes
Surface preconditioning
Cellular particulate transport
Adhesion

• Metabolic processes
Substrate consumption, cellular growth, and

Cellular replication
Maintenance
Extracellular polymer production

• Removal processes
Continual biofilm surface entrainment
Sloughing

There are several excellent review articles detailing these processes, that are more exhaustive
than what will be presented in this section; the reader is urged to consult these articles for
further detail.1-5-"

A. Deposition-Related Processes
Deposition is also a "net event", itself comprised of several individual processes: (1)
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Table 1
EFFECT AND RELEVANCE OF BIOFILMS ON VARIOUS

RATE PROCESSES5

Effects Specific process and result Concerns

Heat transfer Biofilm formation on condenser Power industry, chemical
reduction tubes and cooling tower fill ma- process industry, U.S.

terial, energy losses Navy, solar energy
systems

Increase in fluid Biofilm formation in water and Municipal utilities, power
frictional wastewater conduits as well as industry, chemical process
resistance condenser and heat exchange industry, solar energy

tubes; causes increased power systems
consumption for pumped systems
or reduced capacity in gravity
systems, energy losses

Biofilm formation on ship hulls U.S. Navy, shipping
causing increased fuel consump- industry
tion, energy losses

Mass transfer and Accelerated corrosion due to proc- Power industry, U.S. Navy,
chemical esses in the lower layers of the municipal utilities, chemi-
transformations biofilm; results in material de- cal process industry

terioration in metal condenser
tubes, sewage conduits, and
cooling tower fill

Biofilm formation on remote sen- U.S. Navy, water quality
sors, submarine periscopes, sight quality data collection
glasses, etc. , causing reduced
effectiveness

Detachment of microorganisms Public health
from biofilms in cooling towers

Releases pathogenic organisms
(e.g., Legionella in aerosols)

Biofilm formation and detachment Municipal utilities, public
in drinking water distribution health
systems; changes water quality
in distribution system

Biofilm formation on teeth, Dental health
causes dental plaque and caries

Attachment of microbial cells to Human health
animal tissue, causes disease of
lungs, intestinal tract, and uri-
nary tract

Extraction and oxidation of or- Wastewater treatment,
ganic and inorganic compounds water treatment, stream
from water and wastewater (e.g., analysis
rotating biological contacters, bi-
ologically aided carbon adsorp-
tion and benthal stream activity),
reduced pollutant load

Biofilm formation in industrial Pulp and paper industry
production processes reduces
product quality

Immobilized organisms or com- Chemical process industry
munity of organisms for con-
ducting specific chemical
transformations
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Table 1 (continued)
EFFECT AND RELEVANCE OF BIOFILMS ON VARIOUS

RATE PROCESSES5

Effects Specific process and result Concerns

Fouling biofilm accumulation re- Desalination, industrial
due es effectiveness of ion ex- water treatment
change and membrane processes
used for high quality water
treatment

FIGURE 6. Processes contributing to biofilm formation and persistence.

macromolecular organic preconditioning of the virgin surface, (2) cellular transport from
the bulk phase to the solid substratum, and (3) adhesion to the surface. Since most studies
are only able to measure the net amount of cells remaining attached to a study surface, it
is most unlikely that any of the above processes have been studied directly. Under the guise
of quantifying "cellular adhesion" or "particle transport", results of most studies reflect
only overall observed deposition rates. In the interim between preparation and the printing
of this manuscript, an elegant study was completed by Escher,101 that quantifies the kinetics
of cell-particle transport and cell adhesion, separately, and not as a "lumped process".

/. Surface Preconditioning
Within minutes, perhaps seconds of exposure, adsorption of measurable quantities of

organic molecules occurs. The total amount of the organics absorbed is insignificant in terms
of a mature biofilm but this initial organic layer is sufficient to precondition the substratum,
influencing further events. Such organic polymers have as many as 105 subunits; thus, in
principle any one molecule could have that number of bonds with the substratum. Most
likely, the number of polymer subunits associated with the surface is between 30 to 60%
of the total chain length. Consequently, once a polymer is adsorbed to a surface, it is unlikely
that all these bonds could be broken simultaneously without forming new ones, which negates
polymer desorption.

These conditioning organics appear to be very specific macromolecules of microbial origin.
Loeb and Neihoff12 investigated adsorption of soluble components from seawater and its
effect on the wettability and charge characteristics of several solid materials. Changes in
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surfaces exposed to seawater (with and without naturally occurring organics) were observed
by microelectrophoresis, ellipsometry, and contact angle measurements. Ellipsometry results
showed a rapid surface adsorption of a 0.03 to 0.08 |xm organic film after 200 min exposure
to natural seawater. (Film thickness estimates were dependent upon the value of refractive
index assumed). Contact angles for platinum plates changed from clean values of less than
10° to values greater than 35° for seawater-exposed samples. Various types of solid particles,
exhibiting a variety of electrophoretic mobilities (both positive and negative), all changed
to a more restricted, moderately negative range upon exposure to natural seawater. Loeb
and Neihoff concluded that rapid adsorption of naturally occurring organics is sufficient to
modify the "attractiveness" of inert surfaces to attaching organisms.

Baier, in a series of papers, confirmed the development of an adsorbed organic film on
inert surfaces prior to cell adhesion. Baier et al.13 reviewed the surface chemistry and physics
of bioadhesion emphasizing surface wettability. Baier and Weiss14 demonstrated the in-
volvement of surface adsorbed glycoproteins in tumor cell adhesion. Baier and Depalma15

verified correlations between apparent surface-free energies of various materials and their
degree of associated adsorbed biomass. Using human red blood cells, Baier'6 found a range
of surface tensions, 25 to 30 dyn/cm, that enhanced cellular attachment. Application of a
glycoprotein material to germanium test surfaces reduced the surface free energy to 30 to
40 dyn/cm, well within the range favoring biological adhesion.14-15 Ellipsometry measure-
ments indicate rapid saturation of the germanium surfaces by organic films approximately
0.006 (xm thick.

Dexter and co-workers17"19 provide data for a variety of solids exposed to warm coastal
seawater for periods ranging from 20 to 384 hr. At each exposure time the reported number
of bacteria was shown as a function of the existing critical surface tension. This work found
the maximum cell count on high-energy surfaces and the minimum on low-energy surfaces.
Dexter's work, as with Baier's, concludes that adsorbed organic layers shift initial values
of critical surface tension toward a narrow range; the surface tension range compatible for
bioadhesion appears unaffected by organic adsorption.

Sufficient evidence exists to indicate that the organic material "biasing" solid surfaces
to attachment in natural environments is microbial in origin. Fletcher and Loeb20 considered
the effects of six different proteins on bacterial attachment to polystyrene petri dishes. Bovine
serum albumin, gelatin, fibrinogen, and pepsin impaired the attachment of a marine pseu-
domonad, apparently by preconditioning only the polystyrene surface. Serum albumin,
however, also appeared to modify the bacterial surface. Basic proteins, protamine, and
histone did not markedly affect attachment. The inhibition of cellular adhesion by an adsorbed
protein layer has also been reported by Valentine and Allison.21 Contradicting Dexter's work,
that of Fletcher and Loeb20 found one marine pseudomonad NCMB 2021, attached pref-
erentially to low-energy substratum.

Corpe22 isolated the exopolysaccharide layer from an attached marine bacterium, Pseu-
domonas atlantica, coated glass slides on one side with 1 mg/m€ of the polysaccharide
solution and allowed them to air dry. Clean and polymer pretreated slides were then exposed
to seawater resulting in an enhanced bacterial attachment on the pretreated surfaces. Other
slides were smeared centrally with the polymer solution, air dried, and exposed to stagnant
marine aquaria conditions. Observations indicated a distinct preferential attachment of marine
bacteria on the portion of surface treated by the polymer.

Tosteson and Corpe23 observed enhanced adhesion of washed Chlorella vulgaris cells to
solid surfaces pretreated with adsorbed extracellular material recovered from either Chlorella,
a marine bacterial culture, natural seawater, or fouled marine surfaces. Extracellular material
isolated from bacterial cultures and marine fouled surfaces enhanced Chlorella adhesion by
three orders of magnitude more than Chlorella-derived material. It should be noted that the
extraneous materials were uniformly mixed with washed cells and not applied directly to
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test surfaces. Thus, results may reflect polymer influence on flocculation/sedimentation and
cell surface characteristics rather than an enhancement of surface adhesion.

Due to the contradictory results reported above, doubt must be raised as to the validity
of such experiments using air-dried pretreated substratum since the character of the mac-
romolecule on the surface is surely affected by the drying process.

Zaidi et al.24 isolated high molecular weight materials associated with the bacterial ex-
tracellular matrix found on titanium and aluminum surfaces exposed to coastal seawater.
This high molecular weight material was found to be immunologically related to surface
adhesion-enhancing materials produced by surface-associated bacterial strains. Such speci-
ficity would imply that surface selectivity of a particular bacterial strain is based upon the
interaction between these high molecular weight materials and the particular surface. Con-
tinued production of such immunologically specific material by the first colonizing bacteria
will prejudice the biofilm surface for further specific colonization.

Imam et al.25 further investigated the involvement of macromolecular cell surface com-
ponents in cell interactions between the alga Chlorella vulgaris and several closely associated
bacteria. The specific surface attachment between the Chlorella and glass and to specific
bacteria is mediated by a lectin-like macromolecule associated with the cell surface. The
specification of adhesion-enhancing materials shows that these molecules exercise a very
selective effect determining which bacterial cells will adhere to Chlorella vulgaris in mixed
culture. The role of these adhesion-enhancing materials in the subsequent specific coloni-
zation of a surface is apparent.

In a more practical study, LaMotta et al.26 attempted to enhance the adhesion of slow-
growing nitrifying bacteria to plastic surfaces and thus reduce the start-up times of biological
fixed-film reactors by pretreating the surfaces with either a variety of commercially available
polymers or bacterially derived exopolymers. Although naturally produced polymer enhanced
initial biofilm development more than the synthetic polymers, their limited influence as an
adhesion-promoter may not be economically feasible.

Very few workers have estimated the rates of molecular organic adsorption onto an inert
surface because it occurs so rapidly and in such minute amounts. Table 2 summarizes the
rate and extent of macromolecular adsorption estimated from literature data. The average
time (t) required for a molecule to travel a distance (x) by molecular diffusion alone can be
calculated from Equation 1,

t = x2/2D (1)

Assuming x = 100 (xm and the molecular diffusivity D = 0.5 x 10~6 cm2/sec, the time
required for an organic molecule to reach an inert surface is ~200 sec. At a bulk fluid
organic concentration of 10 mg COD/€, a molecular flux rate of 1.8 |ig COD/cm2/hr can
be calculated. Data reported by Bryers27 indicate an organic adsorption rate of 1.25 (jig
COD/cm2/hr. Thus, it would appear that molecular diffusion alone could explain sufficiently
the rapidity of macromolecular preconditioning of an inert surface.

2. Cellular Particle Transport
Cells, as particles suspended within a fluid, can be transported to a surface by any one,

or a combination of, the following mechanisms:

• Motility (quiescent)
• Gravity (quiescent)
• Molecular diffusion (laminar flow)
• Eddy diffusion (turbulent flow)
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Table 2
MAXIMUM RATE AND EXTENT OF MOLECULAR

FOULING27

Maximum Maximum
Maximum accumulation accumulation Surface/fluid
(nm/min) (nm) (ng COD/cm2) surface Ref.

0.15—0.45 30—80 — Pt'Vw 12
0.004 7.1 — Ge'Yw 15
0.044 77.3 — Ti'Yw 15
0.01 L 13 . 51 1.2 Glass'1 27
0.221 22.5' 2.5 Glass'/lab 27

" Immersed in quiescent Chesapeake Bay water (3—4°C) containing 2.3 mg
carbon/^, salinity between 9—16%, and pH between 7.9—8.2.

b Gulf of Mexico water (22°C) flowing past the surface as fluid shear stress
of 7.1 Mm2. Salinity was 34%. Carbon concentration not reported.
Estimated from measurements of chemical oxygen demand (COD) adsorbed
per unit area. Assumed COD of protein is 0.855 mg COD/mg protein and
protein density is 1.3 g protein/cm3.

d Medium consisted of a sterile 1:1 w/w of trypticase soy broth-glucose mixture
(34°C; pH 9). The glass surfaces were immersed in tubes placed in a me-
chanical shaker. Carbon concentration was approximately 80 mg carbon/€.

< Medium was effluent (30°C; pH 8) from a chemostat (10—20 mg/€ COD,
3 mg/<" polysaccharide) with no primary substrate remaining. Microorga-
nisms were present (approximately 106 cells/m€) but no cells attached during
the period of interest. Fluid shear stress was 3.8 N/m1.

Based upon an estimate of the physical forces involved,27 it is doubtful that motility,
except over very small distances within quiescent systems, plays a significant role in cell
transport to a surface.

Sedimentation is most likely the dominating mechanism for cell transport to a surface
within a quiescent system. Assuming a spherical cell (diameter of 1.5 |o,m; a wet density of
1.001 g/cm3) suspended in a quiescent aqueous solution, the terminal settling velocity,
estimated from Stokes law, is —1.2 x 10~7 cm/sec. For a cellular suspension of 1 x 107

cells per cubic centimeter, the maximum possible flux of particles to a surface, due to
sedimentation is 1.2 x 104 cells per square meter per second. Fletcher28 reports, for a
quiescent cell suspension of ~ 1 x 107 cells per cubic centimeter, a net cellular accumulation
rate of 0.5 cells per square meter per second. The discrepancy between estimation and
observation suggests either that all the cells contacting the surface are not firmly bound and
are lost during rinsing or that a significant portion of the suspended cells never reaches the
surface (at the above settling velocity, it would take 12 hr for a cell to travel a distance of
50 n-m).

Molecular diffusion may be the dominating mechanism for cell particle transport within
a laminar flow situation. One can estimate the flux of particles to a surface exposed to
laminar fluid flow from an equation proposed by Bowen et al.29 Particle flux rates for shear
stresses of 0.8 and 0.09 Mm2 are calculated at 9.2 x 105 and 4.5 x 10~5 cells per square
meter per second, respectively. Powell and Slater30 report net cellular accumulation rates in
laminar flow reactors at a cell concentration of 1.4 x 107 cells per cubic centimeter of 3.3
x 10~4 and 2.2 x 10"3 cell per square meter per second for the same shear stresses, 0.8
and 0.09 N/m2, respectively. Theory implies in laminar flow that an increasing shear stress
will increase particle flux. Powell and Slater report a decreasing net cell accumulation rate
with increasing shear stress which could be attributed to either a shift from molecular diffusion
as the dominating mechanism or a decreasing cellular attachment rate with increasing shear
stress.
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Beal31 describes particle flux in a turbulent flow system using the equation

N = (D + De) dC/dy (2)

where N = particle flux (cells/L2/t), D = molecular diffusion coefficient (L2/t), Dc = eddy
diffusion coefficient (L2/t), C = particle concentration (cells/cm3), and y = distance to
surface (L). Dc is dependent upon the turbulent intensity in a fluid and thus varies with the
distance from the surface. De values are generally orders of magnitude greater than D. Beal
integrated Equation 2 to give

Nwall = ^-D ^AVG

with KD = K VnP/(K + VnP) (3)

where KD = deposition coefficient (L/t), Vn = velocity component normal to the surface
(L/t), K = transfer coefficient (L/t), and P = "sticking" efficiency (dimensionless). The
K in Seal's model is a complex function of particle physical properties and prevailing fluid
flow parameters for fluid flow in a circular tube. Seal's work indicates that particle transport
rate is directly proportional to bulk particle concentration. Bryers and Characklis32 describe
experiments measuring cellular deposition in a circular tube which indicate that for a fivefold
increase in cell mass concentration (4.0 —» 20 mg DW/€), deposition rate increased by a
factor of 4.5 (fluid shear stress constant). The effect of changing fluid flow is not as simple,
since K is a complex function of fluid and particle conditions. Increasing fluid velocity could
increase or decrease K and decrease the mass transfer boundary layer, thereby increasing
transport rate to the surface.

Seal's equations predict the particle transport coefficient, Km, to increase with fluid
velocity within the ranges considered by Bryers and Characklis.32 However, their results
indicate a net cellular accumulation rate due to deposition only which was unaffected by
doubling fluid velocity. Once again, this discrepancy between particle transport estimates
and observed deposition rates arises since "deposition" includes not only cellular transport
but adhesion and detachment rates. Therefore, cell transport in turbulent flow may increase
with increasing flow rate but, for example, cell adhesion rate may decrease with increasing
shear. Duddridge et al.,33 in adhesion studies with Pseudomonasfluorescens, also concluded
that increasing shear stresses decreased the efficiency of particle adhesion.

3. Adhesion
Once at a surface, bacteria can adhere either reversibly or irreversibly. The principal

criteria for reversible adhesion is that cells can be easily removed by either washing34 or,
if motile, can swim along and away from the surface. Should reversible adhesion hold a
cell at a surface for sufficient time, then the cell-surface binding can "mature", negating
simple removal procedures. Irreversible adhesion is often associated with the production of
extracellular polymers (EP).4>3436 Fletcher37 employs a somewhat different nomenclature
referring to passive attachment which arises due to weak short-range physicochemical adhe-
sion, while active attachment results due to physiological activities of the cell. It is not clear
whether EP is produced before or after the cell reversibly adheres to the surface. Fletcher
and Marshall10 and Sutherland38 review the literature concerning the main environmental
factors (e.g., nutrient type and concentration, cellular growth rate, carbon vs. nitrogen
limitation, temperature, cation concentration, pH, cell species) affecting polymer production
by surface-association cells. Other mechanisms of cell-surface adhesion include cellular
appendages, e.g., holdfasts, stalks, and pili.39

Most adhesion studies are carried out in quiescent systems; thus, adhesion rates estimated
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from such results may be particle transport-rate limited and may not be applicable to laminar
or turbulent flow systems. Using a capillary glass flow cell, Powell and Slater30 observed
the deposition and eventual adhesion of Bacillus cereus in laminar flow (0.4 > Reynold's
number > 16) onto a clean glass surface. They noted that reversible adhesion to the wall
was often incomplete, with cells contacting the wall, then rolling or sliding along the surface
before either attaching firmly or being re-entrained into the fluid. An analysis of the contact
time which cells spent at the surface indicated a logarithmic distribution skewed toward
short contact times (<10 sec).

No such evidence of reversible adhesion has been reported for turbulent flow conditions.
Mathematical descriptions of rates of adhesion, based upon the Derjaguin-Landau-Verwey-

Overbeek (DLVO) theory or extensions of the DLVO theory40 can be successfully applied
to reversible adhesion to interpret observed responses in cellular adhesion to changes in ionic
strength, Ca2 + /Mg2 + concentrations and substratum interfacial physics. However, appli-
cation of such particle dynamics theories to situations of active or irreversible adhesion is
open to question due to complications created by cellular metabolic activity (i.e., EP pro-
duction; biofilm surface chemistry differences). Mathematically, physiological effects on
cell adhesion would require complex models. For example, Ca2 + and Mg2 + concentrations
are known to greatly enhance cellular adhesion rates.41 However, such enhancement could
be due to the divalent cation effects on bridging or crosslinking of polymer side-chains, the
electric double layer, or the physiological activity of the cells.

Consequently, most researchers opt for measuring the net accumulation of cells at a surface,
i.e., deposition rate. Powell and Slater30 derive a cell balance on the surface of glass
rectangular conduits of the form

dN/dt = Jd + [ji, - (¥„)] (4)

where N = number of cells irreversibly attached to the surface (cells/cm2); Jd = particle
flux rate to the surface (cells/cm2/hr); |xs = cellular growth rate (hr~ ' ) ; ^0 = removal rate
of irreversibly attached cells (hr~ ' ) , which is a function of shear stress at the surface, TO

(N/m2). Powell and Slater estimated Jd values from experimental observations of B. cereus
depositing on glass under laminar flow conditions using Equation 4. Experimentally estimated
values of Jd were considerably less than predicted by the particle deposition theory of Bowen
et al.29 for laminar flow conditions.

Bryers and Characklis32 report net deposition rates of a mixed bacterial culture (average
cell diameter about 3 (jim) determined within circular tubes under turbulent flow conditions.
Table 3 indicates that the cellular deposition rate was directly proportional to the concentration
of suspended particulates, as predicted by deposition theory according to Beal31 for turbulent
flow. However, when the Reynolds number was doubled, an increase in deposition rate was
not observed, contrary to particle deposition theory.

Data from Powell and Slater30 and Bryers and Characklis32 imply a cellular "sticking
efficiency" of less than 1.0, since observed deposition rates are less than predicted by
particle transport theories (which assume 100% of particle-surface contacts result in adhe-
sion). Characklis42 estimates that cellular sticking efficiency is proportional to shear stress
as indicated in Figure 7.

Baltzis and Fredrickson43 model the accumulation of cells on a surface as the balance
between attachment and removal processes,

dN/dt = ra - rr (5)

where the rate of attachment is assumed to be a Langmuir function of the amount of surface
available for cell attachment, i.e.,
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Table 3
RATES OF BACTERIAL DEPOSITION TO

GLASS TUBES UNDER TURBULENT
FLOW CONDITIONS32

Suspended
biomass Deposition rate

Reynolds no. (mg/DW/^) (|xg COD/cm2/hr)

13,000 20.0 1 .1—1.2
26,000 20.0 0.8—1.0
13,000 4.0 0.30

FIGURE 7. Influence of fluid shear stress on adhesion efficiency of bacterial
cells.42

r. = kXbulk(Nmax - N) (6)

where Xbulk = bulk fluid concentration of suspended cells (cells/€); Nmax = maximum
surface area occupied by cells due to adhesion only (cells/cm2); N = number of cells attached
at some time t (cells/cm2), and k = the adhesion rate constant (€/cells/sec). The authors
provide no experimental corroboration for this particular rate expression. Nmax is probably
a characteristic parameter of the surface and microbial species; actual values of Nmax may
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be much less than the total surface monolayer coverage, as once expected. A study by
Dabros and van de Ven44 found that negatively charged latex particles adhered to negatively
charged glass, oscillated about a given point, and excluded from subsequent adhesion an
area 20 to 30 times their geometric diameters. Consequently, Nmax may correspond to only
1 to 3% of the total surface coverage which corresponds well to literature values for cell
adhesion in nongrowing systems.45

B. Biofilm Metabolic Processes
Cellular growth, replication, substrate conversion, endogenous decay, and extracellular

polymer production are collectively those metabolic processes euphemistically termed "bio-
film growth". Unfortunately, the term "biofilm growth" is all too often confused with "net
biofilm accumulation"; the latter phenomenon being composed of several contributory mech-
anisms of which "growth" is but one.

1. Substrate Conversion for Growth and Replication
The growth and replication of cells trapped within a biofilm can be described using an

autocatalytic function of cell concentration similar to those used for suspended cell situations,
i.e.,

R°(t) = fiB(t) (7)

where Rg = local area growth rate of attached cells (Mx/L2/t); |x = local specific growth
rate constant ( t ~ ' ) > and B = area concentration of attached cells (MX/L2).

Biofilm "growth" kinetics differ from those of suspended cell systems in that surface-
bound cells, producing biofilm exopolymer, may possess a different cellular stoichiometry
than suspended cells,46-47 and the specific growth rate, |x, is a function of the local substrate
concentration which is dictated not only by the biological reaction rate, but also by mass
transfer resistances. In the case of multiple species biofilms (discussed in Section IV), even
the concentration of bound cells may be a function of position as well as time, i.e., B(x,t).

Description of biofilm substrate removal kinetics has received perhaps the most mathe-
matical attention of all the biofilm processes discussed here. Design of wastewater fixed-
film treatment reactors has created the need for models describing the overall substrate
removal rate (per reactor volume) by a certain amount of biofilm. Substrate removal rate,
rs, is simply a stoichiometric ratio of the cellular biofilm growth rate,

rs = R° A/YB/S V = T, jt BA/YB/S V (8)

where A = reaction surface area (L2); V = reaction volume (L3); YB/S = stoichiometric
ratio of biomass produced per substrate consumed (MX/MS); T] = biofilm effectiveness factor.
T| is a dimensionless parameter which compensates the substrate removal rate for possible
mass transfer effects. Defined as the ratio of substrate removal with mass transfer to the
maximum substrate removal without mass transfer, r\ has numerical values between 0 —» 1
and is a complex function of biofilm geometry, reaction kinetics, substrate concentration,
and substrate diffusivity. Perhaps the most overworked subtopic within biofilm formation
literature is the derivation of a functional expression for T| under specific reaction situa-
tions.48'57

Unfortunately, most biofilm substrate kinetic literature is based on the assumption that
biofilm thickness (or mass) is constant (i.e, dB/dt = 0) although substrate is continually
consumed. Researchers assume (for mathematical simplicity) that biofilm production due to
growth is either negligible or counterbalanced by processes reducing or detracting biofilm,
e.g., biofilm removal or endogenous decay. Such models, instructive but now redundant,
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have shed little light on biofilm formation kinetics and are not applicable to transient growth
conditions (although some imply the opposite!).58-59

Expressions for r\ in terms of known reaction parameters are traditionally derived from
a steady-state substrate balance over an elemental volume of a known biofilm thickness.
The resulting differential equation is

D(d2S/dx2) = - rs A/V (9)

where S = substrate concentration (M/L3) and x is the direction of substrate transport.
Substrate profiles within a biofilm are determined by integration of Equation 9 once appro-
priate boundary conditions and the dependency of rs on substrate concentration are specified.
Once the substrate profile is known as a function of x, the overall substrate flux to the
biofilm, Ns (Ms/L

2/t), can be estimated from Equation 10.

Ns = -DdS/dx|x = L (10)

where L = total biofilm thickness (L). An expression for T| is merely the result of Equation
10 divided by the maximum rate of substrate removal if the entire thickness L of biofilm
were exposed to the bulk fluid concentration of substrate, i.e.,

-D(dS/dx)x_L

^ = -(,A/V)s.
 (U)

V S /b - bbu|k

Grady60 provides the most comprehensive review concerning biofilm substrate kinetics. A
summary of the more common rate expressions employed in biofilm kinetics is given in
Table 4.

When used in material balances, most of these agree well with observation; however, this
agreement is, in a sense, fortuitous considering the number of oversimplifications made in
most derivations. These include the following;

1. Biofilm thickness, L, is constant during substrate consumption.
2. Biofilm density, pB (MX/L3), is also assumed constant and uniform for the entire film.
3. Concentration of biofilm cells, B (x,t), in Equation 7 is typically replaced with the

observed biofilm density, pB, which overestimates the active cell mass in a biofilm.
4. Mass transfer of limiting substrate is by molecular diffusion only, which may not be

true for biofilms with highly fibrous surface morphologies.80

2. Endogenous Decay, Death, and Lysis
Concepts of cell death, lysis, and maintenance requirements are either ignored in most

mathematical treatments of biofilm "growth" or considered collectively as one lumped
process called "decay". Decay in suspended cultures can imply the loss of cell mass (or a
change in the oxidation state of cellular material) due to either a prolonged absence of an
exogenous substrate or a constant energy requirement by the cell to maintain certain metabolic
activities. In steady-state biofilm growth kinetics, however, decay is all processes that
counterbalance production of biofilm mass, thus keeping biofilm mass constant.55-56-65 Un-
fortunately, this approach erroneously lumps such processes as biofilm shear-removal, ex-
tracellular polymer production, lysis, sloughing, and predation under the heading of decay,
thus overestimating the decay constant throughout the development of a biofilm. Should
biofilm thickness (or mass) remain constant in an engineered system it would most likely
result from hydrodynamic forces, not decay processes. Unrealistically high values for biofilm
cell decay constants would be expected if the lumped concept of decay were employed. If
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Table 4
CHARACTERISTICS OF BIOFILM RATE EQUATIONS*0

Type of Consideration Cell decay Distinction
reaction of nonlimiting in electron between

Model rate Limiting material acceptor Film thick and
no. expression* material11 utilization?' balance?' thickness"1 thin films?' Ref.

1 SSM ED No N/A Input Yes 49,61
2 SSM ED No N/A Input N/N 62,63
3 SSM ED No N/A Output N/N 64
4 SSM ED No N/A Output Yes 54
5 SSM ED No N/A Input Yes 59
6 SSM ED No N/A Output Yes 65
7 SSM ED No N/A Input Yes 66
8 SSM; SSB ED No N/A Input N/N; No 67
9 SSB(l) ED No N/A Output N/N 48
10 SSB(l) ED Yes No Output N/N 68
11 SSB EA No No Input Yes 69
12 SSB(O) EA No No Input Yes 70,71
13 NDSM ED, EA N/A No N/N Yes 51
14 NDSM ED, EA N/A No Input Yes 72,73
15 NDSB(O) ED, EA N/A No Input Yes 74
16 IDSM ED, EA N/A No Output Yes 75
17 IDSM ED, EA N/A No Input N/N 76
18 IDSM ED, EA N/A Yes Input N/N 77—79

" SSM, single-substrate, Monod; SSB, single-substrate, Blackman, (0) = zero order only, (1) = first order only; NDSM,
noninteractive double-substrate, Monod; NDSB(O), noninteractive double-substrate, Blackman, zero order only; IDSM, interactive
double-substrate, Monod.

b ED = electron donor; EA = electron acceptor.
c N/A means that the question is not applicable to the particular reaction rate expression employed.
d Is the value of the film thickness an input or an output? N/N means that it is not necessary to know the thickness to proceed.
c N/N means that it is not necessary to make a distinction to solve the equations employed.
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maintenance and shear removal are treated individually, quite realistic values for decay
constants are estimated (0.045 to 0.14/day at 37°C2"2).

Endogenous decay is traditionally incorporated into a net biomass turnover rate, rne, (Mx/
L2/t), expression, i.e.,

r«, = rg - keB = ( JJL - ke) B (12)

where ke = first order biomass decay constant ( t~ ' ) - Note in most biofilm models B (the
concentration of active cell mass) is equated to the total biofilm density, pB. This substitution
tacitly implies that all the biofilm mass participates in substrate removal, i.e., all the cells
are 100% active and the extracellular polymer component is metabolically active.

3. Extracellular Polymer Production
Biofilms, as evident from electron micrographs (Figures 2 to 5), are not made up of

microorganisms stacked in successive layers, but rather consist of cells entrapped within a
gelatinous matrix of extracellular polymer (EP). EP is produced directly from the surface-
associated microorganisms. Most researchers believe EP acts as a "cementing" agent to
reinforce cell binding to a surface; although recently, physical chemists have suggested that
EP production may be a cell's attempt to "free" itself from a surface.81 Further research
now indicates that EP is not a passive gel matrix but rather exhibits physical, chemical and
electrical responses to environmental stimuli (e.g., changes in pH, substrate type and con-
centration, and temperature) and these responses may be under indirect control of the bound
cells.82

Only recently has EP production been taken into account when estimating the stoichiometry
and kinetics for biofilm-mediated process. Kissel et al.,83 in a structured model of mixed
culture bacterial biofilm formation, simulate the continuous production of an "inert" portion
of biofilm. The authors assume that the production rate of inert material is directly propor-
tional to the decay rate of viable cell mass. It is not clear whether the authors are considering
EP material plus inert cell mass in this inert fraction or, more likely, only cellular material
that is no longer metabolically active (i.e., dead cells). Since decay processes will prevail
within the lower depths of a thick biofilm, the Kissel model inherently produces more inert
material at lower depths which contradicts observations.

Trulear46 presents another more structured model of a pure culture bacterial biofilm which
incorporates specifically EP production. Contrary to the Kissel model, Trulear simulated the
rate of EP production using a Leudeking-Piret rate expression,

(rEP)T = (rEP)£ + (rEP)NG (13)

where (rEP)T = total rate of EP production (MEP/L2/t), (rEP)g = growth-associated EP pro-
duction rate (MEP/L2/t), (rEP)NO = nongrowth associated EP production rate (MEP/L2/t).
Details concerning this structured model are provided in Section III.B.I.

C. Biofilm Removal Processes
Biofilm can be removed from a surface in any one of the following ways: (1) predator

harvesting, (2) abrasion, (3) shear related detachment, (4) sloughing, and (5) human inter-
vention. Current knowledge and mathematical description of these processes, except for (5)
will be discussed in the subsections to follow.

1. Predator Harvesting
Grazing or harvesting of a biofilm by protozoa is a common occurrence, but one biofilm

removal process which has been completely ignored within mathematical models. One simple
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FIGURE 8. Effluent glucose and suspended biomass concentration and biofilm thickness in a mixed culture
grown continuously within a rotating annular reactor.84

rate expression for biofilm removal by predation would be an overall second-order function,
first order in both predator and biofilm concentrations. Unfortunately, experimental studies
involving bacterial biofilms-protozoan communities do not exist.

2. Shear-Related Removal
Several workers have shown that biofilm material is removed continually throughout

biofilm development.27-84 Figure 8 indicates that for chemostats operated at dilution rates in
excess of the culture's maximum growth rate, suspended biomass is observed to parallel
biofilm development. Results of each study show significant suspended biomass is sheared
continuously from the biofilm and biofilm removal rates are proportional to biofilm amount
up to a certain thickness. Rittmann,85 in a rather prodigous stretch of imagination, describes
biofilm removal rate data of Trulear84 using an expression that is first order in biofilm amount
(solid line, Figure 9). However, experiments indicate that removal rate is not such a simple
function, but rather highly dependent upon, among other things, the hydrodynamics of the
system. Once biofilm thickness exceeds the laminar sublayer in a system, shear stress at
the same velocity increases dramatically which, in turn, increases the biofilm removal rate.32

Consequently, biofilm removal rate expressions should specify certain experimental bounds.
Zelver86 reports that biofilm shear removal, in response to a sudden increase in shear, is

also a function of the fluid shear prevailing during steady-state growth. Biofilm grown at
low shear stress is more readily removed by an increase in shear stress than is a biofilm
grown at a high shear stress.

3. Abrasion
Biomass captured within stainless steel spheres or polyester sponge matrices can be

employed in fluidized bed biological reactors for either biotechnological purposes or waste-
water treatment.87 Biomass develops within the interstices of such support particulates which
are hydraulically fluidized by influent liquid. Mixing and agitation cause the particles to
collide and the resulting abrasion continuously removes excess biomass. Consequently, a
constant biomass hold-up, in particles of known size and shape, is maintained. Thus, at a
steady-state biomass holdup, the removal rate would equal the net biomass production rate;
however, there seem to be no mathematical models of biofilm formation that incorporate
abrasion mediated removal.
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FIGURE 9. A linear correlation between biofilm loss rate and biofilm mass
drawn by Rittmann85 based upon data from Reference 84.

4. Sloughing
Sloughing is an event where large amounts or entire sections of biofilm leave a support

surface and enter the surrounding media. Unlike shear-related removal, sloughing is a
periodic occurrence. There are no clear explanations for sloughing, most likely because such
events have a multitude of system-specific causes.

Sloughing has been linked to the occurrence of anaerobic activity within the depths of
very thick, but otherwise aerobic biofilms. Due to oxygen transfer limitations in such cases,
deep layers of biofilm become anaerobic, producing volatile acids, decreasing pH, and
perhaps producing insoluble gases which may weaken the biofilm structure; however, this
premise does not explain the sloughing of strictly anaerobic biofilms as recorded in Figure
10.88

Annual cycling of trickling filter biofilm thickness reported by Hawkes and Shephard8y

and Heulekian and Crosby90 were also confirmed in laboratory experiments where the total
weight of a filter was measured over a 2-year period. Data indicate a major seasonal slough
(amplitude —50% of total winter mass) each spring and a minor monthly sloughing cycle
(amplitude 10 to 25% of winter weight).

The first documented attempt to mathematically incorporate sloughing in a biofilm for-
mation model was made by Howell and Atkinson.64 Their approach was purely an empirical
model of sloughing events and provided no biochemical or microbiological mechanism of
sloughing. Biofilm grew at a rate proportional to the overall substrate flux which could be
either reaction-limited, mass transfer-limited or both, depending upon prevailing reaction
conditions. At some point in the development of the biofilm, thickness was sufficient to
deplete the limiting substrate to zero at the biofilm-inert surface interface. At this time,
biofilm thickness was computationally "reset" to a very small value, the "computer-sloughed"
biomass uniformly distributed in the liquid and biofilm allowed to develop anew. Howell
and Atkinson thus linked sloughing to limiting substrate depletion within the biofilm.
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FIGURE 10. A pure culture of anaerobic bacteria degrading NTA in
continuous culture. Note biofilm, after 2 months, experienced a localized
sloughing randomly over the vessel internal surfaces.88

Harremoes et al.91 present a 4-year study of a denitrifying fixed-film pilot plant which
experienced operational problems due to sloughing associated with nitrogen bubble for-
mation. Bubbles created localized biofilm sloughing as seen through the transparent walls
of the laboratory reactor (Figure 11). In addition, a rapid headloss in the trickling filter was
attributed to bubble formation. Once reactor liquid becomes N2 saturated, nitrogen bubbles
will form in the biofilm which places a practical limit to the NO3-N removal rate possible
in a fixed film reactor. Similar sloughing is expected to occur in anaerobic systems producing
methane and CO2. Bubble formation and associated sloughing could be minimized in a
fluidized bed fixed-film reactor since film thicknesses are less and the agitation may phys-
ically dislodge fine bubbles before they coalesce and disrupt the biofilm structure.

Arvin and Kristensen92 show significant pH gradients can exist in very minute denitrifying
biofilms. Such gradients could lead to adverse pH conditions in the depth of a biofilm even
though bulk liquid conditions are maintained physiologically tolerable. The authors also
report the precipitation of significant amounts of calcium phosphate in the biofilm as a result
of the observed pH gradients which could also contribute to sloughing.

Bakke and Characklis93 monitored substrate uptake, soluble product formation, biofilm
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FIGURE 11. Photograph illustrating biofilm sloughing due to nitrogen
bubble formation within the biofilm created by supersaturation of nitrogen
in the bulk liquid."

EP concentration, bulk liquid cell concentration, and bulk liquid EP concentration before
and after a step increase in influent substrate concentration. Substrate flux increased im-
mediately upon the increase in substrate load. Until the biofilm adjusted to the richer
environment, substrate concentrations increased in the bulk liquid. An immediate increase
in effluent soluble product and "lagged" increases in biofilm cellular reproduction and EP
production were also observed. More surprisingly, significant EP detachment, not paralleled
by cellular detachment, occurred within the first minutes after a transition. Bakke and
Characklis suggest the EP detachment indicates that EP may serve as a biofilm diffusion
regulator under passive control of the bound bacteria. According to their model, bacteria,
in responding to increased substrate transport, moderate their membrane electrical field
perhaps creating local pH conditions that release bound EP into the surrounding liquid. To
the observer, such an event would appear to be sloughing.

Unfortunately, no in-depth study of biofilm sloughing exists even though information on
such natural events may lead to more efficient artificial control measures.

III. MATHEMATICAL DESCRIPTION OF BIOFILM FORMATION

Models which describe microbial growth either as an increase in total biomass or which
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consider only simple, single microbial conversion reactions are called unstructured models.
Such lumped parameter approaches do not detail, for example, mixed culture population
dynamics or changes in cellular composition in response to changes in environmental con-
ditions. Actually, an unstructured model, based upon total cellular mass, cannot distinguish
between pure and mixed cultures. These models, although relatively simple, have been
applied throughout the industrial fermentation industry, the biological treatment sector, and
in microbial ecology for purposes of data interpretation, design, control, and optimization.
Since they are based upon a pseudo-steady-state approximation, unstructured models are
best suited for describing microbial systems under uniform conditions which foster "balanced
growth".

Conversely, structured models do consider as a function of prevailing conditions the
additional detail of mixed culture population dynamics, microorganism composition, and/
or multiple reaction schemes. Consequently, structured models are inherently suited for
simulating microbial physiology under transient, nonsteady conditions.

In the following section, both modeling philosophies will be applied to biofilm formation;
Section III. A exemplifies the more common unstructured biofilm formation models, while
Section III.B illustrates in some detail two different structured biofilm models. For more
details concerning the theory and practice of both structured and unstructured models, the
reader is directed elsewhere.94

A. Unstructured Models of Biofilm Formation
/. Basic Assumptions

The model derived below will summarize the more common points in most existing biofilm
accumulation models. In an unstructured approach, based for example upon total mass, such
models can be applied equally to either pure or mixed cultures, provided, in the latter case,
that culture-averaged kinetic and stoichiometric parameters are used.

Aside from a few exceptions, all biofilm models reviewed in this section simulate biofilm
accumulation assuming ideal completely mixed reactor behavior, thus tacitly neglecting
spatial heterogeneity in the bulk fluid. Referring to the system and nomenclature in Figure
12, assumptions used in the mathematical development are

1. Biological activity occurs within the reaction volume, V, of a completely mixed reactor.
Biofilm formation occurs uniformly over a surface area, A.

2. Suspended biomass concentration, C, in the bulk fluid arises due to either suspended
biomass growth or to shear-related removal of surface-bound biomass. Suspended
biomass is removed from the reactor by effluent leaving the reactor and by cell-particle
deposition onto reactor surfaces. Note that a material balance on suspended biomass
can be based upon any reasonable measure of biomass concentration (e.g., cell number,
cell mass, total suspended solids, suspended cellular carbon, etc.) provided the rela-
tionship between changes in that measured parameter and the limiting substrate used
is known.

3. A sterile, growth-limiting substrate, S, enters the reactor at an influent concentration
S(. Substrate is consumed by both suspended biomass (a homogeneous reaction) at a
rate defined as R$ and by surface-bound biomass (a heterogeneous reaction).

2. A General Unstructured Model
Within the confines of these three limitations, material balances for suspended biomass

and limiting substrate can be written simply as

Suspended biomass balance
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FIGURE 12. Hypothetical process analysis employed to model pure and mixed culture biofilm effects on chemostat
dynamics.95

VdC/dt = -FC + Rf V + RRA - RDA (14)

Limiting substrate balance

V dS/dt = F(Si - S) -[R?V/YC,S] - [RiA/YB/s] (15)

Definition of the various process rates (i.e., Rf, RR, RD, RB) are given in Section II and
reiterated in Figure 12. Several of these rate processes depend directly on changing biofilm
concentration; consequently, an auxiliary equation describing the change in biofilm con-
centration with time is required.

Biofilm accumulation at a surface is assumed to proceed according to the scenario presented
in Section II. Both biofilm growth and cell deposition processes positively contribute to,
while shear-related biofilm removal acts to retard biofilm formation (the reader should be
aware that older articles concerning biofilm formation may have considered growth as the
only pertinent process and thus kinetic parameters and conclusions resulting from these
works may need reexamination). Thus, biofilm accumulation can be described by the equation

Biofilm accumulation equation

A dB/dt = ARD + RC
B

;A - RRA (16)

Equations 14 through 16 form a very simple unstructured model of biofilm formation
within a completely mixed reactor. Since Equations 14 to 16 are nonlinear, ordinary dif-
ferential equations coupled through the various rate expressions, they require either simul-
taneous, numerical integration (for the unsteady-state situation) or simultaneous algebraic
solution (under steady-state conditions, i.e., dS/dt = dC/dt = dB/dt = 0). Section II
discusses the various functional expressions reported for the different rate processes in
Equations 14 to 16.

Bryers,95 employing the functional expressions, operating conditions, and numerical con-
stants given in Figure 13, solves these three equations for the case of pure culture (Pseu-
domonas putida) biofilm formation in a fermenter. Figure 13A and B illustrates the relatively
good agreement between simulation and experimental observations.

Trulear,84 with a similar set of equations, determined the various pertinent rate expressions
involved in mixed bacterial culture biofilm formation within a rotating annular reactor.
Typical results for biofilm growth and shear removal are shown in Figure 8.

For conditions of a mixed culture well-mixed biofilm reactor operated at D = 4.0/hr to
eliminate suspended biomass growth, Figure 14 illustrates a perturbation technique which
Bryers and Characklis32 employed to determine the individual rate constants for the various
processes included in Equation 16.
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Pfieudonoiafl "ut-'da grown in a chemostat at S° - 1.0 qs/L aaparagine as reported

in ref . 95. The symbol < ) indicates predictions of Topiwala-Hamer model and

Table below,

A

Table b«lov.
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DarameterB used in either the dynamic pure culture model or the tteady-Btate Topiwala-Hamer
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Value 100 » 7 0 o T s 9 0?2 3.0xlo"5 1̂ 0 oTso 5x10"' 0.32

FIGURE 13. Predictions of biofilm model95 in comparison to experimental results.
Model parameters summarized in the table above.

B. Structured Models of Biofilm Formation
Those few structured models of biofilm formation that exist have only considered either

cellular and extracellular component changes during formation of a pure culture biofilm or
population dynamics during mixed culture biofilm formation. Each of these structured ap-
proaches will be discussed in some detail in the sections to follow.

/. Substrate Metabolism in a Pure Culture Biofilm
Consider the substrate "destinations" in the unstructured biofilm formation described in

Section III.A. Substrate is transported from the bulk liquid phase through the biofilm and
consumed for what was termed "biofilm growth". For lack of information or insufficient
incentive, most biofilm models employ an unstructured view and ignore the various metabolic
processes comprising biofilm "growth". However, to establish the actual metabolic activity
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of biofilm-bound cells, a more detailed accounting of the various uses of substrate is needed.
Trulear46 and Bakke et al.47 developed the only current mathematical model that accurately

portrays substrate metabolism in a pure culture biofilm developing within an annular rotating
biofilm reactor (Figure 15). Here, a pure culture (Pseudomonas aeruginosa) biofilm con-
sumes glucose as the sole carbon and energy substrate for the following metabolic processes:
cellular synthesis and reproduction (collectively termed "cellular growth"), extracellular
polymer production, and maintenance. All material balances are based upon total organic
carbon and assume ideal completely mixed reactor behavior. Building on the previous
unstructured scenarios of biofilm formation, the model of Trulear and co-workers assumes
biofilm total carbon is the net result of the metabolic processes above and a shear-related
removal process with deposition ignored. Within these bounds, their model comprises general
unsteady-state balances for substrate carbon, extracellular polymer carbon, and cellular
carbon in both the bulk fluid and the biofilm as summarized in Table 5*. Cellular growth
processes consume substrate at a rate that is described by a Monod-like expression of substrate
concentration. Extracellular polymer production rate is described using the growth and
nongrowth associated rate approach of Luedeking and Piret.96 Detachment processes are
modeled using a simple power law rate expression of biofilm quantity. Comparison between
experiment and model is given in Figures 16A and B.

2. Population Dynamics during Mixed Culture Biofilm Formation
Although most biological wastewater treatment processes and natural environments spawn

biofilms of mixed bacterial populations, most mathematical treatments, due to their unstruc-
tured nature, have modeled biofilm development as a pseudo-pure culture system, measuring
accumulation as an increase in biofilm mass, thickness, or total biofilm organic carbon. In
this same context, most biofilm substrate kinetic models have assumed only one substrate
is limiting and that only one microbial conversion process (e.g., carbon oxidation, nitrifi-
cation, denitrification, methane production) occurs. Such assumptions clearly do not relate
to the real systems cited above since each conversion is itself a sequence of biological
reactions involving mixed populations, and frequently, these multiple conversion processes
occur simultaneously in engineered systems. This section derives a model that simulates
unsteady-state mixed culture biofilm development under conditions of single or dual substrate
limitation.

Consider the system of simultaneous biological organic carbon oxidation-nitrification.
Biological nitrification itself is a two-step sequential oxidation of ammonia-nitrogen
(NH4

+-N) to nitrite-nitrogen (NO2~-N), mediated by autotrophic bacteria such as Nitroso-
monas spp., which is further oxidized to nitrate-nitrogen (No3-N) by autotrophs such as
Nitrobacter spp. Net maximum bacterial production rates [(p,m/Y) - ke] for nitrifiers are
significantly lower than for chemoorganotrophs oxidizing organic carbon. Consequently, in
suspended culture, heterotrophic bacteria prevail in the early portions of a reactor vessel,
oxidizing organics to low concentrations, and reducing heterotrophic production rates such
that nitrifying bacteria can compete in the latter portions of the reactor (this presumes
sufficient residence time and that essential nutrients are available). However, in a biofilm
situation, microorganisms are bound to a surface, thus obviating the above residence time
or growth-rate selection pressure on the two populations. A model to predict mixed bacterial
culture dynamics under conditions of substrate competition must, consequently, employ a
structured viewpoint.

Biofilm is considered to accumulate on the surfaces of an ideal completely mixed reactor,
receiving an influent stream composed of five possible substrates, intermediates, or products
(NH4

+-N, NO2~-N, NO3~-N, O2, and acetate as a model organic substrate) at an operating

* See Table 5 for Equations 17 to 25.
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FIGURE 14. Descriptor! of system perturbations and simplified biofilm equations used to quantify the magnitude
of individual biofilm processes.32

residence time that renders suspended microbial growth negligible. Assume a biofilm de-
velops with gradients only perpendicular to the supporting media composed of the three
different microbial species, heterotrophs (HEX), Nitrosomonas spp. (NSM), and Nitrobacter
spp. (NBC). As the biofilm develops, the diffusion path increases, thus increasing mass
transfer effects within the biofilm, which in turn affects the local production rates of the
different bacterial groups.

A material balance for each of the reacting substrates can be written as

dSi(x,t)/dt = Deff d2Si(x,t)/dx2 ± SRi(x,t) (26)

where Si(x,t) = local, instantaneous concentration of the "i"th substrate within the biofilm,
(M,/L3); Deff = effective diffusivity of substrate i through the biofilm, (L2/t); and SR^x.t)
= local, instantaneous turnover rate of substrate i, (Ms/L

3t). Solution of Equation 26 for
each substrate is facilitated by using the equivalent finite difference form,
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FIGURE 14. Continued.

FIGURE 15. Diagram of rotating annual reactor describing structured model approach to biofilm formation.46-47

""i.n _ ^eff("i.n+l ~ ^"i.n ~ ^ i .n- l CD ,~n^

~dT ~ A^ ± SR' (27)

where the substrate equations are solved over a number of spatial elements n = 1 —» N at
a fixed time, a time increment made, and the spatial integration repeated.

Substrate turnover rates used in Equation 26 (except that for oxygen) are of the form
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Table 5
MATERIAL BALANCES AND CONSTITUTIVE EQUATIONS FOR A BIOFILM

CONTINUOUS FLOW STIRRED TANK REACTOR (ANNULAR REACTOR) IN WHICH
SUBSTRATE TRANSFORMATION BY SUSPENDED CELLS IS NEGLIGIBLE

Net rate of Units
Net rate of transport out Net rate of (mass, length,

Equation Compound accumulation of reactor transformation time)

17 Bulk liquid ds D(s, - s) p. _q^ A ML Vt
substrate dt ~~ Yx/s

 + Yp/s B
cone, s

18 Biofilm eel- dxb (i,xh — qllxxb ML -/t
lular areal dt
density, xb

19 Biofilm EP dp, _ qpxp - qdppb ML-=/t
areal den- dt
sity, ph

20 Suspended dx -Dx A ML~-Vt
cellular dt ~ + qiJ"XbV
mass, x

21 Suspended dp -Dp A ML~-Vt
EP mass, p "d7 ~ + q"pPbV

Reaction Rate Expressions for Transformation Processes

Equation Rate Expression

22 Specific growth (i = ^,,m s/(Ks + s)
rate

23 Specific EPS for- qp = k(x + k1

mation rate
24 Specific cellular q,,, = k^x,,"

detachment rate
25 Specific EPS de- qdp = kdppb"

tachment rate
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O Biofilm Cell Carbon •Liquid Cell Carbon

D Biofilm Polymer Carbon • Liquid Polymer Carbon

A Biofilm Thickness A Liquid Glucose Carbon

FIGURE 16. Cellular and extracellular carbon in a biofilm developed within a
continuous culture of Pseudomonas aeruginosa.'*

SR,(x,t) = Rij(x,t) Cj(x,t) (28)

where R,j (x,t) = local, instantaneous removal rate of substrate i per mass of bacteria],
(MS/MX - t) and Cj (x,t) = local, instantaneous biofilm concentration of bacteria j, (Mx/
L3 — biofilm). Local removal rates by a specific bacterial group are assumed dual-substrate
limited rate functions of both the specific electron donor and the electron acceptor (oxygen
in all cases), e.g.,

R rx 0 = |1,, S.(x,t) 02(x.t)
[Yj;i] [Ks + SKx,^ [K02 + O^x.Olj

where O2 = local, instantaneous oxygen concentration; K s j = substrate i saturation con-
stant for bacteria j, (MS/L3); K02j = oxygen saturation constant for bacteria j, (M02/L

3);
(JL, j = maximum growth rate constant for bacteria] on substrate i, (t~'); Y^ = stoichiometric
yield for conversion of substrate i into bacterial mass j, (MX/MS). The oxygen turnover rate
assumes that oxygen is depleted by the oxidation of the three separate exogenous substrates
(NH4

+-N, NO2~-N, and acetate), and by the endogenous .or maintenance respiration of each
bacterial group.
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FIGURE 17. Growth of a computer-predicted mixed culture biofilm consisting of hetero- and autotrophic bacteria.
Biofilm expands or contracts based upon the integral of local individual bacterial species' growth rates. See text
for details of model.97

The change in concentration of each bacterial group within a certain element n of biofilm,
over a certain time increment can be written as

dCj(x,t) dt = BRj(x,t) (30)

where BRj(x,t) = local, instantaneous turnover rate for bacteria j, (Mx/L
3/t). Bacterial

turnover rate, within a specific element of biofilm, is the net sum of the maximum bacterial
growth rate minus the endogenous decay rate. All bacterial turnover rates are of the form

BRj(x.t) = (Yj7i) RUj(x,t) Cj(x.t) - KEj(x.t) C/x.t) (31)

Terms in Equation 31 remain consistent with previous definitions; the rate of endogenous
decay per mass of bacteria j is defined as

-.<*•« - <a^
where Ke j is the maximum endogenous decay rate constant for bacteria j, (t'1)-

Biofilm bacterial groups change spatially as a result of the turnover rate BRj(x,t) within
any one biofilm volume element, n, over a time increment, dt. If within dt, a total biomass
of all bacterial groups exceeds the preset biofilm density, excess mass of each bacterial
group "spills-over" into the next spatial element, n + 1 (see Figure 17). As the computer
simulation proceeds, the summation of individual bacterial masses in an element n must
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FIGURE 18. Predictions of a biofilm composed of heterotrophs (HET), Nitrosomonas spp. (NSM), Nitrobacter
spp. (NBC), and extracellular polymer (P) grown under conditions that favor nitrifier dominance.97

include spillage from element (n - 1) to n and n to (n + 1). Accumulation of total biofilm
mass (and thus biofilm thickness, since area and density are constant) proceeds at a net rate
which is an integral value of all local, bacterial turnover rates. Maximum biofilm thickness
is preset in the computer simulation because biofilm removal is not considered in the model.
Once biofilm thickness exceeds the maximum preset limit, further growth of individual
bacterial groups is "released" into the reactor fluid and appears as effluent biomass.

As the biofilm "grows", individual substrate fluxes are calculated using Equation 33

N, ut) = D^dSi/dx)^,, (33)

where L(t) = total biofilm thickness at time t, (L); and Nj = flux of substrate i in the
positive x direction (note that the flux is either positive or negative depending whether the
substrate is either entering or leaving the biofilm). Effluent concentrations of the five chem-
icals change with time as the biofilm develops. At each time increment At, effluent con-
centrations for each chemical are calculated from a material balance over the entire reactor,

dS(t)/dt = D(S; - Si(t)) + NiU, (34)

where S, = bulk fluid average concentration of substrate i.
Simultaneous solutions to Equations 26 through 34 are rather complicated due to the

"stiffness" inherent to the equations. Kissel et al.83 present an eloquent discussion of this
problem and provides a means for numerically simulating the system equations. Examples
of mixed culture biofilm development for two different sets of reactor feed conditions are
given in Figures 18 and 19. For a situation where very little organic carbon is present
nitrifying bacteria predominate a thin biofilm (Figure 18) while, given a moderate amount
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FIGURE 19. Predictions of a biofilm composed of a mixed bacterial population, as in Figure 18, grown under
conditions that favor heterotroph dominance.97

of organic substrate, Figure 19 indicates a thick biofilm dominated by heterotrophs. Wanner
and Gujer97 use the model derived above to predict species competition and stratification in
nitrifying rotating biological contactors. Kissel et al.83 also present several simulated scen-
arios for biofilm development using a similar model. Tanaka and co-workers98" employed
a somewhat different approach, simplifying the above equations by assuming a desired
bacterial composition that remained constant, then solving only the substrate equations.
Harremoes100 presents an even simpler mixed culture model of nitrification/carbon oxidation
which assumes the overall growth of the biofilm to be set by the heterotrophic population
only and does not consider an upper bound to overall biofilm growth.

IV. CONCLUDING REMARKS

Biofilm formation is the result of dynamic, complex phenomena where all phases of a
system are intimately affected by one another through the various processes discussed in
Section II. Biofilm development models and experimentation must not ignore the fact that
three distinct phases will always exist and interact: (1) bulk fluid, (2) the biofilm, and (3)
the substratum.

Two situations arise when considering environmental influences on biofilm formation.
First, since three phases exist, then gradients will develop, which means the conditions
measured in one phase may be entirely different in another part of that phase or an adjacent
phase. Second, the events and conditions relating to biofilm development are time-dependent,
transient even in well-controlled experimental systems.

As our needs to investigate biofilms and their development within natural and engineered
systems increase, so must our techniques and analytical methods expand to quantify such
spatially and temporally complex events.
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