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Dedication

I dedicate this book to my doctoral advisor and dear friend Charles Peter Gerba.

When I started working in Chucks laboratory at Baylor College of Medicine in

Houston, Texas, I was his first graduate student and he said that he kept me around

because my mother periodically mailed homemade cookies to the laboratory.

Usually those were chocolate chip cookies that contained chow mein noodles

which my mother added as reinforcement against the cookies breaking during

handling by the postal service. Both Chuck and I did of course manage to survive

those years together at Baylor. I learned a lot about science and performing

research. The cookies from my mother were good, and Chuck defended me against

the departmental politics. Chuck still keeps going at the task of training new

generations of scientists and has advised more than 129 additional graduate

students. His wife Peggy keeps him grounded as he navigates the frustrating path

of research and advising. I owe Chuck an appreciative “Thank you”.

Charles P. Gerba
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Series Preface

The light of natural philosophy illuminates many subject areas including an under-

standing that microorganisms represent the foundation stone of our biosphere by

having been the origin of life on Earth. Microbes therefore comprise the basis of our

biological legacy. Comprehending the role of microbes in this world which together

all species must share, studying not only the survival of microorganisms but as well

their involvement in environmental processes, and defining their role in the ecology

of other species, does represent for many of us the Mount Everest of science.

Research in this area of biology dates to the original discovery of microorganisms

by Antonie van Leeuwenhoek, when in 1675 and 1676 he used a microscope of his

own creation to view what he termed “animalcula,” or the “little animals” which

lived and replicated in environmental samples of rainwater, well water, seawater,

and water from snow melt. Van Leeuwenhoek maintained those environmental

samples in his house and observed that the types and relative concentrations of

organisms present in his samples changed and fluctuated with respect to time.

During the intervening centuries we have expanded our collective knowledge of

these subjects which we now term to be environmental microbiology, but easily still

recognize that many of the individual topics we have come to better understand and

characterize initially were described by van Leeuwenhoek. van Leeuwenhoek was a

draper by profession and fortunately for us his academic interests as a hobbyist went

far beyond his professional challenges.

It is the goal of this series to present a broadly encompassing perspective

regarding the principles of environmental microbiology and general microbial

ecology. I am not sure whether Antonie van Leeuwenhoek could have foreseen

where his discoveries have led, to the diversity of environmental microbiology

subjects that we now study and the wealth of knowledge that we have accumulated.

However, just as I always have enjoyed reading his account of environmental

microorganisms, I feel that he would enjoy our efforts through this series to

summarize what we have learned. I wonder, too, what the microbiologists of still

future centuries would think of our efforts in comparison with those now unimag-

inable discoveries which they will have achieved.While we study themany wonders

of microbiology, we also further our recognition that the microbes are our biological

vii



critics, and in the end they undoubtedly will have the final word regarding life on this

planet.

Christon J. Hurst in Heidelberg

Indebted with gratitude, I wish to thank the numerous scientists whose collaborative

efforts will be creating this series and those giants in microbiology upon whose

shoulders we have stood, for we could not accomplish this goal without the advantage

that those giants have afforded us. The confidence and very positive encouragement of

the editorial staff at Springer DE has been appreciated tremendously and it is through

their help that my colleagues and I are able to present this book series to you, our

audience.

Cincinnati, OH Christon J. Hurst
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Volume Preface

This volume addresses two of the principle subject areas that must be considered as

we research the goal of eliminating infectious diseases, those are blocking environ-

mental transmission and understanding the ecological perspective of pathogens and

their pathogenic processes. The first section of the book addresses environmental

transmission and contains chapters that discuss the procedures used to assure

microbiological safety of space flight habitats, a review of biocides and biocide

resistance mechanisms, plus health and safety requirements for preventing aerosol

related transmission of infections within health care treatment facilities. The second

section of the book contains chapters which offer insight regarding ecological

aspects of infectious disease. These ecological insights introduce us to the role of

indigenous gut microbiota in maintaining human health; present discussion on

environmentally ecountered bacterial and fungal pathogens associated with soil

and water including those species which variously cause the necrotizing skin disease

Buruli ulcer and coccidioidomycosis; and consider influenza A virus as an example

for understanding how zoonoses, those infectious illnesses typically affecting other

animals, spillover into human populations.

Cincinnati, OH Christon J. Hurst
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Part I

Preventing the Environmental
Transmission of Infections



Chapter 1

Preventing Infectious Diseases in Spacecraft

and Space Habitats

Wing C. Wong, Cherie Oubre, Satish K. Mehta, C. Mark Ott,

and Duane L. Pierson

Abstract Spacecraft crewmembers live and work in a closed environment that is

monitored to ensure health and safety. Lessons learned from previous spaceflight

missions have been incorporated into the design and development of the Interna-

tional Space Station (ISS). The microbial control actions on the ISS include

engineering designs, such as high efficiency particulate air filtering of the air,

microbial monitoring of the air, surfaces, and water, as well as remediation pro-

cedures when needed. This chapter will describe an overview of microbial risks of

spaceflight focusing on measures to prevent infectious disease. The information

discussed in this chapter is focused on the microbial monitoring activities in United

States Operating Segment (USOS) of the ISS and experimental data obtained on

USOS crewmembers.

1.1 Introduction

Spaceflight creates a unique environment where humans live and work for extended

periods in a crowded spacecraft breathing reconditioned air and using reconditioned

water. This closed environment creates difficult challenges for sustained human

habitation. Early spaceflight missions, including Apollo, Skylab, NASA-Mir, and

Space Shuttle missions, provided valuable knowledge about human spaceflight that

is used to develop future spacecraft and habitats. In particular, the cumulative

W.C. Wong
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lessons learned from these early programs were applied to the ISS resulting in the

most sophisticated and safe space habitat yet.

There are many physical impacts to humans living and working in space

habitats. Spaceflight research has documented microgravity-related physiologic

changes (Nicogossian et al. 1994) including bone mineral density and muscle

mass loss (Trappe et al. 2009; Nagaraja and Risin 2013; Whitson et al. 1997;

Aubert et al. 2005; Schneider and LeBlanc 1995), cardiovascular deconditioning

(Aubert et al. 2005), neurovestibular imbalances (Bacal et al. 2003; Clément and

Reschke 2008), and dysfunctional immunity (Crucian et al. 2013; Mehta et al.

2013).

In addition to documented physiologic effects, spaceflight introduces a variety of

stressors including isolation, containment, psychosocial, physical exertion, anxiety,

variable acceleration forces, elevated radiation, sleep deprivation, environmental

contaminants, and others (De la Torre 2014). Further confounding the effects of

these stressors is the subjective nature of individual crewmember’s responses.
As future spaceflight missions expand outside of low-Earth orbit and increase in

duration, these physiologic challenges will potentially increase in severity. During

the extended duration multi-year missions, communication delays of up to 40 min

roundtrip from Earth to Mars are anticipated, and there is a limited potential to

return a crewmember to Earth for emergency treatment. Current research is iden-

tifying ways to prevent or minimize the impacts of the microgravity environment

on the human.

1.2 Microbiological Risks and Their Adverse Effects

Infectious diseases are perhaps the best recognized adverse effects of microbial

contamination affecting crew health and performance. Microorganisms accompany

all spacecraft and habitats occupied by humans. The closed environments of these

spacecraft increase the importance of infection control measures to keep

crewmembers healthy, safe, and productive. Major potential microbiological routes

of infection to crewmembers include food, surfaces, water, payloads, air, other

crewmembers, animals, and biohazardous materials (Fig. 1.1).

Evidence gained from previous human spaceflight programs suggests that infec-

tious diseases and allergic responses may increase on long-duration missions due to

sustained immune dysfunction (Kaur et al. 2004, 2005; Mehta et al. 2001; Ott et al.

2004; Stowe et al. 2001; Crucian et al. 2013) and increased virulence of some

microorganism (Wilson et al. 2007, 2008; Crabbe et al. 2011). In combination, a

dysfunctional immune response and a potential for increased virulence could lead

to an increased risk for infection of crewmembers during longer-duration missions.

Other environmental contaminants, such as mold spores and animal dander, may

4 W.C. Wong et al.



lead to allergic responses that can also jeopardize mission objectives. The release of

volatile compounds from microorganisms can produce objectionable odors or, in

the worst case, a toxic environment. Production of nonvolatile toxins, such as

aflatoxins from fungi, can result in acute or delayed toxin effects. In addition,

microbes can cause food spoilage that could affect the sustainability of a closed

environment. Some viruses, such as cytomegalovirus, can diminish cell-mediated

immune defenses. Cytomegalovirus (CMV) is a double-stranded DNA virus and is

a member of the Herpesviridae family that has been associated with immunosup-

pression. Reactivation of CMV from latency results in serious morbidity and

mortality in immunocompromised transplant recipients (Cook 2007; Hummel and

Abecassis 2002).

Adverse effects of microorganisms vary in severity and can range from simple

skin irritations to illnesses that can jeopardize either crewmember health and safety

or mission objectives. Not all adverse effects of microorganisms result in crew

illness. Microorganisms can cause biodegradation of critical materials, including

system components and space suits, that can result in system failures, thus endan-

gering crewmembers (Fig. 1.2).

Medical incidents in crewmembers have occurred since the onset of the US

human space program. Reported illnesses and symptoms related to immune func-

tion during the Space Shuttle and ISS programs are listed in Table 1.1. Common

infectious diseases and immune-related symptoms including allergic reactions, ear

Fig. 1.1 Crewmembers gathering and eating in confined spaces in ISS

1 Preventing Infectious Diseases in Spacecraft and Space Habitats 5



and fungal infections, rashes and skin disorders, upper respiratory infections,

hypersensitivity reactions, and delayed wound healing have been identified. The

physical impacts of spaceflight require engineering controls, close microbiological

monitoring, and medical support to ensure crewmember health and safety so that

mission objectives are accomplished.

Fig. 1.2 Examples of adverse effects of microorganisms during and after spaceflight. (a) Fungal

contamination on a greenhouse experiment crop on the ISS, ISS020E014565. (b) Fungal contam-

ination of fabric panel on ISS NASA image ISS008E05950. (c) Bacterial biofilm on a water

processor system filter assembly, photo credit: Boeing Huntsville Laboratory at NASA/Marshall

Space Flight Center. (d) ISS NASA image S129E010312

6 W.C. Wong et al.



1.3 Strategy to Mitigate Microbiological Risks

The overall strategy to mitigate the adverse medical events identified in Table 1.1 is

prevention. The cornerstone of this mitigation strategy is infection control practices.

To be successful in preventing disease, appropriate steps should begin early in the

design phase of new spacecraft and habitats. Microbiologists and engineering teams

work together to achieve a microbiologically safe habitat. Spacecraft design must

include requirements to control accumulation of water including humidity, leaks, and

condensation on surfaces. Materials used in habitable volumes should not be condu-

cive (i.e., serve as a food source) to microbial growth and should be easily cleanable.

High efficiency particulate air (HEPA) filters can ensure low levels of bioaerosols and

particulates in the breathing air. The use of physical and chemical steps to disinfect

drinking water coupled with filtration can provide safe drinking water.

Fig. 1.2 (continued)

1 Preventing Infectious Diseases in Spacecraft and Space Habitats 7



Infection control approaches should be integral to design and spacecraft opera-

tions. In addition to engineering practices, operational procedures can minimize the

negative impacts of microorganisms. For example, thorough preflight examination

of flight crews to screen for infectious or communicable diseases and restrictions on

the interactions of crewmembers with family members and the public before flight

can prevent exposure to a debilitating illness that could affect mission success (JSC

50667, MED Volume B Preflight and Postflight Medical Evaluation Requirements

for Long-Duration ISS Crewmembers, NASA, 2014 and JSC 22538, Flight Crew

Health Stabilization Program, NASA, 2010). Preflight evaluation of the microbial

load on cargo and hardware items and evaluation of the environments (air and

surfaces) of the spacecraft can detect the presence of pathogens and microorgan-

isms that can biodegrade materials, allowing the ability to disinfect on the ground

before introduction into the spacecraft environment occurs (SSP 50260, Interna-

tional Space Station Medical Operation Requirement Document, NASA, 2013).

Food items and water are tested for the presence of microorganisms that can cause

disease before shipment to the spacecraft and are eliminated from the cargo load in

the event that pathogens are detected (SD-T-0251, Microbiological Specification

and Testing Procedure for Foods which are not Commercially Sterile, NASA,

2014). Use of cleanable construction materials and the implementation of robust

housekeeping requirements that implement periodic cleaning (vacuuming) and

disinfection will prevent high levels of microbial growth on surfaces. Personal

hygiene activities are also essential to mitigate both the psychological and physical

effects of living in a closed environment. The capability to remediate contaminated

systems and the environment must be available, such as residual biocide or “shock”

treatment availability for water delivery systems. Ultimately, control of the tem-

perature, ventilation rate, and humidity level in the spacecraft is essential in

controlling unwanted microbial growth, proliferation, and accumulation.

Table 1.1 Examples of medical events reported during spaceflight operations for Space Shuttle

missions and ISS expeditions

Examples of medical events reported during spaceflight operations

• Allergic reactions

• Ear infections

• Eye irritations/issues (Sty)

• Fungal infections

• Herpes zoster

• Herpes simplex (cold sores)

• Gastroenteritis

• Rash/skin disorders (including acne, cold sore/fever blister, dermatitis, eczema, psoriasis,

rosacea, scalp pruritus, and dry skin with redness)

• Upper respiratory infections (such as the common cold and sore throat)

• Other infections (including lymph node swelling)

• Immune symptoms (such as allergic rhinitis, hypersensitivity, coughing/sneezing, infection of

cuts, delayed wound healing, and sinus pressure/congestion)

Source: Lifetime Surveillance of Astronaut Health, NASA, August 2013

8 W.C. Wong et al.



Spaceflight microbial monitoring was initiated during the NASA-Mir Program

to develop and optimize collection methods and procedures for long-duration

mission spacecraft and has been performed routinely over the lifetime of the ISS.

An example of air monitoring during a Space Shuttle mission measured airborne

particulates in the crew compartment and identified an unusual size distribution

over time in the crew compartment (Lui et al. 1991). The study confirmed that as

expected larger particulates that settle quickly on Earth remained suspended much

longer in the microgravity environment of space. Debris of assorted material was

collected on the 70–300 μm stainless-mesh filters (Fig. 1.3). As a result of this

type of environmental information, a cabin air cleaner was installed on extended

duration missions to remove particulates and microorganisms. This reduced

airborne particulates and microorganisms and decreased crew complaints about

air quality.

When a rare microbial contamination occurs, the microbiologists and engineers

work together to identify and mitigate the root cause of the contamination. These

events have included fungal growth on transportable water containers, payload

water reservoirs, and fabric-covered wall panels as well as bacterial contamination

of the potable water dispenser system. Some of the events have been resolved using

chemical treatment, while others have been resolved procedurally. Typically fol-

lowing any chemical treatment remediation activity, follow-up monitoring is

performed to verify the efficacy of the treatment.

Fig. 1.3 Debris collected on air filters in Spacelab module in the Space Shuttle. Note large debris

including small bristle brush, wooden stick, and various paper wrappers

1 Preventing Infectious Diseases in Spacecraft and Space Habitats 9



1.4 Crew Health

The Astronaut Health Stabilization Program (JSC 22538, Flight Crew Health

Stabilization Program, 2015) was implemented midway through the Apollo pro-

gram with the goal of minimizing infectious disease during spaceflight by isolating

crewmembers from ill individuals and other high-risk groups before spaceflight.

The program was based on the idea that if crewmembers went to closed and

monitored living quarters in good health without infectious disease, then the risk

of developing an illness just before flight would be minimized. So to maintain

health, crewmembers are encouraged to take communicable disease vaccinations

before spaceflight. For example, during influenza season, the flight crews are urged

to take the appropriate influenza vaccine. In addition to immunizations,

crewmembers are tested for tuberculosis annually to ensure that they are free of

this disease. As described earlier in the chapter, a safe and healthy spaceflight

environment is maintained by routine housekeeping and in-flight verification mon-

itoring and any necessary remediation of the environment and drinking water. This

combined prevention, monitoring, and remediating approach has proven to be

effective, with only one Apollo and one Space Shuttle launch delayed due to illness

or exposure to an ill individual.

During early phases of the Space Shuttle program, the microbial evaluation of

flight crews included pre- and postflight collection and analyses of feces, urine,

nasal swabs, throat swabs, and swabs of some selected skin sites (Pierson et al.

1999). Antibiotic susceptibility testing of medically important microorganisms was

conducted to provide data to flight surgeons in cases of infectious illness among

crewmembers. The crewmembers were exceptionally healthy and well conditioned,

and the microorganisms recovered by pre- and postflight examinations showed

microbial profiles consistent with healthy individuals (Pierson et al. 1993a, 1999).

Detailed investigations showed that while bacteria and fungi migrated among the

crew, permanent colonization was rare (Pierson et al. 1993b, 1995, 1996).

The current microbial evaluations of crewmembers performed for ISS opera-

tions are not as comprehensive as those implemented in the early days of the Apollo

and Space Shuttle programs. Currently, all crewmembers participate in a general

physical evaluation before flight and are screened for methicillin-resistant Staphy-
lococcus aureus (MRSA) approximately 50 days before flight. If MRSA is

detected, mupirocin can be administered along with disinfectant body washes. No

other microbiologic steps are taken unless clinically indicated. Mermel (2013)

provided an excellent review of current infection-control measures performed to

ensure crew health and safety and provided additional recommendations.

Presently, scientists from the Johnson Space Center’s Microbiology Laboratory

are working with NASA epidemiologists to identify potential correlations between

environmental monitoring data and crew illness.

10 W.C. Wong et al.



1.5 Acceptability Limits and Sampling Schedules

To ensure a safe spacecraft environment and safe drinking water and food, require-

ments for acceptable levels of bacteria and fungi have been established, and

verification testing is routinely conducted before and during a mission. Require-

ments for the ISS air, surfaces, and drinking water are shown in Table 1.2. These

requirements were established through scientific and medical expert panel meet-

ings, using professional experience and federal standards where available to deter-

mine conservative safe levels of microorganisms. Through time as new data

emerged, sampling schedules and limits have been altered to frequencies and levels

still considered acceptable to minimize risk to the crew and spacecraft systems. A

current list of acceptability limits for bacteria and fungi associated with air,

surfaces, and drinking water can be found in NASA’s ISS Medical Operations

Requirements Document (SSP 50260, 2013).

1.6 Environmental Microbial Monitoring

Microbial monitoring is routinely performed before and during spaceflight and is an

important step in minimizing the risk to crew and to ensure that a safe spacecraft

environment is obtained before flight following all ground processing operations.

Preflight air and surface sampling is conducted for all cargo and crew spacecraft

traveling to the ISS, including the cargo spacecraft provided by private commercial

suppliers. Sampling of air and surfaces continues during spaceflight operations to

ensure a healthy living and working environment are maintained.

Preflight surface samples are collected from the interior cabin of all spacecraft

approximately 2 months before launch. Samples are also collected from randomly

selected hardware items and cargo bags approximately 2 months before launch.

Table 1.2 Acceptability limits for microbial counts from air, surface, and water for the ISS

Monitoring category Organism

Acceptability limit

Before flight During flight

Air Total bacteria 300 CFU/m3 1000 CFU/m3

Total fungi 50 CFU/m3 100 CFU/m3

Surface Total bacteria 500 CFU/cm2 10,000 CFU/100 cm2

Total fungi 10 CFU/cm2 100 CFU/100 cm2

Water (potable) Total bacteria 50 CFU/mL 50 CFU/mL

Coliform None detected in 100 mL None detected in 100 mL

CFU ¼ colony-forming units

1 Preventing Infectious Diseases in Spacecraft and Space Habitats 11



Samples are collected using standard environmental sampling methods and identi-

fied by Vitek® (bioMérieux, Inc., Durham, NC) analysis, molecular methods, and

microscopy (fungal). Preflight acceptability limits for surface samples are desig-

nated in Table 1.2.

Surface samples are collected during spaceflight operations on a quarterly basis.

Collection of surface samples is performed using contact plate slides containing

appropriate growth media for bacterial and fungal growth. After incubation,

crewmembers evaluate media and determine approximate microbial counts. The

acceptability limits for in-flight surface samples are indicated in Table 1.2. Contact

slides are returned to Earth for completion of analysis that consists of performing

microbial identification of the isolates recovered.

Air samples are collected before spaceflight from the habitable volume of

spacecraft approximately 2 months before launch. A commercial air sampler

(SAS Super 180 air sampler; Bioscience International, Rockville, MD) is used

to impact air onto bacterial and fungal media. Following standard incubation

times, laboratory scientists perform enumeration and microbial identification of

samples. Isolates are identified by Vitek® analysis, molecular methods, and

microscopy (fungal). The acceptability limits for preflight air samples are spec-

ified in Table 1.2.

Air sample collection on board the ISS is performed in a similar method to

ground-based air sample collection. A modified commercial air sampler (Burkard

Manufacturing Co. Ltd., Hertfordshire, UK) uses an air pump to draw a defined

volume of air through the sampler, and the airborne microbes are impacted onto

standard agar plates for bacterial and fungal growth. The agar plates are incubated

and then approximate microbial counts are determined by crewmembers in a

similar method as surface samples. The acceptability limits for spaceflight air

samples are indicated in Table 1.2. Air sample plates are returned to the ground

for completion of analysis, which consists of performing microbial identification of

the isolates recovered.

If preflight or in-flight surface microbial counts exceed the established limits,

then subject matter experts review the data and determine the appropriate actions

that include remediation of the sample item, location, or area. Historically, the

viable bacterial genera recovered from the air and surfaces of the ISS were typically

associated with humans (e.g., Staphylococcus spp., Micrococcus spp., and Coryne-
bacterium spp.) and the environment (Bacillus spp.) as shown in Fig. 1.4. Similarly,

the most commonly recovered fungal genera recovered from the air and surface

samples included Aspergillus spp., Penicillium spp., and Rhodotorula spp. (Pierson
et al. 2012). Similar data were observed during the Space Shuttle program (Pierson

et al. 2011).

12 W.C. Wong et al.



Fig. 1.4 Bacterial (a) and fungal (b) species identified from environmental monitoring of the ISS.

Air samples collected during ISS Expeditions 1 through 38 (December 2000 through April 2014).

Surface samples collected during ISS Expeditions 2 through 38 (July 2001–April 2014)

1 Preventing Infectious Diseases in Spacecraft and Space Habitats 13



1.7 Water Microbial Monitoring

Safe drinking water is critical for successful spaceflight missions. The water used in

the USOS of the ISS is provided by reclaiming water from the humidity condensate

and urine distillate combined into a waste water tank, with the capability to provide

additional water from ground-supplied water sources. The reclaimed water goes

through a series of steps to clean and purify the water, including treatment in a

catalytic oxidizer that reaches 135 �C, addition of 2–3 ppm iodine as a residual

disinfectant, and filtration through a 0.22-μm microbial filter before consumption.

The potable product water can be supplied at ambient or hot temperatures to

rehydrate some foods and drinks. Microbial monitoring of the water system is

performed monthly during spaceflight operations for total bacteria and coliforms.

To be in compliance, the total bacteria cannot exceed 50 CFU/mL, and coliforms

cannot be detected as indicated in Table 1.2.

Historically, the bacterial genera recovered from the potable water supply of ISS

are typical waterborne, Gram-negative bacteria, with the most common genera

recovered being Ralstonia and Burkholderia. Coliform bacteria have never been

recovered from the potable water in over 12 years of monitoring.

1.8 Food Microbial Monitoring

Foods and beverages for consumption by crewmembers are analyzed before flight

and delivery to the launch vehicle for total aerobic bacteria, yeast and molds, and

selected pathogens (e.g., Salmonella). Air and surface monitoring of the food

preparation area reduces risks of microbial contamination during the preparation

and packaging process. Representative samples of each food lot prepared for crew

consumption are rigorously analyzed to ensure safe products for the crewmembers.

Raw food materials are analyzed before packaging to ensure the safety of the bulk

food products used in food preparation. Food items are also analyzed after pack-

aging to verify safety of final food products. If the total aerobic bacterial count,

Enterobacteriaceae, Salmonella, or yeast and mold acceptability limits are

exceeded (Table 1.3), then food lots are disqualified for flight. Acceptability limits

for microbial counts are defined in NASA’s “microbiology specification and testing

procedure for foods which are not commercially sterile” (SD-T-0251, 2014).

Table 1.3 Acceptable limits

for microbial counts
Food microbiologya Acceptability limit

Total aerobic count <20,000/g

Enterobacteriaceae <100 CFU/g

Salmonella 0 CFU/25 g

Yeast and molds <1000 CFU/g
aFood samples are tested before flight only
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1.9 Payload Reviews

The NASA Biosafety Review Board reviews all payloads as part of the overall

safety evaluation conducted by the Payload Safety Review Panel. Biohazardous

materials are identified and assessed, and a biosafety level is assigned (JSC 63828,

Biosafety Review Board Operations and Requirements Document, 2010). The

biosafety level determines the levels of containment required to prevent leakage

or crewmember exposure to safeguard the crew and the integrity of the spacecraft.

Animals are used for biomedical research as surrogates to determine effects of

space environment on biological systems. To reduce the risks of zoonotic disease,

specific pathogen-free microbiology requirements were established for animals

used for experimentation on spacecraft. These efforts were coordinated through

the NASA Biosafety Review Board, the NASA Institutional Review Board, and

NASA veterinarian.

1.10 Conclusions

During spaceflight, crewmembers experience a uniquely stressful environment that

adversely affects various physiologic systems. In particular, the general dysfunction

of the immune system (Crucian et al. 2013; Risin et al. 2013) and an increase in

virulence observed in some microbial pathogens, such as Salmonella (Wilson et al.

2007), are concerns for infection control during spaceflight. A robust infection-

control program is essential in maintaining the health, safety, and productivity of

crewmembers during spaceflight. The major sources of infectious risks have been

identified, and engineering and operational controls are in place to manage the risks

to acceptable levels. Engineering controls include HEPA filtration of the breathing

air, processing drinking water, and containment of biohazardous materials associ-

ated with operational systems, nominal monitoring equipment, and experimental

payloads. Operational controls include comprehensive preflight microbial evalua-

tion of foods and beverages and pre- and in-flight monitoring of air, surfaces, and

water. When excessive microbial contamination of internal environments is iden-

tified, remediation is performed to restore healthy conditions. Clinical examinations

including thorough microbial evaluations of crewmembers for pathogens or signs

of infection and vaccinations against likely infectious agents are encouraged.

Antimicrobials against bacteria, fungi, and viruses are available on spacecraft for

use when infections occur during spaceflight.

Microbiological risks are expected to increase for future long-duration explora-

tion missions. However, most infections and other adverse effects of microorgan-

isms can be prevented by microbiologists and engineering teams working together

early in the design phase of spacecraft. The design of spacecraft and space habitats

must control available water (humidity, condensate, leaks, and spills) and temper-

ature to minimize microbial growth. Implementation of strict preflight requirements
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that may include a quarantine to prevent exposures of crewmembers to infectious

individuals is an effective tool that should be implemented for exploration missions

that may require 2 years or more away from Earth. In addition, expansion of

vaccinations against additional pathogens and a more rigorous preflight microbial

evaluation of flight crews should be considered for long-duration space missions.
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Chapter 2

Bacterial Resistance to Hospital Disinfection

Matthew E. Wand

Abstract With the number of infections caused by bacteria that are multidrug

resistant (MDR) increasing, it is imperative that these infections can be controlled.

Biocides are used to prevent contamination in a variety of topical and hard-surface

applications and are an essential component of infection control in hospitals. They

are also used for disinfection and preservation of foodstuffs and within the home

environment for a range of applications which again includes hard-surface disin-

fection. Whilst antibiotic resistance has been well studied in a variety of bacteria,

there is little known about potential resistance mechanisms to biocides. We have yet

to see well-documented outbreaks caused by biocide-resistant bacteria, although

this is rarely looked for. Development of resistance to biocides is thought to be

more difficult than for antibiotics for several reasons including the high concentra-

tion of biocides used in many applications and that biocides act on multiple targets.

However, the increased use of biocides has led to speculation of development of

resistance to biocides and whether this leads to cross resistance to antibiotics. This

chapter will consider the different resistance mechanisms to biocides in bacteria,

the possible link between biocide and antibiotic resistance and whether we should

be concerned about bacterial biocide resistance.

2.1 Introduction

Biocides have been used for centuries mainly as preservative agents for water

(e.g. the use of copper and silver vessels) and foodstuffs as well as the use of

vinegar and honey for cleansing wounds. The nineteenth century saw the onset of

antiseptic surgery and the introduction of disinfectants into clinical use. Iodine was

used as a wound disinfectant, phenol (carbolic acid) in wound dressings and water

containing chlorine used in general disinfection and obstetrics. In the early part of

the twentieth century, many biocides were introduced including other chlorine-

releasing agents (CRAs) and some quaternary ammonium compounds (QACs)
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(Hugo 1999). The mid-twentieth century saw the introduction of biguanides (chlor-

hexidine, alexidine), amphoteric surfactants, bisphenols (triclosan), aldehydes (glu-

taraldehyde, ortho-phthalaldehyde, succinaldehyde-based products), CRAs

(isocyanurates), iodine-releasing agents (iodophors), isothiazolones and peracetic

acid (Russell 2002). Whilst biocides have been in use for centuries as disinfectants,

the ability of bacteria to survive and adapt to the presence of biocides has only been

documented within the last 50 years. Comparison of strains of Klebsiella
pneumoniae isolated pre (Murray) and post (modern) the widespread introduction

of many biocides showed that more modern strains, which have presumably been

more exposed to particular biocides, have become less susceptible to biocides such

as triclosan, chlorhexidine and benzalkonium chloride (Wand et al. 2015)

(Table 2.1). Although more work is needed, this suggests that whilst bacteria are

still highly susceptible to in-use concentrations of biocides, they are beginning to

adapt to lower concentrations. In hospitals and the environment, many bacteria are

now resistant to several in-use antibiotics which places an even greater burden on

biocides for infection prevention and control. This means that bacteria which have

adapted (become more resistant) to particular biocides will be increasingly prob-

lematic for infection control and could lead to outbreaks which are difficult to

combat. Still more problematic is whether biocide adaptation leads to increased

resistance to antibiotics and other antimicrobial agents.

2.2 Types of Biocides and Mode of Action

2.2.1 Cationic Antimicrobial Agents

The surface of bacterial cells is usually negatively charged which is stabilized by

the presence of divalent cations such as Mg2+ and Ca2+. For Gram-positive bacteria,

this is associated with the teichoic acid and polysaccharide components of the cell

wall, for Gram-negative bacteria, the lipopolysaccharide and the cytoplasmic

membrane. Therefore, antimicrobial agents which are cationic have a high binding

affinity for bacterial cells. Cationic antimicrobials interact initially with the bacte-

rial cell wall by displacing the divalent cations with subsequent interactions with

membrane proteins and the lipid bilayer dependent upon the actual biocide.

2.2.2 Quaternary Ammonium Compounds

The QACs are amphoteric surfactants with activity towards specific species of

bacteria dependent upon the hydrophobicity and chain length of the n-alkyl chain
(Tomlinson et al. 1977). Those QACs with a C16 hydrophobic tail length have more

activity against Gram-negative bacteria than do shorter-chain compounds, possibly
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due to the increased affinity of the C16 chain with the fatty acid portion of lipid A

(Ahlstr€om et al. 1999). Their mode of action is also dependent on the concentration

of the biocide. Low concentrations of QAC cause cellular leakage of potassium and

hydrogen ions and loss of osmoregulatory capability by binding to anionic sites on

the surface of the bacterial cell membrane (Lambert and Hammond 1973). At in

use, high-concentration QACs kill bacterial cells by solubilization of the cellular

membrane and rapid cell leakage occurring at bactericidal concentrations (Ioannou

et al. 2007).

Table 2.1 Comparison of susceptibility to disinfectants between Murray and modern

K. pneumoniae strains

Murray Modern

Range Mode Range Mode

Disinfectants CHX 0.25 to 32 8 8 to 32 16

BAC 1 to 16 4 8 to 32 16

HDPCM 1 to 8 2 4 to 32 8

TRI 0.007 to 0.25 0.06 to 0.125 0.125 to 1 0.5

H2O2 (%) 0.03 to 0.06 0.03 0.03 to 0.06 0.06

Per acid (%) 0.04 to 0.08 0.08 0.04 to 0.08 0.08

HSD1 (% WC) 1.56 to 3.125 3.125 1.56 to 3.125 3.125

EtoH (%) 1.56 to 6.25 6.25 3.125 to 6.25 6.25

Chlorine (ppm) 250 to 500 500 250 to 500 500

HSD2 (% WC) 1.56 to 3.125 3.125 1.56 to 3.125 3.125

Antibiotics AMK 1 to 4 2 4 to >64 8

GEN 0.5 to 4 2 4 to >64 >64

PIP 0.25 to >64 0.5 8 to >64 >64

TZP 0.25 to 8 0.5 1 to >64 >64

AMX 0.5 to >64 0.5 to 1 64 to >64 >64

AMC 0.5 to 8 0.5 1 to >64 >64

CTX �0.06 to 0.125 �0.06 1 to >64 >64

MEM �0.06 to 0.125 �0.06 �0.06 to 0.125 �0.06

CIP �0.06 to 0.125 �0.06 �0.5 to 128 �0.5

CHL 2 to 4 2 1 to >512 4

Potential adaptation of K. pneumoniae isolates through exposure. Several K. pneumoniae isolates
(N ¼ 39) from the Murray Collection (isolated pre-1950) were compared to more modern

K. pneumoniae isolates (isolated post-2000) (N ¼ 39). For certain disinfectants, particularly the

antiseptics, e.g. BAC, there was a clear significant shift towards decreased susceptibility between

the Murray isolates and the modern isolates. This did not occur for all disinfectants, e.g. Per acid

and chlorine. Several antibiotics were tested against the same panel and are shown for comparison.

The large increase in resistance to antibiotics such as AMX and CTX is likely due to the presence

of antibiotic resistance genes, e.g. blaSHV in the majority of modern isolates

All values are given as mg/L unless otherwise stated (adapted from Wand et al. 2015)

CHX chlorhexidine, BAC benzalkonium chloride, HDPCM hexadecylpyridinium chloride

monohydrate, TRI triclosan, H2O2 hydrogen peroxide, Per acid peracetic acid, HSD1 (2) hard-
surface disinfectant 1 (2), EtoH ethanol, AMK amikacin, GEN gentamicin, PIP piperacillin, TZP
piperacillin/tazobactam (TZP), CTX cefotaxime, MEM meropenem, CIP ciprofloxacin, CHL
chloramphenicol, WC working concentration
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As a group, QACs have been in use since the 1930s, and although some changes

in resistance have been noted, these are generally increases in MIC (minimum

inhibitory concentration) level which is still far below the in-use concentration level

(Gilbert and McBain 2003). Some bacteria such as Pseudomonas aeruginosa are

relatively resistant to QACs possibly due to the inability of the compounds to

penetrate the outer membrane. Examples of QACs include benzalkonium chloride

and cetrimide.

2.2.3 Biguanides

Bisbiguanide antiseptics (e.g. chlorhexidine) have a mode of action which is similar

to QACs in that the biguanide groupings strongly associate with anionic sites on the

cell surface, particularly acidic phospholipids and proteins (Chawner and Gilbert

1989a). Chlorhexidine has both bacteriostatic (inhibits bacterial growth) and bac-

tericidal (kills bacteria) mechanisms of action, depending on its concentration. The

chlorhexidine cation forms a bridge between pairs of adjacent phospholipid head

groups and displaces the associated divalent cations (Mg2+ and Ca2+) (Davies

1973). This results in reduction of membrane fluidity and osmoregulation as well

as a change in metabolic capability of the enzymes associated with the cell

membrane (Hugo and Longworth 1966). At higher concentrations the interaction

between chlorhexidine and the cellular membrane causes the membrane to lose its

structural integrity, and the membrane adopts a liquid crystalline state which leads

to a rapid loss of cellular contents (Longworth 1971; Chawner and Gilbert 1989b).

Again, increased resistance to chlorhexidine has been described, mainly resulting

from increased efflux; this is mainly far below in use concentrations, although some

bacteria have been isolated from chlorhexidine-containing solutions (Brooks et al.

2004).

For polyhexamethylene biguanides (PHMB), the mode of action is similar to the

biguanide antiseptics except that the bridging is not restricted to adjacent phospho-

lipid pairs which results in the formation of a mosaic of individual phospholipid

domains. These each have a different phase transition temperature causing the

membrane to separate into liquid and fluid crystalline regions. This again results

in generalized cellular leakage (Broxton et al. 1983; Gilbert and Moore 2005).

Again, PHMB is bacteriostatic at low concentrations, but bactericidal at higher

concentrations and increased resistance has been associated with upregulation of

Rhs (recombinational hot spots) elements which suggests that PHMB may interact

directly with DNA (Allen et al. 2006).
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2.2.4 Peroxygens

2.2.4.1 Hydrogen Peroxide

Hydrogen peroxide (H2O2) works as an oxidant by the production of hydroxyl free

radicals which then attack essential cellular components such as membrane lipids,

DNA and proteins. Exposed sulphydryl groups and double bonds are particularly

targeted (Block 1991). Hydrogen peroxide is active against a wide range of bacteria

and has been shown to be sporicidal (Block 1991; Turner 1983) but has greater

activity against Gram-positive bacteria compared to Gram-negative bacteria. It is

widely used in hospitals and other environments as a whole room decontaminator.

The presence of bacterial enzymes called catalases can help to protect against low

concentrations of hydrogen peroxide.

2.2.4.2 Peracetic Acid

Its mode of action is thought to be similar to other oxidizing agents, i.e. it functions

by denaturation of proteins, disruption of the cell wall permeability and oxidation of

sulphydryl and sulphur bonds in enzymes and other proteins (Baldry and Fraser

1998; Block 1991). Again it has a broad spectrum of activity and has been shown to

be especially penetrative against bacterial biofilms (Perumal et al. 2014).

2.2.5 Alcohols

It is generally thought that alcohols are membrane disruptors and act by denatur-

ation of proteins. Alcohol can destroy the dehydrogenases in E. coli (Sykes 1939).
They have increased activity in water with proteins being denatured more quickly

in the presence of water rather than absolute alcohol (Ali et al. 2001; Morton 1983).

Ethanol is able to cause the rapid release of intracellular components and membrane

disruption by interaction with the hydrocarbon component of the phospholipid

bilayer. Other examples of alcohols include phenylethanol and phenoxyethanol

which induce generalized loss of cytoplasmic membrane function (Fitzgerald

et al. 1992). Ethanol has also been shown to inhibit DNA, RNA, protein and

peptidoglycan synthesis in E. coli (Nunn 1975). Alcohols exhibit rapid broad

spectrum antimicrobial activity against vegetative bacteria but are not sporicidal.

Low concentrations of alcohol are often used in conjunction with other biocides,

e.g. chlorhexidine.
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2.2.6 Aldehydes

Glutaraldehyde has a broad spectrum of activity against both vegetative bacteria

and bacterial spores. For vegetative bacteria glutaraldehyde strongly associates

with the outer layers of the cell wall, specifically with unprotonated amines on

the cell surface (Bruck 1991) which causes cross-linking of amino groups within

proteins and subsequent inhibition of transport processes into the bacterial cell. The

action of glutaraldehyde against bacterial spores is dependent upon its concentra-

tion. At low concentrations spore germination is inhibited, whereas at high con-

centrations glutaraldehyde strongly interacts with the outer spore layers (Thomas

and Russell 1974a, b).

Formaldehyde is also sporicidal and can penetrate the outer spore layers. It is an

extremely reactive chemical and works to inactivate bacteria by alkylating the

amino and sulphydryl groups of proteins and ring nitrogen atoms of purine bases

(Favero and Bond 1991).

2.2.7 Phenolics

Phenol derivatives or phenolics are derivatives of phenol where a functional group

(e.g. alkyl, phenyl, benzyl, halogen) replaces one of the hydrogen atoms on the

aromatic ring. Many have improved biocide activity over phenol. Phenolic com-

pounds in high concentrations are gross protoplasmic poisons which penetrate and

disrupt the cell wall and precipitating cellular proteins. At low concentrations

phenol can induce the progressive leakage of intracellular constituents and inacti-

vation of essential enzyme systems (Prindle 1983).

Bisphenols are hydroxyl-halogenated derivatives of two phenolic groups

connected by a variety of bridges (Gump 1977). They have a broad host range

although some bacteria, e.g. P. aeruginosa, exhibit intrinsic resistance and they

only show sporostatic activity. Examples of bisphenols include hexachlorophene

and 2,4,40-trichloro-20-hydroxydiphenylether (triclosan). Triclosan is unusual for a

biocide in that, although it has been shown to have a variety of targets, it primarily

appears to target fatty acid synthesis by inhibition of the enzyme enoyl reductase

FabI by competitive inhibition of the enzyme’s natural substrate (McMurry et al.

1998a; Heath et al. 1998). However, this inhibition process is relatively slow, and

the rapid killing of bacteria by high concentrations of triclosan cannot be explained

solely by inhibition of fatty acid synthesis (Gomez Escalada et al. 2005). Studies

have shown that insertion of triclosan into the bacterial cell membrane will com-

prise the membrane functional integrity (Villalain et al. 2001; Guillén et al. 2004).
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2.2.8 Halogen-Releasing Agents

2.2.8.1 Chlorine-Releasing Agents

The exact mechanisms of microbial destruction by free chlorine are still not fully

understood. Oxidation of sulphydryl enzymes and amino acids, ring chlorination of

amino acids, decreased uptake of nutrients and oxygen, inhibition of protein

synthesis, oxidation of respiratory components and decreased ATP production

and effects on DNA synthesis have all been shown to be factors resulting from

inactivation by chlorine (Dychdala 2001). Low pH is thought to increase activity.

Examples of chlorine-releasing agents include sodium hypochlorite, chlorine diox-

ide and sodium dichloroisocyanurate (NaDCC). Low concentrations of these agents

are active against vegetative bacteria, but higher concentrations are necessary to

have an effect against mycobacteria or bacterial spores (Rutala et al. 1991; Bloom-

field and Arthur 1992; Ungurs et al. 2011). The activity of CRAs is affected by the

presence of organic matter, e.g. blood (Coates 1991).

2.2.8.2 Iodophors

Iodophors are a combination of iodine and a solubilizing agent or carrier, which acts

as an active ‘free’ iodine reservoir (Gottardi 1991). Similar to chlorine, iodine acts

by rapidly penetrating into bacteria and attacking cysteine and methionine amino

acids as well as nucleotides and fatty acids (Kruse 1970; Gottardi 1991). This

results in disruption to protein and nucleic acid structure and synthesis. They are

generally used as antiseptics but have been used for disinfection of endoscopes and

other medical equipment. Dilution is a critical factor with contamination of iodo-

phor solutions reported (Craven et al. 1981; Parrott et al. 1982).

2.2.9 Others

There are many other types of biocide which have not been discussed here includ-

ing silver-containing biocides (silver nitrate, silver sulphadiazine), diamidines

which are used for wound disinfection and anilides which show good activity

against Gram-positive bacteria but are poor against Gram-negative bacteria.

These are reviewed in the article by McDonnell and Russell (1999).
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2.3 Resistance to Biocides

Bacterial resistance to biocides is not a new phenomenon having been described

over 50 years ago (Russell 2004; Maher et al. 1961). However, there are a now

growing number of reports of resistance to biocides, both within clinical and

laboratory conditions, suggesting that biocide resistance is increasingly problem-

atic. The response of bacteria to particular biocides, and the nature of their resis-

tance to it, is driven primarily by the nature of the biocide itself and the type of

organism. Biocide activity is also influenced by a variety of factors including pH,

presence of organic matter, temperature, concentration and contact time. Changes

to the environment can result in alterations to biocide susceptibility. The outer cell

wall generally plays a critical role in determination of intrinsic bacterial suscepti-

bility (or insusceptibility) to biocides. Bacteria can also develop resistance to

particular biocides (acquired) through various mechanisms, which will be discussed

below.

2.3.1 Intrinsic Resistance to Biocides

Although biocides usually have a low degree of selectivity in their action against

different types of microorganism, they do show varying degrees of activity against

different species of bacteria. Some bacterial species are intrinsically resistant to

certain biocides. This is defined as the innate (natural) ability of a bacterial species

to resist the activity of a particular antimicrobial agent (biocide) through its inherent

structural or functional characteristics. This can be due to one or more factors which

include (a) the lack of affinity of the biocide for the bacterial target, (b) the

inaccessibility of the biocide into the bacterial cell, (c) the extrusion of the biocide

by chromosomally encoded active exporters and (d) innate production of enzymes

which inactivate the biocide (Fig. 2.1). Production of specific enzymes is rare, and

since biocides have multiple targets (one exception being triclosan), lack of affinity

is also uncommon.

Bacterial endospores are considered more resistant to biocides than vegetative

bacteria (Fig. 2.2). Gram-negative bacteria are intrinsically more resistant to bio-

cides than Gram-positive bacteria due to their outer membrane composition. The

exception is mycobacteria which, for vegetative bacteria, are the most resistant,

again due to their cell wall composition which limits access of biocides. There are

also additional factors, such as whether the bacteria are within a biofilm, which will

also affect and generally decrease the effectiveness of biocides.
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Fig. 2.1 Examples of mechanisms of resistance to biocides found in bacteria. Membrane imper-

meability and increased bacterial efflux are the most common forms of resistance mechanisms

found in bacteria. Target alteration and enzymatic degradation of biocides are limited to a few

examples

Prions (CJD, BSE)

Coccidia (Crytosporidium spp)

Bacterial endospores (Bacillus spp. Clostridium difficile)

Mycobacteria (Mycobacterium tuberculosis, avium, terrae)

Cysts (Giardia, Taenia spp)

Small non-enveloped viruses (Poliovirus)

Trophozoites (Acanthamoeba spp)

Gram-negative bacteria (Pseudomonas spp, Escherichia coli)

Fungi (including fungal spores) (Aspergillus spp, Candida spp)

Large non-enveloped viruses (Adenovirus)

Gram-positive bacteria (Staphylococcus spp, Enterococcus spp)

Large lipid enveloped viruses (HIV, HBV)

High Resistance

Low Resistance

Fig. 2.2 Classification of micro-organisms according to their resistance to biocides. Groups

containing bacteria are highlighted in bold. Adapted from Maillard (2002)
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2.3.1.1 Spore-Forming Bacteria

Many biocides are active against non-sporulating bacteria but have little sporicidal

activity; for others sporicidal activity is only achieved at high concentrations.

Clostridium and Bacillus spores are the most resistant of all types of bacteria to

biocides (Russell 1990). Examples of biocides which are described as sporicidal

include glutaraldehyde and formaldehyde. Resistance of bacterial endospores is

mainly due to their structure with factors such as the spore coat and the cortex all

providing biocide protection due to inaccessibility of the target site. The biochem-

ical composition of the spore coat varies between species and can even vary

between different strains of the same species (Driks 1999; Henriques and Moran

2007). It has been shown to play an essential role in protection against many

chemicals including hydrogen peroxide (Young and Setlow 2004) and hypochlorite

(Young and Setlow 2003). Bacillus subtilis spores which lack several spore coat

layers due to mutations in genes which code for a protein essential for outer spore

coat formation (cotE) and a regulator of coat protein formation (gerE) are more

susceptible to hypochlorite as compared to wild-type spores produced by this

species (Ghosh et al. 2008). Superoxide dismutase (SOD) when present on the

spore surface was shown in Bacillus anthracis spores to protect against oxidative

stress (Cybulski et al. 2009); however, this was not shown to be the case for

B. subtilis (Casillas-Martinez and Setlow 1997).

Water availability within the spore core and core water content may also play a

role in the ability of bacterial spores to resist biocides. B. subtilis spores which had a
higher core water content appeared to be more susceptible to killing by liquid

hydrogen peroxide (Popham et al. 1995). The presence of small acid-soluble spore

proteins (SASPs) has been shown to protect nucleic acids within the spore by

binding directly to and saturating potential binding sites on the DNA. This prevents

access of the DNA to many biocides which are DNA damaging, e.g. hydrogen

peroxide (Imlay and Linn 1988; Setlow 2007). Mutants lacking particular types of

SASPs in B. subtilis correspondingly have been found to be more sensitive to

hydrogen peroxide (Setlow et al. 2000).

There have been a number of studies on the sporicidal activity of various

biocides and how their activity is affected by various factors including temperature,

level of soiling, type of surface, etc. (Reviewed by Maillard 2011). For surface

disinfection, the most widely used sporicidal agents are chlorine-based disinfec-

tants, which include hypochlorites (e.g. bleach) and sodium dichloroisocyanurate

(NaDCC) (Maillard 2011). The latter appeared to be more effective against Clos-
tridium difficile spores on stainless steel rather than PVC surfaces (Block 2004), and

the activity of NaDCC is improved when coupled with rigorous surface

pre-cleaning using detergent (Ungurs et al. 2011). There is a distinct lack of

methodological clarity when testing disinfectants which claim to have sporicidal

activity, with different procedures used to evaluate different disinfectants. This has

led to the proposed standardized test for testing sporicidal activity of disinfectants

against C. difficile spores (Fraise et al. 2015).
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2.3.1.2 Mycobacteria

The mycobacterial cell wall is more complex than other Gram-positive bacterial

cell walls. It has an abundance of high molecular weight lipids, whilst the inner

region contains peptidoglycan linked to another polysaccharide polymer,

arabinogalactan (Lambert 2002). Anchored to this skeleton are mycolic acids

which combine to give the cell a thick waxy coat which acts as an efficient

permeability barrier (Brennan and Nikaido 1995). This waxy layer has been

shown to contribute towards increased biocide resistance. Spanning the outer

layer are porin proteins, and deletion of Msp group of porins decreases the suscep-

tibility ofMycobacterium smegmatis to many widely used biocides, e.g. octenidine

and polyhexamethylene biguanide (PHMB) (Frenzel et al. 2011). One biocide

which is effective against Mycobacterium is triclosan which inhibits the action of

the enoyl reductase InhA (McMurry et al. 1999; Parikh et al. 2000) though there are

reports suggesting that this is not the only site of action (Boshoff et al. 2004). In

response to triclosan, Mycobacterium significantly differentially expressed several

hundreds of genes and these included potential drug detoxification and efflux

mechanisms (Betts et al. 2003; Boshoff et al. 2004). Ligand-binding studies have

shown which residues are important in triclosan binding to InhA (Cohen et al.

2011). Presumably, mutations at these residues would affect the binding affinity and

therefore effectiveness of triclosan against Mycobacterium.

2.3.1.3 Other Gram-Positive Bacteria

For bacteria, Gram-positive micro-organisms are highly susceptible to many bio-

cides. Their cell wall is essentially peptidoglycan and teichoic acid which does not

act as an effective barrier against the entry of biocides. This is in part due to the

ability of high molecular weight substances to readily traverse the cell wall of

staphylococci and vegetative Bacillus spp. which renders these organisms highly

sensitive to QACs and chlorhexidine (Russell 1991, 1995).

The plasticity of the bacterial cell envelope is a well-known phenomenon

(Poxton 1993). The cell physiological state will be affected by growth rate and

limiting nutrients which will alter the thickness and degree of peptidoglycan cross-

linking, altering the cell’s biocide sensitivity. Chlorhexidine sensitivity was altered
in Bacillus megaterium following changes in nutrient availability (Gilbert and

Brown 1995). Mucoid strains of S. aureus, where the cells are surrounded by a

slime layer, are less sensitive to killing by chlorhexidine than non-mucoid strains,

and removal of this slime layer rendered the cells more sensitive (Kolawole 1984).

This indicates that the slime layer plays a role in protection either as a physical

barrier or by absorption of biocide molecules (Kolawole 1984). This is different

from experimental work on the Gram-negative species K. pneumoniae where there
was no difference observed in sensitivity to several biocides between non-mucoid

and mucoid isolates (M. Wand, unpublished results).
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There are differences in susceptibility within Gram-positive bacteria with

Enterococci being, in general, less sensitive to biocides than Staphylococci.
There is, to date, no correlation between the carriage of antibiotic resistance and

biocide resistance, e.g. vancomycin-resistant Enterococcus (VRE) are not more

resistant to biocides than those Enterococcus strains which are vancomycin

sensitive (VSE) (Sakagami and Kajimura 2002). MRSA (methicillin-resistant

Staphylococcus aureus) does not appear to have a selective advantage over

MSSA (methicillin-sensitive Staphylococcus aureus) with respect to biocide resis-

tance (Wootton et al. 2009).

2.3.1.4 Gram-Negative Bacteria

As already mentioned, Gram-negative bacteria are, in general, more resistant to

biocides than Gram-positive bacteria due to their cell wall composition. The outer

membrane acts as a barrier which helps either to limit or prevent the entry of

biocides into the cell. Some cationic biocides are able to damage the outer mem-

brane which may help to promote their own uptake (Hancock 1984). Gram-negative

bacteria which are particularly resistant to biocides are Pseudomonas species

(especially P. aeruginosa) due to a number of efflux systems (Morita et al. 2014)

and Burkholderia cepacia. B. cepacia has been readily isolated as a contaminant of

disinfectants and other anti-infective solutions (Romero-Gomez et al. 2008; Frank

and Schaffner 1976). Biocide testing showed that B. cepacia is able to remain

viable in several commercial biocide formulations (Rose et al. 2009). B. cepacia is

also able to biodegrade and inactivate benzyldimethylalkylammonium chloride

(benzalkonium chloride) by cleavage of the C-alkyl-N bond (Ahn et al. 2016).

Other species highly resistant to disinfectants, especially chlorhexidine, are

Providencia stuartii and Proteus spp. (Strickler and Thomas 1976; Martin 1969;

Strickler 1974). This is linked to their hydrophobicity of the cell surface and

especially for Proteus spp. the membrane lipid content (el Moug et al. 1985;

Thomas and Strickler 1979).

2.3.2 Acquired Resistance to Biocides

Increased tolerance to biocides can arise through several strategies including

mutation of existing genes, expression of previously silent genes or acquisition of

new genetic information by horizontal gene transfer on extrachromosomal ele-

ments, e.g. plasmids and transposons. Within the laboratory organisms can be

‘adapted’ to the presence of particular biocides by continuous exposure

(MacGregor and Elliker 1958), whilst residue disinfectant can remain on equipment

which could lead to a selective pressure for more biocide-resistant organisms

(Cousins 1963). There is now a prevalence to generate biocide-tolerant bacteria
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by exposure to gradually increasing concentrations of biocide, e.g. chlorhexidine

(Furi et al. 2013; Bock et al. 2016).

Biocide resistance, unlike antibiotic resistance, is rarely associated with acqui-

sition of genes, and relatively few ‘disinfectant resistance’ genes have been iden-

tified. For Gram-positive organisms, particularly S. aureus, the plasmid-encoded

qacA/B genes (Gillespie and Skurray 1986; Lyon and Skurray 1987) and for Gram-

negative organisms qacE and qacΔE1 (Paulsen et al. 1993) have been linked to

disinfectant resistance. These genes are often carried on plasmids which also

contain either antibiotic or heavy metal resistance genes, which leads to the debate

of whether acquired biocide resistance can also lead to antibiotic resistance.

2.3.2.1 Impermeability

As already described, target sites for biocides are usually situated within the

cytoplasm or for Gram-negative bacteria at the cytoplasmic membrane. Changes

in the outer membrane, in particular LPS (lipopolysaccharide) and loss of porin

proteins, are the principal methods used to change bacterial permeability in

response to biocides (Denyer and Maillard 2002). Chlorhexidine-resistant strains

of Pseudomonas stutzeri have been found which possessed alterations in their OMP

(outer membrane proteins) profiles (Tattawasart et al. 2000a) and also had reduced

uptake of chlorhexidine associated with decreased cellular amounts of magnesium,

calcium and phosphorous (Tattawasart et al. 2000b). Outer membrane fatty acid

composition was observed to have changed in P. aeruginosa in response to treat-

ment to quaternary ammonium compounds (Guérin-Méchin et al. 2000).

Downregulation of porin expression has been noticed in Salmonella typhimurium
and E. coli in response to disinfectant exposure (Karatzas et al. 2008; Zhang et al.

2011). Increased expression of rarA, an AraC-type regulator in K. pneumoniae,
following challenge with disinfectants has resulted in decreased porin expression

(De Majumdar et al. 2013).

2.3.2.2 Target Alteration

This method of resistance is uncommon due to the ability of biocides to act on

multiple cellular components. The most widely described target alteration in

response to a biocide is mutations in the fabI gene resulting in increased resistance

to triclosan. At low concentrations, triclosan functions to inhibit the action of the

enoyl-acyl carrier protein (ACP) reductase (FabI) and therefore prevents fatty acid

synthesis (Heath et al. 1998). Mutations in this gene were first described in E. coli
(Heath et al. 1999) but have since been found in other organisms including

P. aeruginosa (Hoang and Schweizer 1999), S. aureus (Heath et al. 2000),

Acinetobacter baumannii (Chen et al. 2009) and Rhodobacter sphaeroides (Lee

et al. 2002). Current Staphylococcus epidermidis isolates have also been shown to

have mutations in the fabI gene or its putative promoter region coupled to increased
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triclosan resistance when compared to isolates from the 1960s suggesting adaptation

to the widespread use of triclosan (Skovgaard et al. 2013). Other studies have shown

that high levels of triclosan resistance are not just dependent on mutations in FabI,

but other distinct pathways are involved. In P. aeruginosa a ΔfabI strain retained

high levels of resistance to triclosan, but a deletion of another enoyl reductase, fabV,
resulted in increased susceptibility to triclosan (Zhu et al. 2010). In Salmonella
substitutions within a gene not directly related to fatty acid synthesis gryA also led to

a small decrease in triclosan susceptibility (Webber et al. 2008).

2.3.2.3 Efflux Systems

Efflux systems commonly have a wide range of structurally unrelated substrates,

and those that are linked to biocide resistance (Table 2.2) often are involved in the

efflux of antibiotics. Efflux pumps have a number of different structures and may

consist of single proteins which are either ATP driven, e.g. VcaM from Vibrio
cholera (Huda et al. 2003), HorA from Lactobacillus brevis (Sakamoto et al. 2001)

and LmrA in Lactococcus lactis (van Veen et al. 1999), or are proton-motive force

(PMF) driven, e.g. Qac proteins in S. aureus. More complex efflux pumps include

three-component systems which are composed of an outer membrane and an inner

membrane protein and a protein that traverses the periplasm to connect the two

membrane proteins. Examples include the AcrAB-TolC transporter in E. coli and
the MexAB-OprM transporter in P. aeruginosa.

Efflux pumps are broadly grouped into five major classes (Putman et al. 2000)

(Fig. 2.3): (1) the ATP (adenosine triphosphate)-binding cassette (ABC) family,

(2) the major-facilitator superfamily (MFS), (3) the resistance-nodulation-division

(RND) family, (4) the small multidrug resistance (SMR) family (a member of the

drug/metabolite transporter (DMT) superfamily) and (5) the multidrug and toxic

compound extrusion (MATE) family. Most of the multidrug transporters, apart

from the ABC transporters which are powered by ATP hydrolysis, utilize the

transmembrane H+ or Na+ gradient to catalyse drug extrusion.

Insusceptibility to several biocides including benzalkonium chloride, triclosan

and chlorhexidine can be attributed to expression of several MATE transporters in a

variety of bacteria. These include, for Gram-negative bacteria, PmpM from

P. aeruginosa (He et al. 2004), NorM from Neisseria species (Rouquette-Loughlin

et al. 2003) and its homologue VmrA from Vibrio species (Chen et al. 2002) and

AbeM in A. baumannii (Su et al. 2005). From Gram-positive bacteria the most well-

characterized MATE transporter is MepA in S. aureus (DeMarco et al. 2007) where

exposure to sublethal levels of numerous biocides led to the appearance of mutants

overexpressing MepA (Huet et al. 2008).

ABC transporters contributing to biocide resistance include EfrAB from Entero-
coccus faecalis (Lee et al. 2003) which have also been detected in Staphylococcus
and Bacillus species (Fernández-Fuentes et al. 2014) where overexpression of this

pump led to increased resistance to chlorhexidine and triclosan (Lavilla Lerma et al.

2014).
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Table 2.2 Efflux determinants of biocide resistance

Efflux

determinant Typea Biocideb Organism Reference

Gram-positive

MepA MATE CHX, QAC S. aureus DeMarco et al. (2007)

EfrAB ABC CHX, TRI E. faecalis, S. aureus,
Bacillus spp.

Lee et al. (2003), Fernández-

Fuentes et al. (2014)

QacA MFS QAC, BG S. aureus, E. faecalis Brown and Skurray (2001),

Bischoff et al. (2012)

QacB MFS QAC S. aureus, E. faecalis McDonnell and Russell (1999),

Bischoff et al. (2012)

QacC/D

smr

SMR QAC S. aureus Noguchi et al. (1999)

QacEΔ1 SMR QAC S. aureus, E. faecalis Kazama et al. (1998)

QacG SMR QAC S. aureus Heir et al. (1999a)

QacH SMR QAC S. aureus Heir et al. (1998)

QacJ SMR QAC S. aureus Bjorland et al. (2003)

NorA MFS QAC, CTM,

CHX

S. aureus Noguchi et al. (1999), DeMarco

et al. (2007)

NorB MFS QAC, CTM,

CHX

S. aureus Truong-Bolduc and Dunman

(2005), DeMarco et al. (2007)

MdeA MFS QAC, CHX S. aureus DeMarco et al. (2007)

EmeA MFS QAC E. faecalis Schwaiger et al. (2014)

Mmr SMR CTAB M. tuberculosis Rodrigues et al. (2013)

Gram-negative

QacE SMR QAC Widespread Paulsen et al. (1993)

QacEΔ1 SMR QAC Widespread Paulsen et al. (1993)

QacF SMR QAC Enterobacter spp.,
P. aeruginosa

Ploy et al. (1998), Jeong et al.

(2009)

QacG SMR QAC P. aeruginosa Laraki et al. (1999)

PmpM MATE QAC P. aeruginosa He et al. (2004)

NorM MATE BAC N. gonorrhoea,
N. meningitis

Rouquette-Loughlin et al.

(2003)

VmrA MATE TPPCI Vibrio spp. Chen et al. (2002)

AbeM MATE TRI A. baumannii Su and Chen (2005)

MexAB-

OprM

RND PHN, TRI P. aeruginosa,
P. azelaica

Chuanchuen et al. (2001),

Czechowska et al. (2013)

MexCD-

OprJ

RND BAC, CHX,

TRI

P. aeruginosa Morita et al. (2003),

Chuanchuen et al. (2001)

MexEF-

OprN

RND TRI P. aeruginosa Chuanchuen et al. (2001)

SmeDEF RND TRI S. maltophilia Sanchez et al. (2005)

SdeXY RND TRI S. marcescens Chen et al. (2003)

AdeABC RND CHX A. baumannii Rajamohan et al. (2010)

AdeIJK RND TRI A. baumannii Fernando et al. (2014)

AceI Novel CHX A. baumannii Hassan et al. (2013)

(continued)
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For the RND efflux pumps, MexCD-OprJ in P. aeruginosa has been found to be
induced by tetraphenylphosphonium chloride (TPPCI) in mutants lacking other

Mex pumps (MexAB-OprM, MexEF-OprN and MexXY) (Morita et al. 2001). It is

also induced in subinhibitory concentrations of benzalkonium chloride and chlor-

hexidine gluconate (Morita et al. 2003) in a process that is dependent on the stress

response factor, AlgU (Fraud et al. 2008). Other genes affected in subinhibitory

concentrations of benzalkonium chloride include mutations in the Mex efflux

regulator gene, nfXB, which, in turn, led to overexpression of MexCD-OprJ and

MexAB-OprM (McCay et al. 2010). MexCD-OprJ is central to the response of

P. aeruginosa when exposed to chlorhexidine diacetate being, along with another

RND efflux pump oprH-phoPQ, upregulated (Nde et al. 2009). MexCD-OprJ is

also important in the development of chlorhexidine-tolerant subpopulations within

P. aeruginosa biofilms (Chiang et al. 2012). In A. baumannii chlorhexidine toler-

ance is linked to a broad range of efflux systems including the RND efflux pump

Table 2.2 (continued)

Efflux

determinant Typea Biocideb Organism Reference

CmeABC RND TRI C. jejuni Pumbwe et al. (2005)

CmeDEF RND TRI C. jejuni Pumbwe et al. (2005)

AbuO RND TRI, CHX,

BAC

A. baumannii Srinivasan et al. (2015)

AdeF MFS CHX A. baumannii Hassan et al. (2011)

AbeS SMR CHX A. baumannii Srinivasan et al. (2009)

OqxAB RND TRI, CHX,

BAC, CTM

E. coli Hansen et al. (2007)

CepA SMR CHX K. pneumoniae Fang et al. (2002)

KpnEF SMR BAC, CHX,

TRI

K. pneumoniae Srinivasan and Rajamohan

(2013)

KpnGH MFS BAC, CHX,

TRI

K. pneumoniae Srinivasan et al. (2014)

SmvA MFS CHX K. pneumoniae Wand et al. (2017)

AcrAB-

TolC

RND QAC, TRI E. coli, S. enterica
serovar Typhimurium

Piddock (2006), Webber et al.

(2008)

MdtM MFS QAC E. coli Holdsworth and Law (2013)

YhiUV-

TolC

RND BAC E. coli Nishino and Yamaguchi (2001)

TriABC-

OpmH

RND TRI P. aeruginosa Mima et al. (2007)

MexJK-

OpmH

RND TRI P. aeruginosa Chuanchuen et al. (2003)

aMATE multidrug and toxic compound extrusion (efflux pump type), ABC ATP (adenosine

triphosphate)-binding cassette, MFS major-facilitator superfamily, SMR small multidrug resis-

tance, RND resistance-nodulation-division, Novel not characterized
bBAC benzalkonium chloride, BG biguanides, CTM cetrimide, CHX chlorhexidine, QAC quater-

nary ammonium compounds, PHN phenolics, TRI triclosan, TPPCI tetraphenylphosphonium

chloride, CTAB cetyltrimethylammonium bromide (adapted and updated from Poole 2005)
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AdeABC (Rajamohan et al. 2010) with exposure to chlorhexidine leading to

elevated levels of expression of AdeAB (Hassan et al. 2013). A recently described

efflux pump, AceI, from a novel family of bacterial drug efflux transporters was

found to be an active chlorhexidine efflux pump (Hassan et al. 2013). This trans-

porter was also found to be present in other bacterial species including Pseudomo-
nas sp. and Burkholderia cenocepacia (Hassan et al. 2015). Other efflux pumps

involved in resistance to chlorhexidine in A. baumannii include the MFS efflux

pump AedF (Hassan et al. 2011) and an efflux pump, AbeS, belonging to the SMR

family (Srinivasan et al. 2009). Although many of these efflux pumps are found on

the bacterial chromosome, a plasmid-encoded RND efflux pump, OqxAB, from

E. coli which confers resistance to a number of biocides, e.g. triclosan, was able to

be successfully transferred to other members of the Enterobacteriaceae (Hansen

et al. 2007).

Many RND family pumps associated with resistance to antibiotics are also

associated with resistance to triclosan including the Mex pumps in P. aeruginosa
(Chuanchuen et al. 2003), SmeDEF of Stenotrophomonas maltophilia (Sanchez

et al. 2005), SdeXY of Serratia marcescens (Chen et al. 2003), AdeIJK in

A. baumannii (Fernando et al. 2014) and CmeABC and CmeDEF of Campylobacter
jejuni (Pumbwe et al. 2005). Enhanced triclosan resistance has been linked to

overexpression of AcrAB-TolC and the global regulators of active efflux, MarA

and SoxS in E. coli and Salmonella (McMurry et al. 1998b; Bailey et al. 2009;

Fig. 2.3 Representatives of the five known families of efflux pumps thought to be involved in

bacterial resistance to biocides. The MATE, MFS and SMR families are driven by chemiosmotic

energy, with H+ or Na+ ions being pumped into the cell whilst pumping biocides out. The RND

family spans the inner and outer membranes in Gram-negative bacteria and usually consists of

multisubunits. The ABC superfamily utilizes ATP to drive efflux of biocides from the cell.

Biocides shown in the diagram are CHX (chlorhexidine), QAC (quaternary ammonium com-

pounds) and TRI (triclosan)
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Karatzas et al. 2007). Inactivation of AbuO (a TolC homologue) in A. baumannii
led to decreased survival in subinhibitory concentrations of triclosan, chlorhexidine

and benzalkonium chloride (Srinivasan et al. 2015).

Resistance to quaternary ammonium compounds (QACs) has been readily

described in Gram-positive bacteria, particularly S. aureus. QAC resistance in

S. aureus is predominantly linked to plasmid-encoded MFS (QacA/B) or SMR

family exporters (Smr (QacC/D), QacEΔ1, QacG, QacH, QacJ) with resistance

arising from plasmid acquisition. The most prevalent pump is QacA which can

mediate resistance to a number of organic cations including lipophilic monovalent

cations such as benzalkonium chloride and cetrimide and divalent cations such as

chlorhexidine. The seven nucleotide differences between qacA and its homologue

qacB are distributed throughout the gene and result in only one amino acid change

(Asp273 in QacA and Ala273 in QacB). However, this change means that QacB

offers negligible protection from divalent cations, being primarily associated with

resistance to monovalent cations (Paulsen et al. 1996). There is conflicting evidence

to suggest that the presence of QacA/B actually plays a role in biocide tolerance.

Several studies, in S. aureus, have shown that the presence of qacA does not always

correlate with increased resistance to chlorhexidine; isolates which are qacA pos-

itive may have comparable chlorhexidine susceptibility levels to isolates which are

negative for the presence of qacA (Horner et al. 2012). Analysis of over 1600

staphylococcal isolates was unable to show a clear breakpoint between susceptible

and non-susceptible populations to benzalkonium chloride and chlorhexidine and

the presence of qacA and qacB genes (Furi et al. 2013). In contrast, there was a clear

relationship between resistance to ethidium bromide and the detection of qacA and

qacB (Patel et al. 2010). QacA/B have also been detected in other Gram-positive

bacteria, e.g. Enterococcus faecalis (Bischoff et al. 2012).
Other efflux pumps contributing to QAC resistance in S. aureus are chromo-

somally encoded and include NorA, NorB and the MFS family efflux protein MdeA

(Huang et al. 2004; Noguchi et al. 1999). NorA is a chromosomally encoded MDR

(multidrug resistant) efflux pump in S. aureus (Patel et al. 2010) and is implicated in

resistance to fluoroquinolones including norfloxacin and ciprofloxacin (Yoshida

et al. 1990; Ng et al. 1994). Mutations in the promoter of NorA, leading to increased

expression, resulted in a slight increase in resistance to ethidium bromide,

benzalkonium chloride and chlorhexidine (Furi et al. 2013). Homologues to NorA

exist in other Gram-positive bacteria and include EmeA (Enterococcus faecalis)
(Jonas et al. 2001) with variants in this gene leading to increased resistance to QAC

(Schwaiger et al. 2014).

For Gram-negative organisms efflux-mediated biocide resistance is generally

chromosomally encoded. The exceptions are qacE, qacEΔ1, qacF and qacG which

are widely disseminated and are associated with mobile genetic elements. However,

again there is conflicting evidence as to whether the presence of the qacE and

qacEΔ1 genes correlates with increased QAC resistance. Isolates from a range of

Gram-negative organisms showed similar MIC values to benzalkonium chloride

whether qacE or qacEΔ1 was detected or not (Kücken et al. 2000). In

K. pneumoniae, chlorhexidine resistance has been linked to another SMR family
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efflux pump, cepA (Fang et al. 2002), with several resistant strains to chlorhexidine

and benzalkonium chloride showing carriage of this gene and qacEΔ1 (Abuzaid

et al. 2012). Homologues to cepA have been found in other bacteria,

e.g. P. aeruginosa, indicating that this mechanism is widely distributed within

Gram-negative pathogenic bacteria (Poole 2005). It is again worth noting that

there were several isolates which showed elevated levels of antiseptic resistance,

in which cepA and qacEΔ1 were not detected, and isolates which were positive for

cepA had low MIC values to the disinfectants tested (Abuzaid et al. 2012). Another

study indicated that reduced susceptibility to chlorhexidine appeared to be inde-

pendent of the expression of cepA and two other efflux pumps, acrA and kdeA
(Naparstek et al. 2012). Therefore, the role, if any, of these genes in antiseptic

resistance is unclear. Several K. pneumoniae strains which were highly susceptible

to chlorhexidine have shown insertions within the cepA gene (Wand et al. 2015)

which suggests that investigating the genetic sequence of these genes is more

important than looking at their presence/absence. Subsequent studies showed that

these isolates also lacked the MFS pump SmvA (Wand et al. 2017) which has been

implicated in methyl viologen resistance in S. enterica (Santiviago et al. 2002).

SmvA also has high homology to QacA from S. aureus (Santiviago et al. 2001).

When strains of K. pneumoniae were cultured in sublethal levels of chlorhexidine,

increased tolerance was found to be associated with deletion of smvR (a Tet

repressor acting on smvA) and increased expression of smvA (Wand et al. 2017).

Other efflux pumps which have been implicated in biocide resistance in

K. pneumoniae include the SMR-type pump KpnEF (Srinivasan and Rajamohan

2013) and the MFS pump KpnGH (Srinivasan et al. 2014) where the removal of

these genes led to a slight increase in susceptibility to benzalkonium chloride,

chlorhexidine and triclosan.

2.4 Biofilms

Biofilms are an important source of infection, particularly in clinical environments

where an estimated 80% of all infections are linked to biofilms (National Nosoco-

mial Infections Surveillance 1999). Therefore, particularly with surface disinfec-

tants, biocides need to be effective against bacterial biofilms. There is a plethora of

literature describing increased antibiotic resistance when bacteria are in a biofilm or

when they are attached to surfaces. The same is true for biocides; microbes which

are attached to a surface have reduced biocide susceptibility when compared to

planktonic cells (Condell et al. 2012; Leung et al. 2012). When bacteria are part of

an established biofilm, the biocide resistance is greatly increased which can render

certain biocides ineffectual (Smith and Hunter 2008). There have been many

studies which have shown that biocides have reduced efficacy against biofilms

when compared to planktonic cells, but most are simple observational studies

without exploring the reasons for this reduced efficacy. Several studies have also

demonstrated that multispecies biofilms are more resistant to biocides than mono-
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species biofilms (Luppens et al. 2008; Van der Veen and Abee 2010). Within a

mixed-species biofilm, P. aeruginosa and K. pneumoniae were able to survive

challenge with above in clinical use concentrations of chlorhexidine (Touzel

et al. 2016), and a multispecies biofilm was more resistant to hydrogen peroxide

than each individual mono-species biofilm alone (Burmølle et al. 2006). Why

multispecies biofilms are more resistant than mono-species biofilms is unclear,

but several theories have been hypothesized. Firstly an association or aggregation

with more resistant isolates may help protect more susceptible species, e.g. the

presence of Kocuria sp., which are more resistant to chlorine, was found to protect

Staphylococcus sciuri from disinfection (Leriche et al. 2003). There also may be a

synergistic interaction between different bacterial species within the same biofilm,

whether this is production of different enzymes which complement each other to

inactivate toxic compounds (Shu et al. 2003) or the production of a more highly

viscous matrix due to chemical interactions between different bacterial species

polymers (von Canstein et al. 2002). Mechanisms within biofilms which confer

reduced susceptibility to antimicrobial agents include reduced penetration

(Szomolay et al. 2005). Chlorine dioxide was unable to completely penetrate a

mixed-species biofilm, possibly due to interactions between the biocides and

components of the biofilm (Jang et al. 2006). The mean penetration time of alkaline

hypochlorite into a mixed P. aeruginosa and K. pneumoniae biofilm was eight

times longer than for chlorosulphamate (Stewart et al. 2001). This was potentially

due to the greater capacity of alkaline hypochlorite to react with matrix constituents

within the biofilm. Cell density and biofilm accumulation invariably play a role in

biocide effectiveness with older thicker biofilms being less susceptible than youn-

ger less dense biofilms (Stewart 2015).

Other factors influencing biocide effectiveness against biofilms include alter-

ation to growth, modulation of metabolic processes including the stress response

and changes in quorum sensing. The expression of rpoS, the principal regulator of
the general stress response, was over threefold upregulated in a 3-day-old

P. aeruginosa biofilm when compared to stationary phase planktonic cells

(Xu et al. 2001). There are also several experimental factors which have been

indicated in biofilm formation which include surface type and growth temperature.

An increase in growth temperature has been noted to increase resistance of

S. aureus biofilm to polyhexamethylene biguanide and QAC disinfectants

(Abdallah et al. 2014).

Some biocidal agents are thought to be more effective than others at killing

bacteria within biofilms. The oxidizing agents sodium hypochlorite and peroxygens

were found to be the most successful at eradication of P. aeruginosa and S. aureus
biofilms (Toté et al. 2010). Sodium hypochlorite was found to be more effective

over chlorhexidine at the removal of E. faecalis and MRSA in biofilms (Lee et al.

2009; Williamson et al. 2009). Oxidizing agents have multiple targets within the

biofilm, whereas other biocides such as chlorhexidine specifically target cell wall

components which may explain the high level of efficacy for oxidizing agents
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against biofilms (Otter et al. 2015). Benzalkonium chloride was shown to have

delayed penetration into a P. aeruginosa biofilm when compared to peracetic acid

(Bridier et al. 2011). Peracetic acid appears to be very effective against bacterial

biofilms with multiple strains of A. baumannii, K. pneumoniae and P. aeruginosa
having low MBEC (minimum biofilm eradication concentration) against a disin-

fectant containing peracetic acid (Perumal et al. 2014). Investigation of the ability

of certain biocides, e.g. chlorhexidine digluconate and triclosan to actively pene-

trate and remove oral biofilms, was found to range between 86.8 and 99.5% efficacy

after 1 h with chlorhexidine being the most effective (Corbin et al. 2011). There-

fore, clearly the ability of a biocide to penetrate biofilms is of paramount impor-

tance to eradication of these structures.

Within biofilms, the gene expression profile is thought to be different from

planktonic cells. Induction of genes involved in the oxidative stress response has

been shown in biofilms inmultiple bacteria, e.g.P. aeruginosa andE. coli (Sauer et al.
2002; Ren et al. 2004). Analysis of gene expression of sessile A. baumannii showed
changes in expression of genes involved in amino acid and fatty acid metabolism,

motility, active transport, DNA methylation, iron acquisition, transcriptional regula-

tion and quorum sensing (Rumbo-Feal et al. 2013). When B. cenocepacia biofilms

were exposed to chlorhexidine, the expression of several genes including RND and

MFS efflux systems, membrane proteins and chaperonins was increased (Coenye

et al. 2011). Studies have also shown that subinhibitory concentrations of biocides can

lead to upregulation of genes involved in biofilm formation and therefore actively

promote biofilm formation (Dong et al. 2012). Bacillus subtilis biofilm formation was

stimulated in response to sublethal doses of chlorine dioxide by upregulation of the

major operons epsA-epsO and yqxM-sipW-tasA responsible for matrix production

(Shemesh et al. 2010). This suggests that biofilm formation is a defensive mechanism

employed to help protect the bacteria from the toxic effects of the biocide.

Within biofilms there is thought to be a greater concentration of bacterial

persister cells (Lewis 2007; Fauvart et al. 2011). Persister cells are characterized

by their ability to survive exposure to antimicrobial agents, yet do not develop

resistance to these agents (Lewis 2007) and thus are not true ‘mutants’. The
persistence of these cells is linked to their metabolic inactivity and slow growth,

both of which are characteristic in biofilms. These persister cells are also increas-

ingly likely to survive exposure to a biocide (Sim€oes et al. 2011) though it is not

known if these cells remain metabolic inactive or alter their gene expression profile

in response to biocide exposure. When S. aureus cells were challenged with

triclosan, they were observed to completely shut down the agr quorum-sensing

system but they also increased the expression of fabI (Nielsen et al. 2013).

Other phenotypic resistance mechanisms linked to biocide resistance include

swarming motility. Swarming has similar aspects to biofilm communities, and

swarm cells from a variety of Gram-negative organisms including P. aeruginosa
showed increased resistance to biocides, e.g. triclosan (Lai et al. 2009).
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2.5 Link to Antibiotic Resistance

Recent evidence has shown that the indiscriminate use of biocides can select for

particular bacterial pathogens which have increased resistance to both biocides and

antibiotics with many studies showing links between increased biocide and antibi-

otic resistance (e.g. Schwaiger et al. 2014; Russell et al. 1998). However, often

these studies showed no clear mechanism. In addition, there are many other studies

which were unable to find evidence for co-resistance to biocides and antibiotics

(e.g. Suller and Russel 2000; Loughlin et al. 2002). There is also little evidence to

suggest that isolates that are multidrug resistant are also more resistant to biocides

(Shinoda et al. 2016) or that the carriage of specific antibiotic resistance genes,

e.g. blaSHV, is linked to biocide resistance.

Since biocide usage is less regulated than antibiotic usage and biocides are

widely used in a variety of settings, there is a danger that this will lead to outbreaks

of pathogens which are both multidrug resistant and resistant to a number of

biocides. The Scientific Committee on Emerging and Newly Identified Health

Risks (SCENIHR) published a strategy to investigate the antimicrobial resistance

effects of biocides (SCENIHR 2010). Within this document there were several

recommendations for future research. These covered areas such as the effect of

biofilms and exposure to sublethal levels of biocides on biocide and antibiotic

resistance.

Horizontal transfer of antibiotic resistance genes and genetic elements between

bacteria is common and occurs through a variety of methods including cell to cell

conjugation, use of a bacteriophage intermediate or transformation of DNA. Many

of these mobile antibiotic resistance genes are found on plasmids. QacA/B genes

which are thought to confer increased resistance to benzalkonium chloride were

found on multi-resistance plasmids containing bla and tet resistance genes in

S. aureus (Heir et al. 1999b; Sidhu et al. 2002). Thus, acquisition of these plasmids

will invariably lead to increased resistance to benzalkonium chloride, penicillin and

tetracycline. There is also reported genetic linkage between qac genes and antibi-

otic resistance genes (blaZ, aacA-aphD, dfrA and ble) on the same plasmids in

staphylococcal species isolated from clinical and food environments (Sidhu et al.

2001). The higher frequency of antibiotic resistance among benzalkonium chloride-

resistant strains indicates that the presence of either resistance determinant selects

for the other during selective pressure caused by either antimicrobial therapy or

clinical disinfection (Sidhu et al. 2002). The presence of these resistant determi-

nants on plasmids leads to the spread of biocide and antibiotic ‘multi-resistance’ to
other strains or species which are independent of their original carrier (Bjorland

et al. 2005).

Upregulation of efflux pumps, as already discussed, is a common resistance

mechanism associated with increased antibiotic and biocide tolerance. In Salmo-
nella increased triclosan tolerance was associated with increased resistance to

ampicillin, tetracycline and kanamycin. This was probably down to overexpression

of the acrAB efflux pump (Karatzas et al. 2007). Exposure to triclosan also led to

40 M.E. Wand



cross resistance to antibiotics in S. maltophilia (Sanchez et al. 2005) through its

binding to the transcriptional repressor SmeT; this in turn causes overexpression of

the SmeDEF efflux pump and reduced susceptibility to quinolones (Hernandez et al.

2011). However, another study showed that increased expression of SmeDEF

caused by exposure to another biocide, benzalkonium chloride, did not show any

chances in susceptibility in S. maltophilia to antibiotics. This may be due to the fact

that the concentration of benzalkonium chloride required to observe changes in

antibiotic susceptibility is lethal (Sanchez et al. 2015).

In K. pneumoniae exposure to sublethal levels of chlorhexidine led to mutations

in the two-component regulator PhoPQ which in turn led to increased resistance to

the last resort antibiotic colistin (Wand et al. 2017). Although these mutations on

their own do not appear to increase chlorhexidine tolerance, the fact that they were

regularly observed following exposure to chlorhexidine is cause for concern.

Similarly, exposure to MIC levels of chlorhexidine led to increased expression of

vanHAX and liaXYZ (involved in vancomycin and daptomycin resistance, respec-

tively) in Enterococcus faecium (Bhardwaj et al. 2016). Increased expression of

these genes, however, again did not provide any increased protection against

chlorhexidine. For Salmonella culture in sublethal levels of several commercially

available biocides resulted in mutants which had elevated levels of resistance to

nalidixic acid, ciprofloxacin, chloramphenicol and tetracycline as well as triclosan

but not to the biocides themselves (Webber et al. 2015). Mutations observed with

exposure to multiple biocides were in genes gyrA (involved in fluoroquinolone

resistance), ramR (involved in regulation of acrAB) and fabI (implicated in triclo-

san resistance) (Webber et al. 2015).

2.6 Problems and Challenges Associated with Testing

Biocide Efficacy

Although the number of reports showing an increase in bacterial resistance to

biocides is growing and there are outbreaks caused by a failure in disinfection

(Gillespie et al. 2007; Gamble et al. 2007; Duarte et al. 2009), there are many

factors which should be taken into account with regard to biocide efficacy against

bacteria. Often biocide resistance is defined in terms of MIC/MBC values, and

whilst an increase in these values is seen, the levels are still far below the in-use

concentration. Therefore, are these increased MIC/MBC values clinically relevant?

Many studies will show laboratory adaptation to biocides but make little attempt to

understand the mechanism of increased resistance. Often bacterial adaptation in the

laboratory to biocides occurs over a prolonged period of time; within a clinical

environment, most biocides only have a contact time of a few minutes; therefore, is

this enough time for bacterial adaptation to occur? The contact time is important

since again with susceptibility to biocides being measured by MIC/MBC over a

period of 20–24 h, this does not mirror contact time of many biocides.
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There is some debate as to whether adaptation of bacteria to biocides using a

‘stepwise’ method is clinically relevant. Although this method regularly produces

bacteria with increased MIC/MBC values to particular biocides, again these are

rarely in-use concentration levels (Walsh et al. 2003; Lear et al. 2006). Also, we

must consider the question of ‘Is this likely to occur within a clinical environment

such that adaptation seen in the laboratory would be relevant to an in situ setting?’
Exposure to high levels of biocide, performed so as to mirror ‘in-use’ concentra-
tions, has also produced adaptation, and bacteria can be isolated as a contaminant

from biocides, e.g. chlorhexidine (Ko et al. 2015; Brooks et al. 2004). Also

exposure to low concentrations of biocide which is indicative of residual concen-

trations has been shown to induce low-level resistance (Thomas et al. 2000).

Many bacteria will be found as a contaminant on surfaces, and indeed, as already

discussed, bacteria either attached to surfaces or in the form of biofilms are more

resistant to biocides. The majority of biocide efficacy testing occurs against plank-

tonic bacteria which are invariably more susceptible. Where biofilms are used to

test disinfectant efficacy, again the exposure is invariably for 24 h although some

studies have done a range of contact times to attempt to mimic biocide use (Perumal

et al. 2014). Often the biofilms in the laboratory are grown as mono-species and in

rich media. In hospital environments the bacteria may be starved of such nutrients,

be in mixed populations or alternatively mixed with organic matter (e.g. blood)

(so-called biological soil) which will affect biocide killing. The presence of organic

matter has been shown to decrease biocide effectiveness (Condell et al. 2012) with

chlorine in particular reacting with organic matter, thus reducing effectiveness

(Nou and Luo 2010). Mechanical wiping is often important in the removal of

bacterial contamination (Ungurs et al. 2011; Sattar and Maillard 2013), and this

is often critical in the removal of biofilms yet is seldom taken into account. Less

well understood is the growth of bacteria on surfaces with residual biocide concen-

trations or the effect of low concentrations of biocide on biofilms. Microbial

diversity was reduced following exposure to triclosan but not quaternary

ammonium-based formulations (Dunne 2002; McBain et al. 2004). There are also

a lack of studies highlighting the link between gain of biocide resistance and

biological fitness. It is assumed that following removal of selective pressure, the

mutations that arise following biocide adaptation are transient. One study on

S. enterica serovar Typhimurium SL1344 showed that adaptation to various bio-

cides rendered those isolates ‘less fit’ (Curiao et al. 2016). Those ‘biocide-adapted’
cells which are less fit will be outcompeted by a more susceptible population

following removal of the selective pressure provided by the biocide. However,

triclosan-resistant mutants in S. typhimurium had comparable fitness with wild-type

sensitive strains (Webber et al. 2008). Another study showed that fitness was

impaired in some strains of K. pneumoniae but not others following adaptation to

chlorhexidine (Wand et al. 2017). This shows that retention of fitness is dependent

upon a number of factors, e.g. strain, the individual mutation and particular biocide

used. Those mutations which show no impact on fitness are perhaps more clinically

relevant especially if they occur in MDR isolates. Perhaps more worryingly is a

recent study which links the carriage of a plasmid containing the benzalkonium
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chloride tolerance efflux pump gene, emrC and clinical outcomes of meningitis

linked to infections with ST6 Listeria monocytogenes (Kremer et al. 2016). This is

one of the first studies to link the use of biocides with an increase in disease

outcome.

Bacterial resistance to biocides has been well documented in vitro, but concrete

evidence of clinical resistance is lacking. There are also issues surrounding the lack of

consensus on the methodologies used to study the emergence of bacterial resistance

to biocides and also the lack of guidance on the use of biocides within clinical

environments. Especially for certain species of bacteria which are multidrug resistant,

the use of biocides is critical to combat the spread of these infections. Since

antibiotics appear to have failed, it is imperative that biocides do not.
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Chapter 3

Disinfection of Microbial Aerosols

Atin Adhikari and Scott Clark

Abstract Disinfection of microbial aerosols gained significant attention among

researchers worldwide due to increasing flu pandemics and bioterrorism threats.

Ultraviolet germicidal irradiation, HEPA filtration, and photocatalytic oxidation are

conventional methods of bioaerosol inactivation, and new approaches developed in

recent years include application of cold plasma and plasmacluster ions, microwave

irradiation, ion emission, thermal treatment, applications of nanoparticles and

nanotubes in filtration media, and application of natural products in filtration

media. Although all these methods have shown promising responses for airborne

microbial inactivation, they have some inevitable limitations. Most of the methods

were tested in the laboratories, and adequate field data are still lacking. Further-

more, most of these methods were never tested for real pathogens and emerging

drug-resistant pathogens. Advantages and disadvantages of all these conventional

and newly developed approaches have been discussed in this review article. The

authors conclude that a perfect solution to inactivate all airborne microorganisms

does not exist yet. We can combine different microbial inactivation methods to

achieve a more effective disinfection approach depending on the types of suspected

microorganisms and indoor environmental conditions.

3.1 Introduction

Microbial aerosols of pathogenic organisms can serve as infective sources either

through direct inhalation or through pathways involving the deposition of microbes

onto food substances or other surfaces, which eventually contaminate objects

entering an individual’s body. Besides infection, some microbial aerosols can

also cause respiratory allergy, allergic and non-allergic asthma, and toxic reactions
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in human body (Douwes et al. 2003; Edwards et al. 2012). The disinfection of

microbial aerosols has gained more attention due to the 2009 H1N1 flu pandemic

and the increasing threats of bioterrorism worldwide (Kortepeter and Parker 1999;

Henderson 2004; Fraser et al. 2009). This chapter will deal methods to disinfect air

that contains microbial aerosols, resulting in a reduction in the airborne concentra-

tion of the microbial aerosols and hopefully a decrease in their infectivity and other

adverse health effects. Specifically, we will cover the advantages and disadvantages

of ultraviolet germicidal irradiation, HEPA filtration, photocatalytic oxidation, and

other newly developed technologies for air disinfection and purification from

airborne pathogens, such as cold plasma and plasmacluster ions, microwave irradi-

ation, ion emission, thermal treatment, applications of nanoparticles and nanotubes

in filtration media, and application of natural products in filtration media. The

disinfection of surfaces that may have been contaminated by microbial aerosols

and the ultraviolet disinfection of liquids contaminated with microbes that may be a

reservoir, supplying microbes to the air, are not covered in this chapter.

A comprehensive plan for controlling microbial aerosols must contain a variety

of measures to reduce the potential impact from sources of the microbes, to make

conditions less favorable for microbial survival, and to reduce the airborne levels by

the use of different engineering controls (e.g., ventilation or the covering of vessels

containing microbes). In other words, three levels of intervention are involved:

elimination at source, controlling the source, and controlling the exposure. Work

practice techniques (e.g., type of clothing worn, removing work areas from loca-

tions of highest exposure) are also important to control both the concentration and

infectivity of microbial aerosols. For instance, the effectiveness of the ventilation

system and the effectiveness of clothing in preventing shed bacteria from releasing

into the air could be major influencing factors for the number of airborne bacteria in

the operating theater (Gosden et al. 1998). The types of staff clothing worn in an

ultraclean operating room with downflow air enclosure has been found to affect

bacterial air contamination, being able to reduce contamination from the skin of

persons attending the operation to below 1 colony-forming unit (CFU) per cubic

meter (Sanzén et al. 1990). In one study cotton gowns were used under two types of

operating gowns (exhaust and nonwoven) (Whyte et al. 1976). Exhaust gowns

incorporate a vacuum system with an air-exhaust helmet and visor to collect

those potentially contaminating aerosols originating from the wearer. The use of

the exhaust gowns was found to result in lower airborne bacterial levels than did use

of the nonwoven disposable gowns. This observation indicates that a significant

reduction in the bacterial count would be best achieved by impervious trousers. In

another study involving the wearing of cotton and synthetic scrub gowns under

nonwoven operating gowns, the use of the synthetic gowns was found to be

associated with airborne contamination levels lower than 1 CFU/m3, and contrast-

ingly in 9 of 20 operations using cotton scrub suits, the air concentration exceeded

1 CFU/m3 (Sanzén et al. 1990).

Disinfection of microbial aerosols is generally recommended only as a supple-

ment to other engineering controls. Some reports on the efficiency of microbial

aerosol disinfection are expressed as the equivalent effect of a certain number of air
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changes per hour. Under certain circumstances personal protective equipment such

as respirators must also be a part of the overall program to protect human health.

Source control measures have considerable potential for indirectly reducing

levels of microbial aerosols. Such measures include limiting the exposure to the

air of sources of microbially contaminated materials, reducing the opportunity for

microbial growth, preventing the entry of aerosols into the environment of concern,

and disinfecting surfaces and liquids contaminated with microbes. This chapter,

however, focuses on measures relating directly to controlling the airborne microbes

once the aerosolization has occurred.

3.2 Microbial Aerosol Disinfection Methods

There are four general methods to reduce airborne concentrations of microbes: the

use of ultraviolet lamps for germicidal irradiation (UVGI), air filtration through

high-efficiency particulate filters (HEPA), photocatalytic oxidation, and application

of plasma. Chemical disinfections are another potential approach; however, there

has been little work done in the area of chemical disinfection, because of the

dangers involved in releasing such chemical agents into the air. Microbial disin-

fection methods may have undesirable side effects, which must be considered. UV

radiation, for example, has a number of adverse effects. Short-term UV overexpo-

sure can cause erythema and keratoconjunctivitis (Sterenborg et al. 1988). Broad-

spectrum UV radiation has been associated with increased risk for squamous and

basal cell carcinomas of the skin. Some studies have indicated that UV radiation

can increase replication of the human immunodeficiency virus (Zmudzka and Beer

1990). Although technically not a true disinfection mechanism, HEPA filtration has

virtually equivalent results and is discussed in this chapter as it can also be effective

in removing non-microbial contaminants. Photocatalysis involves speeding up of a

photoreaction by the presence of a reducing agent or catalyst (TiO2, WO3, ZnS,

etc.). The efficiency of photocatalytic activity depends on the ability of the catalyst

to create electron-hole pairs, which generate free short-lived radicals and secondary

reactions mediated by these radicals, which can inactivate microorganisms. Both

fluorescent or UV light could be used for photocatalytic oxidation (PCO). Appli-

cation of PCO is emerging fast in the HVAC industry, especially in removal of

airborne bacteria, by utilizing TiO2 catalysts and short-wave UV. The potential

problem with PCO is generated short-lived radicals could react to form secondary

chemical species (e.g., aldehydes, ketones), which may have adverse health effects

for the occupants of indoor environments. Nonthermal or cold plasma-based

methods were recently investigated for inactivation of airborne microorganisms

(Gallagher et al. 2007; Vaze et al. 2010; Park et al. 2011). Plasmacluster ion (PCI)

technology is a new technology for reducing the risk of infections in indoor envi-

ronments. An alternating plasma discharge in an ion generator splits the airborne

molecules of water into ions, and the interactions of hydrogen with oxygen ions

creates groups of highly reactive OH radicals, which inactivate microorganisms
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(Electronics SHARP 2005). Ion emission alone (Seo et al. 2001) and in combi-

nation with PCO (Grinshpun et al. 2007) were also used for inactivation of airborne

microorganisms. A variety of newer technologies have emerged in recent years,

including microwave irradiation, short-term thermal treatment, applications of

nanoparticles, nanotubes, and the use of natural products (e.g., essential oils) in

filtration media. However, all these methods have advantages and limitations,

which are discussed later in this chapter.

3.3 Applications of Microbial Aerosol Disinfection

The disinfection of microbial aerosols has application in a wide variety of situations

such as those involving food (processing, distribution, sales, preparation, and

consumption), healthcare (surgical wards, dental treatment areas, laboratories,

laundries, supply and preparation areas, waiting rooms), waste processing indus-

tries (wastewater collection and treatment, composting, and other sludge treatment

and distribution), agricultural facilities (poultry and swine confinements), and

veterinary facilities.

3.4 Ultraviolet Inactivation

Ultraviolet radiation is defined as the portion of the electromagnetic spectrum with

wavelengths between 100 and 400 nm. The use of UV radiation to inactivate micro-

organisms is currently known as ultraviolet lamps for germicidal irradiation or

UVGI. The use of ultraviolet light to inactivate microorganisms has been a topic of

research for many years (Wells and Wells 1936; Sharp 1940; Wells 1942, 1955;

Riley and O’Grady 1961; Riley et al. 1962, 1976; Stead et al. 1996; Xu et al. 2002;

Ko et al. 2002). Many of these studies documented the effectiveness of UVGI for

the control of tuberculosis in controlled settings. Several factors are thought respon-

sible for the lack of widespread use of UVGI including the knowledge that

subsequent experiments in schools did not duplicate the earlier findings, the use

of other treatments showed promise for the control of tuberculosis, and the fact that

concerns were raised over the safety of UV radiation (Macher 1993). There has

been a renewed interest in the use of UVGI, because of the increased concern for the

threat of tuberculosis, especially in compromised populations, and the identification

of multidrug-resistant microbial strains.

The United States Centers for Disease Control (CDC) recommends UVGI as a

supplement to other tuberculosis control measures in situations where there is the

need for the killing or inactivation of tubercle bacteria. Much of the material in this

section has been taken from the CDC recommendations (Centers for Disease

Control 1994).
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3.4.1 Techniques Used

There are three types of applications used for UVGI: duct irradiation, self-contained

air-cleaning units, and upper-room air irradiation. In ductwork applications, the UV

lamps are placed within ductwork systems. Air from rooms are removed through

the ducts and treated with UV radiation before returning the air to the rooms.

Incorporating the UV lamps within the ductwork, if properly installed and

maintained, can restrict human exposure to only those situations where mainte-

nance operations occur. A number of commercially available units now incorporate

UV, such that lamps in self-contained portable systems can be placed in areas where

UVGI is needed (These units may also contain HEPA filtration.) In upper-air radi-

ation, shielded lamps are placed in upper areas of rooms, and regular room circu-

lation, such as by convection, is used to ensure that room air circulates and comes

into contact with the radiation. The lamps may be either suspended from the

ceilings or attached to the walls.

3.4.2 Laboratory Studies

Using an experimental air-conditioning system incorporating both HEPA and

UVGI, Nakamura (1987) found that the germicidal efficiency of spiral UV lamps

was above 99.99% for Bacillus subtilis spores with an exposure time of 0.5 s.

Scarpino et al. (1994) reported an inactivation of more than 99% of Escherichia
coli, Pseudomonas fluorescens, Serratia marcescens, and Micrococcus luteus,
using a lamp-powered UVGI unit containing four lamps.

Salie et al. (1995) evaluated a prototype ceiling fan equipped with an enclosed

UV lamp, using three test organisms in a laboratory setting: E. coli, Sarcina lutea,
and B. subtilis. The residence time in the UV-equipped fan assembly was 26 ms,

and the power intensity of the lamp was 64 � 106 μW/cm2. For geometric mean

upstream air microbial concentrations of 35.1, 1.76, and 2.46 � 106 CFU/m3,

reductions of 73.8, 3.8, and 8.6%, respectively, were observed. Based on a room

6.1 m (20 ft) � 6.1 m (20 ft) � 3.05 m (10 ft) in size, and assuming perfect mixing,

and a fan equipped with two such lamps, 30 min would be required for all of the air

in the room to pass through the blade assembly a single time.

3.4.3 Field Studies

The effectiveness of UVGI is often measured in terms of equivalent number of

room air changes per hour (ACH) required to achieve the same reductions. Riley

et al. (1976) found that UVGI was the equivalent of 10 ACH in reducing BCG

(Mycobacterium bovis strain bacille Calmette-Guérin) aerosolized in a room.
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Kethley and Branch (1972) reported UVGI to be equivalent to 39 ACH in reducing

Serratia marcescens aerosolized in another room. Macher et al. (1992) determined

the effectiveness of 254-nm ultraviolet radiation from four 15-W wall-mounted

germicidal lamps in inactivating airborne microorganisms in an outpatient waiting

room. A reduction of an estimated 14–19% in culturable airborne bacteria was

observed.

3.4.4 Effects of Relative Humidity on UVGI

Relative humidity (RH) is an important factor for influencing the UVGI efficiency,

although the mechanisms of microbial inactivation by UVGI at different RH levels

are largely unknown. Recent studies (Peccia et al. 2001; Xu et al. 2005) showed that

with the increase in RH in the environment, the airborne pathogens are more likely

to survive the germicidal effects of a UVGI system. Significant decrease in airborne

bacterial inactivation rates induced by UV irradiation at RH levels in excess of 50%

was reported by Peccia et al. (2001). Xu et al. (2005) evaluated the effects of room

ventilation rates, UV effluence rates and distribution, airflow patterns, relative

humidity, and photoreactivation on the UVGI efficacy. Their observations indicated

that in order to obtain maximum microbial inactivation from a ceiling-/wall-

mounted UVGI system, an adequate level of UV radiation of at least 6 W of

UV-C per m3 in the upper zone of the room should be delivered. Furthermore, a

good room air mixing and even distributions of UV radiation are required. As stated

above, having the room RH around 50% or lower is preferable for successful

microbial inactivation by UVGI. RH levels above 75% could significantly (up to

40%) reduce UVGI performance. The influences of RH on UVGI effectiveness

were partially implicated to photoreactivation (Peccia and Hernandez 2001), a

process whereby DNA damaged by UV light subsequently is repaired by a photo-

lyase enzyme and that repair process requires visible light preferentially from the

blue to violet end of the electromagnetic spectrum. The amount of photoreacti-

vation could be increased at a high level of RH providing better protections to

airborne pathogens against UVGI.

3.4.5 Adverse Effects

Exposure to ultraviolet radiation can have undesirable effects on humans, and

recommendations for worker exposure limits have been developed (National Insti-

tute for Occupational Safety and Health 1972). Short-term overexposure to UV

radiation can cause erythema (reddening of the skin), photokeratitis (inflammation

of the cornea), and conjunctivitis (inflammation of the conjunctiva) (National

Institute for Occupational Safety and Health 1972). Broad-spectrum UV radiation

has been associated with squamous and basal cell carcinomas of the skin and has led

60 A. Adhikari and S. Clark



to UV-C (100–290 nm) being classified as “probably carcinogenic to humans” by

the International Agency for Research on Cancer (1992). The National Institute for

Occupational Safety and Health (NIOSH) recommended exposure limit (REL)

(NIOSH 1972) is intended to protect workers from the acute effects of UV expo-

sure. However, those photosensitive may not be protected. The NIOSH REL is

wavelength dependent, because different wavelengths have different effects. The

recommended exposure times for selected values of effective irradiation is shown

in Table 3.1. Properly trained individuals should be engaged to ensure that appro-

priate safety precautions are in place to protect workers and others from

overexposure.

3.5 HEPA Filtration

HEPA filters are air-cleaning devices that have been documented to have a mini-

mum removal efficiency of 99.97% of particles >0.3 μm in diameter. Many patho-

genic bioaerosols are of a size range that should make them candidates for removal

by HEPA filters. Aspergillus spores (1.5–6 μm) have been demonstrated to be

removed by HEPA filtration (Opel et al. 1986; Sherentz et al. 1987). Since Myco-
bacterium tuberculosis droplet nuclei are probably 1–5 μm in diameter (Centers for

Disease Control 1994), they are likely candidates for removal by HEPA filtration,

but this has not yet been demonstrated.

Table 3.1 Maximum recommended exposure limits for selected values of effective irradiation

Recommended exposure time per day Effective irradiation levela (μW/cm2)

8 h 0.1

4 h 0.2

2 h 0.4

1 h 0.8

30 min 1.7

15 min 3.3

10 min 5.0

5 min 10.0

1 min 50.0

30 s 100.0

Source: National Institute for Occupational Safety and Health
aRelative to the effectiveness of 270 nm, the wavelength of maximum ocular sensitivity
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3.5.1 Types of Installation

There are a number of effective ways that HEPA filters can be placed in ventilation

systems. They can be used either to cleanse air that is to be recirculated into rooms

(Woods 1989), or they can be used before air is exhausted to the outside of the

contaminated area where the microbes were generated, or as a combination of both.

The HEPA filters can be installed within ductwork or located elsewhere in a room,

e.g., mounted on the wall or freestanding. Modular HEPA filtration units are

available for each of these types of installation. Many modular units are self-

contained with mechanisms to pull air through the unit and recirculate it back

into the room. These units have the advantage of being portable and being able to be

used to supplement existing systems when needed to control microbial air quality.

Disadvantages include the fact that their effective operation may be adversely

affected either by the positioning and activities of room occupants or by inappro-

priate location of the filtration units.

3.5.2 Use of HEPA Filtration for Exhaust Air

Air exhausted from healthcare facilities, laboratories, etc. may need to be

disinfected or “cleaned” to prevent pathogen exposure to persons who come into

contact with this air either in exterior areas near the exhaust, in other interior areas

where the exhausted air may be used, or by direct contact with the contaminated

filter. In some instances the filtered air may be exhausted from one area for

subsequent use in other presumably uncontaminated indoor areas of a facility.

Sometimes the exhausted air is passed to a heat recovery device such as a rotary

heat exchanger, often termed a heat wheel, before recirculation. In these cases the

HEPA filtration device should be installed upstream of the heat recovery device in

order to reduce the potential for contamination.

3.5.3 Use of HEPA Filtration for Recirculation Within
a Room

The Centers for Disease Control (1994) suggests two scenarios for use of HEPA

filtration within a room. One involves exhausting the air into a duct and passing that

air through HEPA filters before returning it to the room. The other involves a

ceiling-mounted HEPA unit. The appropriate positioning of these HEPA units with

respect to a patient’s bed will result in contaminated air being pulled away from the

patient and cleaned air moving in the direction of the patient’s breathing zone.

Portable HEPA filtration units may be useful in some situations, but their uses are

subject to several limitations. The effectiveness of the operation of the portable unit
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may be influenced by configurations of the room, placement of the units, and the

fact that the actions of room occupants may compromise the efficiency of the units.

They have not been evaluated for their effectiveness in tuberculosis infection

control programs (Centers for Disease Control 1994).

A ventilation system capable of removing 95% of all air particles larger than

0.3 μm has been found to be effective in reducing airborne bacteria and dust

particles in a calf nursery (Hillman et al. 1992).

3.5.4 Maintenance of HEPA Filters

Careful installation and appropriate routine maintenance are essential if the benefits

of HEPA filtration are to be realized (Woods and Rask 1988). Timely replacement

of the HEPA filters is necessary, and they should be handled with care during their

disposal, since the filters contain the pathogenic microorganisms that were

contained in the aerosols removed. The manufacturers’ guidelines should be care-

fully followed. When using HEPA filtration units, placing prefilters upstream of the

HEPA filters will greatly extend their HEPA filters’ useful life.

3.6 Photocatalytic Oxidation

Recent studies on inactivation of aerosolized bacteria (Grinshpun et al. 2007) by

photocatalytic oxidation (PCO; acceleration of a photoreaction by the presence of a

catalyst) demonstrate lots of potential of this method for indoor air disinfection. As

described above, PCO is a process where a chemical compound is oxidized to

simpler radicals using a strong reduction agent (TiO2, WO3, ZnS, etc.) in the

presence of a light source, which could be either fluorescent or UV light. This

method is promising due to low power consumption, long service life, low main-

tenance requirement, and compatibility with HVAC system. Many investigations

were conducted in recent years for scaling up and commercial utilization of PCO.

As an example, PCO was previously utilized by Goswami et al. (1997) in a

recirculating duct system integrating Degussa P25 TiO2 and UV-A at intensity of

10 mW/cm2 (at 350 nm wavelength and 50% RH) to inactivate a Gram-negative

bacterium, Serratia marcescens. Photocatalysis of 8 h at air velocity of 0.376 m/s in

the duct caused 82% inactivation of the bacteria. Another study by Keller et al.

(2005) reported a 99.1–99.8% removal of airborne nonpathogenic E. coli using the

combination of UV-A (380 nm) and TiO2. Studies of Pal et al. (2005) and Pham and

Lee (2014) also demonstrated the feasibility of using TiO2 photocatalysis for

continuous inactivation of airborne microorganisms. Vohra et al. (2006) utilized

an advanced silver ion-doped TiO2 catalyst along with UV-A (10 mW/cm2) and

found complete inactivation of various microbes such as Bacillus cereus, Staphylo-
coccus aureus, E. coli, Aspergillus niger, and MS2 bacteriophage in air. Pham and
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Lee (2014) also followed a similar approach for inactivating E. coli bioaerosols.
Cram et al. (2004) examined the efficiency of a PCO unit in a surgical operating

theater and other clinical settings for a 24-h period and found a 300% reduction of

airborne microorganisms. Despite these promising findings, there are some disad-

vantages of this method. Under real environmental conditions, only a small portion

of the pathogens will be absorbed on the catalyst of a PCO unit and chemically

attacked from a single pass system. Furthermore, inactivated pathogens and dust

will accumulate on catalytic contact surface, which will reduce the effectiveness of

the method as the UV light will not desirably activate the catalyst layer. In addition,

short-lived radicals from a PCO unit can react further to form secondary chemical

species, such as aldehydes and ketones, which may deteriorate the quality of

indoor air.

3.7 Nonthermal Plasma

Plasma is the fourth state of matter, which is an assembly of free charged particles

moving at random direction. Plasma consists of photons, electrons, positive and

negative ions, and free radicals, which can contribute in microbial inactivation.

Nonthermal or cold plasma was recently explored by several researchers for

inactivation of airborne microorganisms (Gallagher et al. 2007; Vaze et al. 2010;

Park et al. 2011; Sharma et al. 2005). Gallagher et al. found 1.5 and 5.5 log

reductions of the airborne E. coli cells, respectively, upon exposure to plasma for

10 s and 2 min. Park et al. achieved 89% bioaerosol removal efficiency using cold

plasma with an energy dose of 38 J/L. Exposure time is an important issue for

microbial inactivation by plasma. For example, Sharma et al. (2005) found one log

reduction of Bacillus atrophaeus (B. subtilis) residing on agar surface after a

plasma exposure period of 1 s, but the inactivation rate increased to a 3-log

reduction after 10 min exposure. Possible mechanisms of microbial inactivation

by plasma include both cell wall rupture and DNA damages (Sharma et al. 2005).

Deng et al. (2006) found both the leakage of the cytoplasm contents and a complete

burst of the membrane when Bacillus subtilis spores collected on filter surfaces

were exposed to plasma treatment for 5 min. A recent study by Liang et al. (2012)

demonstrated that nonthermal plasma generated by a dielectric barrier discharge

(DBD) system for 0.06�0.12 s inactivated aerosolized B. subtilis and Pseudomonas
fluorescens vegetative cells as well as some common indoor and outdoor

bioaerosols. All these promising findings indicate that cold plasma can be success-

fully utilized for inactivation of airborne pathogens; however, release of ozone can

be a concern during the application of this technology in indoor environments.
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3.8 Plasmacluster Ion Technology

Plasmacluster technology is a new technology where ion generation has been

combined with plasma discharge. This method has been commercially adopted in

some air-cleaning devices (Sharp Corporation 2005). The ion generator in this

technology uses an alternating plasma discharge between anode and cathode,

which split airborne molecules of water into positively charged hydrogen (H+)

and negatively charged oxygen (O2
�) ions. Highly reactive OH radicals form from

the interactions between H+ and O2
�, which cause damage to proteins and poly-

saccharides either in the cell wall or surface structure of microorganisms and

inactivate them. Ozone generated from the chemical reactions can be a significant

factor for microbial inactivation. However, as stated above for the cold plasma,

ozone generated by this technology can be harmful for the occupants of indoor

environments, and further investigations are required on potential hazardous effects

of this technology. Furthermore, application of this technology can change air

distribution patterns in rooms and affect thermal comfort for occupants.

3.9 Microwave Irradiation

Unlike ionizing radiations (e.g., gamma and X-rays) which operate in the frequen-

cies of 50,000 THz, non-ionizing microwave irradiation operates in the frequency

range between 300 and 300 GHz. In recent years different doses of microwave

irradiations were (Wu and Yao 2010; Zhang et al. 2010) applied for inactivating

aerosolized microorganisms. Wu and Yao found that the exposure of B. subtilis var.
niger vegetative cells to microwave irradiation at 2450 MHz for about 1.5 min can

cause an inactivation of �70%. Scanning and transmission electron micrographs

showed visible damages in the inactivated bacterial cells. Microwave irradiation

coupled with nanofibrous filters was also investigated in inactivating bioaerosols

(Zhang et al. 2010). All of these studies indicated that power level and exposure

time of microwave irradiation play an important role in the microbial inactivation.

There are controversies on the mechanisms of microbial inactivation by microwave

irradiation. Previous studies emphasized solely the thermal effects from microwave

irradiation on microbial inactivation. However, a recent study by Park et al. (2006)

compared the effects of microwave irradiation and external heating and demon-

strated that bacterial cells treated by two methods had different DNA quantity and

optical density. Although microwave inactivation of airborne biological agents

offers a simple, cost-effective, and noninvasive decontamination method, this has

not been adequately field tested, and more research is necessary before imple-

menting microwave irradiations for large-scale decontamination in clinical settings.
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3.10 Ion Emission

Unipolar and bipolar ion emitters, which meet health standards by not generating

ozone above the established safety thresholds, have been incorporated into com-

mercial air purification devices that utilize either bipolar or unipolar ion emission.

The bactericidal effect of air ionization on viable (as determined by culturability)

microorganisms has also been assessed (Marin et al. 1989; Shargawi et al. 1999;

Lee 2001; Seo et al. 2001). In addition to causing charge-related deposition of

airborne microorganisms, emitted ions may also exert some biocidal effects. A

recent study of Fletcher et al. (2007) demonstrated that exposure to air ions for

15 min inactivated more than 80% of microorganisms on agar plates. Ion emission

in combination with PCO has been utilized recently by Grinshpun et al. (2007) for

inactivation of airborne bacteria. An inactivation of about 75% of B. subtilis spores
was obtained by combining unipolar ion emission and PCO. However, the mech-

anisms of microbial inactivation by ions remain poorly understood. Fletcher et al.

(2007) and Kim et al. (2011) suggested that air ions demonstrate bactericidal effects

through electroporation of bacterial cell membranes. In addition to the possibility of

generating excess ozone, other disadvantages of unipolar air ion emitters include

charge accumulation on insulating surfaces, which may cause occasional static

problems and accumulation of partially inactivated microorganisms on ceilings

and walls.

3.11 Short-Term Thermal Treatment

Exposure of airborne microorganisms to very high temperature can cause denatur-

ation of proteins by breaking the structures of polypeptides in microbial cell

surfaces (Madigan and Martinko 2006). Thermal treatment of bioaerosols with

electric heating coils is feasible by installing these coils in the existing systems of

buildings. Recent studies demonstrated that bioaerosols can be inactivated by

dry heat during subsecond exposure time (Lee and Lee 2006; Jung et al. 2009;

Grinshpun et al. 2010a). Short-term (~1 s) high-temperature treatment of fungal

bioaerosols (Jung et al. 2009) demonstrated damage on spore walls. High-

temperature exposure at 400 �C was found to inactivate more than 99.99% of

B. subtilis spore bioaerosols during short-term exposures (Grinshpun et al. 2010a,

b). Despite these promising findings, thermal treatment has a major limitation for

inactivating airborne microorganisms because this method is not cost-effective.
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3.12 Application of Nanotechnology

Nanoparticles and nanotubes are currently being explored for inactivation of

airborne microorganisms. Silver nanoparticles atomized in the air were utilized to

control the viability of pathogens aerosolized in a small glass chamber (Lee et al.

2006). More than 99% of the exposed bacteria lost culturability; however, this

methodology still needs further investigations because this approach was never

investigated in field conditions. Furthermore, aerosolizing silver nanoparticles in

air may have some adverse health effects. Loading of nanotubes on filter materials

can be useful for inactivating captured microorganisms on filter surfaces. In a recent

study, carbon nanotube loading of 1.6 μg/cm2 demonstrated 95% physical removal

of B. subtilis var. niger cells on filter surfaces (Guan and Yao 2010). The possible

inactivation mechanism is the strong toxicity of carbon nanotubes to bacterial cells.

Previous studies demonstrated similar toxicity of carbon nanotubes on E. coli
(Kang et al. 2009; Brady-Estevez et al. 2010).

Yang et al. (2011) found that a corona discharge system using carbon nanotube

electrodes had higher bioaerosol inactivation efficiency than did a corona discharge

system using stainless steel electrodes.

3.13 Application of Natural Products

Essential oils used in pharmaceuticals and cosmetics and by the food and beverage

industries have a strong biocidal effect, which can be applied in ventilation and air

purifier industries for inactivating microorganisms deposited in filter (e.g., HVAC)

surfaces. Furthermore, several studies have indicated that antimicrobial effects of

essential oils are more pronounced in air compared to liquids (Hammer et al. 1999;

Pibiri et al. 2003; Inouye et al. 2003). Recent studies of Pyankov et al. (2008) and

Huang et al. (2010) demonstrated that coating of fibrous filters by biologically

active tea tree oil (TTO) disinfected bacteria and fungal spores, respectively.

Interestingly, the TTO was used for filter efficiency enhancing media as well as a

disinfectant for bacterial and fungal aerosols collected on the filter surface. Pyankov

et al. (2012) used TTO and eucalyptus oil against the influenza virus captured on

filter surfaces and found that both tested oils possessed strong antiviral properties

when used as fiber coating materials, capable of inactivating captured microorgan-

isms within 5–10 min of contact on the fiber surface. Applications of these natural

products, however, are still going through investigations. Major disadvantage of the

use of essential oils is their potential role in hypersensitivity reactions among some

occupants (e.g., mint, thyme, oregano, etc.), and some of those oils may exhibit

cytotoxic activity among exposed occupants (Inouye et al. 2003).
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3.14 Conclusions

As we discussed above, there are many promising technologies for inactivating

airborne microorganisms—some are commercially available and some are still

being tested in lab investigations; however, all of them have some major to minor

limitations. Furthermore, most of these methods were never tested for real pathogens

and emerging drug-resistant pathogens. Therefore, a perfect solution to inactivate all

airborne microorganisms does not exist yet. We can combine different microbial

inactivation methods to achieve a more effective disinfection approach depending on

the types of suspected microorganisms and indoor environmental conditions. These

new hybrid disinfection approaches should be tested in field conditions, particularly

for disinfecting airborne pathogens in large clinical settings.
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Chapter 4

The Role of the Indigenous Gut Microbiota

in Human Health and Disease

Tyler Vunk and Kristin M. Burkholder

Abstract The indigenous intestinal microbiota is a complex community that is

crucial for maintaining both gastrointestinal and systemic homeostasis of the host.

Although gut microbes have long been recognized for their role in modulating

colonization by intestinal pathogens, recent reports have demonstrated that the

commensal microbes have additional, far-reaching effects on host physiology and

well-being. The purpose of this review is to highlight recent research which

demonstrates the role of the human gut microbiota and microbial dysbiosis in

common human diseases, including gastrointestinal disorders such as inflammatory

bowel syndrome (IBS) and inflammatory bowel disorder (IBD), colorectal cancer,

obesity, allergic disease, and mental illnesses such as anxiety and depression. We

also discuss recent advances in the field of microbial-derived therapeutics, with a

focus on emerging bacterial-based therapies that target gastrointestinal infections,

osteoporosis, and cancer.

4.1 Introduction: The Human Indigenous Gut Microbiota

The human intestinal tract houses the richest and most diverse microbial commu-

nity in the body, consisting of bacteria, fungi, protozoa, and viruses. These intes-

tinal microorganisms represent a very important aspect of how the human

microbiome influences the balance between host health and disease, effects which

likely occur in combination with those of microbes found elsewhere in the body

including the skin and respiratory tract. Our understanding of the complexity and

species composition of the gut microbiota has been greatly improved by advances

in molecular technologies such as high throughput sequencing, as well as
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developments in nongenomic tools and animal models. It is now estimated that the

healthy human gut harbors approximately 1000 different bacterial species alone and

that microbial genes outnumber human genes by 100-fold (Qin et al. 2010). The

microbiota coevolves with its host, as alterations in gut microbial community

structure have significant consequences on human health and can contribute to

the etiology of a variety of pathological conditions both within and outside of the

gut. Here we discuss current reports of the impact of indigenous microbes on human

disease states ranging from intestinal inflammatory disorders, obesity, and allergic

inflammatory disease to mental illness, and we highlight the potential utility of

microbes as therapeutic agents.

4.2 Association Between the Gut Microbiota and Chronic

Gastrointestinal Disorders

4.2.1 Irritable Bowel Syndrome and Irritable Bowel Disorder

Irritable bowel syndrome (IBS) and irritable bowel disorder (IBD) are chronic

intestinal inflammatory diseases that afflict a significant proportion of the popula-

tion. In North America alone, an estimated 10–15% of the population exhibit IBS

symptoms (Saito et al. 2002), while incidence of IBD is estimated at over 0.2% of

the population (Kappelman et al. 2007). Host factors such as immune dysregulation

and altered intestinal barrier function are potential causes of IBS (Xu et al. 2014),

but recent reports highlight the additional role of the gut microbiota in IBS

development. In particular, patients with IBS or IBD tend to exhibit altered

intestinal microbial populations compared to their healthy counterparts, and some

evidence suggests that IBS and IBD may be associated with increased colonization

by gut pathogens.

IBS is a functional bowel disorder characterized solely by symptom-based

diagnostic criteria, and symptoms include abdominal pain, altered bowel habits,

and low-grade intestinal inflammation. An altered gut microbiota may contribute to

IBS status. Studies using phylogenetic microarrays and qPCR analyses demon-

strated marked differences in the gut microbiota between normal patients and

those with IBS, in both adult and pediatric populations. Adults with IBS exhibited

increased abundance of members of the phylum Firmicutes as well as species within
the genera Ruminococcus, Clostridium, and Dorea, with concurrent reduction in

Bifidobacterium and Faecalibacterium species (Rajilic-Stojanovic et al. 2011).

Similarly, children with IBS had higher levels of the phyla Firmicutes and

Proteobacteria, as well as Dorea, Ruminococcus, and Haemophilus parainfluenzae
than their non-IBS counterparts, with decreased abundance within the genus

Bacteroides. Acute infectious gastroenteritis is another commonly identified IBS

risk factor, as a number of bacterial, parasitic, and viral pathogens have been

associated with development of IBS and other functional gastrointestinal disorders.
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For example, postinfectious IBS has been documented in humans following gastro-

intestinal infections caused by the bacterial pathogens Campylobacter jejuni (Dun-
lop et al. 2003), Shigella sonnei (Ji et al. 2005), Salmonella enterica (Mearin et al.

2005), and Clostridium difficile (Sethi et al. 2011), as well as the viral pathogen

Norovirus (Zanini et al. 2012), and parasites Giardia lamblia (Dizdar et al. 2007)

and Trichinella britovi (Soyturk et al. 2007). Although the means by which individ-

ual pathogens trigger IBS remain poorly understood and likely differ between

pathogens, potential mechanisms include infection-induced cellular changes in the

gut mucosa, alterations in intestinal permeability (Spiller et al. 2000), increased

production of pro-inflammatory cytokines, and altered expression of pattern recog-

nition receptors, such as toll-like receptor 9 (TLR9) (Villani et al. 2010).

Inflammatory bowel disease (IBD), which encompasses both ulcerative colitis

(UC) and Crohn’s disease (CD), is a chronic relapsing inflammatory disorder of the

gastrointestinal tract. UC and CD are diseases with distinct symptoms; UC is

associated with inflammation and ulceration of the colon lining, while CD is a

chronic, sometimes patchy inflammation that can occur anywhere along the diges-

tive tract. Although the precise microbial populations involved remain a matter of

debate, research suggests that both diseases result from general dysbiosis and

impaired diversity of the host gut microbiota (Lepage et al. 2011; Martinez-Medina

et al. 2006). For example, loss in abundance and complexity of the phylum

Firmicutes has been observed in patients with CD, with specific reductions in

numbers of Faecalibacterium prausnitzii, a major member of the Firmicutes and
a commensal with anti-inflammatory properties (Manichanh et al. 2006; Sokol et al.

2008). Another report which compared intestinal biopsies and stool samples from

healthy individuals and IBD patients revealed altered abundance of the families

Enterobacteriaceae, Ruminococcaceae, and Leuconostocaceae, while members of

the genus Clostridium increased (Morgan et al. 2012). Such studies emphasize the

role of the gut microbiota in the manifestation of chronic intestinal inflammation,

and further research may aid in development of therapeutics that are either derived

from microbes or which target specific gut microbial populations.

4.2.2 Colorectal Cancer

Numerous reports suggest a role for the gut microbiota in the pathogenesis of

colorectal cancer (CRC), which is the third most common cancer worldwide.

Incidence rates of CRC are greatest in developed countries with Western cultures

(Haggar and Boushey 2009). Genetic mechanisms such as DNA damage and

genetic instability are important etiologic agents for development of CRC, but

recent research indicates that environmental factors such as the intestinal

microbiome and its metabolites can also contribute to CRC onset. Although the

mechanism by which the microbiota might influence CRC is poorly understood, as

with other intestinal disorders, microbial dysbiosis is associated with the disease.

In 2011, three separate groups reported high-resolution maps of the human colonic

microbiota from patients with late-stage CRC (Kostic et al. 2012; Marchesi et al. 2011;
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Castellarin et al. 2012). In each study the microbiome was evaluated from tissues taken

from tumors and surrounding non-tumor sites, and although microbiota composition

was similar between tumor and non-tumor sites within individuals, tumor tissue

samples did exhibit lower levels of microbial diversity (Chen et al. 2012). In general,

mucosa-adherent Bifidobacterium, Faecalibacterium, and Blautia were reduced in

CRC patients, whereas Fusobacterium, Porphyromonas, Peptostreptococcus, and

Mogibacterium were present in higher numbers. In luminal samples, CRC patients

were enriched in members of the families Erysipelotrichaceae, Prevotellaceae, and
Coriobacteriaceae, which were previously related to host metabolic disorders related to

energy production and adiposity (Chen et al. 2012). In addition, another study reported

a reduction of butyrate-producing bacteria in feces of CRC patients (Wang et al. 2012),

which is notable since butyrate has important anti-oncogenic effects on host tissues

(Scharlau et al. 2009).

Microbiota-induced intestinal inflammation is a potential mechanism that links

the gut microflora to development of CRC. Indeed, patients with chronic intestinal

inflammatory diseases such as IBD have increased risk for development of CRC

(Moossavi and Bishehsari 2012). The association between inflammation and cancer

was initially noted by Rudolf Virchow who, in 1863, reported presence of leuko-

cytes in neoplastic tissues (Virchow 1989) and by Robert Koch and Louis Pasteur

who noted bacterial colonization of tumor sites (Compare and Nardone 2011).

There is mounting evidence that microbiota-driven chronic inflammation impacts

local immune responses, which can subsequently alter tissue homeostasis. For

example, inflammatory release of reactive oxygen and nitrogen species promotes

cellular DNA damage. Furthermore, inflammatory cytokines and chemokines, such

as TNF-a, IL-6, IL-1, IL-8, nitric oxide, and prostaglandin-2 derivatives, may

promote tumorigenesis by driving angiogenesis and repressing immune-mediated

tumor elimination (Zhu et al. 2013).

It is likely that host innate immune pattern recognition receptors (PRRs), such as

Toll-like receptors (TLRs) and Nod-like receptors (NLRs), are involved in the link

between microbial-induced inflammation and cancer development. The TLRs and

NLRs monitor extracellular and intracellular compartments for microbial mole-

cules called pathogen-associated molecular patterns (PAMPs) and, once engaged,

initiate signaling cascades that lead to inflammatory transcriptional responses.

Signaling via TLR pathways is dampened through expression of inhibitory mole-

cules such as signal immunoglobulin IL-1-related receptor (SIGIRR). Notably,

sigirr-deficient mice are more susceptible to experimental colitis and to colitis-

associated CRC induced with procarcinogenic compounds azoxymethane (AOM)

and dextran sodium sulfate (DSS), while tissue-specific repletion of SIGIRR elim-

inated the animals’ susceptibility to colitis and tumorigenesis (Xiao et al. 2007). In

addition, TLR4 was reported to promote development of CRC in mice subjected to

AOM and DSS (Fukata et al. 2007). Together, these findings suggest an important

role for microbial-induced inflammation and PRR-mediated signaling in the etiol-

ogy of CRC.
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4.3 Influence of the Indigenous Gut Microbiota on Obesity

Incidence of obesity has risen dramatically in recent decades, particularly in

Western cultures. The World Health Organization (WHO) estimated in 2014 that

there were over 1.9 billion overweight adults in the world, of which 600 million are

considered clinically obese (WHO 2014). Although lifestyle factors including diet

and exercise contribute heavily to the current epidemic, an increasing number of

reports indicate that the human gut microbiota plays an important role in develop-

ment of obesity and, to a lesser extent, type II diabetes. An initial hypothesis

suggested that increased energy harvest by specific microbial communities contrib-

uted to weight gain and obesity (Ley et al. 2005; Turnbaugh et al. 2006). However,

more recent studies challenge that assumption and posit a link between obesity and

the composition and functionality of gut microbes, suggesting that the microbiota

may contribute to obesity through a variety of complex interactions with the host

(Clarke et al. 2012).

Studies using obese animal models and DNA sequencing demonstrated that gut

microbial composition differs between obese and nonobese individuals. For exam-

ple, studies which used the ob/ob (leptin-deficient with excessive appetite and obese
phenotype) mouse model to compare the cecal microbiota composition between ob/
ob, ob/+, and +/+ (lean) mice revealed that the proportion of Bacteroidetes was

reduced in obese mice compared to lean animals, while abundance of Firmicutes
was increased (Ley et al. 2005; Turnbaugh et al. 2006). A separate study using the

diet-induced obesity (DIO) model, which focuses on obesity arising from consump-

tion of a high-fat (HF) Western diet rather than genetics, also demonstrated a lower

proportion of Bacteroidetes and an increase in the Mollicutes subpopulation of the

Firmicutes phylum in mice fed with a HF diet compared to those fed a low-fat

(LF) diet (Turnbaugh et al. 2008). A more recent study compared the fecal

microbiota of lean (+/+), ob/ob, as well as +/+ mice fed a HF diet at 7, 11, and

15 weeks of age. This report showed decreased Bacteroidetes and increased

Firmicutes over time in obese animals and those fed with the HF diet compared

to lean counterparts, but they also found high levels of Actinobacteria in all three

groups of mice. The proportion of Actinobacteria progressively increased in ob/ob
and HF-fed mice compared to +/+ animals. These authors also reported decreased

levels of Proteobacteria in HF-fed mice, and decreased numbers of Lactococcus
and Deferribacteria in ob/ob animals (Murphy et al. 2010), further confirming

obesity- and diet-related dysbiosis in community structure.

While the above studies highlighted differences in microbial community com-

position between obese and lean mice and between mice consuming HF versus LF

diets, they did not account for potential disparities between the murine and human

gut microbiota. Although the distal intestine of mice and humans contains microbes

from similar phylogenetic groups, such as the Firmicutes, Bacteroidetes,
Actinobacteria, Proteobacteria, Fusobacteria, and others, many bacterial genera

and species within those phyla are not found in both mice and humans (Ley et al.

2005). To improve upon mouse models used to study the impact of the microbiota
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on obesity, Turnbaugh et al. (2009b) created a humanized mouse model in which

human fecal microbial communities were transplanted into germ-free mice. The use

of this humanized mouse model demonstrated that the gut microbiota of individuals

consuming a HF Western diet contained a higher proportion of the Firmicutes class
Erysipelotrichi and a lower proportion of Bacteroidetes and Bacillus than did the

microbiota of individuals consuming a LF diet. Together, murine and humanized

mouse studies emphasize the differences in microbial communities between obese

and lean animals and highlight the association of particular microbial groups with

body composition.

Studies using human subjects have confirmed the differences in microbial

community structure between obese and lean individuals and also indicate that

the gut microbiota may transmit the obesity phenotype to nonobese individuals. In a

2009 study with 154 individuals, Turnbaugh et al. (2009a) examined the intestinal

microbiota of monozygotic or dizygotic twin pairs concordant for obesity, and their

mothers, and found that gut microbial composition was more similar between

related than unrelated individuals. Similar to studies conducted in mouse models,

this study also found that samples from obese individuals contained a lower

proportion of Bacteroidetes and higher proportion of Actinobacteria than their

lean counterparts. However, unlike the murine studies, there was no significant

difference in Firmicutes populations between lean and obese humans. In a separate

study using twin pairs discordant for obesity, fecal samples were collected from

each twin and transplanted into germ-free mice fed a low-fat diet (Ridaura et al.

2013). 16S rRNA analysis of microbial communities from recipient mice revealed

that taxonomic features of the donor microbiota were retained within the recipients.

Intriguingly, the obese phenotype was transmissible through the gut microbiota;

mice transplanted with feces from obese twins gained significantly greater adipose

mass than did mice receiving the lean twin’s gut community. Differences in

adiposity were not associated with differences in feed consumption or with recip-

ient mouse inflammatory responses, suggesting involvement of more complex

mechanisms, such as the metabolic influence of the gut microbiota on the host.

Indeed, mice harboring the obese donor microbiota exhibited greater expression of

microbial metabolic genes, including those involved in amino acid metabolism and

in the pentose phosphate pathway. Mass spectrometry-based analysis of amino

acids in sera from recipient mice revealed significant increases in the amino acid

valine, leucine/isoleucine, phenylalanine, tyrosine, and alanine in recipients of

obese microbiota compared to the recipients of lean microbiota. Importantly,

previous reports showed elevations in serum concentrations of these amino acids

in obese and insulin-resistant humans compared to lean and insulin-sensitive

humans (Newgard et al. 2009). Similarly, another study demonstrated that trans-

plantation of intestinal microbiota from lean human donors to individuals with

metabolic syndrome increased insulin sensitivity in the recipients (Vrieze et al.

2012). These findings suggest that the indigenous gut microbiota has a significant

impact on metabolic function of the host and may impact propensity for

weight gain.
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Although research on the impact of the gut microbiota on obesity is still in

preliminary stages, current findings provide a starting point for future studies aimed

at understanding the precise role of specific microbial groups or diets on

microbiota-associated body composition and metabolic phenotypes. Great interest

centers on potential design of probiotics, prebiotics, or synbiotics (combinations of

probiotics and prebiotics) to shift gut microbial populations toward “lean” rather

than “obese” community structures. Such microbiome-targeted therapeutics could

be manufacturable on a large scale and provide a more practical therapeutic

alternative to fecal transplants (Vrieze et al. 2012).

4.4 Allergies and Asthma

4.4.1 Hygiene Hypothesis: Origin and Development

For decades, researchers have considered a potential link between microbial expo-

sure and manifestation of allergic disease in humans. In 1958, David P. Strachan

initiated a 23-year-long longitudinal study, investigating incidents of hay fever and

eczema among 17,414 British children, in which incidence of hay fever was

negatively correlated with both the number of older siblings and total number of

siblings raised with allergic children. Findings also indicated a negative correlation

between prevalence of eczema during the first year of life and the number of older

siblings. Strachan suggested viral infections might provide protection against

allergy if infections were acquired prenatally (via an infected mother) or by

unhygienic contact with siblings (Strachan 1989). This assertion—that long-lasting

effects on immunity could result from exposure to viral infections during child-

hood—was soon termed the hygiene hypothesis and has since become an integral

reference for modern allergy pathology (Kim and Drake-Lee 2003).

Throughout the 1990s, subsequent research expanded upon the scope of

Strachan’s paper. In support of the hygiene hypothesis, studies from around the

world presented associations between decreased allergic disease and childhood

infections (Serafini 1997). Researchers suggested allergies manifested via the

inflammation derived from cytokine imbalances. The Th1/Th2-shift hypothesis

stated that insufficient exposure to viral and bacterial infections during childhood

resulted in decreased activation of T-helper 1 (Th1) cells and increased T-helper

2 (Th2) cell activation; this immunological imbalance would induce an

overexpression of Th2 inflammatory cytokines, such as IL-4 and IL-5 (promoting

IgE maturation and engendering eosinophil recruitment, respectively), while simul-

taneously decreasing Th1 cytokines (IL-2 and IFN-γ), both of which normally

regulated Th2 cytokine expression and, theoretically, deterred the manifestation

of allergic diseases (Jirapongsananuruk and Leung 1997).
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4.4.2 Gut Microbiota and the Hygiene Hypothesis

A 1998 review by Wold et al. challenged popular interpretations of the hygiene

hypothesis (Wold 1998). The group argued against the “infection theory,” citing

studies in which infections protected neither infants nor children from developing

allergies. Equally critical of the Th1/Th2-shift hypothesis, Wold et al. stated that if

the rise in Western allergies had been caused by increases in Th2 activation, then

incidents of autoimmunity (driven by Th-1 activation) could be expected to rise in

nonindustrialized nations. Yet, as increases in both autoimmunity and allergies

were only observed in industrialized countries, the authors did not find the model

plausible and offered another hypothesis: the hygienic conditions of Western living

had altered the gut microbiota during infancy, resulting in an inability to develop

normal oral tolerance and, consequently, a proper immune response to antigens

(Wold 1998). Indeed, studies of gut microbial composition demonstrated differ-

ences in composition between inhabitants of industrialized and nonindustrialized

nations (Wold 1998; Noverr and Huffnagle 2004, 2005). Given that skin disorders,

food allergies, and asthma are more prevalent in industrialized nations, the

observed differences in microbial composition appear worthy of consideration

(Holt and Strickland 2009; Leung 2013; Holgerson et al. 2013). Furthermore,

Wold et al. argued that the increases in allergies observed by Strachan were actually

rooted in disrupted dendritic cell (DC) activity and not viral infections. The

researchers hypothesized that the altered gut microbiota could trigger an exagger-

ated immune response via interactions with macrophages that would have other-

wise regulated the antigen-presentation capacity of DCs (Wold 1998). Additional

evidence has since supported an association between microbiota, immunoregula-

tion, and the development of DCs (Brandtzaeg 2010). An abnormal accumulation

of mature DCs could alter signaling from T-regulatory cells, activating the ignition

of Th1, Th2, or Th17 pro-inflammatory responses (Noverr and Huffnagle 2004,

2005; Tulic et al. 2012).

4.4.3 Food Allergies

Recent pathological models of various food allergies continue to focus upon

interactions between the gut microbiota and the immune system (Vickery et al.

2011). Whether beneficial or pathogenic to a given host, bacteria possess external

structures, referred to as microbe-associated molecular patterns (MAMPs).

MAMPs can activate the innate immune system by binding to PRRs which can,

ultimately, increase or decrease inflammation depending upon the cytokine

responses evoked by a given MAMP. In hosts with dysfunctional food tolerances,

MAMPs of microbes normally present within the gut can activate TLRs; this

exchange decreases the activity of immunomodulatory T-regulatory cells, triggers

Th2 responses, and creates allergic sensitivities to food molecules that would
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otherwise go unnoticed by the immune system (Brandtzaeg 2010). For example,

beta-glucan, which is a staple of the Western diet and found in oats, barley, and on

the surface of microbes, might instigate immune responses that trigger allergic

reactions (Rylander 2010).

4.4.4 Impact of Probiotics and Microbial Metabolites
on Allergic Disease

Research suggests that consumption of probiotics may reduce incidence of allergic

disease. Probiotics are live microorganisms found in fermented foods and dairy

products, which when consumed in sufficient amounts, have a beneficial effect on

the health of the host (Schrezenmeir and de Vrese 2001). Fermented dairy products

such as kefir, Maasai milk, and kurut promote intestinal colonization by probiotic

species of Lactobacillus and Bifidobacterium. Several studies have linked con-

sumption of such fermented foods on decreased allergic disease and asthma in

children (Noverr and Huffnagle 2004; Butel 2014; Yang et al. 2013). In particular,

in families that practice Anthroposophy, a spiritual philosophy in which medical

and dietary practices include reduced antibiotic use and daily intake of fermented

foods from a young age, children exhibit decreased asthma and allergic disease

compared to those raised in non-Anthroposophic communities (Alm et al. 1999).

There is some evidence that microbial metabolic activity can also influence

allergy manifestation. For example, polyphenols, which are present in plant-rich

diets and are metabolites of indigenous gut microbes, have inhibitory effects on

development of allergy and asthma (Marin et al. 2015; Magrone and Jirillo 2012).

Additionally, short-chain fatty acids (SCFAs), which are produced during fermen-

tation by gut microbes, have been implicated in amelioration of allergic disease.

Microbially produced SCFAs are available as energy sources and influence inflam-

matory conditions within the host. However, the lack of fiber in the average

Western diet changes the raw materials that gut microbiota access, and, conse-

quently, the types of SCFAs circulating in the gut (den Besten et al. 2013). A recent

study demonstrated that mice fed high-fiber diets actualized more circulating

SCFAs and seemingly developed immunity to allergic lung infection, while sub-

jects on low-fiber regimens exhibited decreased gut SCFA production and

increased airway disease (Trompette et al. 2014). In the same study, mice exposed

to the SCFA propionate exhibited enhanced production and lung infiltration of DCs,

but decreased DC capacity to elicit a Th2 allergic airway inflammatory response,

suggesting that propionate production in the gut could have systemic immunomod-

ulatory effects. The SCFA butyrate has similarly been associated with decreased

incidence of allergy. A study which examined the gut microbiota of infants with

atopic eczema reported that severe cases of eczema inversely correlated with gut

microbial diversity and with abundance of butyrate-producing gut microbes

(Nylund et al. 2015). Fecal samples obtained from the same infants after eczema
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symptoms resolved exhibited greater microbial diversity and greater numbers of the

butyrate-producing intestinal microbe Coprococcus eutactus. Together, these stud-
ies suggest that metabolites produced by microbes in the gut may have far-reaching

antiallergenic effects.

4.4.5 Impact of Birth Method and Breastfeeding
on Manifestation of Allergies and Asthma

Although heredity plays an important role in the development of allergic disease,

evidence also supports an association between birth method and mode of infant

feeding with the rise in Western allergies. Children born via cesarean section

display greater incidences of food allergies, allergic rhinitis, asthma, and atopy

compared to those born through the vaginal route (Bager et al. 2008). Researchers

have hypothesized that modern delivery techniques could reduce neonatal exposure

to microbes and MAMPs normally found in the maternal birth canal and fecal

matter, consequently altering both the gut tolerances and microbial compositions of

newborns. Further, studies of early human development have demonstrated that

manifestations of allergic disease can be preceded by decreases in intestinal sym-

biont diversity (Yatsunenko et al. 2012; Abrahamsson et al. 2012). Intestinal

bifidobacteria and Enterococcus populations are decreased in allergic children

(Bjorksten et al. 1999, 2001) and increased in children born from vaginal births

(Biasucci et al. 2010). In their thorough summary of mucosal immune development,

Brugman et al. describe several studies of microbiota composition and birth

methods, illustrating how environmental factors further complicate this dichotomy:

exposed to more diverse microbial populations, children in developing nations who

are delivered by cesarean sections tend to regain more of their lost bacterial

colonies than children in industrialized nations, birthed in the same way (Brugman

et al. 2015).

After birth, the method by which an infant is fed also has an impact on gut

microbiota and manifestation of allergic disease. Gut microbial composition differs

between breast-fed and formula-fed infants; breast-fed children amass greater

numbers of gut bifidobacteria and oral Lactobacillus, whereas the intestinal

microbiota of formula-fed babies is enriched in Clostridia and Bacteroides (Noverr
and Huffnagle 2004; Penders et al. 2005), microbes that have been associated with

asthma (Vael et al. 2008), eczema (Nylund et al. 2013), and food allergies (Ling

et al. 2014). Indeed, several reports suggest a protective effect of breastfeeding

against development of asthma and allergic diseases such eczema, food allergies,

and allergic rhinitis (Bruno et al. 1993; Saarinen and Kajosaari 1995; Pratt 1984),

especially among children with family history of atopic disease (van Odijk et al.

2003). Although specific mechanisms by which the gut microbiota in breastfed
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versus formula-fed infants might impact asthma or allergy remain ill-defined, it is

possible that constituents in breast milk, such as growth factors, cytokines, and

sIgA, fortify the beneficial gut microbes and provide protection against atopic

disease (Bode 2009; Brandztaeg 2002).

4.5 Influence of Gut Microbiota on the Gut-Brain Axis

and Mental Illness

4.5.1 The Gut-Brain Axis

The gut-brain axis (GBA) is a model used to study how gastrointestinal function,

cognition, and behavior might affect, and be affected by, the complex neuronal,

hormonal, metabolic, and immunological processes that occur in healthy and ill

people (Collins et al. 2012). In recent years, researchers have incorporated the

indigenous gut microbiota into the GBA paradigm, and microbial dysbiosis has

recently been associated with certain mental disorders. As a result, new models for

studying these disorders have since surfaced, many of which propose novel thera-

peutic strategies designed to address gut microbiota abnormalities (Preidis and

Versalovic 2009).

The GBA is a bidirectional communication system, comprised of the enteric

nervous system (ENS), the brain and spinal cord of the central nervous system

(CNS), the autonomic nervous system (ANS), and the hypothalamic pituitary

adrenal (HPA) axis (Carabotti et al. 2015). The sympathetic and parasympathetic

branches of the ANS drive both afferent and efferent signals to and from the gut.

Afferent signals that arise in the gut are transmitted through enteric, spinal, and

vagal pathways to the CNS, whereas efferent signals travel from the CNS to the

intestine. The HPA governs the organism’s adaptive responses to stressors, includ-

ing those arising from environmental, physiological, and emotional sources

(McEwen 2007). When activated by a stressor, the hypothalamus secretes

corticotrophin-releasing factor (CRF), which stimulates pituitary release of adre-

nocorticotropic hormone (ACTH) that subsequently promotes cortisol secretion

from the adrenal glands. Cortisol serves as a stress hormone that impacts brain

function (Tsigos and Chrousos 2002). Therefore, through the GBA, neural and

hormonal lines of communication integrate to promote brain influence on gut

activities, such as the function of enteric neurons, smooth muscle cells, immune

cells, and intestinal epithelial cells. Of course, these same intestinal structures are

also in intimate contact with the diverse gut microbiota, and the potential contri-

bution of this microbiota to GBA communication is now gaining widespread

attention.
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4.5.2 Communication Between the Gut Microbiota and Host
Nervous System

Recent research has demonstrated that the gut microbiota influences communica-

tion between the CNS and ENS. The “interkingdom signaling” exchanged

between the microbiota and the GBA is bidirectional and occurs via neural,

endocrine, immune, and humoral mechanisms (Carabotti et al. 2015). For exam-

ple, metabolism of foodstuffs ingested by the host can result in microbial pro-

duction of neuroactive substances, such as acetylcholine (AC) (Stephenson and

Rowatt 1947), dopamine (DA), norepinephrine (NE) (Asano et al. 2012), and

GABA (Barrett et al. 2012). These microbial-derived neurochemicals influence

the host brain by either entering portal circulation or by interacting with the

receptors on enteric neurons (Lyte 2014b). As the ENS innervates areas along the

entire G.I. tract, symbiont-derived neurochemicals targeting enteric neurons could

also control the hormonal secretions of enteroendocrine cells (Peterson and Artis

2014). An early investigation of the rat gut noted the existence of a serotonin

precursor in the gastric lumen, following vagal nerve stimulation (Stephens and

Tache 1989). Later on, researchers began to favor enterochromaffin (EC) cells in

the lamina propria as the “signal transducers” by which microbial neuroactive

compounds could activate enteric neurons situated near EC cells, resulting in the

release of serotonin, CRF, and other signaling molecules (Rhee et al. 2009).

Supporting the EC signal-transducer model, a study involving mice and a

human EC cell model reported that the microbially-derived SCFAs butyrate and

acetate promoted EC cell production of the neurotransmitter serotonin (Reigstad

et al. 2015). Interestingly, microbially produced SCFAs and chemotactic peptides

can activate the ENS and even modify gastrointestinal motility (Dass et al. 2007),

which, consequently, appears to promote the growth of pathogenic bacteria (Van

Felius et al. 2003).

Just as gut symbionts influence host systems, neurochemicals and hormones

synthesized by the host nervous system also impact gut bacterial composition and

phenotype (Lyte 2014a). For example, change in commensal bacterial composition

is likely to occur when stress is present during early development (O’Mahony et al.

2009). Maternal prenatal stress is also associated with altered composition of the

neonatal intestinal microbiota; such stress causes reductions in lactic acid bacteria

and bifidobacteria, with concurrent increases in proteobacterial groups that contain

pathogens such as Escherichia, Serratia, and Enterobacter (Bailey et al. 2004;

Zijlmans et al. 2015). Furthermore, animal studies demonstrate that physiological

stressors increase host susceptibility to colonization by enteric pathogens

(Burkholder et al. 2008; Rostagno 2009) and that host stress can trigger pathogen

virulence (Alverdy et al. 2000). Therefore, increased rate of infection due to

physiological stressors is likely the result of enhanced host production of neuro-

chemicals, which impact not only the host immune response to infection (Webster

Marketon and Glaser 2008) but also the physiology of the pathogens themselves.

For example, stress-induced catecholamines enhance growth or virulence expres-

sion in bacteria including E. coli, Salmonella, Staphylococcus, and Pseudomonas

86 T. Vunk and K.M. Burkholder



aeruginosa (Neal et al. 2001; Hegde et al. 2009; Verbrugghe et al. 2012). Increasing
evidence suggests that enteric bacteria, including E. coli and Salmonella, sense and
respond to host neuroendocrine hormones through microbial adrenergic receptors

(Karavolos et al. 2013; Weinstein et al. 2015), indicating that pathogens evolved to

exploit the stress response of their hosts.

4.5.3 Influence of the Gut Microbiota on Behavior
and Affective Disorders

Emerging evidence demonstrates that, via the GBA, the gut microbiota can elicit

behavioral responses within the host and can impact incidence or severity of

affective disorders such as anxiety or depression. A recent study demonstrated

that germ-free mice exhibited differential production of neurotransmitters and

brain metabolites compared to their ex-germ-free counterparts; such disparities in

the cerebral metabolome may impact brain homeostasis and influence potential

development of anxiety and mood disorders (Matsumoto et al. 2013). In addition,

studies showed that adult germ-free mice exhibit reduced anxiety-like actions in

classical behavioral tests compared to conventional mice (Neufeld et al. 2011a, b).

Similarly, administration of broad-spectrum antibacterial and antifungal agents to

adult mice reduced anxiety-like and improved exploratory behaviors (Bercik et al.

2011a). Reconstitution of microbiota in germ-free mice early in life restored some

anxiety-like behaviors (Diaz Heijtz et al. 2011; Clarke et al. 2013), but in contrast,

when germ-free mice were administered specific pathogen-free microbiota in

adulthood, the reduced level of anxiety persisted (Neufeld et al. 2011a, b). Those

studies conducted in mice suggest that presence of gut microbiota positively impact

manifestation of anxiety phenotypes and that a critical developmental window

exists within which microbiota can influence stress-related behaviors (Foster and

McVey Neufeld 2013). However, a study conducted in a stress-sensitive rat strain

demonstrated that absence of gut microbiota exacerbates the neuroendocrine and

behavioral response to acute stressors (Crumeyrolle-Arias et al. 2014). Certainly,

discrepancies in the findings of these studies may be caused by differences in

rodents and behavioral tests used, but collectively, these reports highlight the

crucial influence that gut microbes can have on brain function and host behavior.

Colonization by enteric pathogens may contribute to manifestation of affective

disorders with or without induction of inflammation. For example, administration of

low levels of the pathogens Campylobacter jejuni or Citrobacter rodentium trig-

gered anxiety-like behaviors in mice that were independent of immune-neural

mechanisms (Lyte et al. 1998, 2006, 2011). Similarly, mice infected with Trichuris
muris, a close relative of the human parasite Trichuris trichiura, exhibited increased
anxiety phenotype, concurrent with decreased hippocampal levels of bdnf mRNA,

which encodes brain-derived neurotrophic factor (BDNF). BDNF engenders neuro-

nal growth and affects both cognition and emotion (Neufeld et al. 2011b) and is
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believed to modulate depression and anxiety (Suliman et al. 2013). Although

inflammation is not always required for microbial-induced alterations in behavior,

some studies indicate that it can contribute to development of affective disorders

(Bercik et al. 2010). Indeed, a study of approximately 1600 patients with inflamma-

tory gastrointestinal disorders revealed that the majority of the subjects had

comorbidities with anxiety or depression (Addolorato et al. 2008). Furthermore, a

study which employed a mouse model of colitis demonstrated that dextran sodium

sulfate (DSS)-induced intestinal inflammation triggered anxiety-like behaviors

(Bercik et al. 2011b).

4.6 Microbial-Based Therapeutics to Prevent

or Ameliorate Disease

As our understanding of the complexity and composition of the indigenous gut

microbiota has advanced, so has the interest in using intestinal commensals as

therapeutic agents. Some bacterial species are being evaluated as potential ther-

apeutics or drug-delivery vectors in their wild-type forms, as well as in geneti-

cally modified forms that are safer and better able to target specific diseases.

Microbial-based therapeutics exploit host-bacterial interactions and often rely on

bacterial-induced immunomodulation of the host. Research has demonstrated that

bacterial-based therapeutics can be effective in treating a variety of human

diseases that are difficult to treat with traditional medicine, including gastrointes-

tinal infections and disorders, mental illness, osteoporosis, and cancer (Mimee

et al. 2016; Toussaint et al. 2013; Hernandez et al. 2016). These novel therapeu-

tics are promising as effective, straightforward, and inexpensive alternatives to

conventional medical approaches.

4.6.1 Probiotics to Treat Gastrointestinal Infections

Modern management of infectious disease is hindered by increasing prevalence of

antibiotic-resistant pathogens; thus there is dire need for alternative anti-infective

strategies, of which probiotic microbes are an attractive option. For decades,

researchers have demonstrated that probiotics can prevent or ameliorate gastroin-

testinal infection in humans (Britton and Versalovic 2008). Although the precise

mechanisms for the anti-infective effects of probiotics are still poorly understood,

evidence suggests that they work in myriad ways, such as by limiting pathogen

access to host tissues, depriving pathogens of nutrients, producing bacteriocins that

directly damage the microbial cell envelope, or limiting pathogen production of

virulence factors (Bayoumi and Griffiths 2012). For details of the scope and

mechanisms of the therapeutic effect of probiotics for gastrointestinal infections
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as well as systemic diseases, the reader is directed to several excellent reviews

(Sarowska et al. 2013; Oelschlaeger 2010; Britton and Versalovic 2008).

Despite overwhelming evidence that probiotics may confer protection against

infection, probiotic strains differ from one another, and the beneficial attributes of a

single strain often vary between individual hosts and pathogens (Karimi and Pena

2008). Therefore, much current research focuses on the use of “designer” probiotics

or those bioengineered to express specific traits that enhance their efficacy and

safety. Several studies report anti-infective properties of probiotics engineered to

express colonization factors with affinity for host receptors which are otherwise

targets for pathogen or toxin binding. For example, a recombinant Lactobacillus
paracasei expressing the Listeria monocytogenes adhesion protein (LAP), a viru-

lence factor that aids in L. monocytogenes colonization of and translocation across

the gut, was effective at blocking L. monocytogenes adhesion, invasion, and

transepithelial translocation in a Caco-2 intestinal cell line (Koo et al. 2012).

Another promising approach is the generation of “receptor mimic” probiotics, in

which probiotic genes encoding surface structures, such as lipopolysaccharide

(LPS), are genetically altered so that the recombinant LPS mimics the structure

of the host receptor for a given toxin or pathogen adhesin. When orally adminis-

tered prior to or during infection, the probiotic would outcompete host receptors for

interaction with given pathogens and virulence factors. This approach has proven

successful in an animal model of Shiga toxigenic E. coli (STEC) infection, where
nonpathogenic E. coli was engineered to express a chimeric LPS with a terminal

component identical in structure to the host Shiga toxin receptor. When adminis-

tered orally to mice, the engineered probiotic conferred 100% protection against a

fatal dose of STEC (Paton et al. 2000). Probiotics can also be designed to interfere

with the regulation of pathogen virulence. In one study, the probiotic E. coli Nissle
strain was engineered to express the Vibrio cholerae quorum sensing molecule

cholera autoinducer 1 (CAI-1), a molecule that represses production of cholera

toxin and the toxin-coregulated pilus (Duan and March 2010). When the engineered

E. coli was administered to infant mice prior to challenge with V. cholerae, the
probiotic reduced intestinal colonization of V. cholerae as well as the binding of

cholera toxin to the host epithelium. Together, these studies demonstrate utility of

not only wild-type probiotic bacteria against gastrointestinal infections but also the

potential utility of recombinant probiotics as targeted anti-infective therapeutics.

4.6.2 Fecal Microbiota Transplantation as a Treatment
for Clostridium difficile Infection

In contrast to the use of specific microbes as anti-infective therapies, the transfer of

whole gut microbial communities in the form of fecal microbiota transplantation

(FMT) has gained great attention for its utility in treating gastrointestinal infections

that do not respond well to antibiotics, such as infections caused by Clostridium
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difficile. A Gram-positive, sporeforming bacterium, C. difficile, produces toxins

TcdA, TcdB, and binary toxin, which trigger colonic cell death and inflammation

(Voth and Ballard 2005). Intestinal C. difficile infections (CDI) cause a range of

symptoms, including frequent watery diarrhea or pseudomembranous colitis, which

is characterized by diarrhea containing pseudomembranes or sloughed intestinal

tissue. Serious cases of CDI result in severe fulminant disease with toxic megacolon

and can be fatal.

Interestingly, the gut microbiota of a healthy human provides resistance against

C. difficile colonization and replication. Indeed, CDIs most often occur after

sustained antibiotic regimens, which disrupt the normal microbiota and create a

niche for the pathogen to colonize and flourish within the gut. Therefore, C. difficile
is a major nosocomial pathogen that poses the greatest threat to hospitalized

patients and those in chronic care facilities, where patients frequently undergo

long-term antibiotic therapy. Host and microbial factors contribute to C. difficile
invasion of a dysbiotic intestinal community, including altered bile salt metabolism

and decreased competition for nutrients in absence of the normal microflora

(Britton and Young 2014). The germination of C. difficile in the gut is governed

by a complex mixture of bile salts, which the bacterium likely senses through a

putative protease CspC (Francis et al. 2013). The primary bile acids, cholate and

chenodeoxycholate, have disparate effects on C. difficile germination; cholate pro-

motes germination, while chenodeoxycholate is a potent inhibitor of the process. In

mice with a normal microbiota, cholate is not detectable in the cecum, while

chenodeoxycholate is present. However, cecal cholate levels rise in response to

antibiotic treatment, indicating that dysbiosis of the gut microbial community shifts

relative bile salt concentrations toward an environment that favors C. difficile
germination (Giel et al. 2010). In addition to maintaining a healthy bile salt balance,

the normal gut microbiota outcompetes C. difficile for nutrients. Antibiotic therapy
reduces diversity within the intestinal microbiota, thereby freeing up previously

unavailable nutritional resources. Antibiotics also induce bacterial cell lysis, which

releases carbon sources that C. difficile can consume (Britton and Young 2014).

Given the resistance that the normal microbiota provide against CDI, and the

fact that the standard approach of treating CDI with the broad-spectrum antibiotic

vancomycin could ultimately increase patient susceptibility to recurrent infections,

the concept of treating CDI via FMT from a healthy donor was an attractive

therapeutic strategy. Indeed, FMT has been shown to be a successful means of

treating CDI and has proven superior to interventions which used defined, single-

strain probiotics. Case reports and small series case studies suggest that recurrent

CDI can be cured with a single FMT treatment (Aas et al. 2003; Brandt et al. 2012).

Although FMT is a promising and inexpensive procedure that is relatively simple to

perform, a number of hurdles need to be overcome before the procedure is adopted

into mainstream medicine. For example, donor selection is a lengthy and expensive

process that requires donors to be screened by health history and physical exam and

depends on monetary compensation. Further, the specific route of administration,

whether by nasogastric or nasoduodenal tube, endoscopy, or retention enema, is

dictated by preferences of the attending healthcare professionals and is backed by
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little data on safety or efficacy (Khoruts et al. 2015). However, as none of these

hurdles is insurmountable, it is feasible that FMT may be adopted as a routine and

cost-effective treatment for serious and recurrent CDI.

4.6.3 Microbial-Derived Therapies for Mental Illness
and Other Neuropathologies

Studies conducted in animals and humans demonstrate that probiotic consumption

may ameliorate anxiety-like behaviors. For example, administration of

Bifidobacterium longum reduced anxiety-like symptoms and normalized hippocam-

pal BDNF levels in mice infected with the noninvasive parasite T. muris (Bercik
et al. 2010). In addition, a probiotic containing Lactobacillus helveticus and

B. longum reduced anxiety behaviors in rats and decreased behavior disorder traits

in humans as determined by patient response to questionnaires designed to assess

anxiety, depression, stress, and coping mechanisms (Messaoudi et al. 2011). A

recent report also suggested that in individuals with neuroticism, consumption of

fermented foods containing probiotics has a protective effect against exhibition of

social anxiety (Hilimire et al. 2015). Probiotic therapies may also have utility for

reducing severity of other mental disorders, such as obsessive-compulsive disorder

(via Lactobacillus rhamnosus) (Kantak et al. 2014), autism (via Bacillus fragilis)
(Hsiao et al. 2013), and depression (via reduced inflammatory cytokines and

increased serotonin production) (Desbonnet et al. 2008).

FMT is another prospective therapy for behavioral and neurological disorders.

Studies in mice have exploited the innate differences in behavioral phenotype

between Balb/c and NIH Swiss mouse strains; Balb/c mice are timid and exhibit

more anxiety-like behavior, while NIH Swiss mice exhibit less timidity and are

more gregarious. Denaturing gradient gel electrophoresis (DGGE) profiling of

intestinal contents revealed differing microbiome profiles of the two mouse strains

(Bercik et al. 2011a). In FMT studies where germ-free NIH Swiss mice were

colonized with Balb/c intestinal flora, the posttransplant NIH Swiss mice expressed

greater anxiety-like traits and exhibited a reduction in hippocampal levels of

BDNF. Conversely, when germ-free Balb/c mice were transplanted with NIH

Swiss flora, the Balb/c mice exhibited less anxiety-like behavior and an increase

in BDNF production (Bercik et al. 2011a). Although there is mounting evidence for

the impact of FMT on brain function in mice, most evidence in humans remains

limited to individual case or case series reports and anecdotal observations. In a

case series report of three multiple sclerosis (MS) patients receiving FMT from a

healthy donor as a treatment for chronic constipation, the FMT was associated with

sustained neurological improvement that lasted up to 15 years (Borody et al. 2011).

Although the mechanism by which the gut microbiota might impact MS symptoms

remains unclear, a recent study which used 16S rRNA sequencing to compare gut

microbial communities in MS patients with that of healthy controls reported
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differences in microbial community structure and inflammatory gene expression

between the two groups. Patients with MS exhibited increased levels of intestinal

Methanobrevibacter and Akkermansia species and decreased Butyricimonas
populations compared to the control group. The altered microbial community

structure in MS patients was correlated with increased expression of genes impli-

cated in pro-inflammatory signaling via IFN and IL-2 pathways (Jangi et al. 2016).

Similarly, reports of patients with Parkinson’s disease showed improved neurologic

symptoms following either antimicrobial therapy or FMT from a non-Parkinson’s
donor, although the mechanism is still unknown (Borody and Campbell 2012;

Anathawamy 2011). While additional research is necessary to elucidate the mech-

anisms by which individual species of the gut microbiota may elicit change in

human behavior and neuropathy, the potential effects of microbial interventions

upon pathologies of the GBA are nonetheless promising.

4.6.4 Probiotics for Prevention and Treatment
of Osteoporosis

Recent studies indicate that orally administered probiotics have systemic effects on

the host and that can impact bone health and reduce incidence or severity of

osteoporosis. The bone is a dynamic tissue that undergoes continuous remodeling

throughout life, as dictated by actions of bone-building osteoblasts and bone-

resorbing osteoclasts. Until recently, bone remodeling was believed to be primarily

influenced by age, nutrition, and physiological states such as menopause or diabe-

tes. However, recent studies suggest a previously unrecognized role for signaling

between the gut microbiota, particularly species of the probiotic genus Lactobacil-
lus, and bone in regulating bone remodeling (Ohlsson et al. 2014; Britton et al.

2014; McCabe et al. 2013).

Menopausal women are particularly susceptible to osteoporosis, as the hormone

changes during menopause alter the development and activity of osteoblasts and

osteoclasts, shifting the balance toward osteoclast activity and bone resorption.

Britton et al. (2014) demonstrated that administration of the probiotic Lactobacillus
reuteri to female ovariectomized mice, a common menopausal-associated osteo-

porosis model, could suppress osteoclast development and reverse bone resorption.

Mice fed L. reuteri three times per week for 4 weeks exhibited decreased levels of

osteoclast markers Trap5 and RANKL and increased bone density and strength

compared to mice not supplemented with the probiotic. In premenopausal women,

estrogen blocks TNFα synthesis by CD4 T cells, but during menopause, decreased

estrogen leads to enhanced TNFα production and subsequent TNFα-induced acti-

vation of osteoclast development. In a separate study, the authors showed that

L. reuteri suppressed TNFα production by producing histamine, which serves an

immunoregulatory signal that modulates PKA and ERK inflammatory signaling
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(Thomas et al. 2012). Together, these studies indicate that L. reuterimay be a useful

and inexpensive approach for reducing menopause-associated bone loss.

Type 1 diabetes (T1D) is a disease characterized by hypoinsulinemia, hypergly-

cemia, and inflammation, and over time T1D patients are susceptible to complica-

tions such as osteoporosis. In these individuals, bone loss occurs regardless of sex

and is associated with marked suppression in bone formation by osteoblasts

(Schwartz and Sellmeyer 2007). The hyperglycemia and inflammation associated

with T1D triggers increased TNFα production, which contributes to osteoblast

apoptosis, and affects the proliferation and differentiation of osteoblast precursor

cells (Coe et al. 2011). A recent study demonstrated that, in a diabetic mouse model,

oral administration of L. reuteri restored osteoblast function and prevented

T1D-induced bone loss (Zhang et al. 2015). The authors further showed that T1D

bone tissue was deficient in Wnt10b, a signaling protein previously shown to

promote osteoblast differentiation (Kubota et al. 2009) and which was linked to

regulation of bone formation and bone density in nondiabetic mice (Bennett et al.

2007). Notably, Wnt10b expression was fully restored in T1D mice by L. reuteri
treatment (Zhang et al. 2015), suggesting that one mechanism by which L. reuteri
prevents T1D-driven bone loss may be modulation of Wnt10b production.

4.6.5 Bacteria-Based Cancer Vaccines and Treatments

Our improved understanding of host-microbial interactions has created an oppor-

tunity for exploiting these interactions to develop anticancer immunotherapies or

treatments that have a direct cytotoxic effect on tumors. In particular, well-

characterized intracellular bacteria such as Salmonella and Listeria monocytogenes
offer the most promise as potential vectors for anticancer therapeutics. Here we will

briefly highlight a few of the most pertinent advances in the area of bacteria-based

vaccine vectors and cancer treatments. However, since the field of microbial-based

cancer treatments is rapidly expanding, for a more thorough review of the subject,

we direct the reader to several good reviews (Toussaint et al. 2013; Wood and

Paterson 2014; Patyar et al. 2010).

By far the greatest developments in microbial-based cancer vaccines have

resulted from studies using L. monocytogenes as a vaccine delivery vector. In

particular, L. monocytogenes is especially suited as a vaccine vector because its

molecular interactions with the host during intracellular infection are well eluci-

dated and because it induces efficient CD4 and CD8 T-cell-mediated immunity by

infecting a variety of somatic cells, including antigen-presenting cells like dendritic

cells and macrophages. Most L. monocytogenes-based vaccines use recombinant

L. monocytogenes expressing cancer-specific antigens which, when expressed inside
of host cells, activate the immune system to target tumor cells for destruction.

Dr. Daniel Portnoy and his collaborators at Aduro Biotech in Berkeley, California,

have developed Listeria-based vaccines against pancreatic, ovarian, and prostate

cancer, along with mesothelioma and non-small cell lung carcinomas (NSCLC).
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One candidate vaccine in particular, CRS-207, shows special promise for treating

pancreatic cancer. The CRS-207 vaccine consists of an attenuated form of

L. monocytogenes which expresses mesothelin, a marker of pancreatic cancers,

malignant melanomas, some ovarian cancers and NSCLCs, and which elicits a

strong CD8 T-cell response in patients. In addition, CRS-207 efficiently delivers

mesothelin antigen to MCH class I and MHC class II antigen-processing pathways,

and in human studies, CRS-207 induced a mesothelin-specific CD8 T-cell response

and was associated with improved disease-free state and overall survival of pancre-

atic cancer patients (Lutz et al. 2011). In a recent phase II clinical trial in humans

with metastatic pancreatic cancer, dual administration of CRS-207 along with

GVAX, another cancer vaccine, extended survival of patients with pancreatic cancer

by 56% (Le et al. 2015). These studies demonstrate the potential power of Listeria-
based vaccines as novel therapeutics against cancers with typically poor prognosis.

Intracellular bacteria such as Salmonella and L. monocytogenes can also be used
to infect and exert direct cytotoxic effects on cancer cells. Salmonella and

L. monocytogenes are particularly useful for these applications, as these bacteria

are motile and can actively migrate into tumor tissue, overcoming the penetration

limits of common chemotherapeutics. A promising candidate cancer therapy devel-

oped by Dr. Neil Forbes and colleagues is a Salmonella strain engineered to express
Staphylococcus aureus hemolysin (Salmonella-SAH), a toxin that damages cell

membranes and induces rapid cell death of tumor cells. In a study using mice

transplanted with mammary carcinoma cells, injection of Salmonella-SAH into

tumors induced necrosis of tumor cells and resulted in reduced tumor volume

(St Jean et al. 2014).

Listeria- and Salmonella-based cancer treatments are especially attractive as

novel therapeutics because they are less likely to select for treatment-resistant

cancers than traditional chemotherapy drugs. Since bacterial-derived treatments

usually involve complex mechanisms of action that include induction of the host

immune response as well as eliciting direct cytotoxicity toward cancer cells, it may

be more difficult for cancer cells to develop resistance (Patyar et al. 2010).

Emerging evidence suggests that these microbial therapies may positively impact

treatment outcomes, improving quality of life and survivability of patients suffering

from an otherwise incurable disease.

4.7 Future Perspectives: The Benefits of Mining

the Indigenous Microbiota

In this era of rapidly improving technology, our ability to mine the indigenous

human microbiota will continue to shape our understanding of the role that micro-

bial commensals play in health and disease. Perhaps the greatest advances yet to be

made revolve around the development of clinically suitable microbial-based ther-

apeutics to treat human pathologies and infections that are either difficult to treat by
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traditional medicine or which have evolved drug tolerance. In particular, the

unsustainability of traditional antibiotic therapy due to the increasing antibiotic

resistance crisis warrants the development of safe and effective microbial-based

anti-infectives. Certainly, the opportunity for pharmacologic use of microbes

depends on further study of the interactions of commensal microbes with the

host, as well as the mechanisms underlying anti-inflammatory and anti-infective

properties of specific indigenous microorganisms. In addition, while the ability of

these microorganisms to colonize the host may contribute to their therapeutic

efficacy, it does raise concern over how such therapies can be controlled and

about potential spread of recombinant DNA from therapeutic microbes to the

indigenous host microbiota (Mimee et al. 2016). Indeed, further work to address

these concerns is necessary for the optimal exploitation of the gut microbiota to

treat both intestinal and systemic diseases.
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Chapter 5

Buruli Ulcer: Case Study of a Neglected

Tropical Disease

M. Eric Benbow, Rachel Simmonds, Richard W. Merritt,

and Heather R. Jordan

Abstract Neglected tropical diseases affect almost all human communities in rural

areas of mostly developing nations. They have staggering negative effects on

human health and local, regional, and national economies through mortality and

morbidity. These diseases are neglected in many large-scale disease management

and control programs and therefore do not recieve the research and funding

attention of diseases with higher pharmaceutical potential. One such disease that

epitomozies this situation is Buruli ulcer disease, also known as Mycobacterium
ulcerans infection. This necrotizing skin disease results in severe and lasting

morbidity that primarily affects children in rural regions of Africa and other tropical

and subtropical regions. It is caused by a mycobacterium related to other pathogens

that are the agents for two other diseases, leprosy and tuberculosis; however, this

pathogen secretes myolactone which is a cytotoxic molecule that is both necrotizing

and immunodepressive and is unique within its phylogeny. As a neglected tropical

disease, research and funding has generally been sporadic and diffuse among

countries and agencies, limiting scientific gains in better understanding some

basic disease system tenants such as the mode of transmission and where the

pathogen grows and replicates in the environment. These limitations compounded
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with the fact that it focally affects rural and poor populations have made the control

of Buruli ulcer disease challenging. Further, disease emergence and reemergence is

thought to be associated with landscape modifications such as deforestation, dam

construction, farming, and mining, coupling this disease with degraded environ-

mental conditions that may faciliate either the emergence or sustainability of other

water-related diseases of the rural poor. This chapter generally reviews Buruli ulcer

disease within the context of neglected tropical diseases in a way that integrates the

research that occurs at the molecular and cellular level of pathogen and host

investigation with broader ecosystem factors that include other biological interac-

tions (e.g., food webs) considered to be important to elucidating transmission of the

pathogen, all of which must be assessed in combination to achieve successful future

disease management activities.

5.1 Introduction

5.1.1 Neglected Tropical Diseases

Neglected tropical diseases (NTDs) represent infectious diseases that primarily

affect rural communities of developing countries in tropical regions of the world

(Moncayo and Yanine 2007; Feasey et al. 2010). While not necessarily considered

“research neglected,” these diseases have historically been overlooked by funders

and policy makers, in part because of insufficient market incentives for the phar-

maceutical industry, and so these diseases have remained neglected in the sense that

there are few drug-based efforts to control and manage them (Moncayo and Yanine

2007). Even when there are pharmaceutical means and cost-effective tools for

better control, often these practices either are not widely available or are too

expensive to distribute or implement (Feasey et al. 2010).

The global burden of NTDs is difficult to estimate, but some sources suggest that

1/6 of the Earth’s population is affected by one or more of these diseases—over a

billion human beings worldwide suffer from NTDs (Hotez et al. 2009), and the

World Health Organization estimates that another million is at risk (WHO 2006).

The WHO also reports that 100% of low-income countries are affected by five of

these diseases simultaneously (WHO 2006), suggesting that the NTD burden is

compounding in the poorest parts of the world.

Of a total of 13 core NTDs (Feasey et al. 2010), there are several that represent

the predominate global burden on health in developing nations (Table 5.1), with

staggering estimates of disease-adjusted life years (DALYs) and widespread socio-

economic effects at local, national, regional, and continent-wide scales (Conteh

et al. 2010; WHO 2004a; Mathers et al. 2007). As a calculation, DALY ¼ YLD +

YLL, where YLL is years of life lost and YLD is years lived with disability. The

burden of one DALY can be considered 1 year of healthy life lost due to death,

illness, or disability. Thus, while many NTDs do not afford large death rates
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compared to infectious diseases such as malaria, collectively, they have significant

impacts on morbidity and economic development potential in the areas and coun-

tries where many overlap in occurence. These developing countries suffer from

historic and persistent economic disadvantages that faciliate the sustained burden,

emergence, and reemergence of NTDs globally.

Many NTDs are associated with inadequate access to safe water, poorly devel-

oped sanitation, and lack of stable housing. The pathogens responsible for NTDs

vary taxonomically and can be found in a wide range of habitats often correspond-

ingly associated with poor water quality conditions and either poor or nonexistent

sanitation services, making pathogen control and management efforts to be difficult

in rural areas where NTDs are widespread. The disease agents include vectorborne

viruses, protozoa, filarial worms, helminth worms, and bacteria, including

nontuberculosis mycobacteria (Feasey et al. 2010). These diseases represent a

range of modes of transmission, including vectorborne (e.g., Chagas disease and

dengue fever), airborne (e.g., tuberculosis), and environmental exposure through

ingestion (e.g., trichuriasis) and skin penetration (e.g., schistosomiasis, helminths,

and some mycobacteria). For this chapter we will focus on mycobacterial diseases

and first introduce those representing known transmission pathways, such as tuber-

culosis and leprosy. We will then fully expand on a less common mycobacterial

infection where the mode of transmission has been rigorously investigated, yet

remains inconclusive. We will provide a review of the general aspects of this

disease and a historical and ongoing context for how the study of this NTD has

been approached in a way to demonstrate the pathways for understanding a rapidly

emerging and relatively unknown NTD.

Table 5.1 Some of the most common non-malaria NTDs with associated prevalence, number of

deaths, and disease-adjusted life years (DALY)

Disease Prevalence (�1000) # Deaths (�1000) DALY (�1000)

Lymphatic filariasis 60,524 0 5777

Leishmaniasis 3665 51 2090

Schistosomiasis 248,248 15 1702

Trypanosomiasis 200 48 1525

Chagas disease 10,137 14 667

Dengue hemorrhagic fever 75 19 616

Trichuriasis 26,624 900 1006

Hookworm 59,999 3 973

Onchocerciasis 2296 0 484

Leprosy 903 6 198

Buruli ulcera 6 0 Not reported

The DALY represents the years of healthy life lost due to either death, or illness, or disability.

Values given for all variables should be multiplied by 1000. Table modified from Table 3 of

Mathers et al. (2007)
aData taken from www.who.int/buruli/en/
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5.1.2 Mycobacterial Diseases

The genusMycobacterium includes a diverse group of species, ubiquitous in nature,

that have been found in soil, dust, rocks, bioaerosols, water, and both human and

animal hosts (Falkinham III 2009; Lakhanpal et al. 2011; Comas et al. 2013;

Coscolla et al. 2013; Coscolla and Gagneux 2014). Because of their relatively

slow growth and cellular impermeability, mycobacteria are good competitors in

nutrient-poor environments. Polluted sites may be ideal habitats because these

microbes can metabolize a variety of major groundwater hydrocarbon pollutants

(Heitkamp et al. 1988; Burback and Perry 1993) and attach within biofilms to

particulates where pollutants are concentrated (Stelmack et al. 1999). Mycobacte-

rial ability to thrive within biofilms is in part due to the microbe-rich outer

membrane of mycolic acids that contributes to both their hydrophobicity and

impermeability (Recht and Kolter 2001; Hall-Stoodley et al. 2006; Yamazaki

et al. 2006a, b; Feazel et al. 2009; Cook et al. 2010; Ojha et al. 2010; Bosio et al.

2012; Islam et al. 2012). Members within this genus are taxonomically divided by

their growth rate. Rapid growers are identified by their ability to show visible

colonies within 7 days, while slow growers require longer periods for visible

growth observation (Stahl and Urbance 1990). Due to many of these environmental

fitness advantages, many mycobacterial species are successful pathogens of

humans and animals leading to high morbidity and mortality worldwide.

5.1.2.1 Mycobacterium Tuberculosis Complex (MTBC)

Tuberculosis (TB) is caused by members of the mycobacterium tuberculosis com-

plex (MTBC). Members of this complex include human pathogens such as

M. tuberculosis and M. africanum (members of the MTB complex, MTBC) as

well as the zoonotic pathogens,M. bovis,M. pinnipedii, M. microti, M. caprae, and
M. canettii (van Soolingen et al. 1994; Brosch et al. 2002; Huard et al. 2006;

Alexander et al. 2010). Tuberculosis remains one of the most prolific human

diseases worldwide. Among several risk factors of these MTBC species as facul-

tative host pathogens include the ease of their transmissibility either from person-

to-person or animal-to-person via aerosol droplets and their capability of persisting

in human hosts for many years where they parasitize macrophages and successfully

inhibit immune responses such as phagosome-lysosome fusion (Vergne et al.

2004a, b; Unknown 2015).

A 2015 report by the World Health Organization showed that TB is present in at

least 202 countries and territories where approximately 9.6 million people devel-

oped TB in 2014, with 1.5 million deaths (WHO 2015). Of those deaths, 400,000

were among HIV positive patients (WHO 2015). These data, however, do show a

declining mortality rate and an improved surveillence and disease burden as

compared to previous years (WHO 2015). While promising, multidrug resistance

and poor treatment outcomes remain of major concern.
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5.1.2.2 Mycobacterium leprae

Mycobacterium leprae is the etiological agent of leprosy, a chronic infectious

disease that has been reported for thousands of years. Mycobacterium leprae is

believed to be spread from person-to-person by aerosol dropolets; however preva-

lence is low in part due to natural resistance to infection (Lastoria and Abreu

2014b). Clinical manifestations depend upon the immune response of the host

and are preceded by a long incubation period of approximately 5 years, where

progression to disease may take as long as 20 years (Lastoria and Abreu 2014b).

The disease mainly affects the skin, the peripheral nerves, mucosa of the upper

respiratory tract, and also the eyes (Lastoria and Abreu 2014b), which, if left

untreated, can lead to permanent damage.

Besides humans, natural M. leprae infection has been reported in soil, water,

chimps, apes, and the armadillo (Turankar et al. 2012; Lastoria and Abreu 2014b).

It is thought that the armadillo is a good host due to its low body temperature, and

armadillos have become the source of M. leprae for laboratory studies including

their use for bacterial propogation and the development of vaccine candidates

(Sharma et al. 2013).

Historically, fear and stigma have been associated with leprosy, and patients

were once isolated to leper colonies as a strategy to prevent spread of the disease.

Promin, a sulfone drug, was introduced in the 1940s to treat leprosy, and its

effectiveness led to decreased patient isolation (Lastoria and Abreu 2014a). The

WHO began recommending multidrug therapy including a combination of dapsone,

rifampicin, and clofazimine in 1981 for the treatment of leprosy, and along with

early diagnosis, multidrug therapy has drastically reduced the number of cases

(Lastoria and Abreu 2014a; Unknown 2014). In fact, leprosy has been eliminated

from 119 countries out of 122 countries where the disease was once considered as a

public health problem (Unknown 2014).

5.1.2.3 Other Nontuberculosis Mycobacterial (NTM) Infections

Over the past several decades, NTM have increasingly emerged as important

pathogens of humans and animals. Many human infections are a result of the

hospital settings. Contaminated instruments or solutions have been associated

with disease caused by rapidly growing mycobacteria (M. abscessus and

M. fortuitum) and also slow-growing species (M. avium complex, M. gordonae,
and M. xenopi) (Kressel and Kidd 2001; Phillips and von Reyn 2001). Those

individuals who are most at risk include patients who either are immunosuppressed

or have been administered a long course of antimicrobial therapy (Swanson 1998;

Reilly and McGowan 2004).

Mycobacterium marinum is the most common NTB mycobacterium that causes

opportunistic infections in humans (Collins et al. 1985; Rallis and Koumantaki-

Mathioudaki 2007). Mycobacterium marinum is categorized as a slow-growing
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mycobacterium and a natural pathogen of ectotherms but was recognized as the

causative agent of human disease in 1951 among swimmers (Norden and Linell

1951). Due to the organisms’ restricted growth temperature of 30–32 �C, most

infections are cutaneous, though deep tissue infections and osteomyelitis may also

occur (Hurst et al. 1987; Lewis et al. 2003; Tran et al. 2008; Jacobs et al. 2012;

Al-Anazi et al. 2014; Kamel et al. 2014; Nguyen et al. 2015). Infection is generally

associated either with contact with fish orM. marinum-contaminated environments,

and increased risk is usually associated with fish-related occupations or hobbies

(Norden and Linell 1951; Linell and Norden 1954; Collins et al. 1985; Huminer

et al. 1986; Kullavanijaya et al. 1993). Infection by this microbial species can be

treated either with a wide range of antibiotics or application of heat. In the

following sections, we will turn our attention toM. ulcerans, a close genetic relative
of M. marinum, and the causative agent of Buruli ulcer, a NTD leading to high

morbidity in infected individuals.

5.2 Mycobacterium ulcerans Infection: Buruli Ulcer Disease

One model of NTD, M. ulcerans infection, has received intense research interest

over the last 20 years and is the third most frequently reported mycobacterial

disease in humans (WHO 2000a), and it is a unique infection type from the

mycobacterial complex that otherwise broadly is responsible for tuberculosis,

leprosy, and fish and amphibian mycobacteriosis. Thus, this NTD represents an

association between the evolution and ecology of a mycobacterial phylogeny that

has produced multiple microbial species which present different forms of disease

among different host species. We consider that this evolutionary history of myco-

bacterial diseases provides a provocative opportunity to explore the biology and

ecology of a highly neglected tropical disease, providing insight into a model

disease system that serves to represent other NTDs associated with poor water

quality conditions and limited access of hosts to water treatment resources. The

disease is known as Buruli ulcer.

Buruli ulcer disease (BU) is also known by its infectious agent as Mycobacte-
rium ulcerans infection and has been reported from over 30 countries (Merritt et al.

2010; R€oltgen and Pluschke 2015). Buruli ulcer is considered an emerging disease

that presents in the form of chronic and necrotizing skin lesions, and while the death

rate associated with BU is low, there is severe morbidity that places extreme social

and economic hardship on families with infected members that require long-term

treatment and care (Asiedu and Etuaful 1998). Highest rates of this disease have

been reported from areas of West Africa that are low-lying such as floodplains,

typically with complex topography, and most prominently in rural villages within a

landscape matrix of agriculture (Merritt et al. 2005, 2010; R€oltgen and Pluschke

2015). The route of transmission has been intensively investigated, but it is not

entirely certain how humans acquireM. ulcerans leading to infection (Merritt et al.

2010).
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5.2.1 History

Some of the first cases of BU were described as early as 1897 by Sir Albert Cook

from African patients (Horsburgh and Meyers 1997; WHO 2000a). In the early

twentieth century, there were also several reports by a missionary physician in the

Congo of patients with skin lesions heavily infected with acid-fast bacilli, presum-

ably mycobacteria (WHO 2000a). However, a clinical verification of BU was not

published until the late 1930–1940s in Australia, where the disease was called

Bairnsdale ulcer (MacCallum et al. 1948). During these early documentations of

potential BU in Africa and Australia, the symptoms inspired other names for the

disease including Searles ulcer, Kumusi ulcer, and even the “mysterious disease,”

the latter still being used in more popular descriptions of this necrotozing skin

lesion disease, referring to elusive transmission mechanisms. The name Buruli

ulcer was finally adopted by the Uganda Buruli Group providing extensive clini-

copathological investigations during an outbreak of cases in the 1960s and 1970s

which occurred in the Buruli district near Lake Kyoga, Uganda (Uganda Buruli

Group 1971; WHO 2000a; Merritt et al. 2005). During this time there were also

cases occuring throughout other parts of Africa that since have been reviewed and

summarized elswhere (Clancey 1964; Janssens 1972; Meyers et al. 1974a). After

these early reports, there was a rapid increase in reporting of BU disease indicating

new and expanding emergence patterns in Africa, Australia, Papua New Guinea,

and elsewhere.

In 1988, the new reports and perceived emergence of BU from around the world

prompted the World Health Organization (WHO) to establish the Global Buruli

Ulcer Initiative (GBUI). A resolution by the 57th World Health Assembly in 2004

initiated and has since continued to encourage member states to participate in the

GBUI to intensify research on this NTD (WHO 2004b, c). Since the signing of that

resolution, the numbers of research studies that have been conducted on BU have

rapidly increased as has the interdisciplinary nature of the reseach that has been

undertaken (Merritt et al. 2010; R€oltgen and Pluschke 2015). The research on BU

over the last 15 years is in many ways representative of the geographic distribution

over which the disease has been reported.

5.2.2 Global Distribution and Burden

Historically, cases of BU have been reported from 33 countries on the continents of

Africa, Australia, Asia, and South America, with most of the sustained reporting

coming from regions of West Africa (Fig. 5.1). While there have been incidences of

cases associated with international travel (McGann et al. 2009; Thomas et al. 2014),

there have been no reports of BU cases being acquired either in Europe or North

America. In any one year, cases of BU typically are reported from between 12 and

16 countries with 10 of these countries having shown relatively constant numbers of
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cases over the last 10 years (Table 5.2). From 2003 to 2013, nearly 40% of the cases

reported to theWHOwere from Côte d’Ivoire. When additionally considering cases

of BU reported in Ghana and Benin, these three countries have represented 75% of

the BU cases worldwide over the last 10 years, indicating that while widespread, the

global burden of BU falls on the developing nations of West Africa.

On a local scale, the incidence of BU cases geographically is quite focal and

even among villages in the same area within a larger geographic region (e.g., <100

km2) (van Ravensway et al. 2012; Williamson et al. 2012b). For instance, in Benin

most BU cases are found in the southern region of the country primarily clustered in

the Couffo, Mono, Zou and Atlantique districts; however, there are many villages

north of those clusters that report cases in widely separated villages or communes

(Sopoh et al. 2007, 2011; Wagner et al. 2008a, b). Even within the southern clusters,

villages closer together do not necessarily always report cases of BU. For instance,

a study (Williamson et al. 2012b) of both endemic and nonendemic villages of

Benin that had undergone active case surveillance within 20 km of each other

showed differential prevalence, suggesting that even at very local scales, not all

villages are at risk for BU. The reasons for this are unclear and are currently the

focus of many research teams. In regions where there is persistent endemicity, as in

<100
100 – 499
500 – 999
> =1000
Not applicable
Data not reported
No cases reported

2013

2003

Fig. 5.1 Global distribution of total BU disease cases in 2003 and 2013. Data were downloaded

and mapped using the WHO Global Health Observatory Data Repository on 11 February 2015

(http://www.who.int/gho/neglected_diseases/buruli_ulcer/en/)
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Côte d’Ivoire, up to 16% of rural villages may be burdened by the disease (Marston

et al. 1995).

Australia is also consistently reporting BU but from very different populations.

Between 1940 and 1975, approximately 40–45 cases of BU were reported in

Australia mainly from two general locations: (1) the temperate regions of South-

eastern Australia (Bratschi et al) and (2) the tropical regions of Northeastern

Australia (Queensland) (Radford 1975). New emergences of BU infections

appeared in the 1980s and 1990s near Melbourne, Victoria. Prior to the 1980s,

the region around Melbourne had no incidence of BU and was separated from the

endemic region of Bairnsdale by approximately 150–200 km (Johnson et al. 1996).

Cases in the Melbourne area geographically remain focal but have been routinely

reported and show substantial annual variation over time (Fyfe et al. 2010; Laven-

der et al. 2011; Carson et al. 2014; Huang and Johnson 2014). This annual variation

in magnitude (Table 5.2), but consistent case detection, at the country level

suggestions that while highly focal within a country or region, there are generally

consistent factors that maintain the disease in those human populations historically

endemic for BU. Intense investigation over several scales of inquiry has ranged

from the entire country surveys to within a single village or town: these investiga-

tions are reviewed below.

5.2.3 Mycobacterium ulcerans Microbiology and Genetics

Mycobacterium ulcerans (MU) is a slow-growing, acid-fast bacterium that pro-

duces a toxic macrolide called mycolactone, and the toxin acts by causing mam-

malian cells to arrest in G1 of the cell replicative cycle after which the cells die by

apoptosis (George et al. 2000). Mycolactone diffuses through infected tissue

resulting in pathology, which extends further than the site of bacterial colonization

(George et al. 1999, 2000). Genes for mycolactone synthesis are encoded on a large

plasmid (Stinear et al. 2005). The structure of mycolactone consists of a

12-membered macrolide core structure and fatty acid side chains (George et al.

1999). The core structure is conserved in all isolates of MU; however, variation in

the side chain produces different congeners of mycolactone with differential viru-

lence (Mve-Obiang et al. 2003). Acquisition of the plasmid and mycolactone

production are believed to be responsible for the severity of disease as the toxin

is responsible for tissue necrosis in patients (Adusumilli et al. 2005; En et al. 2008;

Sarfo et al. 2010b; Gama et al. 2014). Previous studies suggested that mycolactone

production was restricted to MU (Daniel et al. 2004). However, species of

mycolactone-producing mycobacteria (MPMs) have been isolated that produce

mycolactones with unique side chains. Mycolactone and its mechanisms of viru-

lence will be discussed in detail in a later section.

In infected humans, MU is found primarily in necrotic cutaneous tissues devoid

of inflammatory cells (Adusumilli et al. 2005). Though recent studies have shown

phases of both intracellular and extracellular survival and reproduction
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(Coutanceau et al. 2005; Torrado et al. 2007b), the infection is primarily extracel-

lular in contrast to other mycobacterial infections. Cross-reactivity with mycobac-

terial antigens from environmental mycobacteria and M. tuberculosis makes the

creation of serological tests for MU difficult (Diaz et al. 2006; Pidot et al. 2010;

Yeboah-Manu et al. 2012).

Mycobacterium ulcerans grows optimally at 30 �C with a doubling time ranging

from 25 to 84 h under laboratory conditions on standard mycobacterial media

(Mve-Obiang et al. 2003). Because of the organisms’s slow growth, it is difficult

to maintain samples for culture in areas where laboratory resources are limited.

Infection rarely leads to systemic disease due to its temperature-restricted growth

(Pszolla et al. 2003; Pommelet et al. 2014).

Mycobacterium ulcerans is very closely related genetically to the fish pathogen

M. marinum that causes a granulomatous skin infection in humans (Stinear et al.

2007).Mycobacterium ulcerans shares 99% DNA identity toM. marinum, although
MU was found to have a reduced genome (Raghunathan et al. 2005). In fact, MU

differs in only one dimorphic position in the 16s rRNA gene, with no difference in

the 16s–23s internal transcribed spacer region (Roth et al. 1998). Sequencing of the

MU plasmid found that 60% of the plasmid is composed of three polyketide

synthase genes and three accessory genes that are responsible for mycolactone

production (Stinear et al. 2005). There are also 26 copies of insertion sequences

including IS2404 and IS2606 that are also found in high number on the chromo-

some. Comparative genomic studies showing similarities of all MPM, including

MU to M. marinum, as well as proliferation of IS2404 and IS2606 suggest recent

evolution from aM. marinum-like progenitor, and genome reduction ofM. ulcerans
suggests possible adaptations to some particular lifestyle and environment (Stinear

et al. 2007). This hypothesis has been reinforced by the identification of either

deleted or inactivated genes required for pigment biosynthesis and anaerobiosis

suggesting the microbe has been adapting to a dark and aerobic environment

(Roltgen et al. 2012).

Recently, whole genome comparisons have allowed the identification of single

nucleotide polymorphisms (SNPs) that allow high-resolution and strain differenti-

ation into haplotypes (Kaser et al. 2009a; Roltgen et al. 2010). Data from SNP

typing among strains isolated in endemic regions has shown a focal distribution and

geographical restriction of MU haplotypes, providing insight into transmission

(Kaser et al. 2009a; Roltgen et al. 2010). Studies of sequence polymorphisms

have also shown that continuous MU evolution has led to at least two distinct

phylogenetic lineages (Kaser et al. 2009a, b). Members of the classical lineage

include strains from human and other animal isolates from Africa and Australia

(Doig et al. 2012). Data using a universal clock rate suggest that the classical

lineage diverged approximately 400,000 years ago from the ancestral lineage

(Qi et al. 2009). Members of the ancestral lineage include human isolates from

South America, Asia, and Mexico and globally distributed fish and frog isolates

(Doig et al. 2012) that are genetically closer to M. marinum and less virulent than

those strains considered as representing the classical lineage (Kaser et al. 2007;

Doig et al. 2012). Recent whole genome studies of MU isolates from ten endemic
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villages reveal many different genotypes across a region and support the mobility of

the pathogen and potential reservoirs (Ablordey et al. 2015).

5.2.4 Diagnosis and Surveillance

5.2.4.1 Diagnosis

Currently there is no point of care test for the diagnosis of BU; however, four tests

have been employed for clinical diagnosis: direct smear and microscopy for the

determination of the presence of acid-fast bacilli, histopathological examination,

polymerase chain reaction targeting MU DNA, and bacterial culture (Beissner et al.

2010). The WHO recommends that any two of these laboratory tests be positive in

order to assess BU diagnosis and confirmation (Beissner et al. 2010; Sakyi et al.

2016).

Each diagnostic approach has advantages and limitations depending upon the

sample and laboratory setting (Table 5.3). Direct smear of ulcers or nodules for

acid-fast bacilli detection and histopathological examination are widely used diag-

nostics in rural areas where resources are limited and are typically accurate when a

patient presents from a BU endemic region. Though rapid results are possible,

contamination is often an issue when samples are taken in rural areas, and training

is required to stain and detect organisms. Additionally, histopathology requires

invasive sampling to obtain a biopsy, and samples must be preserved in formalin,

which often is of limited supply in rural endemic areas. Neither of these methods

can be used to identify viable organisms, nor are they useful for differentiation

between strains and they cannot distinguish between recurrence and reinfection.

Culturing MU is the most specific method of diagnosis; however this method has

low sensitivity and results often take 6–8 weeks (Phillips et al. 2005). Additionally,

aseptic technique is necessary to avoid contamination by faster- growing

organisms.

Laboratory diagnosis is increasingly relying upon PCR targeting IS2404, a
genetic target found in many copies on the MU chromosome and plasmid respon-

sible for mycolactone production. This method has high sensitivity and specificity

and presently is considered the ideal standard. Currently, the WHO recommends

PCR confirmation of at least 50% of samples from suspected patients prior to

administering chemotherapeutic agents (Beissner et al. 2010). Due to the extended

presence of mycobacterial DNA under antimycobacterial treatment, however, PCR

is not suitable for monitoring treatment success as culture is considered the only

valid confirmatory test for the detection of viable bacilli (Beissner et al. 2010)

(Table 5.3). Depending upon the genetic target, PCR can also be used to distinguish

between MU strains, allowing for molecular epidemiology to track chains of

transmission with the possibility of differentiating between recurrence and reinfec-

tion (Lavender et al. 2008; Williamson et al. 2008, 2012b). Importantly, PCR is a

useful tool for diagnosis only when adequate resources are available, and it is
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important to note that many laboratories presently servicing affected populations,

particularly in West Africa, presently lack the necessary resources for PCR testing

such as adequate power supply and necessary equipment. Furthermore, many

laboratories in West Africa are located where samples must be shipped from

great distances.

Loop-mediated isothermal amplification (Yeboah-Manu et al. 2012) is a method

showing great potential for field use. The assay is highly specific due to the

recognition of target DNA by several independent sequences and is reported to

have sensitivity and specificity equivalent to that of PCR (Ablordey et al. 2012; de

Souza et al. 2012). A recent study found the LAMPmethod could be used to rapidly

identify MU in clinical specimens (Ablordey et al. 2012; de Souza et al. 2012).

Though promising, this method is not yet field ready, however as obtaining purified

DNA, as well as generating isothermal conditions, remains a major challenge

(Ablordey et al. 2012).

The broad antigenic cross-reactivity among mycobacterial species is also a

challenge for developing a point of care diagnostic. Several MU-specific antigens

have been identified, though studies were unable to distinguish between patients

and exposed controls (Diaz et al. 2006; Pidot et al. 2010; Yeboah-Manu et al. 2012).

Table 5.3 Advantages and disadvantages of laboratory methods for BU diagnosis

Diagnostic method Advantages Disadvantages

Direct smear for

acid-fast bacilli

– Rapid

– Low-cost reagents

– Can be used on swab samples

and fine-needle aspirates

– Mycobacterial specific

– Low sensitivity (40%)

– Cannot distinguish between

mycobacteria species

– Training required

– Does not distinguish between viable

and nonviable organisms

– Cannot distinguish between

M. ulcerans strains

Histopathology – Rapid

– Sensitive (60–90%)

– Expensive

– Does not distinguish between viable

and nonviable organisms

– Training required

– Requires invasive sampling

– Cannot distinguish between

M. ulcerans strains

Polymerase chain

reaction

– Sensitive and specific

(90–100%)

– Distinguishes between strains

depending upon target

– Can be used on swab samples

and fine-needle aspirates

– Expensive

– Requires strict quality control

– Requires a sophisticated laboratory

– Requires highly trained personnel

– Requires isolation of DNA

– Cannot distinguish between viable

and nonviable organisms

Culture – Specific (100%)

– Distinguishes between viable

and nonviable organisms

– Can be used on swab samples

and fine-needle aspirates

– Low sensitivity (30–50%)

– Training required

– Requires dedicated laboratory

– Slow results (6–8 weeks)
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Recent work by Dreyer et al. has identified a MU protein, MUL_3720, as a

promising target for the development of a diagnostic antigen capture assay as

MUL_3720 demonstrates no cross-reactivity with other pathogenic mycobacteria

normally found in BU endemic regions. Furthermore, a recent study was able to

generate mycolactone-specific immune sera and monoclonal antibodies, showing

new promise for diagnostics development (Dangy et al. 2016).

5.2.4.2 Surveillance

Strategies for BU control emphasize early detection. Many countries rely upon

passive case detection where cases are reported upon presentation to a hospital.

Often, this method leads to underreporting as there is a high stigma associated with

this disease, and hospitals are often at great distances. Furthermore, this has been

quite challenging due to the vast number of other skin infections that may exhibit

symptoms similar to those known for BU. Buruli ulcer also remains a non-notifiable

disease in at least two-dozen countries (Unknown 2002, 2005).

Studies identifying factors contributing to delayed presentation indicate that

awareness of BU is generally good in endemic areas (Renzaho et al. 2007; Webb

et al. 2009). However, there is still a high level of stigma associated with BU as

many perceive transmission, treatment, and disease pathology to be associated with

sorcery (Renzaho et al. 2007; Ackumey et al. 2012a, b). Some patients either seek

medical attention from traditional healers or attempt to treat the disease themselves,

and most of these instances are not reported to the ministries of health (Ackumey

et al. 2012a, b; Akoachere et al. 2016). Despite these obstacles, BU control pro-

grams that include the implementing of public awareness campaigns have proven

successful in decreasing stigma associated with the disease (Ackumey et al. 2012a,

b). Furthermore, these health promotion programs have disseminated information

and a better understanding of the efficacy and availablility of antibiotic and other

treatment therapies, as well as increased awareness of the financial burden concerns

which result from disease-related losses in societal productivity (Ackumey et al.

2011a, b; Abass et al. 2015).

5.2.5 Pathology

The first sign of skin infection with MU is often a palpable indurated nodule under

the skin, although often the pathology is much more advanced by the time treatment

is sought (Fig. 5.2). These nodules are thought to take some time to develop, and

estimates of the incubation period between the infection event and nodule appear-

ance range up to 6 months (Silva et al. 2009). The nodule consists of a necrotic core

surrounded by still healthy dermal tissue. However, at this stage the MU has already

undergone sufficient replication so that bacilli are readily detectable (Phillips et al.

2005). The necrotic core already displays features of “coagulative necrosis” (i.e., a
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pale region that is not perfused with blood) in gross pathology. If untreated, the

nodule will increase in size with progressive pathology, until one of a number of

outcomes emerges.

• Plaque: A larger area of necrotic tissue covered with intact dermis that may be

discolored or erythematous.

• Ulceration: The center of the nodule or a region of plaque collapses due to

necrosis of the dermis leaving subcutaneous areas exposed. The area of necrosis

extends beyond the visible ulcer, which is often described as having

“undermined” edges and contains a yellowish woollike “slough.”

• Edema: The area of infection is swollen and either may or may not be ulcerated.

• Osteomyelitis: The most severe form of disease where infection has entered the

bone, perhaps by lymphohematogenous spread.

The unique pathology of BU is largely due to the production of mycolactone by

MU. Usually mycobacterial infections cause a granulomatous disease, the most

famous example being tuberculosis that is classically associated with caseous

granulomas of the lung. Furthermore, M. marinum (or “fish tank” granuloma)

causes granulomas of the skin. The difference for MU is the effect that mycolactone

has on host cells, since experimental infection with strains that are unable to

produce mycolactone causes granulomas (Adusumilli et al. 2005). However, during

infection of skin with wild-type pathogenic strains, large clusters of extracellular

acid-fast bacilli are observed, and granulomas are absent (George et al. 1999; Silva

et al. 2009). Thus, understanding the actions of mycolactone is central to the

pathophysiology of this disease.

Under histopathology, several features are commonly seen in BU, notably the

presence of coagulative necrosis—a type of tissue necrosis caused by ischemia

(lack of oxygen) and characterized by maintenance of cell structures after cell

death. This means that cell architecture and connective tissue (i.e., eosin staining)

are present in the absence of cell nuclei (i.e., hematoxylin staining) resulting in

Fig. 5.2 Clinical signs of BU disease. (a) Nodule. (b) Ulcerative form. Images courtesy of World

Health Organization from http://www.who.int/buruli/photos

5 Buruli Ulcer: Case Study of a Neglected Tropical Disease 119

http://www.who.int/buruli/photos


so-called ghost cells. Large and extensive areas of necrosis are commonly seen in

the subcutaneous regions of ulcers and plaques (Schutte and Pluschke 2009; Ruf

et al. 2012; Yeboah-Manu et al. 2013), and these contain large clumps of extracel-

lular bacilli that can be detected by Ziehl–Neelsen staining. Necrosis of the dermis

is less common but still a common feature. In contrast the skin is psoriatic and the

epidermis is hyperplastic due to an over-proliferation of keratinocytes. Even if the

epidermis remains closed (such as in a plaque lesion), recent evidence from

immunohistochemistry (IHC) has provided further evidence that it is wounded,

since these cells variably overexpress cytokeratin, a marker for keratinocyte

hyperproliferation (Andreoli et al. 2014). Another classical feature of BU is a

relative lack of immune cells infiltrating the infected necrotic tissue (Silva et al.

2009); instead these are restricted to the borders of the infection (Ruf et al. 2011b).

Recently, fibrin deposition was shown to be a common feature of BU lesions

suggesting that, similarly to tuberculosis, dysregulation coagulation plays a role

in pathogenesis (Ogbechi et al. 2015).

These histopathological features are caused by mycolactone, which has been

detected at high levels within ulcers (Sarfo et al. 2011, 2014), and can diffuse

through tissue some distance from the infecting microbes. Therefore, at least in

clinically presented disease, the pathology of BU is more closely associated with

the presence of mycolactone than with MU itself. Recent evidence also suggests

that mycolactone may have systemic effects (Sarfo et al. 2011).

5.2.5.1 Experimental Models of M. ulcerans Infection

There are many challenges in the study of BU, not the least of these being the

extended incubation periods and still obscure transmission mode. Therefore a

number of experimental models have been developed for laboratory study. The

first model developed in Dr. Pam Small’s laboratory was a guinea pig model

(George et al. 1999). The ulcers that form following injection with MU closely

mimic those seen in BU patients, as does injection with purified mycolactone or

chemically complemented mutant strains, further evidencing this molecules’ essen-
tial role in the development of disease. Injection of 100 μg mycolactone in guinea

pig skin causes ulceration within 5 days (George et al. 1999).

There is also a mouse footpad model of infection that has been used extensively

and has had particular utility in the development of antibiotic treatment regimens

(see below). On the other hand, it has several drawbacks for investigation of

pathology of BU, since the murine foot is a bony structure with little subcutaneous

tissue. Furthermore, high doses of MU are injected leading to footpad swelling, the

most common readout of disease. Indeed MU infection has been shown to cause

persistent inflammation in mice (Oliveira et al. 2005). This contrasts sharply with

the guinea pig model and BU patients in which little over inflammation is observed.

Recently, a new model of MU infection in pigs (Sus scrofa) was developed by Prof.
Gerd Pluschke’s group at the Swiss Tropical and Public Health Institute in Basel

(Bolz et al. 2014, 2016). This has several advantages over both the mouse footpad
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and guinea pig models, primarily that pig skin is much more closely matched to

human skin. For instance, both the epidermal and dermal thickness of pig and

human skin are similar, and pig skin has a more pronounced layer of subcutaneous

fat, thought to play a crucial role in the pathogenesis of BU, than does rodent skin.

Indeed pigs are widely used in dermatology research and for models of wound

healing for these reasons.

5.2.5.2 Mycolactone

Mycolactone was first purified from the acetone-soluble lipids of MU in 1999

(George et al. 1999), although a virulence factors’ existence was postulated as

long ago as 1965 (Connor and Lunn 1965). The most virulent strains of MU make a

3:2 ratio of mycolactone A/B. The mycolactones made by other MPM are very

similar to A/B, differing only by the length and composition of the long polyketide

side chain with those differences including the location of hydroxyl groups and

double bonds within it. Since these molecules have differing specific activities

(Chany et al. 2013, 2014; Scherr et al. 2013), it is thought that biological function is

largely conferred by the long polyketide side chain and not the short polyketide

chain—although all mycolactones can invoke the same responses once a suitably

high dose is present.

Production of mycolactone from the pMUM plasmid involves mycolactone

synthase (mls) and associated genes (Stinear et al. 2004). These genes are neces-

sary, but probably not sufficient, for mycolactone production (Porter et al. 2009).

They have a strong SigA-type promoter that is constitutively expressed during

planktonic monoculture under laboratory conditions (Tobias et al. 2009). However,

it is not known how this relates to mycolactone expression in “wild” bacteria and

how this changes during early infection. In any event, what is clear from the

evidence is that at some point (as yet not exactly defined) after infection with

MU, sufficient mycolactone is present in the skin to start affecting the phenotype of

cells present in the skin milieu. It also seems that mycolactone has the potential for

systemic effects, since experimental injection of mice with a high dose of

radiolabeled mycolactone has revealed that myolactone can gain access to all

bodily compartments with the exception of the brain (Hong et al. 2008), and it

can sometimes be detected in the serum of BU patients (Sarfo et al. 2011).

Mycolactone rapidly enters cells, and fluorescently labeled mycolactone has

been detected in cell cytosols within 2 min of exposure (Snyder and Small 2003;

Chany et al. 2011). In contrast, mycolactone cannot access nuclei (Snyder and

Small 2003), although the reason for this is not clear. Indeed, even the cytosolic

location of mycolactone may prove to be inaccurate. All such localization exper-

iments to date have labeled mycolactone on the long polyketide side chain, which

profoundly alters the characteristics of the molecule. Therefore it remains to be seen

whether this is the true subcellular localization of the molecule.

In fact, recent work from one of our laboratories showed that mycolactone

targets biological functions at the surface of the endoplasmic reticulum (Hall
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et al. 2014; McKenna et al. 2016) and is therefore most likely to be located there in

its natural state. Detailed molecular investigations in the Simmonds’ group showed
that it inhibits the Sec61 complex or so-called protein-conducting channel (Dudek

et al. 2014). This fundamental cellular process acts to transport (Guenin-Mace

et al. 2013) secreted and membrane proteins, as well as many proteins required

for its normal function, into the ER. Much (if not all) of the pathology of BU is

caused by defective expression of such proteins (described in detail below),

strongly suggesting that this mechanism of action is dominant in disease etiology.

This mechanism inhibits the production of a range of proteins that undergo

co-translational translocation, meaning that the proteins are synthesized directly

into the ER. Co-translational translocation is the reason for the appearance of rough

ER because the ribosomes are attached to Sec61 on the ER surface. So far, the

identified events occurring during mycolactone-dependent inhibition of Sec61 are

as follows: Mycolactone does not affect either transcription of target proteins

(Simmonds et al. 2009) or the initiation, rate, or location of protein translation

(Hall et al. 2014). However, mycolactone prevents newly synthesized proteins from

entering the ER, and so they remain located in the cytosol. Here, the proteins are

recognized as being in the wrong cellular compartment and are degraded by the 26S

proteasome so rapidly that it becomes hard to detect their synthesis has taken place

at all (Hall et al. 2014). Interestingly, if proteasomal activity is inhibited by drugs, it

is possible for the affected proteins to be detected once more, although they cannot

be redirected into the ER.

By studying glycosylated and secreted proteins as indirect readouts of

ER-transiting proteins, we were able show that many such proteins can no longer

be synthesized in the presence of inhibitory doses of mycolactone (Hall et al. 2014).

One exception to this is a small subset of proteins, less than 100 amino acids in size,

that undergo posttranslational translocation due to their small size. These seem to

be somewhat resistant to mycolactone inhibiton of translocation, hinting at com-

plexity in mycolactone’s interaction with this pathway (McKenna et al. 2016).

Nevertheless, approximately one-half of all known mammalian proteins have a

signal sequence that would direct them to Sec61-dependent translocation. The

cellular consequences of this pathogenic activity are twofold. First, induced

ER-transiting proteins cannot be made in the presence of mycolactone. Second,

constitutively expressed proteins slowly deplete from cells at the turnover rate,

since they cannot be replaced. It is very interesting to consider the known patho-

logical effects in the context of this newly defined and transformative biological

activity of mycolactone.

5.2.5.3 Immunosuppression by Mycolactone

In the early stages of experimental infection, before either mycolactone production

is induced or while microbial numbers are low, MU can be phagocytosed by

macrophages as expected (Coutanceau et al. 2005; Ruf et al. 2012). It is widely

believed that this state persists until mycolactone causes either apoptosis or necrosis
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of the infected macrophage and the bacilli become released into the intercellular

space. Infection of tissue with a microbe such as MU would normally be expected

to have associated inflammation both due to an innate immune response to the

microbe and due to the inflammation caused by the necrosis of cells and tissue. Yet,

this inflammation is not seen in clinical presentation of BU and neutrophils cannot

access the microbes (Torrado et al. 2007b; Andreoli et al. 2014). Indeed, inflam-

mation at a gross level is rarely reported in BU patients even in the presence of high

bacterial loads (Chany et al. 2013). It is now generally accepted that mycolactone is

the immunosuppressive factor, being able to suppress both innate and adaptive

immune responses. This is central to the indolent nature of the disease, so here we

will revisit data from patients and experimental work in light of the ability of

mycolactone to inhibit protein translocation.

Mycolactone suppresses the production of cytokines and chemokines (Pahlevan

et al. 1999; Torrado et al. 2007a; Phillips et al. 2009; Simmonds et al. 2009) by

monocytes and macrophages such as TNF and other cytokines, chemokines, and

inflammatory mediators such as IL-6, IL-8, IL-10, and COX-2 (Pahlevan et al.

1999; Torrado et al. 2007a; Simmonds et al. 2009; Hall et al. 2014). Since these

mediators are intimately involved in inflammatory infiltrates in tissue, this inhibi-

tion probably explains the lack of an inflammatory infiltrate in BU. By extrapola-

tion, the peripheral infiltrate probably indicates the limit of biologically active

doses of mycolactone (Silva et al. 2009). Notably all of these cytokines must transit

the ER to be produced. Mycolactone also blocks the production of cytokines by

CD4+ T cells, which would normally be induced following mitogen or CD3/CD28-

depedent activation. Affected cytokines include IL-2, IL-4, IL-10, IL-17, and IFNγ
(Phillips et al. 2009). The fact that mycolactone similarly targets anti-inflammatory

IL-10 reflects the nonselective nature of its inhibition mechanism. Thus,

mycolactone prevents the production of both pro- and anti-inflammatory cytokines,

but the net result is no inflammation.

Chemokine production by dendritic cells (DCs), monocytes, macrophages, and

T cells is also affected by mycolactone, including IL-8, IP-10, MCP-1, MCP-2,

MIP-1α, MIP-1β, and RANTES (Coutanceau et al. 2007; Phillips et al. 2009; Hall

et al. 2014). This lack of chemokines in the areas of infection explains the lack of

inflammatory infiltrate in the tissue, since neutrophils and other cells require a

gradient of chemokines for their expected migration patterns. A discrepancy exists

between the chemokine profile of DCs in published work (Coutanceau et al. 2007)

and our own observations (Drexler and Simmonds unpublished). These researchers

only investigated concentrations up to 25 ng/ml and showed a clear inhibition of

MIP-1α, MIP-1β, IP-10, RANTES, and MCP-1 but little effect on IL-8 (Coutanceau

et al. 2007). Our results clearly shows that IL-8 production is strongly inhibited by

mycolactone. It may be that [similar to macrophages (Hall et al. 2014)] DCs are less

susceptible to mycolactone and therefore require a higher suppressive dose than

25 ng/ml; indeed many of the partially reduced cytokines may well have been more

strongly suppressed had a higher dose been used. An alternative explanation may be

that chemokines are presumptive users of posttranslatioinal translocation—it

remains to be established directly if chemokines are subject to Sec61 blockade.
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A notable exception to the general inhibition of cytokine and chemokine pro-

duction is IL-1β; unlike TNF, IL6, IL-8, and IL-10, mycolactone cannot fully

prevent IL-1β production from primary human monocytes in response to various

different PAMPs (Lopez-Castejon and Brough 2011). This may now be explained

by the mechanism of mycolactone action because, unlike other cytokines, IL-1β
does not transit the ER during its production. Instead, pro-IL-1β is synthesized as a

pro-protein in the cytosol and is released from cells following activation of the

NALP-3 inflammasome.

Alongside this, mycolactone also prevents the upregulation of costimulatory

molecules (including CD80 and CD40) and other markers (CD83) that otherwise

normally would be expected to occur during DC maturation. All of these proteins

would have to transit the ER and would therefore potentially be subject to Sec61-

dependent activities. The expression of these proteins is associated with a change in

the function of DCs, allowing DCs to participate in the functional activation of

antigen-specific T cells. If such T cells encounter DCs presenting antigens in the

absence of costimulation, a state known as “anergy” is induced. Anergic T cells are

unresponsive and immunologically inactive. A further contribution to a lack of T

cell responsiveness is an inhibition of lymphocyte homing to peripheral lymph

nodes due to mycolactone, in these cases caused by a downregulation of the

adhesion receptors L-selectin and LFA-1 on the surface of T cells (Guenin-Mace

et al. 2011). Like costimulatory molecules, adhesion receptors such as these also

transit the ER in a Sec61-depedendent manner meaning that this inhibitory mech-

anism may also explain inhibition of lymphocyte homing.

Taken together, it is clear that the inhibition of Sec61-dependent translocation

underlies the lack of inflammation and the finding of anergic T cells in BU patients

whose T cells no longer respond to mycobacterial antigens after exposure (Gooding

et al. 2003). It would also explain the reduced Th1/Th2/Th17 responses seen in

whole blood restimulations (Phillips et al. 2009).

5.2.5.4 Cytotoxicity Due to Mycolactone

A very obvious effect of MU on the tissue is the presence of extensive subcutaneous

necrosis. Like immunosuppression, there is strong evidence that this is also depen-

dent on mycolactone since mycolactone-negative strains of MU cause granulomas

rather than tissue necrosis. However, exactly how this happens is actually far less

clear. Injection of purified mycolactone into guinea pig skin was reported to cause

increase in TUNEL staining for apoptotic cells (George et al. 2000). More recently,

this was confirmed in BU patients by the same method (Bozzo et al. 2010), as well

as immunostaining for caspase 3, caspase 8, and Bax (Zavattaro et al. 2012). These

latter proteins are all involved in the expression of apoptotic pathways, although it

is not clear how the expression of total cellular caspases relates to apoptosis; indeed

cleaved caspase 3 (the active form that expresses apoptotic function) is rarely

detected in BU lesions (Andreoli et al. 2014). Despite this, all seem to agree that
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apoptosis cannot be detected in regions of necrosis—presumably because the cells

are already destroyed, meaning the markers are not present.

Much work has therefore been carried out using cells cultured in vitro—and

much of this on transformed cell lines. Caution is required when directly

superimposing in vitro findings on the pathogenesis of the ulcers themselves, for

several reasons. First, skin is a complex tissue consisting on multiple layers of

different types of cells. This is in stark contrast to tissue culture, where cells are

typically grown as monocultures. Second, oxygen and nutrients are supplied to the

tissue by the pervasive microvasculature that consists of small vessels and capil-

laries formed of endothelial cells instead of the monolayers utilized in tissue

culture. Here, cells receive oxygen and nutrients from media which is in direct

contact with the monolayer. Third, transformed cell lines differ substantially to

cells in tissue; their transformed (or cancerous) nature means that they proliferate

rapidly and are immortal, not the typical phenotype of healthy skin fibroblasts, apart

from the keratinocytes at the basal layer of the epidermis. Indeed “cytotoxicity,” by

definition, means the killing of cancerous cells, not healthy tissue. Therefore most

researchers in the field refer to an in vitro “cytopathic” effect instead. Despite these

limitations, experiments testing the effect of mycolactone on the morphology and

phenotype of these cells have been highly informative.

The first and foremost cytopathic effect of mycolactone seen following cellular

exposure is a change in cellular morphology such that the affected cells take on a

rounded appearance and appear to be less strongly attached to the tissue culture

(TC) plate after around 24 h (Hockmeyer et al. 1978; George et al. 2000). Between

24 and 48 h of exposure, the cells may detach from the TC plate or be less likely to

readhere. However, detached cells have been reported to be viable (George et al.

2000), something that we have also found (Ogbechi et al. 2015). Mycolactone was

shown to cause cell cycle arrest in L929 fibroblasts at the G0/G1 stage (George et al.

1999), while this specific finding has not been reported for other cell lines,

mycolactone treated cells are known to display growth inhibition (George et al.

1999; Hall et al. 2014).

Therefore, despite having the profound tissue effects described, mycolactone is

in fact not very fast at killing cells (George et al. 2000; Adusumilli et al. 2005) and

little in the way of either apoptosis or cell death is seen for the first 3 days of

exposure at low doses (George et al. 2000; Bozzo et al. 2010). Indeed, there is a

delay between injection of mycolactone into guinea pig skin and ulcer formation of

5 days (George et al. 1999), although apoptosis can be detected in 2 days (George

et al. 2000). It is interesting to note that different effects of mycolactone have been

described for each of the cell types studied. While of course it is possible that this

relates to lab-to-lab differences as well as perhaps different preparations of

mycolactone (synthetic vs natural, obtained from different strains and by different

purification methods), at least some of the variation is likely to be due to differences

between the cells themselves. For instance, using the same preparation of synthetic

mycolactone, 125 ng/ml is required for maximal expression of Sec61 inhibitory

activity in RAW264.7 cells (Hall et al. 2014) but only 4 ng/ml in primary human

dermal microvascular endothelial cells (Ogbechi et al. 2015). We speculate that
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such differences may relate to the abundance of either ER or more specifically

Sec61 within cells.

However, in the presence of high doses of mycolactone, apopotosis and cell

death are rapid (Bozzo et al. 2010). Therefore, different mechansims may underly

the tissue necrosis in different areas of clinical lesions depending on the

mycolactone concentration. It seems clear that cells exposed to mycolactone

in vitro stop dividing and then die. However, little is known about the precise

molecular mechanism underlying death. One intriguing possibility is that it

involves a process known as anoikis, i.e., death by detachment. What is known of

anoikis is from situations where it does not happen. For instance, cancer metastasis

is understood to involve an absence of natural anoikis, meaning that the cells can

survive after attachment (Paoli et al. 2013). Yet, it seems to sit nicely with the

observed cytopathic effects of mycolacton and the documented loss of adhesion

molecules such as E-cadherin (Guenin-Mace et al. 2013). Myolactone treatment of

HeLa cells causes the cells to rapidly form filopodia. Filopidia are cytoplasmic

protrusions containing clusters of actin bundles, commonly associated with wound

healing and cell–cell interactions, which in turn may relate to an increase in actin

polymerization via the GTPase domain of the Wiskott-Aldrich syndrome protein

(WASP) family of proteins (Guenin-Mace et al. 2013). However, inhibition of

WASP by wiskostatin does not appear to restore any other activity effected by

mycolactone (Hall et al. 2014).

5.2.5.5 Treatment

Prior to the last decade, and still required for larger lesions (Ruf et al. 2011a;

Nienhuis et al. 2012; Yeboah-Manu et al. 2013), surgical debridement and skin

grafting were the mainstay of BU treatment. Such approaches require skilled

personnel as well as supplies and facilities to carry out surgery and adequately

care for the wounds postoperatively since the process exposes uninfected tissue

including fascia and muscle resulting in a painful wound. In the absence of such

treatment, affected limbs can undergo “contractures” that result in serious loss of

functionality leading to lifelong disability. Such poor outcomes can be prevented by

intense physiotherapy for postoperative patients in combination with appropriate

analgesia to allow the patients to mobilize affected joints through their full range of

movement. Even where surgical approaches were pursued with the highest possible

standards, recurrences were still relatively common and have been reported to vary

from 16 to 28% (WHO 2008).

Thus surgical approaches present serious challenges in the poor, rural commu-

nities where BU is most common, especially in cases where ulceration is extensive

or involves the trunk or face. The introduction of antibiotic therapy in 2004 was

therefore a major advance in the treatment of BU. It should be noted that not all

ulcers are currently treated with antibiotics; surgery is still frequently required for

larger lesions, those that do not respond to antibiotics or patients with osteomyelitis.

In addition the antibiotic regimens (long duration, route of application, and
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potentially toxic) are not always appropriate for all patients. Nevertheless, the

majority of cases of BU patients should now receive the WHO-recommended

treatment (Converse et al. 2011; WHO 2012; Simpson et al. 2013): a combination

of specific antibiotics for 8 weeks as first-line treatment for all forms of active

disease, wound care, interventions only to minimize or prevent disability, and

surgery to remove necrotic tissue, cover large skin defects, and correct deformities.

5.2.5.6 Antibiotic Treatment Strategies

The biocidal activity of antibiotics against MU in experimental infections has been

known since the 1970s (Havel and Pattyn 1975), but it wasn’t until this century that
the possibilities began to be explored fully, following a recommendation of the

WHO Advisory Group on BU to examine the possible benefits of antibiotic

treatment in human subjects.

The murine footpad model has been used extensively in the development of

antibiotics for BU. In 2000 Dega et al. reported successful treatment of established

MU infections in mice with 8-week treatment with either 10 mg/kg rifampicin, or

10 mg/kg rifabutin, or 100 mg/kg amikacin (Dega et al. 2000), whereas other

antibiotics were unsuccessful. A number of reports have also shown promise for

antibiotic treatment combinations that included rifampicin supplemented with

either amikacin or streptomycin and the triple combination of rifampicin

supplemented with both clarithromycin and sparfloxacin, suggesting those combi-

nations were not associated with subsequent disease relapse (Bentoucha et al. 2001;

Dega et al. 2002; Marsollier et al. 2003).

In 2008, the WHO published provisional guidance on the use of antibiotics to

treat BU following a series of investigations showing that 8-week combination

therapy with rifampicin and streptomycin was successful (WHO 2008). The first,

groundbreaking study showed that such treatment resulted in sterilization of small

early lesions (Etuaful et al. 2005). These were soon followed by further studies

demonstrating that antibiotic treatment could result in complete healing without the

need for surgery in as many as 95% of cases (Chauty et al. 2007; Sarfo et al. 2010a).

Recurrence rates are much lower than for surgery (<3%), although posttreatment

healing time could be long (up to a year) for larger ulcers (Chauty et al. 2007; Sarfo

et al. 2010a), and antibiotics can be used to support surgical intervention.

The treatment regime has continued to evolve. Recently, successful outcomes

have been reported for different antibiotic strategies, either replacing or reducing

streptomycin in the regime with other orally available antibiotics, again following

successful trials in mice (Ji et al. 2007, 2008; Almeida et al. 2011). This is important

for two reasons associated with the fact that streptomycin must be injected and thus

has both cost and logistical implications and can also be painful (Simpson et al.

2013). Furthermore, the standard 8-week course exposes the patient to a cumulative

dose of 56 g streptomycin, which is known to be intrinsically toxic (Klis et al.

2014b). Antibiotic (rifampicin with streptomycin) treatment of BU is associated

with long-term ototoxicity (Klis et al. 2014b). Such newer approaches have usually
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retained rifampicin, as it is the most bactericidal (Ji et al. 2006, 2007), and have

largely focused on supplementing the rifampicin with either orally available

clarithromycin (Nienhuis et al. 2010; Phillips et al. 2014) or fluoroquinolones

(O’Brien et al. 2012; Friedman et al. 2013; Cowan et al. 2015).

In practice, BU treatment in 2015 most commonly involves combination therapy

with two or more antibiotics. However, antibiotic regimen choice may be deter-

mined by country of residence, wound size at diagnosis, response to antibiotics, as

well as patient factors such as allergy and pregnancy. For instance, streptomycin

use is contraindicated in pregnancy and so clarythromycin is preferentially pre-

scribed (WHO 2012). As it begins to be adopted more widely, researchers have

been urged to monitor rates of compliance with the oral antibiotic treatments, in

comparison with those for intramuscular streptomycin injections. Rates of comple-

tion have been reported to be as low as ~50% in Ghana (Klis et al. 2014a), many of

whom defaulted due to the cost of traveling to the clinic each day for an injection. In

a recent study, the economic burden of BU estimated that the household economic

cost of BU could be 45% of the household annual income, mostly as a result of

transportation costs for nonhospitalized patients (Amoakoh and Aikins 2013). On

the other hand, it will be harder to know the rate of treatment completion if patients

are given a full course of antibiotics, since they will not be required to attend their

health center regularly (Klis et al. 2014a).

There is also much interest in the development of “all-oral” regimens, which so

far have only been investigated in small pilot groups and observational studies.

Although fluoroquinolones are now commonly used in the treatment of MU infec-

tion in Australia, no data at all on their utility in an African setting is available. In

Australia the outcomes of such approaches are excellent (up to 100% success rate)

(O’Brien et al. 2012) when there is active management of disease and either limited

or extensive surgical intervention, as required. However, full adoption of these

protocols awaits a randomized control trial to be published. Also, the availability of

expensive drugs (moxifloxacin costs AUD$671 for an 8-week course) and surgical

facilities means that treatments suitable in Australia, where surgical support is

commonplace, may not be applicable in Africa. It remains to be seen whether the

proposed algorithm for management of patients with BU in Australia (Simpson

et al. 2013) will be applicable in Africa.

Alternative treatments for BU are available, including thermotherapy that heats

the skin in order to kill the bacteria. This was proposed as early as the 1950s and

was formally shown to be effective in 1974 (Meyers et al. 1974b). However, the

equipment required to effect the treatment was cumbersome, and it was not until

2009 that phase change material (PCM, sodium acetate trihydrate, also used for

commercial pocket heat pads) was shown to be an easily applied alternative

(Junghanss et al. 2009). Thermotherapy was reported to be well tolerated by the

patients, and even those with extensive ulcers had complete healing without

recurrence when combined with skin grafting (Junghanss et al. 2009).
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5.2.5.7 Mechanisms of Resolution and Healing

A chronic ulcer is, by definition, an open area of either skin or mucous membrane

that will not heal. As with other types of chronic ulcers, BU ulcers will not heal

unless the underlying cause is removed (Trott 1992). It has not been proven

systematically whether poor healing is due to MU infection per se or the continued

presence of mycolactone in the ulcer. One of the remarkable things about BU is the

fact that, even in the face of extensive infections and ulceration, spontaneous

healing can sometimes occur (Dobos et al. 2000; van der Werf et al. 2005). Such

rare events are associated with a delayed-type hypersensitivity response, suggesting

that the body’s own immune system has overcome the underlying immunosuppres-

sion by mycolactone. Indeed there is some evidence that mycolactone concentra-

tions might decrease during antibiotic treatment and prior to sterilization (Sarfo

et al. 2014). On the other hand, some studies have been able to detect mycolactone

in ulcer exudates of patients who have completed a sterilizing course of antibiotic

therapy (Sarfo et al. 2011), as well as after healing in experimental infections (Sarfo

et al. 2013). These results would argue that healing is independent of mycolactone

or MU, however unlikely this may seem. The state of the art in this area still awaits

a method by which the quantity, and location, of mycolactone in healing ulcers can

be assessed.

Whatever the underlying cause, the local immunosuppression seen in the

necrotic areas of infected skin is dramatically reversed during antibiotic treatment.

Massive infiltration of mononuclear cells and the formation of organized lymphoid

structures are seen (Schutte et al. 2007; Schutte and Pluschke 2009). These gran-

ulomatous structures (resembling infections with non-MPM and mycolactone-

deficient MU mutants) are associated with healing and are due to an antigen-

specific reaction of T cells (Schutte et al. 2007).

An important, and relatively common, response to treatment has emerged in

recent years. These so-called paradoxical reactions or immune reconstitution

inflammatory syndrome reactions have been reported in 9–23% of cases (Nienhuis

et al. 2012; O’Brien et al. 2012, 2013; Phillips et al. 2014). They can be severe,

requiring treatment with steroids (Friedman et al. 2012; O’Brien et al. 2013) but

should not be confused with treatment failure. Paradoxical reactions can manifest

themselves in different ways, including the worsening of existing lesion after an

initial improvement following the start of antibiotic therapy or the appearance of

one or more new lesions. New lesions can be some distance from the original and

sometimes even on a different limb. A paradoxical reaction, in contrast with a

primary BU lesion, is much more inflammatory in nature—both by gross appear-

ance (including the presence of swelling, pus, and pain) and by histopathology

where an “intense inflammatory reaction” is always observed (O’Brien et al. 2013;

Phillips et al. 2014). It is thought that paradoxical lesions that appear far from the

initial lesion are sites of subclinical MU infection. The hypothesis is that biocidal

antibiotics rapidly kill the mycobacteria, leading to a concomitant reduction in

mycolactone-dependent immunosuppression and the release of immunostimulators
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from the dead cells. Thus, normal neutrophil and macrophage function is rapidly

reinstated and MU is “unmasked” leading to prompt and dangerously profound

immune responses (Trevillyan and Johnson 2013). This hypothesis is supported by

the finding that paradoxical lesions can be culture negative but could be PCR and

ZN stain positive (Ruf et al. 2011a; Nienhuis et al. 2012; O’Brien et al. 2013) and

the detected acid-fast bacilli take on a “beaded” appearance (Ruf et al. 2011a). In

contrast to these findings, thermotherapy for BU has not been reported to be

associated with paradoxical reactions, although patient numbers are low (Junghanss

et al. 2009). The localized method of killing may contribute to this, and healing

ulcers show that the undermined edges of the ulcer collapse rapidly (in the first few

days of treatment). Histopathological examination revealed a complete lack of

inflammation or lymphoid tissue; therefore the process of healing associated with

thermotherapy seems quite distinct from that of antibiotics. Most of the ulcers had

started re-epithelization within a week, although skin grafting may still be required

for larger lesions where re-epithelization does not spontaneously take place.

5.2.6 Epidemiology

Human behavior, specific contact factors, agricultural practices, and environmental

conditions have been studied in many BU endemic countries in an effort to

determine which activities or factors lead to human infection (Jacobsen and Padgett

2010). Many of these studies were conducted at regional or country-wide scales,

while others were at a more focal scale. Jacobson and Padgett systematically

reviewed risk factors associated with MU infection worldwide and found both

poor wound care, plus either living or working near water that was either slow

moving or stagnant, to be increased risk factors, while the usage of protective

clothing was associated with decreased risk (Jacobsen and Padgett 2010).

Several case-control studies have also been conducted at the local level. A recent

study involving 266 patients and matched controls was conducted in the Eastern

Region of Ghana and found that the presence of wetlands, insect bites in water, use

of adhesive bandages, washing in the Densu River, and walls built with mud were

significant risks for contracting BU (Kenu et al. 2014). The study found faming with

long sleeve clothes and rubbing an insect bite with alcohol to be protective;

however, the authors acknowledged the possibility of recall bias as most patients

had BU for at least 2 years.

A retrospective study was conducted in Australia examining data from 1998 to

2012 within an endemic area to determine risk factors associated with edematous

lesions, a less common but more severe form of the disease (O’Brien et al. 2014).

The study reported that edematous lesions were frequently misdiagnosed and

treated as bacterial cellulitis and that these lesions strongly associated with certain

parts of the body. Notably, the dorsum of the hand was affected 85 times more often

and ankles and elbows being affected 8 times more often than other parts of the

body (O’Brien et al. 2014). The reasons for these particular body location disease
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associations were not clear, though the authors speculated that either lower skin

temperatures or reduced local immune function might have been involved (O’Brien
et al. 2014).

Few BU studies show consistent results, presumably due to differences in study

design, study area, sample size, definition of patients versus controls, and sampling

period. Typically, the conclusions from these studies differ with respect to whether

a particular activity or environment poses either an increased or decreased risk or no

risk at all. For instance, a case-control study was performed in the endemic region

within the Nyong Valley in Central Cameroon in 2006 that found bed nets to be

protective independent of socioeconomic status (Pouillot et al. 2007). A similar

study was conducted in 2009 in Bankim, Cameroon, showing the same results.

Case-control studies conducted in Australia showed mosquito bites were associated

with increased risk and mosquito repellent was found to be protective (Quek et al.

2007a, b). However, a study conducted in Benin in 2007 did not show an associ-

ation with bed net use and infection. Insect bites were also not been independently

identified as a risk factor for BU in Ghana (Raghunathan et al. 2005; Merritt et al.

2010).

There have been some consistent findings from studies at local scales in West

Africa showing increased risk among activities such as washing clothes or wading

in stagnant, marshy areas (Aiga et al. 2004; Raghunathan et al. 2005; Debacker

et al. 2006). Despite this, fishermen do not appear to be at risk (Marston et al. 1995;

Pouillot et al. 2007). These conflicting results make it necessary for additional,

systematic studies to resolve these discrepancies.

5.2.7 Ecology and Transmission

5.2.7.1 Overview

Research on the ecology, distribution, and transmission of MU in the environment

had received little attention until the mid-2000s. Until that time nearly all epide-

miological studies had associated disease outbreaks with villages in close proximity

to human-disturbed freshwater habitats, including marshes, aquatic impoundments,

wetlands, and slow-moving riverine environments (Merritt et al. 2005, 2010)

(Fig. 5.3). This ecological association with aquatic habitats is generally reported

and described as part of the distribution and determinant of the disease but has

rarely been quantified. Recent research has suggested that MU DNA can be

detected in the detritus of water bodies for over 2 years (Bratschi et al. 2014),

suggesting that either the mycobacterium is reproducing in this environment or is

being repeatedly introduced there. However, in that same study, it was determined

that MU DNA was still detected even when all BU cases had been treated and there

were no new cases reported, supporting the hypothesis that MU is reproducing in

aquatic habitats.
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Despite such findings, the exact reservoir (or reservoirs) of the causative micro-

organism has not been definitively characterized, and evidence inferred from the

MU genome contends that the pathogen should require a dark and stable niche

(Stinear et al. 2007; Demangel et al. 2009); whether this niche is either within a

vertebrate host (Durnez et al. 2010; Fyfe et al. 2010), an amoeba (Eddyani et al.

2008; Gryseels et al. 2012; Amissah et al. 2014), or part of the aquatic microbial

communities on plants, rocks, and possibly invertebrates that dominate such hab-

itats (Benbow et al. 2008, 2013; Williamson et al. 2008; McIntosh et al. 2014) is

still uncertain. A study byWilliamson et al. (2012b) revealed a positive relationship

with quantitative estimates of MU DNA in the environment using qPCR and BU

prevalance, suggesting that while MU may be relatively widespread and found in

nonendemic areas, transmission and subsequent symptom presentation in humans

likely require increased environmental MU population densities. The hypothesis of

there being an ecological threshold population abundance of MU in the

Fig. 5.3 (a) A severe ulceration known as BU disease (Mycobacterium ulcerans infection). (b)
Landscape modifications adjacent to water ways and ponds, wetlands, and low-lying areas are

suspected high-risk habitat for BU disease. (c) A slow-moving river in Benin where there are many

cases of BU and documented highM. ulcerans populations in the water sources around this village.
(d) Biting water bugs (Hemiptera) have been suggested as vectors ofM. ulcerans; however, studies
show contradicting data regarding this hypothesis
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environment associated with BU in the human population is supported by evidence

from seroepidemiological studies showing that a large number of MU exposures in

humans resulted in non-symptomatic infections. Additionally, R€oltgen et al. (2014)
reported that the infective dose is critical for disease presentation, and Williamson

et al. (2014) determined that inoculation into the epidermis through either a deep

puncture wound or laceration was necessary for infection, while exposure associ-

ated with shallow skin abrasions did not result in symptoms.

Thus, while much is known about the distribution of MU in the environment,

much less is known about where the pathogen replicates, the number of cells

necessary for progressive infection, and how the mode of inoculation plays a role

in transmission, subsequent infection, and symptom presentation. Additionally, the

exact role of potential reservoirs and vectors is unclear and may depend on the

geograhic location and evolutionary history of M. ulcerans serovars: see R€oltgen
and Pluschke (2015) for a discussion of serovars and potential vectors.

5.2.7.2 Landscape and Climate Associations

The trend in the literature is for BU cases to be associated with human activity that

includes disturbed water bodies and altered water quality (WHO 2000b; Merritt

et al. 2005). In an early review by Merritt et al. (2005), BU was hypothesized by

many authors to be ecologically associated with (1) flooding of lakes and rivers

with heavy rainfall; (2) the damming of streams and rivers to create lakes, ponds,

and wetlands; (3) changing the landscape in ways that modify wetlands and other

low-lying habitats; (4) deforestation, mining, and increased agriculture leading to

increased flooding and runoff; (5) construction of agricultural irrigation systems;

and (6) population expansion, resettlement, and migration closer to water bodies

(Merritt et al. 2010).

Increased human modification of the landscape (e.g., mining) transforms forests

that may in turn change water quality through both point and nonpoint sources of

pollution, and these transformations have been considered important to BU case

emergences (Merritt et al. 2005, 2010). For instance, there have been reported

significant spatial relationships of BU with arsenic-enriched surface waters, with

soil, and with distance to gold mining that produces tailings enriched in arsenic

(Duker et al. 2004, 2006). The authors of these studies suggested that increased BU

risk is related to immunosuppression from the consumption of arsenic-enriched

drinking water and food crops; however, a direct link to landscape arsenic enrich-

ment and BU has not been demonstrated.

In two studies of BU cases in Benin, West Africa, disease clusters were identi-

fied using landscape variables and were found to be associated with the degree of

agriculture surrounding communities at low elevations with complex topography

(Wagner et al. 2008a, b); however, these associations were only significant at

certain spatial scales. These studies concluded that there are specific land uses

that lead to local and regional risk for BU, but that the degree of risk depended on
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the scale of inquiry of land use around a specific village (e.g., 20 km radius rather

than 1 km or 100 km).

Although there have been historic reports of a seasonal distribution in BU cases

related to rainfall-influenced patterns of village water body usage (Revill and

Barker 1972), it has been difficult to understand changes in foci because the

incubation period has been estimated to vary from 2 weeks to 3 months (Meyers

et al. 1974c), and the environmental time between an ecological event and disease

reporting and confirmation was unknown.

The hypothesis of an environmental lag was tested by van Ravensway et al.

(2012) in a study that incoporated landscape variables such as land use and

topography with climate data to model BU outbreaks in Australia for about a

30-year period, evaluating time lags between climate events and when BU cases

were reported and confirmed. In that study they reported that climate conditions

during a prior time period of 1.5 years in advance of reported cases were indicative

of BU incidence, wherein particularly the sequential occurrence of warmer and

wetter than normal conditions at 18–19 months followed by 5 months of dry

conditions prior to the reporting period constituted long-term risk conditions for

outbreaks. They concluded that understanding coupled landscape-climate factors

and associated environmental lag periods may improve the ability of scientists to

identify either reservoirs or vectors that respond to changing temperature and

rainfall but are not immediately associated with outbreaks because of an unknown

“environmental incubation” period. More dynamic and complex modeling studies

such as these hold great promise in unraveling the transmission routes of MU from

the environment to susceptible human populations. There have been several other

landscape investigations (Brou et al. 2008; Carolan et al. 2014b) that support this

argument and the accompanying idea that understanding transmission will require

the simultaneous examination of abiotic factors such as rainfall and flooding, also

with the variation and extent of MU distribution in the environment and biotic

interactions that affect the population biology of this pathogen.

5.2.7.3 Environmental Distribution of M. ulcerans

Early observations suggested that BU was associated with the regional distribution

of different plant species found in rivers and swamps of Uganda, Africa (Barker

1972; Barker et al. 1972). However, only recently has testing detected MU on

aquatic plants of several species and in the water column of the water body where

the plants were located (McIntosh et al. 2014). There have been numerous studies

documenting that MU DNA can be detected in a wide range of habitats and

substrates, including detritus, biofilms, fish, insects, snails, other invertebrates,

and vertebrates, as reviewed elsewhere (R€oltgen and Pluschke 2015). Thus, the

continued documentation of MU in many different habitats and substrate types of

aquatic, low-lying areas prone to flooding suggests that this mycobacteria is

widespread and that a multiple route of transmission hypothesis should be consid-

ered in more detail.
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In Australia, while MU DNA has been found in possums and other mammals,

including fecal samples from these animals, it has also been detected in other

aquatic organisms or substrates (Fyfe et al. 2010) suggesting a link between aquatic

and terrestrial habitats that might be important to transmission. However, the true

densities of the number of MU cells among different substrate types are difficult to

estimate and compare. For instance, it is difficult to compare the number of MU

genome forming units in one liter of filtered water from a wetland to two grams of

possum feces. This difficulty in making quantitative comparisons of MU population

densities among different substrates in the environment limits the ability to detect

the strongest signals in nature and make strong inference into which substrates or

habitats are relatively more significant as “hot spots” of either potential transmis-

sion, replication, or virulence. Furthermore, it should be noted that molecular

studies target MU DNA rather than viable bacilli. This latter fact makes it difficult

to clearly identify specific niches for MU replication. Experimental studies that

rigorously evaluate a means to differentiate environmental concentrations of MU

are needed in order to better understand the potential vectors associated with

transmission.

5.2.7.4 Potential Vectors of M. ulcerans

In an excellent review of potential reservoirs and vectors of MU, R€oltgen and

Pluschke (2015) discuss several proposed transmission hypotheses that support a

multiple transmission pathway hypothesis. They also cover an impressive synthesis

of integrating what is known about the MU genome and what is understood about

its evolution with making predictions about the ecology of the pathogen that

potentially are important for transmission, whether transmission is through vectors

or through direct contact with environmental sources. Here we provide a summary

of the key findings over the last 15 years that have provided the history and

background for the current multiple transmission pathway hypothesis.

In 1999, Portaels et al. first suspected that aquatic bugs (Hemiptera) could be

reservoirs of M. ulcerans as part of a multiple trophic level transmission pathway

that leads to humans being bitten by these bugs. This hypothesis was supported in a

series of laboratory studies by Marsollier et al. (2002a, b, 2004) who demonstrated

experimentally that MU could survive and multiply within the salivary glands of

biting aquatic bugs (Naucoridae: Naucoris cimicoides) and that aquatic snails could
acquire MU after feeding on inoculated aquatic plant biofilms (Marsollier et al.

2004). However, despite these impressive and provocative laboratory findings, some

of the first field studies, and even those conducted more recently, have not supported

the idea that Hemiptera are potential vectors but do suggest that Hemiptera are

probably important to maintain MU in the environment (2002a, b, 2004).

For instance, to evaluate the relationship of MU and the entire aquatic inverte-

brate communities, Benbow et al. (2008) did not find any clear associations of biting

Hemiptera with MU that were greater than MU associations with other aquatic

invertebrates like snails, midges, and clams. Indeed, in that study and a more recent
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large-scale survey of over 90 sites in Ghana (Benbow et al. 2013), many

non-hemipteran invertebrates had similar MU positivity rates to the biting

Hemiptera, suggesting that MU is not specific to one or two invertebrate taxa and

is likely maintained within the environment food webs (see below) (Roche et al.

2013). This suggestion has been supported in other studies as well throughout Africa

(Vandelannoote et al. 2010; Williamson et al. 2012a; Roche et al. 2013; Carolan

et al. 2014b). There have been several studies that have supported Hemiptera as

possible vectors, but they have all suffered from the same limitation in that they only

evaluated associations of MU with Hemiptera (Marion et al. 2010; Ebong et al.

2012; Carolan et al. 2014a) while ignoring all of the other invertebrate taxa, and

therefore they were unable to rule out that MU was also and perhaps predominately

associated with other aquatic invertebrate taxa. In addition, biting water bugs do not

actively search for humans. Neither do the water bugs require a protein source such

as a blood meal to mature their eggs, nor is there any evolutionary history either

suggesting or supporting the idea that these semiaquatic Hemiptera serve as vectors

for pathogen transmission nor their having coevolving a host and parasite relation-

ship with MU. As Merritt et al. (2010) discussed in a systematic review of BU

ecology, there are series of criteria that are necessary to scientifically identify a new

vector association for a new pathogen, and to date these criteria have not been

satisfied for any of the invertebrate vectors hypothesized for BU.

In Australia one of the earliest hypotheses of transmission was that aerosols

arising from contaminated water disseminated MU to hosts via either the respira-

tory tract or through contamination of skin lesions and minor abrasions (Hayman

1991). This hypothesis was related to a series of BU cases geographically associ-

ated with the installation of an irrigation system that drew water from a human-

made aquatic impoundment which had tested positive for MU (Stinear et al. 2000).

However, this transmission mechanism was never definitively proven and has been

mostly abandoned as a hypothesis in Southeast Australia.

Most recently, MU has been reported in a variety of vertebrate animals and

mosquitoes in Southeast Australia (Johnson et al. 2007; Fyfe et al. 2010; Lavender

et al. 2011; Carson et al. 2014), with mammals being suspected as amplifying hosts

in MU ecology (Fyfe et al. 2010). Additional studies from this region have

documented correlations of BU with MU positive mosquitoes (Lavender et al.

2011) and with other vectorborne notifiable diseases (Johnson and Lavender

2009), supporting the possibility that mosquitoes and mammals are important

components of MU ecology in that area of the world.

However, even though Wallace et al. (2010) found that MU could be detected in

all larval life stages of four mosquito species, the pathogen could not be transferred

to either the pupal or adult stages. These findings suggest that adult mosquitoes

would require becoming contaminated from the environment rather than becoming

inoculated withMU transovarially. Environmental inoculation would likely be from

aquatic habitats where M. ulcerans has been detected from the water column and

biofilms of ponds where mosquitoes are found (Fyfe et al. 2010). In the same study

byWallace et al. (2010), the authors also documented that MU was readily fed upon

by the larval mosquitoes and that the mycobacteria could be transferred within the
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food web to hemipteran predators, supporting the hypothesis that MU is in aquatic

invertebrate food webs and can be transferred among trophic levels. Yet, the

question of where this pathogen replicates within the food web remains an exciting

area of future research, and new results related to replication within the food web

would allow researchers to test and identify multiple transmission pathways.

5.2.7.5 Multiple Transmission Pathways of M. ulcerans

Certain bugs (Naucoridae, Belostomatidae) are aggressive predators of other

aquatic invertebrates and fish but also will accidentally bite humans and other

animals visiting freshwater habitats (Merritt and Cummins 1996). Further, while

mosquitoes have never been definitively shown to directly transmit a bacterial

pathogen, they could act as mechanical vectors much like that possiblity presumed

for biting water bugs. In this way, the water bugs and mosquitoes either may be

mechanically inoculating MU into the skin or depositing bacterial cells onto the

skin surface near sites of trauma including minor abrasions. This would support

those studies which showed that either an injection, puncture, or laceration is

necessary for MU transmission in the guinea pig model (Williamson et al. 2014).

However, a fresh and deep puncture or laceration that subsequently is exposed to

MU in the environment may also provide a plausable route of transmission, with

scratching or rubbing by the host physically pushing an infective dose of cells into

the wound. Alternatively, it is possible that persons with recent skin lesions and

lacerations may be inoculated either directly from the water or by contacting

biofilms present on aquatic plants and wetted soil. To date, most evidence suggests

multiple MU transmission routes.

5.2.7.6 Control and Management

In the absence of a clear path for primary prevention, education and treatment are

necessary to prevent progression from early lesions to ulcers. One of the most

significant activities impacting awareness is active case detection. A combination

of active case findings followed by BU awareness campaign efforts has contributed

to the dissemination of information regarding BU and has led to a significant

increase in the discovery of MU infections at the stage of early lesions and simple

ulcerative forms and a decrease in their discovery as category III ulcers. This has

also increased the proportion of healing with reduced complications, as help-

seeking behavior is influenced by the perceived effectiveness of treatment (Porten

et al. 2009; Ackumey et al. 2011a; Agbenorku et al. 2011; Phanzu et al. 2011).

These works advocate the cooperation between national control programs, munic-

ipal executives, health staff, teachers, school children, community leaders, and

community health volunteers to overcome difficulties associated with health-care

costs, accommodations, and adequate infrastructure for surgery as well as postsur-

gical aftercare.
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Chapter 6

Coccidioidomycosis: Increasing Incidence

of an “Orphan” Disease in Response

to Environmental Changes

Antje Lauer

Abstract The number of cases of reported coccidioidomycosis infection, also

known as valley fever, has increased significantly in the southwestern USA since

the late 1990s. The causative agent of the disease is a dimorphic, soil-dwelling

fungus in the genus Coccidioides with two species C. immitis and C. posadasii that
persist in dry soils in the form of arthroconidia that can become airborne when soil

is disturbed. Excessive disturbance of native soils in Coccidioides endemic areas in

California, Arizona, and also Mexico, mainly due to construction and agriculture,

has resulted in increased dust emission in these locations. In addition, the prolonged

and ongoing drought in the southwestern USA has led to an increased level of

PM10 (particulate matter 10 μm or less in diameter) pollution, which resulted in an

increase in the amount of airborne arthroconidia of these pathogens which in turn

led to the increase in disease incidence. Because coccidioidomycosis is not prev-

alent in the entire USA, research to elucidate the ecology of the pathogen, medical

research to develop a vaccine against the disease, as well as the search for new

antifungal drugs with less negative side effects in patients never attracted signifi-

cant funding in the past. As a result, coccidioidomycosis is often named either an

“orphan disease” or a “neglected disease.” In particular, a vaccine to protect

humans from the pathogen has been elusive to date, and both accurate diagnosis

and treatment of the disease have remained difficult. Therefore, prevention of

coccidioidomycosis through reasonable reduction of exposure is likely the best

way to reduce disease incidence and the associated human, animal, as well as

financial losses. Although the causal relationships between environmental factors

and disease incidence are not well understood at this time, it is reasonable to assume

that arthroconidia of Coccidioides spp. will be affected by factors that impact the

organism’s life cycle as well as human exposure to airborne dust sources. The

predicted climate change in the southwestern USA to a drier state in the future and

increased soil disturbance due to dramatic population increase in Coccidioides
endemic areas of California and Arizona will likely lead to further increase of

coccidioidomycosis incidence and may even lead to the establishment of the
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pathogen in other areas where disease incidence has been traditionally low or

nonexistent.

6.1 Introduction

Coccidioides spp. are considered to be the most virulent of the primary fungal

pathogens of humans (Dixon 2001). For example, infection of laboratory monkeys

via the pulmonary route with as few as ten arthroconidia of the pathogen has been

shown to result in rapidly progressive coccidioidomycosis (Casadevall and Pirofski

2006). The dimorphic, soil-dwelling fungal pathogens Coccidioides immitis and

Coccidioides posadasii are responsible for the disease. These two pathogens are

represented by several ecotypes that can be found in semiarid areas usually referred

to as the “lower Sonoran life zone,” which includes areas of the southwestern USA

and large parts of Mexico. These pathogens also prevail in some arid areas of South

America and China (Hector and Laniado-Laborin 2005; Wang et al. 2015).

Incidence of coccidioidomycosis, also known as valley fever, has increased signifi-

cantly since the late 1990s. This “orphan” disease that is not well known outside its

endemic area is difficult to diagnose because of the variety of symptoms it causes in

patients (Saubolle et al. 2007; Nguyen et al. 2013). There is no vaccine available,

and treatment is costly, lengthy, and not without side effects (Thompson et al.

2015). The following paragraphs focus on the history of coccidioidomycosis, the

distribution of the pathogen, the epidemiology of the disease, treatment options, and

the ecology of the pathogen under current and anticipated future climate conditions.

6.2 History of Valley Fever

The first case of valley fever in a human patient was observed and studied in South

America by A. Posadas and R. Wernicke (1892). Incidence of the disease in humans

and cattle was described shortly after also in California by E. Rixford (1894) and

L. T. Giltner (1918) (see Rixford 1931; Rixford and Gilchrist 1931; Rixford et al.

1931). These first attempts to identify the causative agent of valley fever by

applying Koch’s postulates, and the first epidemiological studies to identify

endemic areas of the pathogen, are still frequently cited by the scientific community

that is involved in valley fever research. Some groundbreaking discoveries were

made in the early years of the twentieth century by a few dedicated scientists after

initially misidentifying the fungal pathogen as a member of the protozoa. The

following paragraph briefly describes some of the important findings and discov-

eries of some of these scientists, physicians, and health-care administrators.

In 1891, Alexander Posadas, then a medical intern in Buenos Aires, treated an

Argentinean soldier who had experienced a dermatological problem since 1889 that

had begun with a lesion on his right cheek. The infection ultimately covered much
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of his cheek and spread through his body leading to ulcerations on his nose, his

extremities, and his trunk by 1893. The disease was diagnosed as a malignant skin

disease caused by a protozoan pathogen of the genus Coccidia, based on micro-

scopic analyses of diseased skin and tissue samples. The patient eventually died in

1898 after 7 years of suffering from recurrent fever and dissemination of the disease

to the entire body (Posadas 1892, 1900). By then, Alexander Posadas had success-

fully applied Koch’s postulates by infecting several different mammalian species in

the laboratory with the pathogen to confirm the pathogenic nature of the eukaryotic

organism that resembled Coccidia, using infectious material from his patient

(Posadas 1928).

At about the same time, a second patient who apparently contracted the disease

in the San Joaquin Valley of California was identified as showing symptoms

comparable to those described for the Argentinian soldier. This individual was a

40-year-old laborer who initially had complained about a sore on his neck, but the

disease disseminated quickly, resulting in lesions all over his body and ultimately

disfiguring his face. An autopsy after his death in 1895 revealed that the pathogen

was established in his lungs and other organs, including lymph nodes, which had

resulted in a compromised immune response. Patient tissue specimens including

some from the lung revealed lesions that could be compared with progressive

tuberculosis when observed microscopically, but a fungal pathogen was not

suspected (Baker et al. 1943). Interestingly a fungal culture that was obtained

from one of the patient specimens was discarded as contamination. Parasitologists

at Johns Hopkins University named the pathogen after both its morphologic and

clinical features Coccidioides (“resembling Coccidia”) immitis (“not mild”)

(Rixford 1931a). At the turn of the twentieth century, the pathogen was finally

identified as a fungus by William Ophüls and Herbert C. Moffitt (Ophüls and

Moffitt 1900). By infecting laboratory animals with mycelium from a pure fungal

culture isolated from patient specimens and subsequently observing the progress of

the disease, they documented that C. immitis was in fact not related to protozoans at
all but was a dimorphic fungus that formed hyphae outside the host on artificial

media and spherical protozoan-like bodies, later called “spherules” in diseased

tissue. The pathogen multiplies in these “spherules” which render protection from

the host’s immune system by forming numerous endospores. The endospores then

can spread to neighboring tissue and into the blood, as well as lymphatic system

when the spherules either burst naturally or are being removed by surgery. In 1905,

Ophüls finally published findings in which he referred to the disease as

“coccidioidal granuloma” (Ophüls 1905), also referred to as progressive or second-
ary coccidioidomycosis (Rixford and Gilchrist 1931; Rixford et al. 1931; Carter

1934). Interestingly, two other fungal pathogens that use the lung as their primary

attack site and which were first described around the same time in the USA

similarly were misidentified as protozoa (Gilchrist 1894; Darling 1906). These

fungi which are also dimorphic and soil-dwelling species but are endemic in the

southeastern USA are now well described and known as Blastomyces dermatitidis
and Histoplasma capsulatum (Brandt et al. 2006).
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In the 1930s, antigen derived from spherules of the pathogen (spherulin) or from

the mycelial phase (coccidioidin) was isolated and used in skin tests, similar to the

tuberculin skin test, to determine if a patient has formed antibodies against the

pathogen. These tests were based on delayed-type hypersensitivity (DTH) reactions

to the intradermal inoculation of antigens prepared from the pathogen and were also

used for immune-identifying Coccidioides spp. cultures (Smith et al. 1956; Cox

et al. 1977; Kaufman et al. 1985). The DTH skin tests were used to study the

epidemiology of coccidioidomycosis and to assist in the clinical management of

patients. However, since the late 1990s, when the patent expired, the commercial

source of the reagent became unavailable in the USA but was still in use by

physicians in Mexico. Recently a reformed spherulin-based skin test has been

approved by the Food and Drug Administration (FDA) and has replaced the

previously used ones (Wack et al. 2015).

Once the medical community became alerted about the pathogenic nature of

C. immitis and how humans and animals can become infected with arthroconidia of

the fungus, first steps were made to understand the progress of coccidioidomycosis,

including the risk of dissemination from the primary site of infection and how to

diagnose the disease correctly. It did not take long until additional cases were

documented in the USA and the virulence of the fungal pathogen, the mechanisms

behind its pathogenicity, and its life cycle became better understood. By the 1930s

the Kern County Department of Public Health (as well as health officials in

Arizona, especially in the Tucson and Phoenix area) became alerted about how

widespread the disease actually is. In California, coccidioidomycosis became

known as either “valley fever,” “San Joaquin valley fever,” “desert fever,” “the

bumps,” or “desert rheumatism.” This disease presents with symptoms that can

include an acute cough, chest pain, fever, fatigue, weight loss, and pneumonia.

These symptoms may be followed later by erythema which can present as either a

nodosum or a multiforme. Multiforme is a condition typically affecting the extrem-

ities including hands but, and perhaps more noticeably, can have severe effects

upon the lower legs. These erythemas are caused by inflammation of the fat cells

under the skin and may be mediated by deposition of immune complexes often

resulting in tender hypodermic rounded nodules. Necrosis of skin cells, such as

those observed in the two initially described cases of coccidioidomycosis, is

comparably rare.

6.2.1 First Epidemiological Studies

In the middle of the 1930s, the Kern County Department of Public Health started to

investigate the epidemiology of valley fever by performing skin testing with

coccidioidin for all cases that potentially could represent valley fever. Coccidioidal

granuloma of the lung is difficult to distinguish from calcified tubercles caused by

Mycobacterium tuberculosis, a widespread bacterial pathogen which causes the

highly contagious disease tuberculosis, now more typically associated with humans
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who suffer from a compromised immune system and/or humans who are living in

poor conditions (disease of the poor). Furthermore, tuberculosis often is associated

with living in overcrowded environments, especially prisons and homeless shelters.

A laboratory demonstration of the coccidioidal fungus growing in cultivation from

patient specimens was often used to confirm that a patient indeed suffered from

valley fever and not from tuberculosis, especially when other differentiating symp-

toms such as erythema nodosum were absent. The development of the tuberculin

skin test and the coccidioidin skin test enabled physicians to determine if a patient

had been exposed to each pathogen at some time in the past or was suffering from

an acute infection accompanied with severe symptoms of the disease. This type of

investigation revealed that most coccidioidal patients described a history of dust

exposure. Random testing of the general public showed that about 25% of Kern

County’s inhabitants had been exposed to the Coccidioides pathogen at some time

in their life and thus had produced antibodies against the fungus. These observa-

tions therefore also confirmed that coccidioidomycosis was endemic in this geo-

graphical area. In fact, the pathogen had already been isolated from soils near

Delano in 1932 where members of a Filipino working crew contracted coccidioi-

domycosis (Steward and Meyer 1932). One of the first larger-scale epidemiological

studies on valley fever was performed shortly after in 1937 by Charles E. Smith,

who investigated more than 400 farmworkers from the counties of Tulare and Kern

in California who had been infected with the pathogen and where cases were

already known to the Health Department (Smith 1940). Several important outcomes

derived from this early study: first, it appeared that African American and Filipino

Americans had a significantly higher risk of contracting the disseminated form of

the disease as compared to white farmworkers; second, immunologic response to an

attack, as reflected by skin reactivity to coccidioidin, seemed to protect people from

further infection with C. immitis; and third, the disease was not contagious;

infection arose from the inhalation of arthroconidia especially during summer and

fall when the soil was dry and fungal propagules become airborne. At about the

same time, coccidioidin skin testing performed by Gifford on 2718 schoolchildren

showed that reactivity increased according to length of residence in the area. About

80% of the children had positive results after 10 years of residence, but only about

5% of these 80% had been treated for valley fever, indicating that most infections

had been mild (Gifford 1936, see also Thorner 1941). Another study performed by

Aronson et al. (1942) on Native Americans of Pima County near Phoenix in

Arizona revealed that almost all tested men and women had positive coccidioidin

skin test results before the age of 20 years. Several studies by Dickson in the middle

of the 1930s (e.g., Dickson 1937) noted that most infections with Coccidioides spp.
were mild (“benign” form) characterized either by weak symptoms or none at all,

sometimes causing a pulmonary infection either with or without erythema nodosum

and erythema multiforme. Dickson and Gifford also demonstrated that the life-

threatening disseminated form of the disease, which only affects a small percentage

of patients in which they suffer from progressive and malignant granulosomas when

tissue and lymphatic resistance are overcome and the pathogen spreads via the
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blood and lymphatic system, was caused by the same pathogen as was the milder

infection (Gifford et al. 1937; Dickson 1937).

Most of the early crucial clinical and epidemiological information on cocci-

dioidomycosis derived in fact from events such as the migration of farmers from the

“Dust Bowl” area in primarily Oklahoma and Kansas to the southwestern USA, as

well as from the movement of military personnel, Japanese internees, and Axis

prisoners of war to the San Joaquin Valley and other Coccidioides endemic areas

during the early and mid-1940s as a consequence of World War II. A large

percentage of these displaced persons contracted valley fever, proving again that

Coccidioides spp. are endemic to some semiarid and arid soils in this area (Smith

et al. 1946; Lewis and Mewha 1955). These first observations were confirmed by

later epidemiological studies in California and Arizona, but many questions

remained with regard to the ecology of the pathogen and the differences in

susceptibility among different human ethnicities. The ecology of these pathogens

and their association with humans still are not fully understood and are the focus of

today’s research, more than 120 years after Coccidioides spp. were first described
(Ampel 2010; Brown et al. 2013; Thompson et al. 2015).

It is now accepted knowledge that coccidioidomycosis is comparably rare in

South America where it was first observed. Most of the reported cases from

Argentina, Brazil, Bolivia, and Paraguay which were initially suspected to be valley

fever are in fact paracoccidioidal granuloma, caused by Paracoccidioides
brasiliensis, also a dimorphic fungus, but the disease it causes differs in etiology

and clinical characteristics (de Almeida 1933; Jordan and Weidman 1936). How-

ever, it cannot be denied that C. posadasii is established in some semiarid areas in

South America (Sifuentes-Osornio et al. 2012).

6.3 Epidemiology Today

6.3.1 Coccidioides Endemic Areas

The endemic regions ofCoccidioides spp. roughly correspond to the “lower Sonoran
life zone,” as defined by Merriam in the late twentieth century (Daubenmire 1938).

Areas that belong to this life zone are characterized by low rainfall, high summer

temperatures, andmoderate winter temperatures. Regions that fit this description are

found in the southern deserts of Arizona (including Maricopa, Pinal, and Pima

counties), the Central Valley and southern portions of California (including Kern,

Tulare, and San Luis Obispo counties), the southern tip of Nevada, southern Utah,

southern New Mexico, western Texas (especially along the Rio Grande), and the

northern and Pacific coastal areas of Mexico (Fig. 6.1). Recently, a pocket of

Coccidioides has been identified in eastern Washington State (Marsden-Haug

et al. 2012). Some endemic areas have been identified in Central and South America

as well (Sifuentes-Osornio et al. 2012). However, it has to be noted that the endemic
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areas ofCoccidioides are not well defined. Absence of incidence or low incidence in

areas outside the “lower Sonoran life zone” does not necessarilymean that the fungal

pathogen is not part of the microbial community in the soil; it just has not been

investigated. Endemic areas ofCoccidioides spp., such as Kern County, traditionally
known as a hotspot of the pathogen have seen a significant increase in population

over the last 15 years (~58%), whereas the general population of California has only

increased ~30% (US Census Bureau http://www.census.gov/population/) during

that same time period, and the overall population of the USA increased ~24% for

comparison. The population of Phoenix, Arizona, an endemic area for C. posadasii,
has increased ~65% since 1990. In these affected regions, large areas of native soils

have been disturbed and pristine land has been converted into agricultural fields.

There also has been an establishment of oil rigs, housing complexes, and roads, and

more recently large areas in these regions have been disturbed for the construction of

photovoltaic stations and wind energy turbines (Carley 2009). This soil disturbance

has led to a significant increase in PM10 and PM2.5 (particulate matter of 10 and

2.5 μm or less in diameter) pollution especially during the dry seasons. Small soil

particles, such as clay and spores from microorganisms, including arthroconidia

from Coccidioides spp. can become airborne on windy days and contribute to dust

Fig. 6.1 Map of Coccidioides spp. endemic areas and suspected endemic areas in the southwest-

ern USA and Mexico based on incidence of coccidioidomycosis and skin testing. Areas of highest

incidence (highly endemic) are shaded in darker red (map based on Ochoa 1967, Kolivras et al.

2001, and Hector and Laniado-Laborin 2005)
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development and air pollution, resulting in low air quality (at least unhealthy for

sensitive groups during summer and fall) especially in the Southern San Joaquin

Valley. The air quality of the San Joaquin Valley is monitored daily by the San

Joaquin Valley Air Pollution Control District and can be assessed at http://www.

valleyair.org/Home.htm. For Arizona, information about air quality is available

from the Arizona Department of Environmental Quality (ADEQ) and can be

assessed at http://www.azdeq.gov/environ/air/.

Until October 2012, Coccidioides spp. had been listed as a select agent by both

the US Department of Health and Human Services and the US Department of

Agriculture and was considered a biosafety level 3 pathogen. The pathogen was

delisted, not because it had become less of a concern—in contrary!—but because of

financial difficulties for researchers to provide a biosafety 3 laboratory to conduct

desperately needed clinical and environmental research.

6.3.2 Incidence of Valley Fever in California and Arizona

A significant increase in valley fever incidence has been documented in Cocci-
dioides endemic areas of California, especially in Kern County, but also in Arizona

primarily in Pima, Maricopa, and Pinal County (Phoenix and Tucson area) com-

pared to the late 1990s. An alarming increase in the rates of coccidioidomycosis has

been documented not only among the general public, constructionworkers, and farm

laborers (Das et al. 2012) but also higher rates of hospitalization for cocci-

dioidomycosis among children (McCarty et al. 2013), and incarcerated populations

(Pappagianis 2007; Burwell et al. 2009) have been documented which resulted in

increased human suffering and health-care expenses (Sondermeyer et al. 2013).

To characterize long-term national trends of valley fever, the Center for Disease

Control and Prevention (CDC) analyzed data from the National Notifiable Diseases

Surveillance System (NNDSS) for the period 1998–2011 (Adams et al. 2013).

Results of this analysis revealed that the incidence of reported coccidioidomycosis

increased substantially during this period, from 5.3 cases per 100,000 population in

the endemic area (Arizona, California, Nevada, New Mexico, and Utah) in 1998 to

42.6 cases per 100,000 in 2011. The total number of valley fever cases rose by more

than 850% between 1998 and 2011 in the area where valley fever is most common—

California, Arizona, Nevada, New Mexico, and Utah—to 22,401 cases. In Califor-

nia, the case counts rose from 719 to 5697 over the 13-year period. In states where

the disease is not as common, the number of valley fever cases reported jumped from

6 in 1998 to 240 in 2011. The CDC also pointed out that a 2006 study found only 2 to

13% of patients with signs and symptoms were tested for valley fever, indicating that

the disease is likely greatly underreported (Adams et al. 2013; Brown et al. 2013).

Figure 6.2 displays the increase in incidence of coccidioidomycosis, comparing

Arizona and California, and also compares disease incidence for several counties in

California that are known to have high numbers of cases, such as Kern County and

the Antelope Valley Area, and includes different Service Planning Areas (SPA) for
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Los Angeles County. Kern County is obviously the county that always had and still

has the highest incidence of coccidioidomycosis. The graphs display the incidence

per 100,000 people and not the number of cases; this means that the varying numbers

of population in the different counties were taken into account. Within Los Angeles

County, the population of the Antelope Valley Area (SPA1) is certainly at a

significantly higher risk to contract valley fever, compared to the other SPAs in

the same county. Peak infection rates occur during the driest periods of the year. In

Arizona, this is the early summer and late fall, whereas in California, it is all

throughout the summer. In winter and spring 2016, the increase in precipitation

due to El Ni~no conditions resulted in less fugitive dust development and subse-

quently a decrease in valley fever cases.

6.3.3 Spectrum of Coccidioidomycosis, Diagnosis,
and Therapies

The incubation period of valley fever depends on the number of arthroconidia

inhaled and the status of the patient’s immune system and can therefore range

between 1 and 3 weeks, after which a variety of symptoms develop; among them

are extreme fatigue, weight loss, night sweats, and pulmonary symptoms (cough,

chest pain, dyspnea, and hemoptysis) accompanied with fever in 50% of the

patients and occasionally headaches and joint pain. Signs of the disease unfortu-

nately overlap substantially with the presentation of viral or bacterial respiratory

infections. Occasionally, skin manifestations are observed that are not specific for

infections with Coccidioides spp. and include diffuse rashes, erythema nodosum,

and erythema multiforme which are immunologically mediated (Galgiani et al.

2005). Nonwhite race generally is a predictor for dissemination of the disease, and

African American patients more often develop disseminated bone disease, while

Filipinos are more likely to develop cutaneous or central nervous system disease

due to genetic predispositions (Louie et al. 1999; Crum et al. 2004 and references

within; Fierer 2007; Viriyakosol et al. 2013).

Coccidioidomycosis is a reportable disease at the national level, and reporting is

required in Arizona and California where cases annually number in the thousands.

Even though it appears that these numbers are high, it has to be considered that

cases are underreported by as high as 90%, because of the lack of technicians

testing for coccidioidomycosis and by frequent misdiagnosing of inexperienced

physicians (Brown et al. 2013). It has to be noted though that undiagnosed infec-

tions are almost certainly not as serious as those that are recognized. Nonetheless,

an early diagnosis of the disease reduces health-care costs significantly and might

save a patient’s life (Hector et al. 2011; Thompson et al. 2011; Huang et al. 2012).

The fact that Arizona has approximately twice as many infections as California can

be explained by the differences in the population sizes in the highly endemic

regions of the two states (Galgiani et al. 2005; Sunenshine et al. 2007). The majority
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of infected humans might not realize that they had been infected with either

Coccidioides immitis or C. posadasii, because their immune system eliminated

the pathogen before it could become established in the body. It is assumed that

lifelong immunity results from this immune response (Kirkland and Fierer 1996).

Many infected humans realize very mild symptoms, so that they see no need for

medical attention. It is estimated that approximately one-third of infected humans

who do suffer from valley fever as a clinical illness have symptoms that resemble

those of a community-acquired pneumonia including fever, fatigue, and a dry and

persistent cough which typically either clears on its own after several weeks of

illness or when treated with an antifungal drug (Brown et al. 2013). The successful

detection of Coccidioides spp. in patient specimens depends on either cultivation

success or the sensitivity of DNA-based and serology-based laboratory methods

which variously determine the presence of the pathogen in blood, sputum, urine,

and spinal fluid. Of course, the success of diagnosis also depends on experience of

the physician or laboratory scientist and their recommendation of testing for

Coccidioides in the first place, because symptoms and signs of valley fever are

not uniform among patients (Galgiani et al. 1991; Anstead and Graybill 2006).

Whether diagnosed or not, most infections are controlled by induction of immunity,

although the associated illness may last for many weeks to many months. There are

currently five commercially available oral antifungal drugs with activity for treating

coccidioidal infections: ketoconazole, fluconazole, itraconazole, voriconazole, and

posaconazole. Treatment with fluconazole or itraconazole for such patients typi-

cally involves doses ranging from 200 to 400 mg per day, with treatment durations

ranging from several to many months. The cost of therapy is substantial. Drug costs

alone range from $2000 to $20,000 per year and patient, depending upon the

specific drug and the daily dosage prescribed (Warnock 2006; Hector et al. 2011).

If the disease spreads beyond the initial site of the infection, which typically is the

lung, then treatment is highly recommended, because complications from such

dissemination can lead to chronic illness and in rare cases even death. Amphotericin

B is effective only if administered parenterally, and its use is often associated with

significant side effects and toxicities (Como 1994). A new antifungal drug,

Nikkomycin Z, which has been first described in detail in the 1990s and has less

side effects compared to the other antifungals, is finally in clinical trials (Hector

et al. 1990; Shubitz et al. 2014). If the disease has disseminated, then treatment

usually continues for many months to years. When therapy is discontinued after the

apparent successful control of the disease, a relapse of infection occurs in approx-

imately one-third of patients. Therefore, some patients may need lifelong therapy to

maintain control. Highly vulnerable to the disseminated form of valley fever are

patients with compromised immune systems which include pregnant women and

children whose immune system is in the developmental stage. It has been

documented that about 5–10% of all Coccidioides infections result in pulmonary

sequelae, which can mean serious damage to the lung, and 1% or less result in the

spread of the infection outside of the lungs. Extrapulmonary infections by these

pathogens can lead to destructive lesions in the skin, bones, joints, meninges, and

virtually any other organ or tissue in the body to which the infection has spread. The
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high incidence among incarcerated prisoners is likely the status of their immune

system, because drug abuse is common in these facilities. Furthermore, many of

these detention centers are located in desolate Coccidioides spp. endemic areas in

the southwestern USA. Since most coccidioidal infections can only be diagnosed by

specific laboratory testing, the lack of clinicians testing for valley fever could easily

account for the significant underreporting of illness (McLean 2012). In many cases,

patients with persistent respiratory infections often received empiric antibiotics or

corticosteroids in ambulatory practices. In one study, 81% of patients with valley

fever pneumonia received at least one course, and 31% received multiple courses of

antibacterial treatment for their illness (Valdivia et al. 2006). Of concern is here not

only the cost of antibiotics but more so the potential increase in antibiotic-resistant

bacterial pathogens in the community. Furthermore, it has been observed that the

use of anti-inflammatory corticosteroids which are often administered to treat

cutaneous or rheumatologic symptoms that may accompany primary coccidioidal

infection can have negative impacts on the patient’s immune system which can

favor spread of the disease beyond the primary site of infection (Shoham and Levitz

2005). Finally, by establishing a diagnosis of coccidioidomycosis early, complica-

tions (should they arise) may be more quickly recognized and treated. In summary,

the attitude that primary care professionals take regarding early diagnosis of

coccidioidal infections is critical to all further discussion about the proper manage-

ment of this infection in the primary care setting. Recommendations to physicians

regarding how to diagnose and treat valley fever are available in more detail at the

website of the “Valley Fever Center for Excellence” at the University of Arizona at

Tucson (https://www.vfce.arizona.edu/), as well as information for the general

public. Development of a vaccine to protect the general public from coccidioido-

mycosis has not been successful so far, but research in that area is ongoing

(Pappagianis and Levine 1975; Cole et al. 2004; Thompson et al. 2015).

6.4 Ecology of Coccidioides spp.

6.4.1 Coccidioides spp. in the Environment

There are currently two species described in the genus Coccidioides, and both of

them are able to cause valley fever in humans and animals: C. immitis and

C. posadasii. In the past, all strains were designated as C. immitis (the California

and the non-California ones), but recent genetic analyses have shown that strains

segregate into two distinct groups which represent several ecotypes (Fisher et al.

2002; Whiston and Taylor 2014). Strains now designated C. immitis in most cases

originate from infections contracted in California, and those designatedC. posadasii
are from infections contracted elsewhere. Hybridization of both species has been

confirmed as well, and it is suspected that both species might co-occur in some areas

(Neafsey et al. 2010; Johnson et al. 2014). Coccidioides spp. are dimorphic fungi
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that form vegetative hyphae (mycelium) when growing as saprophytes in moist soil,

biodegrading dead organic matter. The pathogen is somehow adapted to a variety of

environments that could be characterized as the “lower Sonoran life zone” (Merriam

1898) that comprises arid and semiarid areas in the southwestern USA and habitats

with similar climate conditions and soils in Mexico and South America (Maddy and

Coccozza 1964; Maddy 1965; Kolivras et al. 2001; Fisher et al. 2007; Baptista-

Rosas et al. 2007, 2012; Lauer et al. 2012, 2014).Coccidioides spp. are not known to
be established in any other semiarid or arid environments on other continents. Soil

types in Coccidioides endemic areas are unique in the Americas; they comprise

desert soils and desertlike soils and some of them are alluvial deposits (Fig. 6.3).

This figure shows that soils in theMojave Desert and in endemic areas of Arizona are

very similar and characterized by large areas of Mojave soil. The areas of Lancaster

in the Antelope Valley located in the western Mojave Desert and Bakersfield in the

Southern San Joaquin Valley also share soils characterized as Panoche loam. The

map gives a broad overview based on soil parent material.More detailed information

can be obtained from the US Department of Agriculture (USDA) websoilsurvey

database for all locations. Figure 6.4 shows an example indicating different soil

types (separated by orange lines) at a Coccidioides-positive site near Lancaster,

California. Figure 6.5 shows various locations where C. immitis was detected in the
western Mojave Desert in recent years.

It is not known how long Coccidioides spp. have been established in soils of the

Americas. Genomic analyses suggested that C. immitis and C. posadasii split in two
species around 5 million years ago (Sharpton et al. 2009). It has been proposed that

Coccidioides as a genus has existedmuch longer—possibly as long as 40–50million

years (Bowman et al. 1992; Kofoupanou et al. 2001; Fisher et al. 2002). Other

authors speculate that Coccidioides spp. emerged in the early Cenozoic period

(Paleocene, ~65 million years ago), corresponding to a point in time where there

was rapid diversification of mammalian orders, with the first fossils of Rodentia
appearing (Rose 2006). Coccidioidal infections of homeotherms in North America

have occurred during at least the past 8500 years (early Holocene), suggesting that

Coccidioides has evolved over a relatively long time span as a pathogen of Homo
sapiens. Evidence from the fossil record is rare. A pathological, anatomical inves-

tigation of early Holocene bison mandibles (Bison antiquus) discovered in

Nebraska, and dated 6500 A.D., discovered severe, locally extensive, mandibular

osteomyelitis with intralesional spherules morphologically consistent with the

genus Coccidioides. This implies either the fossil home range of Coccidioides was
larger than it is today or ancient bison migrated between endemic and non-endemic

areas during the early Holocene (Morrow 2006). Microscopic investigations of bone

thin sections from an ancient Native American skeleton found in northern Arizona

found evidence of disseminated coccidioidomycosis. The skeleton dated back to

1000–1400 A.D. and belonged to a 40- to 50-year-old individual of the Sinagua

culture which settled in the American southwest. The unexpectedly high preserva-

tion of organic material in the skeleton included spherules of the pathogen, endo-

spores, and red and white blood cells. The lesions observed in the bones were so
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massive and widespread that they suggest a systemic infection rather than a

contamination from soil or a postmortem infection (Harrison et al. 1991).

It is not known how long arthroconidia of the pathogen can remain viable in the

environment. Revivals from dormant structures such as seeds or spores after short

periods of time are well-documented in the scientific literature. Furthermore,

cultivation success of microbial species from fossils or ancient soils and sediments

that are millions of years old has been published. For example, Sugiyarna and Goto

Fig. 6.4 (a) Aerial overview photo of individual sampling spots along Transect F located in the

western Mojave Desert (Antelope Valley, California). The Soil Conservation Service Map

obtained from the USDA websoilsurvey database indicated two different soil map units (Ro and

Rp) which represent different soil types (Rosamond loam and Rosamond sandy loam, respec-

tively). The red dots show the location of individual sampling spots. (b) Overview of site F

showing disturbed soil of a fallow agricultural field that had not been under management for

several years. The vegetation consists of mostly invasive grasses and herbs with bare spots

throughout. Rodent activity was observed as well
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(1969) claim to have cultured various fungal species from the genera of

Penicillium, Aspergillus, Cladosporium, Trichoderma, Candida, and Rhodotorula
from Pliocene and Miocene soil core samples in Japan (between 5 and 24 million

years old, from 600 to 3200 m depth) (see also Kennedy et al. 1994 and references

within). Cryptobiologists and astrobiologists have provided evidence that microbes

can survive millions of years either in the form of dormant structures or by

extremely slowing down their metabolism to survive in either hostile or extreme

nutrient-poor environments. Such evidence seems to be abundant but also is

skepticism especially when the “revived” microbes resemble ubiquitous microbes

that are known to be common contaminants from surrounding soils, water, and air

(see Amy and Halderman 1997 and references within; Gilichinsky et al. 2007;

Fig. 6.5 (a) Overview of soil sampling sites located north of the city of Rosamond, California. (b)

Overview of sampling site Galt. This site also was dominated by different species of saltbushes,

herbs, and wildflowers in an area that appeared to have been covered by water in the rainy season,

as seen above. (c) Overview of sampling site six on the northern end of the Rosamond dry lake bed

with saltbushes being the dominant plant species in the area. Creosote bushes were found as well

farther away from the dry lake bed at slightly higher elevations. The non-vegetated area in between

the saltbushes was colonized by biological soil crusts. (d) Sampling site LJ on the western edge of

Roger’s dry lake bed, showing shallow dunes and saltbushes, as well as scattered Joshua trees

which can be seen in the background of the photo
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Onofri et al. 2007). The San Joaquin Valley of California has been a marine envi-

ronment and later a large freshwater lake in the past. Two-million-year-old sedi-

ment layers that include fossils from marine vertebrates and invertebrates have been

discovered at a location called Sharktooth Hill in Kern County. This is also one of

the first locations where C. immitis was isolated from topsoils in the 1950s and

1960s (Egeberg and Ely 1956; Swatek et al. 1967). Deeper soil layers have not been

included in such investigation so far (Fig. 6.6).

Since Coccidioides spp. are obligate aerobic, oxygen content is a major factor

limiting the depth that they can survive in the soil, but other key ecological factors

that might be important in supporting the growth of Coccidioides spp. in the soil

have not been clearly identified. It has been found that C. immitis and C. posadasii
favor somewhat different soils. C. immitis has been associated with saline, clay-

rich, and alkaline soils in California (Plunkett et al. 1963; Elconin et al. 1964;

Lauer et al. 2012), whereas C. posadasii was primarily detected in sandier soils

(Swatek and Omieczienski 1970; Barker et al. 2012).

The physical and chemical soil parameters that harbor these pathogens were

determined in soil samples from Kern County, California (Lauer et al. 2012, 2014).

Results from these studies indicate that clay-rich soils (at least 20% clay) with a pH

between 7.8 and 8.5, a water supply (15 bar) of 3.5–5 cm, an available water

capacity of about 4 cm/cm, and a cation exchange capacity (CEC7) of between

Fig. 6.6 Site near Sharktooth Hill, east of Bakersfield, California, where fossil diggers exposed

gray sedimentary soil that contains marine fossils from invertebrates and vertebrates
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20 and 25 milliequivalents/100 g can be indicative of a suitable habitat for

C. immitis in the San Joaquin Valley. However, C. immitis was also isolated from

soils that did not fit into this scheme (Orr 1968). It has to be considered that some of

the C. immitis-positive sites that were detected in the past might in fact present

so-called accumulation sites or dormant sites, where the pathogen has been depo-

sited by the wind but remained inactive and persists in the form of arthroconidia

throughout the year because of unfavorable environmental conditions, unable to

germinate, in contrast to “active sites” where the fungus has an active metabolism at

least at some time during the rainy season (see definition of “active sites”

vs. “accumulation sites” in Fisher et al. 2007). A recently completed study which

included soils from the western Mojave Desert around Edwards Airforce Base

confirmed these observations (Lauer 2015).

The environments that are endemic for Coccidioides spp. differ to some degree

in regard to soil parameter, climate conditions, and vegetation cover, and it is

suspected that different ecotypes of C. immitis and C. posadasii and their hybrids

exist that could also be termed strains of the species. Once additional isolates of

Coccidioides spp. are investigated genetically in more detail, it might become

evident that different populations of C. immitis in the Southern San Joaquin Valley

and populations in the western Mojave Desert, as well as populations of

C. posadasii in Arizona and those isolated from Mexico, are indeed equipped

with different genes that enable them to thrive successfully in different environ-

ments but, once established in a mammalian host, cause the same disease. Ecotypes

within several different species of fungi that either can be harmful to humans or are

important in bioremediation and biocontrol processes have already been described

based on results from detailed phylogenetic studies (e.g., Dettman et al. 2003;

Douhan et al. 2008; Colpaert et al. 2011).

Plant species adapted to grow only in specific habitats can be used as indicators

for soil physical and chemical parameters. In Coccidioides endemic areas of

California, Arizona, and Mexico, saltbushes (Atriplex spp., Atripliceae) and creo-

sote bushes Larrea tridentata (Zygophyllaceae) are established in non-disturbed

areas (Haase 1972; Vasek 1980). Larrea tridentata is known for its ability to secure
water for itself by inhibiting neighboring plants. It also has been used as medical

plant by Native Americans against many different purposes in the past and can

serve as an analgesic, antidiarrheal, diuretic, or emetic agent (Moore 1989). It is

adapted to well-drained soils and alluvial flats that were once common in the

Southern San Joaquin Valley and are still abundant in many areas of the Mojave

Desert but can also be found in Mexico and some areas in South America. Larrea
spp. are able to form colonial clones that can last very long, the oldest one, which

was found in the Mojave Desert, being more than 11,000 years old (Vasek 1980;

Felger and Moser 1985). The toxin it produces to suppress competing plant growth

might be tolerated by Coccidioides and opens a niche for this fungal pathogen to

persist in an environment that is unfavorable for many other soil microbes.

Coccidioides spp. are also tolerant to higher concentrations of boron that are natural
in many soils of the Mojave Desert (Egeberg and Ely 1956; Kolivras et al. 2001).

The natural vegetation in the San Joaquin Valley has been mostly replaced by
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agricultural fields, oil rigs, houses, etc., and it is sometimes difficult to obtain

information about the once established plant associations in a particular area. The

best overview of the vegetation of California indicating all plant associations in

different climate zones can be found in Sawyer et al. (2008).

Some studies performed in Arizona have associated C. posadasii with rodent

burrows. An infected rodent that dies at some time because of the infection can shed

the pathogen back into the soil, where it can return to its saprophytic stage (Maddy

and Crecelius 1967). Coccidioides spp. might favor an association with a mammal

over its saprophytic stage in the soil, as it had been proposed by Sharpton et al.

(2009), because they are apparently lacking essential gene coding for proteins

involved in the catabolism of plant-derived material, such as cellulose and pectin,

and instead produce enzymes that can degrade keratin. However, more comparative

studies including other keratinophilic members of the Onygenales, such as the soil-
dwelling, nonpathogenic close relative of Coccidioides spp. Uncinocarpus reesii
have to be performed to elucidate alternative strategies those fungi can pursue as

soil saprophytes in the absence of keratin.

In regard to seasonal influences, it is understood that rainy periods favor the

growth of soil microbes in general, and the addition of moisture to the soil triggers

the germination of bacterial spores and conidia of fungi. During the dry season,

Coccidioides spp. survive as arthroconidia which form when the fungal hyphae stop

elongating and cells undergo autolysis, producing spore-like barrel-shaped struc-

tures which can easily be disrupted and become airborne when soil is disturbed.

These arthroconidia are approximately 3–5 μm in length which is small enough to

both remain suspended in the air and be inhaled deep into the lungs, resulting in

contamination of lung tissue which might develop into an infection. Once

established, arthroconidia can transform into a “spherule” and can enlarge consider-

ably, occasionally to as much as 75 μm in diameter. The spherules provide

protection from the host’s immune system because they are too large to be engulfed

by macrophages. In active infections, mature spherules rupture their outer wall and

release the newly formed endospores, each of which can develop into another

spherule.

6.4.2 Diversity of Fungi in Coccidioides Endemic Soils

Cultivation of bacteria and fungi from the top layers of arid, non-disturbed soils

collected in Kern County has indicated the dominance of aerobic and facultative

anaerobic bacterial spore formers such as Bacillus spp. and Streptomyces spp., as
well as a few non-fastidious fungal species, among them Penicillium and Asper-
gillus spp. When aliquots of diluted soils are plated on artificial media, such as R2A

supplemented with 10% soil extracts, a diversity of bacterial and fungal colonies,

some of them with antimicrobial properties can be observed (Fig. 6.7).

Few research studies have focused on the diversity of microbes in desert soils of

the southwestern USA in the past. Orr (1968) identified members of 34 different
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fungal genera from 22 soils collected at six Coccidioides endemic areas (Kern,

Stanislaus, Merced, and San Diego County) using culture-dependent methods and

microscopy. It is of interest to note that three of the six collection sites were

associated with Indian camps or middens (burial sites). About 30% of the species

identified by Orr (1968) were also isolated in a study from soils of the Sonoran

Desert (Ranzoni 1968). Orr also mentioned in his 1967 paper that he had isolated

many of these species from soils of the Mojave Desert and the Sonoran Desert

himself about a decade earlier.

Polymerase chain reaction (PCR) amplifications using DNA extracts obtained

from soil samples of Kern County and the western Mojave Desert 560 in 2014

(English 2010 and unpublished data) revealed the presence of various fungal

species known to be adapted to dry conditions and hot climate. Sequencing efforts

of these PCR products obtained with primers specific for Ascomycete and Basidio-
mycete fungi revealed the presence of members of the Capnodiales, especially
Cladosporium spp., and the Onygenales, among them Coccidioides immitis,
Uncinocarpus reesii, and species related to the genera Aphanoascus, Amauroascus,
Auxarthron, and Arthroderma, and members of the Eurotiales related to

Thermomyces spp.; Pleosporales, predominantly Alternaria spp.; Pezizales, related
to Ascodesmis spp.; and Hypocreales, especially Fusarium spp., among them

Fusarium oxysporum. These fungi all belong to the Ascomycetes. Occasionally
members of the Basidiomycetes were detected, which are within the order

Filobasidiales and related to the genus Cryptococcus. These results overlap with

results obtained by Orr (1968). Frequently encountered were also keratinophilic and

dermatophytic species of the genera Gymnoascus, Chrysosporium, and

Malbranchea. Members of these same latter three genera have also been isolated

from arid soils of other locations, bird feathers, and animal tissues by other

Fig. 6.7 Visible zone of inhibition between bacterial colonies and fungal colonies (samples from

a location southwest of Bakersfield, California). (a) A large bacterial colony related to Bacillus
sp. is inhibiting the growth of a Penicillium sp. (b) A small bacterial colony identified as

Streptomyces sp. is inhibiting a Penicillium colony. The zones of inhibition are indicated by a

white arrow. The small white colonies visible on both plates are Streptomyces spp. which are able
to produce metabolites that darken the medium
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researchers (e.g., Emmons 1942, 1954; Rees 1967; Knudtson and Robertstad 1970;

Orr and Kuehn 1972; Garg et al. 1985).

Large areas of undisturbed soils in the Mojave Desert also support the growth of

biological soil crusts, which typically include lichens and other mutualistic sym-

bioses between fungal species and either photosynthetic bacterial or algal species.

These soil crusts generally settle and develop between scattered saltbushes and

creosote bushes and can be several hundred years old. Soil crusts often have been

observed at C. immitis-positive non-disturbed sites in the Mojave Desert (A. Lauer,

personal observation). These biological soil crusts are important in preventing soil

erosion, and they are also contributing to soil fertility because some of them have a

known ability to fix molecular nitrogen (Belnap and Gillette 1997; Billings et al.

2003; Belnap 2003a, b; Thompson et al. 2005). Interestingly, the distribution of

biological soil crusts has been assessed via remote sensing in the Mojave Desert

(Williams et al. 2012).

6.4.3 Environmental Change and Coccidioidomycosis

The ongoing drought in the southwestern USA has contributed to increased dust

development in many areas, and a drier climate is predicted for this area in the near

future (Dettman et al. 2003).

Dust clouds generated by storm activity over arid lands can result in soil

particulates being transported to altitudes >5 km (Carlson and Prospero 1972;

Kellogg and Griffin 2006). Furthermore, dust can be transported several hundreds

of km, the finest particles even thousands of km (see review by Péwé 1981). Dust

can have effects on climate, ocean and freshwater sedimentation, formation of soil,

crop growth, and air pollution. Dust storms develop in naturally semiarid areas that

periodically become arid due to seasonal desiccation over the summer months or

due to human activity, such as exposing soil surfaces to the elements by either

removing larger vegetation, destroying biological soil crusts, or abandoning agri-

cultural fields. Significant disturbance of soil surfaces can also be caused by

animals, especially by large colonies of rodents, and desert ants. Dust storms

occur several times per year in areas of the southwestern USA, but much more

common are dust devils which can be observed daily in disturbed semiarid and arid

areas of the Mojave Desert, for example. These dust devils are able to carry clay and

silt size particles up to several hundreds of meters into the air and many meters

away, occasionally generating huge vortexes of dust (Idso 1975).

Climate change likely affects the ecology of pathogens in the environment

including their reproduction success and transport. Weather and climate factors

are known to affect dispersion of pathogens either directly or by affecting their

vectors and reservoirs. Climate change may therefore have important impacts on

incidence of infectious diseases (Boxall et al. 2009). As a spore former, and by

being adapted to grow in alkaline desert soils, which are generally poor in organic

matter, Coccidioides spp. certainly have an advantage over other soil-dwelling
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fungi that are associated with agricultural fields and which prefer both a pH below

7 and higher content of organic matter. It can be speculated that the ongoing

drought in the southwestern USA may result in a shift in the microbial population

in soils toward an increase in Coccidioides spp. and other drought-tolerant

microbes. These effects will affect pathogens and microbial antagonists to these

pathogens alike. An ongoing drought will result in increased PM10 pollution from

dust that in Coccidioides endemic areas will likely contain arthroconidia of the

pathogen. The dust predominantly arises from disturbed soils such as eroded

agricultural fields which were abandoned because of the scarcity of water in the

last few years. Once the topsoil layer is disturbed and the natural vegetation

removed, the soil is exposed to the elements and erosion follows. This has been

observed in the western Mojave Desert west of the city of Lancaster, California

(e.g., see Fig. 6.4). Changes in land use also include the development of urban areas

due to population increase. Areas outside the “lower Sonoran life zone” have less

dust development and more rain, so that one can conclude that Coccidioides
arthroconidia, if they were formed, more rarely would become airborne in these

geographical areas. One can speculate about the implications of the ongoing

drought in the southwestern USA and what that can mean in regard to valley

fever in areas that are not known to be endemic, such as Washington State and

other states in the northwest.

Ambitious plans in California and Arizona to switch to renewable energy in the

near future have put a lot of pressure on the environment. Solar power in California,

for example, has been growing rapidly because of high insolation, community

support, declining solar costs, and a renewable portfolio standard which requires

that 25% of California’s electricity come from renewable resources by 2016 and

33% by 2020 (Sherwood 2014). Much of this is expected to come from solar power.

As of the end of 2013, California had 490 MW of concentrated solar power and

5183 MW of photovoltaic capacity in operation (Sherwood 2014). The American

Solar Energy Industries Association reports that a further 19,200 MW of utility-

scale solar projects are under construction or development in the state as of August

2014 (Solar Energy Industries Association [SEIA]) “Major Solar Projects List: Fact

Sheet.” Some of these photovoltaic plants are situated or are being constructed in

highly endemic areas where Coccidioides spp. are established. The Antelope Valley
Solar Ranch 1 (AVSR1), for example, is a 266-megawatt (MW) photovoltaic power

plant near Lancaster within the Antelope Valley, in the western Mojave Desert,

Southern California (see Fig. 6.8). The largest solar power installation in the world

so far is the 354MW solar thermal SEGS plant, completed in 1991 whose combined

capacity comes from three sites in California. The Ivanpah Solar Electric Generat-

ing System (392 MW), located 40 miles (60 km) southwest of Las Vegas, recently

overtook the California facility. Although the switch to renewable energy is appre-

ciated to reduce CO2 emissions from burning fossil fuels, the location for these

photovoltaic plants and wind energy turbines should be carefully chosen. Large-

scale disturbance of soils that harbor Coccidioides spp. can enhance valley fever

incidence, because of the risk of arthroconidia becoming airborne when arid soils
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are disturbed. Unfortunately, environmental assessments prior to soil disturbance

and land development do not include soil testing for potentially airborne pathogens.

6.5 Methods to Detection of Coccidioides spp.

6.5.1 Cultivation-Based Methods

A variety of methods are established to detect Coccidioides spp. in patient specimen

and in environmental samples, such as soil and dust. Methods to detect the pathogen

in patient specimen, for example, sputum, blood, spinal fluid, tissue samples, urine

samples, etc., conducted before the 1990s were all culture-based and included a

variety of laboratory media, typically such as either Sabouraud or brain heart

infusion agar usually supplemented with antibiotics to inhibit fast-growing bacteria

(Lubarsky and Plunkett 1955; Huppert 1957). Another method relied upon the use

of embryonated hen (chicken) eggs (Vogel and Conant 1951). The transformation

of arthroconidia into spherules (spherulation) can be induced by incubating at a

higher temperature, such as 40 �C, and increased CO2 concentrations and by adding

growth factors such as glutathione (Converse and Besemer 1959; Breslau and

Kubota 1964). Coccidioides spp. were successfully isolated from soil on media

containing ammonium chloride and acetate, as well as growth factors such as

acriflavine (Steward and Meyer 1932) on which they form a whitish mycelium.

The parasitic stage of the pathogen can also be cultured and investigated on

artificial media (e.g., Converse and Besemer 1959). First attempts to isolate

Coccidioides spp. from soils date back to the beginning of the twentieth century

and are still attempted with mixed success today. Obtaining Coccidioides spp.

Fig. 6.8 (a) Announcement for the development of a photovoltaic system in Lancaster,

California, area in the western Mojave Desert, a site that supports the growth of C. immitis. (b)
Overview of the landscape with saltbushes and other drought-resistant annuals. (c) Soil sampling

site where C. immitis was detected. Note the white patches of salt crystals on the dry soil surface
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isolates from the soil environment is of important value, because it can prove that

arthroconidia are viable and variation in virulence among cultivated pure cultures

can be investigated (Huppert et al. 1983).

6.5.2 Culture-Independent Methods

With the start of the modern age of microbiology, PCR-based methods allowed for

the detection of Coccidioides spp. using diagnostic primer pairs. These methods

were initially developed to detect the pathogen in patient specimens and were then

discovered, modified, and used to detect Coccidioides spp. in DNA extracts from

soil and dust. A multiplex PCR was one of the first methods to detect C. immitis in
soil samples of Kern County and was based on the methods developed by Greene

et al. (2000). This PCR method includes two primer pairs, one that amplifies a

fragment of the 18S rDNA gene of all fungi (~450 bp) in addition to a shorter

fragment (~220 bp) with a Coccidioides-specific primer pair. This method was also

successfully used on soil samples collected around Bakersfield, California, an area

with high incidence of coccidioidomycosis (Lauer et al. 2012). However, the PCR

amplicons obtained with the diagnostic PCR in the multiplex PCR are not long

enough to distinguish between C. immitis and C. posadasii (Fig. 6.9).
A variety of primer combinations was developed in the subsequent years to detect

Coccidioides in soil and dust from different locations in the southwestern USA and

Mexico which included diagnostic primer pairs that target the intertranscribed

spacer regions (ITS) of the ribosomal gene. Martin and Rygiewicz (2005) developed

a nested PCR system to amplify Dikaryomycota efficiently and at the same time

reduce unspecific annealing. This nested PCR approach was adapted by Baptista-

Rosas et al. (2012) who included a third PCR step with a diagnostic primer pair for

Coccidioides using a primer pair originally published by Binnicker et al. (2007). The

nested PCR approach was also used by Johnson et al. (2014) investigating soils

obtained from an archaeological site at Dinosaur Monument in Utah, known as

“Swelter Shelter” for the presence of the pathogen, a site of a coccidioidomycosis

epidemic in 2001. Johnson et al. developed a new diagnostic primer pair that was

long enough to distinguish between the two species C. immitis and C. posadasii and
which was leading to fewer false-positive amplifications as compared to the primer

pair published by Binnicker et al. (2007) which was used in the original nested PCR

approach published by Baptista-Rosas et al. (2012). All diagnostic primer pairs are

vulnerable for unspecific amplification, resulting in occasional false positives.

Therefore, sequencing of the PCR amplicons is essential to validate a positive result.

Exemplary results of nested PCRs are shown in Figs. 6.10 and 6.11.

Attempts to quantify Coccidioides spp. in patient specimens have also been

attempted using real-time PCR and different probes. Protocols using real-time PCR

have been published by Binnicker et al. (2007, 2011), Casta~non-Olivares et al.

(2010), and Sheff et al. (2010). Especially beneficial is the hope that real-time PCR

assays performed on patient specimens can lead to improved disease surveillance,
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increase understanding of the natural history of coccidioidomycosis, and assist in

clinical differentiation studies. Real-time PCR has also been adopted to screen

environmental samples for the presence of Coccidioides spp. These PCR methods

are not targeting the ITS regions of the ribosomal gene but instead are based on

Fig. 6.10 Detecting environmentally present Coccidioides by use of PCR analysis technology. (a)

Example of successful PCR results obtained with primer pair NSA3/NLC2 (~1000 bp). (b)

Example for a successful nested PCR with primer pair NSI1/NLB4 (~900 bp) using aliquots

from the NSA3/NLC2 PCR

Fig. 6.9 Agarose gel electrophoresis (2%) of PCR products obtained by multiplex PCR with

primer pair RDS478/RDS482 and ITSC1A/ITSC2. White arrows indicate PCR fragments of

correct size (~220 bp) from environmental samples that contained C. immitis
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single nucleotide polymorphism (SNP) analyses, which is also able to differentiate

Coccidioides on the species level (Sheff et al. 2010; Litvintseva et al. 2015).

Screening of hundreds of samples can become labor- and cost-intensive when

molecular methods are involved to detect Coccidioides spp. A method to screen

large amount of samples and at the same time obtaining information about differ-

ences in the microbial diversity in the soil samples is denaturing gradient gel

electrophoresis (DGGE) which separates PCR products by base composition

(Muyzer and Smalla 1998; Kowalchuk et al. 2004). The PCR/DGGE method

performed with primers specific for fungi has been used successfully to generate

fingerprints of the fungal communities in the soil and can detect C. immitis when it

is a dominant part of the fungal community. The method is not sensitive enough

however, when the pathogen is present in low numbers. The identification of the

fungal species that are represented by DGGE fingerprints can be achieved by

excising, re-amplification, and sequencing of individual DGGE bands that refer to

operational taxonomic units (OTUs) (Heuer and Smalla 1997; Hoshino and

Morimoto 2008). Figure 6.12 shows an example of a successful DGGE approach

to detect C. immitis in soil samples.

Another approach to determine the presence of the pathogen in soils is based

upon immunological tests of rodents living in endemic areas. It is hypothesized that

small rodents, such as kangaroo rats, pocket mice, ground squirrels, and other

animals that dig burrows in soil, cannot avoid being contaminated with arthro-

conidia of the pathogen. If the pathogen is established in a certain area, then one

would expect to find antibodies against it in the blood of rodents living in that area

(Catalán-Dibene et al. 2014).

Fig. 6.11 Results of agarose gel electrophoresis (2%) with PCR products obtained with primer

pair ITSC1A/ITSC2 with diluted aliquots from amplicons obtained with primer pair NSI1/NLB4

in a nested PCR approach (diagnostic PCR).White arrows indicate PCR fragments of correct size

(~220 bp) from environmental samples that contained C. immitis as confirmed by sequencing of

the amplicons
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Dust samples can be collected using a variety of methods. The most commonly

used method includes the spore trap method where air is channeled through filters

with different pore size. See Lacey and Venette (1995) for an overview of com-

monly used dust collection methods. A promising field method is also the Portable

In Situ Wind Erosion Laboratory (PI-SWERL®) developed by Etyemezian et al.

(2007) which can be easily used in the field mounted on a baby stroller (Fig. 6.13).

The PI-SWERL® method can be used to generate windblown dust on test surfaces

adjacent to where bulk soil sampling will occur. The PI-SWERL® has been used

extensively in prior wind erosion and windblown dust emission studies and pro-

vides a portable means to simulate the effect of high wind on soil surfaces. Dust

emitted from within the PI-SWERL will be passed through a PM10 size inlet and

subsequently onto a filter. The collected dust can then be used for any downstream

application, such as DNA extraction and PCR.

Fig. 6.12 Fingerprint of

fungal communities in soil

samples collected near

Edwards Airforce Base,

California, obtained by PCR

with primer pair NS1/GC-

fung (18S rDNA), followed

by DGGE. The individual

sites clearly indicate

variations in fungal

community composition.

The white arrow points

toward bands that appear in

the same melting area of the

gel as would a PCR

fragment from C. immitis
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6.6 Conclusion

Valley fever represents a substantial public health problem, the true burden of

which likely remains under-recognized. It has been noted that more cases of valley

fever are occurring in areas that previously had low incidence of the disease only

about a decade ago. The incidence of this disease is on the rise due to factors

described previously. Being aware of this is the first step to action. Clearly, valley

fever is an ongoing epidemic which is taking a turn for the worse and which should

require sustained interventions from medical and public health communities, such

as sustained funding for vaccine development and also research support for eco-

logical studies on Coccidioides spp. We need the ability to determine and predict

which soil environments support Coccidioides growth under current as well as

future climate conditions. Clinicians should maintain a high clinical suspicion for

valley fever in patients who either live in the endemic regions or who have traveled

to those areas.
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Fig. 6.13 Usage of PI-SWERL sampling methodology. (a) PI-SWERL equipment in action at a
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been sampled with the PI-SWERL method at a C. immitis-positive site (also located at EAFB)
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Chapter 7

Antibiotic-Resistant Environmental Bacteria

and Their Role as Reservoirs in Disease

Marilyn C. Roberts

Abstract Antibiotic use has steadily increased since its introduction in the 1940s.

This has led to millions of metric tons of antibiotics produced and used worldwide

with contamination of both natural and man-made environments, as well as domes-

tic and wild animals, man, and plants. This contamination has influenced the

increase in antibiotic resistance over time. It is now recognized that a global

“One Health” approach is needed to understand how antibiotic-resistant bacteria

and resistance genes spread among and between animals, humans, and the envi-

ronment. In this chapter, I will discuss specific examples of how environmental

bacteria have played roles in the development of specific antibiotic resistance genes

as well as their roles as reservoirs for these genes which have impacted the health of

humans and animals globally.

7.1 Introduction

The discovery and use of antibiotics has been one of the greatest public health

achievements of the twentieth century. The majority of antibiotics currently in use

today were primarily produced by living organisms and then modified by man.

These molecules either inhibit or kill other microbes by interacting with specific

microbial targets. Antibiotics are used for the treatment of animal and human

infections, as well as prevention of infections in patients undergoing surgery,

chemotherapy, and either organ or tissue transplants. One major nonhuman use of

antibiotics like tetracycline in the USA and some other countries is as growth

promoters given to animals at subtherapeutic levels in their feed. Back in the

1940s, it was discovered that there were growth promotion effects on chickens

from feeding them Streptomyces aureofaciens biomass left after fermentation. It

was thought that the growth promotion effect was due to low levels of chlortetra-

cycline left in the mixture which lead to the development and wide use of anti-

biotics especially tetracyclines as antibiotic feed additives. The levels used were at
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subtherapeutic levels often for the life span of the animal. These levels are now

known to efficiently select for increased drug-resistant normal flora within the

animal as well as drug resistance in the surrounding environmental microbiota.

This practice has become increasingly controversial because of the potential that

use of low levels of antibiotics is not needed for growth promotion and that the

practice contributes to the emergence of antibiotic resistance in both animal and

human bacterial populations, which in turn can reduce the range and success of

therapeutic options for disease treatment. Because of this concern, the European

Union has banned the use of antibiotics for growth promotion (Aaretrup 2012).

Volunteer legislation to reduce antibiotic use as growth promoters has been passed

in the USA (Food and Drug Administration 2013).

Antibiotics have saved millions of human and animal lives, reduce losses to

agricultural and horticultural crops, and contribute to increased food productivity.

Antibiotics have extended the lives of people with genetic conditions such as cystic

fibrosis and have become indispensible in modern human and animal medicine.

There are over ten major classes of antibiotics and hundreds to thousands of

derivatives that have been generated over the last 70 years. Antibiotics have

non-antibiotic effects which have been used to treat nonbacterial conditions and

thus are also used to treat noninfectious conditions. There are a list of other

noninfectious diseases and conditions that tetracycline can be used for and a recent

review on the non-antibiotic properties of tetracycline which are detailed in the

recent review (Garrido-Mesa et al. 2013). A recent randomized double-blind study

found that minocycline given to children and adolescents with fragile X syndrome

had greater global improvement than placebo treatment over a 3-month treatment

period (Leigh et al. 2013). Early studies suggested that tetracyclines may inhibit

cancer cell growth. Exploration of tetracyclines to expand activity to cancer targets

has been done (Sun et al. 2008) which has led to one randomized phase II trial

(Dezube et al. 2006). Other drug classes also have non-antibiotic properties and are

used in treatment of noninfectious diseases (Parnham et al. 2014).

Along with all the positives surrounding antibiotic use, there have also been

abuses which have led to increases in the level of antibiotic-resistant bacteria

(ARB) and antibiotic resistance genes (ARGs) isolated in agricultural as well as

aquacultural settings, the food chain, man, and the environment (CDC 2013; Van

Boeckel et al. 2015; WHO 2014), though the level of environmental contamination

is just now being appreciated (Berendonk et al. 2015). In the early years of

antibiotic usages, there were new antibiotics available to replace the older anti-

biotics as bacteria became resistant. Thus, when one antibiotic did not work,

another was available to take its place. However, today there are very few new

antibiotics in development to replace the less effective older antibiotics (Davies and

Davies 2010). The current lack of new and novel antibiotics coming into the market

has led some researchers to anticipate a “post-antibiotic era,” where animals, plants,

and people will die of common infections that were once easily treatable with

antibiotics (Collignon 2013). The factors that contribute to the emergence and

dissemination of bacterial resistance are complex, and over the last few years,

both CDC (2013) and WHO (2014) have issued reports on the current and potential
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public health threats due to antibiotic-resistant pathogens in the USA and around

the world.

Concerns over the spread of antibiotic resistance have fueled other groups to

assess the impacts of ARB/ARGs on human and animal health, agricultural and

food production, and agricultural and human waste management (National strategy

for combating antibiotic-resistant bacteria 2014; Taylor et al. 2014). One of the

primary outcomes of these reports is a call for increased surveillance of ARB and

ARGs in agricultural and environmental settings, with a particular interest in

identifying transmission routes of ARB and ARGs throughout the world (Collignon

2013; National strategy for combating antibiotic-resistant bacteria 2014). Key to

the success of current and future surveillance efforts are strategies to identify which

particular types of resistant genes to measure. The known ARGs are not randomly

distributed among bacteria, and there is a clear link between bacterial taxonomy and

specific types of ARGs (Durso et al. 2012; Roberts et al. 2012). This phenomenon

has been particularly well documented with tetracycline resistance (Chopra and

Roberts 2001; Roberts 2012; Roberts et al. 2015; Sloan et al. 1994).

The environment dissemination of ARB could be due to horizontal gene transfer.

We know less about environmental pathogen transmission routes than we do about

transmission within groups of either animals or humans or between animals and

humans. Durso et al. (2012) have suggested that the same gene might have different

risks for environmental transmission depending on the specific bacterial taxa

carrying the gene and as compared to risk of transmission among bacteria from

animals to man or between animals and man. It is also critical whether the gene of

interest is associated with a mobile element and whether that element has a narrow

or broad host range. Thus, it is important to know what specific antibiotic resistance

genes are found in what specific bacterial species and genera within the environ-

ment just as it is important to know that information for human and animal popu-

lations as assessed for regional, national, and international surveillance studies.

Environmental surveillance studies hopefully will allow the identification of

major gaps in our understanding of all the forces which work on selection and

transmission of bacterial resistance and even reveal how to either slow or stop the

march to a “post-antibiotic era” when common infections and minor injuries kill

as they did prior to the introduction and widespread use of antibiotics. Hence it is

important to know how ARB and ARGs move through the environment as well as

populations of people and animals as illustrated by the recent spread of NDM-1

β-lactamase-carrying bacteria (Nordmann et al. 2011). It is clear that a global

“One Health” approach is needed where animal and human usage and environ-

mental contamination are all considered together. In this chapter, I will discuss

specific examples of how environmental bacteria have played roles in the devel-

opment of specific antibiotic resistance genes and their roles as reservoirs of these

genes which have impacted the health of humans and animals globally.
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7.2 Bacterial Resistance: Historic Perspective

The production of antibiotics has steadily increased since its introduction some

70 years ago. This has led to millions of metric tons of antibiotics produced and

used worldwide with the contamination of both natural and man-made environ-

ments as well as domestic and wild animals, man, and plants which has all influ-

enced the increase in antibiotic resistance over time. The historic evidence for

increased antibiotic-resistant bacteria as a product of human activity is illustrated

by the study of Hughes and Datta (1983) which found that 24% of the Entero-
bacteriaceae, isolated between 1917 and 1954, carried conjugative plasmids, but

only 2% were tetracycline resistant (Tcr). This study included isolates from the

genera Proteus, a common environmental bacteria. None of the Salmonella, Shi-
gella, Escherichia, or Klebsiella isolates were Tcr. However, by themid-1950s, Tcr-

and multidrug-resistant, including ampicillin (Apr) and chloramphenicol (Cmr),

Escherichia coli and Shigella were described and shown to be transferrable. Later,

it was found that all three resistance genes were associated with a conjugative

plasmid (Watanabe 1963). A similar study shows increased carriage of Tcr genes

over time in enterococci (Atkinson et al. 1997). The tet(M) gene coding for tetra-

cycline had been identified in clinical Enterococcus spp. isolated between 1954 and
1955, which is approximately the same time as the first Gram-negative tet efflux
genes were identified. The Enterococcus spp. study was not published until 1997,

while the Gram-negative studies were published 30 years earlier (Atkinson et al.

1997; Watanabe 1963). Thus, both the tet efflux and tet ribosomal protection genes

have been in bacterial populations for>60 years. A similar study has been done with

the pathogenic Neisseria gonorrhoeae (Cousin et al. 2003). These and many other

studies strongly suggest that antibiotic resistance genes are becomingmore common

among bacterial populations over time due to antibiotic use by man.

It is clear that use of antibiotics is a selective pressure that has influenced the

increase in antibiotic resistance among clinically important bacteria as well as

commensal and opportunistic bacteria. However, in some cases, antibiotic resistance

was present in bacteria prior to human use of the antibiotic. For example, before the

introduction of penicillin therapy, bacteria carrying a penicillinase that was able to

inactive penicillin was identified (Davies and Davies 2010). Identification of bacte-

rial resistance either prior to or just after the introduction of either a new or modified

antibiotic has since been repeated suggesting that influences besides human use do

have a role. It is also clear that antibiotics in the environment can select for resistant

bacterial populations and may promote bacterial evolution toward increasing anti-

biotic resistance for bacteria in the environment. One potential reservoir that has

been more recently recognized is the natural putative antibiotic resistance genes

present in the environment (Davies and Davies 2010). The actinomycetes and other

microbes produce antibiotics and other bioactive small molecules that either may

kill or inhibit growth of other microbes. These antibiotic-producing microbes

also code for resistance genes which protect themselves from the antibiotics

that they produce (Davies and Davies 2010). For example, antibiotic-producing
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Streptomyces also carry “genes” which protect the host bacteria from the action of

the antibiotic(s) they produce either by reduction or prevention of drug-target

interaction with the producing organism (Cundliffe and Demain 2010; D’Costa
et al. 2006). Usually these genes are linked to the antibiotic synthesis genes and

may resemble classical bacterial resistance genes (Davies and Davies 2010).

7.3 Mechanism of Bacterial Resistance and Its Acquisition

There are a number of different ways that bacteria can become resistant to anti-

biotics. One way is due to random chromosomal mutations during replication that

lead to changes in the gene product which may either alter or eliminate the expres-

sion of a protein. Another mechanism is by acquisition of new DNA that is available

to a limited number of bacteria which are naturally transformable. Some organisms

such as Streptococcus pneumoniae and Neisseria meningitidis have successfully

used transformation to create mosaic genes that have increased resistance to peni-

cillin. Mutations and transformation alsomay have increased resistance to extended-

spectrum cephalosporins and carbapenem antibiotics (Bharat et al. 2015; Philippe

et al. 2015). These bacteria have receptors which allow them to take up DNA from

either related strains or species and integrate this foreign DNA, which may be parts

of genes, complete genes, or even defined elements, into their genome. The integra-

tion of new pieces of a gene creates a mosaic gene composed of the host’s and

foreign bacterial DNA which produces a modified protein which can reduce the

antibiotic susceptibility of the host bacteria to an antibiotic. Some species of bacteria

are able to acquire foreign DNA by transduction which uses bacteria phage for

transmission of the DNA from one host to another host. This occurs during phage

replication and is due to packaging host bacterial DNA into the phage protein coat

which, when injected into a new host bacterium, allows the foreign DNA to be

incorporated into the host’s genome (Di Luca et al. 2010). Both of these methods

normally transfer DNA between closely related strains or species. Mosaic acquired

tetracycline resistance genes have also been identified where two or three different

tetracycline ribosomal protection genes have recombined (Stanton and Humphrey

2003; Van Hoek et al. 2008). Recent data suggest that transduction is likely

important in transmission of ARGs within the soil microbiome (Perry and Wright

2013). One study of bacteriophage from environmental urban sewage and river

water found an abundance of the TEM and CTX-M β-lactamase genes (Colomer-

Lluch et al. 2011). More recently, an intragenic recombination leading to a mosaic

gene has been identified in an aminoglycoside-resistant aph(30)-IIa gene from an

environmental Pseudomonas aeruginosa plasmid (Woegerbauer et al. 2015).

However, the most common way bacteria acquire antibiotic resistance is by

acquisition of new genes associated with mobile elements (plasmids, transposons,

and integrons). These mobile elements may carry genes for metal resistance, use of

alterative carbon sources, and classical virulence genes as well as a variety of

different antibiotic resistance genes. Mobile elements are the main driving force
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in horizontal gene transfer between strains, species, and genera and are the reason

that ARGs can spread quickly through an ecosystem and move across the world.

The ARGs are found on wide or narrow-host-range mobile elements and are able to

achieve rapid spread through an ecosystem and around the world (Nordmann et al.

2011). Studying these mobile elements has increased our understanding of some of

the mechanisms by which bacteria adapt to their changing environment in many

cases more quickly than man can respond.

7.4 Mutation

Mutations occur during normal replication and generally result in a low to moderate

increase in the level of antibiotic resistance, though exceptions can be found.

Mutations may also occur due to exposure to ultraviolet light, chemicals, and

insertion of mobile elements, each of which alters the DNA composition of a

gene resulting in an alteration of the amino acid composition of the protein. Point

mutation changes are due to DNA base pair nucleotide substitution. Point mutations

can lead to silent mutations, where, because of code redundancy, the mutation

codes for either the same or a closely related amino acid and thus does not alter its

function. Other alterations result in missense mutations which are due to substitu-

tion of a very different amino acid which results in altering the protein’s function.
Some changes to the DNA result in nonsense mutation because the change creates a

stop codon, and thus, the altered gene results in the production of truncated protein

which is normally not functional. If mutations occur in the regulator region, then the

protein may either not be produced or produced in higher levels. A good example is

AmpC β-lactamases which can be found on both the chromosome and plasmids.

The plasmid-mediated AmpC is the second most common mechanism of cephalo-

sporin resistance in the USA (Edquist et al. 2013). Mutations due to either insertions

or deletions also occur, and these are often due to either the insertion or deletion of

mobile elements such as transposons. These changes may result in either greatly

altered or nonfunctional proteins which in some cases may be lethal to the host.

Mutations are passed on to daughter cells most commonly during cell division

and only more rarely by transformation and transduction. Mutations can occur in

specific structural proteins such as penicillin-binding proteins (PBPs), in RNA

molecules such as the 23S rRNA or 16S rRNA and in genes that regulate the

expression of other proteins. Mutations in any of these genes may alter suscepti-

bility to either single or multiple classes of antibiotics. However, for most classes of

antibiotics, multiple mutations are required to confer clinically relevant levels of

resistance. Subtherapeutic levels of antibiotics given in animal feed as growth

promoters, and for noninfectious diseases such as skin conditions, end up contami-

nating the environment and provide selective pressure for the accumulation of

mutations in exposed bacteria (Davies and Davies 2010). Resistance due to muta-

tions are passed down to daughter cells during cell replication and generally are not
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responsible for rapid shifts in antibiotic resistance in bacterial communities because

of their limited ability to be spread horizontally among bacterial communities.

7.5 Transformation and Transduction

Bacterial transformation is due to the direct uptake and incorporation of exogenous

DNA from its environment. Estimate regarding the number of identified species

that are naturally transformable has risen to 82 species, many from the environment

(Johnston et al. 2014). Transformation enables individual bacterium to take up and

internalize exogenous DNA and then integrate the DNA into the recipient genome

by homologous recombination. Normally, foreign DNA from either the same or

related species is internalized using specific host cell receptors. The DNA is then

integrated into the host creating mosaic proteins which often change the phenotype

of the host bacteria (see above). Both Gram-positive and Gram-negative bacteria

are naturally transformable. This requires the recipient host bacteria to be viable but

does not require the donor bacterium to be alive (Johnston et al. 2014).

The famous Avery et al. (1944) experiments demonstrated that transformation

can occur in vivo. Those experiments mixed a nonpathogenic noncapsulated

S. pneumoniae and a heat-killed virulent encapsulated strain together and injected

the mixture into mice. Only encapsulated S. pneumoniae are able to kill the mice,

and surprisingly some of the mice died. When the bacteria were isolated from these

animals, encapsulated S. pneumoniae were recovered. The isolates had the same

capsule type as was found in the heat-killed strain suggesting that something from

this mixture which we now know was DNA was incorporated into the live

S. pneumoniae allowing them to make capsule, survive, and kill the mice. This

illustrates the potential opportunities for evolution due to acquisition of new and

modified traits and demonstrated the genetic plasticity that transformation provides

for bacteria to survive under changing conditions. It is assumed that transformation

occurs not only in living animals but also in the environment.

Transduction is the mechanism of gene transfer whereby DNA from one related

bacteria is transferred to another bacteria by transducing phage, which are defective

bacterial phage that incorrectly contain packaged bacterial DNA rather than phage

DNA. Transducing particles are produced when a phage infects a bacterial cell, and

during normal phage replication, either some of the host chromosomal or small

plasmid DNA erroneously is packaged into the phage head in substitution for phage

DNA. The resulting phage then are released from the infected cell. When a

transducing phage reaches the next bacterial host cell, the bacterial DNA carried

within the transducing phage enters that new host bacterium and the introduced

DNA may then become part of the new host’s genome. Generalized transduction

allows either chromosomal or plasmid DNA to be transferred to another bacterium.

Specialized transduction transfers bacterial genes that were located near the

chromosomal insertion site used by a temperate phage. Specialized transduction

occurs when the prophage excises imprecisely from the chromosome so that
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bacterial genes lying adjacent to the prophage are included in the excised DNA,

packaged and transferred into a new host cell. Transduction is limited to closely

related strains that share common phage. Staphylococcus aureus plasmids, carrying

a variety of different antibiotic resistance genes, and perhaps some of the mecA
elements which code for an alternative PBP that confers resistance to all staphylo-

coccal β-lactams are thought to be spread between strains by transduction. More

recently, the mef(A)/tet(O) element has been shown to be transferred by phage

among group A streptococci (Di Luca et al. 2010).

Carbadox, a growth-promoting antibiotic added to livestock feed, and fluoro-

quinolones have been shown to induce phage-mediated gene transfer resulting in

generalized transduction of prophage in Salmonella Typhimurium DT120 and

DT104. Both chromosomal and plasmid DNA carrying antibiotic resistance genes

have been transferred (Bearson and Brunelle 2015). The usage of these antibiotics

in agriculture could lead to unintended changes to the microbiome by inducing

generalized gene transduction. This may also occur in the environment as a result of

either veterinary treatment of diseased livestock or use of antibiotics as growth

promoter, prevention of disease, or in contaminated feed stocks (Bearson and

Brunelle 2015).

7.6 Conjugation

Conjugative gene exchange is the main process of horizontal gene transfer between

bacteria strains, species, and genera. It requires transfer of genetic material between

live bacterial cells by direct cell-to-cell contact. Antibiotic resistance in most

bacteria occurs due to the acquisition of new genes via conjugal transfer which

provides new proteins to the host bacterium. Conjugation can occur between either

the same or different strains, species, and genera of bacteria, and it is clear that once

a gene, on a conjugative element, is in a bacterial community, the gene can be

spread to many unrelated ecosystems. This may lead to bacterial phenotypic

changes because many ARGs are able to be expressed in large numbers of different

host bacteria. Conjugation can also occur between bacteria and eukaryotic cells

(Waters 2001). Conjugation is a key element in bacterial evolution and notably can

act by facilitating the spread of antibiotic resistance genes within and between

different ecosystems and their associated bacteria. Other genes such as virulence,

resistance to heavy metals, and pathogenicity genes are also transferrable by

conjugation. Conjugation allows for multiple genes, including multiple different

antibiotic resistance genes, to be transferred as a single event. Conjugation is the

primarily mechanism for the horizontal gene transfer of most ARGs in most genera

(Davies and Davies 2010). Conjugation can lead to a rapid dissemination of ARGs

within and between bacterial communities and between different ecosystems. In the

laboratory, conjugal transfer occurs under a variety of conditions. Transfer

frequency can be modified by physical proximity of two different bacterial cells

to each other as what occurs either in biofilms or in the laboratory on filters or agar
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surfaces. The presence of subinhibitory concentrations of antibiotics may enhance

the frequency of gene transfer and recombination (Davies and Davies 2010;

Facinelli et al. 1993). Conjugal exchange of ARGs allows for rapid genetic

response to changing conditions within a community, thought to be the

major way by which bacteria acquire new antibiotic resistance genes. However,

though very important, conjugation is most likely only one factor influencing the

evolution of environmental bacterial communities.

Today acquired antibiotic resistance genes are associated with plasmids which

can be conjugative, nonconjugative, or mobilizable. Antibiotic resistance genes may

also be associated with transposons, conjugative transposons, and integrons found in

the chromosome or associated with plasmids. It is currently assumed that the

mobility mechanism and type of element that a specific antibiotic resistance gene

is associated with may directly influence both the gene’s host range and the gene’s
ability to spread to new genera andmultiple ecosystems. However, that clearly is not

always the case. For example, some acquired genes such as the tet(H) gene has

moved around the world and into different environments but no plasmids or gene

transfer has been observed under laboratory conditions (Miranda et al. 2003). Many

antibiotic resistance genes may primarily be associated with the environment and

only on rare occasions introduced into pathogenic bacteria (Chopra and Roberts

2001; Roberts 1997; see http://faculty.washington.edu/marilynr/). ARGs are now

often linked with a variety of additional antibiotic resistance genes, heavy metal

resistance genes, virulence factors, and other types of genes. These other genes may

keep specific ARGs in bacterial communities even without direct selective pressure

due to lack of use of a particular antibiotic in the community, for example, we are

still finding Cmr S. pneumoniae in children coming for their well-baby checkups

even though these children had never been exposed to antibiotics, let alone chlor-

amphenicol, which has been banned from human use in the USA (Luna and Roberts

1998).

7.7 Mobile Genetic Elements (MGE)

Bacterial mobile genetic elements include plasmids, conjugative transposons, trans-

posons, and integrons. All of these elements have been involved in lateral gene

exchange between strains, species, genera, from one ecosystem to another, and

between man and animals and the environments and vice versa. These elements

are able to carry a variety of different ARGs, as well as genes that confer resistance to

disinfectants, heavy metals, genes that produce toxins, virulence factors, and genes

for using alternative energy sources. All of the genes carried on any one of these

elements may influence the carriage of the entire mobile unit or help maintain those

genes in the bacterial population even when that individual gene may not function in

its current host (Speer et al. 1991) or may represent an antibiotic class that is no

longer in widespread use. These mobile units also allow nonfunctional genes to

become stable in the bacterial population without selective pressure. A good
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example of this is the presence of the tet(X) gene which codes for an enzyme that

breaks down tetracycline in the presence of oxygen but is nonfunctional in its

Bacteroides host, the first bacteria to be shown to carry the tet(X) gene. The tet
(X) gene was linked to the erm(F) gene in the Bacteroides host. The erm(F) gene
codes for macrolide-lincosamide-streptogramin B resistance which is functional in

anaerobes and beneficial in protecting the host in the presence of clindamycin

therapy (Speer et al. 1991). Thus, the assumption has been that the tet(X) gene
was transferred and maintained in an anaerobic host because of association with the

beneficial erm(F) gene. This may also explain why other antibiotic resistance genes

which code for antibiotics that are either no longer or rarely used (such as

aminoglycosides and chloramphenicol) are still found in bacterial populations that

have never been exposed to those antibiotics (Luna and Roberts 1998). Brief

descriptions of the major mobile elements that carry antibiotic resistance gene are

provided below.

7.7.1 Plasmids

Plasmids were first described in the 1950s, are mostly circular DNA molecules that

range in size, and can replicate independently of the bacterial chromosome

(Watanabe 1963). Plasmids can integrate into the chromosome as illustrated by

the integration of the staphylococcal plasmid pT181 carrying the tet(K) gene within
the SSCmecA type III 67 kb element (Grimdmann et al. 2006). Plasmids may

include transposons and integrons and are able to carry a variety of different

antibiotic and heavy metals resistance genes as well as genes that either code for

toxins, code for the degradation of various compounds such as alternative carbon

sources, or code for virulence factors. All the genes within a mobile element

normally move as a unit from one bacterium to another bacterium (Chopra and

Roberts 2001). Plasmids are very important for carriage of antibiotic resistance

genes in Gram-negative bacteria such as E. coli and related genera.

Plasmids normally carry a single or multiple entry exclusion genes which reduces

the host cell’s ability to acquire other plasmids with the same origin of replication as

the resident plasmid. Thus, two plasmids with the same origin of replication are

considered incompatible with each other irregardless of whether they are

conjugative or mobilizable (Garcillian-Barcia and de la Cruz 2008). Incompatibility

of plasmids may limit the spread of some of plasmids between strains, species, and

genera, and this partially could explain the differences in distribution found among

the different antibiotic resistance genes. Some S. aureus isolates have dealt with

plasmid incompatibility by integrating their plasmids into their chromosome where

the plasmid incompatibility does not function. This strategy allows the host to

acquire multiple plasmids with the same origin of replication (Gillespie et al.

1986). In contrast, plasmids with different origins of replication can coexist within

a single host bacterium. The plasmids occur in a variety of sizes, from the small

4.45 kb tet(K)-positive S. aureus pT181 plasmid to large plasmids of �300 kb.
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7.7.2 Transposons

Transposons are discrete pieces of DNA that are able to move from one location in

the bacterial genome to another location. Transposons are flanked by terminal

inverted or direct repeats. Insertion sequences [IS elements] are a family of small

elements that range from 768 to 1426 bp in size and flank composite transposons,

while unit transposons do not carry insertion sequences. Transposons vary in the

genes they carry including the genes they use for insertion and excision into the

bacterial genome, and in the antibiotic resistance genes present, and if they carry

other genes for heavy metal resistance. As with plasmids, transposons continue to

evolve due to their ability to recombine and exchange their genes with other

elements. The typical composite transposon carries a gene that codes for an

enzyme, such as either a site-specific recombinase or resolvase, which is involved

in excision and integration within the host genome, and one or more other genes

which may code for traits such as antibiotic resistance which are flanked by IS

sequences.

The best characterized of the transposons is Tn10 which carries the tet(B) gene
that codes for the most widely distributed Gram-negative tetracycline efflux protein

(Lawley et al. 2000). The Tn10 transposon is most frequently associated with

Gram-negative plasmids but can also be found in the chromosome of Gram-

negative bacteria such as H. influenzae (Marshall et al. 1984). Transposons are

found on plasmids, and multiple copies may be distributed throughout the bacterial

chromosome. The ability to be either on the chromosome or plasmids allows

flexibility as well as stability for these genes. Insertion of a transposon within the

genome may lead to mutations, either the loss of gene function or modification of

gene expression.

7.7.3 Conjugative Transposons [CTns]

Conjugative transposons are self-transmissible integrating elements that can have

broad host ranges, are found in a large number of genera, and carry all the genes

required to move from one bacterial cell to another by cell-to-cell contact.

Conjugative transposons have fewer restrictions in moving between unrelated

bacteria than do plasmids because these transposons lack incompatibility exclusion

systems. As a result, multiple copies of the same or related conjugative transposons

can be found within a single bacterium (Norgren and Scott 1991). The first

conjugative transposons were identified in the 1980s and were members of the

Tn916-Tn1545 transposon family which normally carries the tet(M) gene coding

for a ribosomal protection gene. The conjugative Tn916-Tn1545 transposon family

is very promiscuous group which can be found in a large number of different Gram-

positive and Gram-negative species. It has also been one of the best studied group

of transposons (Rice 2007). The Tn916-Tn1545 transposon family integrates site

7 Antibiotic-Resistant Environmental Bacteria and Their Role as Reservoirs. . . 197



specifically in some species and relatively nonspecifically in other species (Rice

2007). The Tn916 transposon is 18 kb and has relatively few restriction sites. Some

investigators have suggested that the surrounding flanking regions represent ancient

structures evolved for broad-host-range transfer, and the presence of the tet
(M) gene in the Tn916 transposon is relatively recent in the evolutionary progres-

sion of this element (Rice 2007). Low-dose exposure to tetracycline promotes the

conjugal transfer of transposons to neighboring bacterial cells (Facinelli et al.

1993). The Tn916 can also mobilize co-resident plasmids.

The Tn916-Tn1545 conjugative transposons are adaptable and able to form

composite elements by integration of one transposon within another transposon.

Both transposons encode for their own transfer, and either the complete composite

element may be transferred to another bacterium intact or the embedded trans-

posons can be transferred separately. Composite transposons may have multiple

mobile elements, various types of insertion sequences [IS], as well as regions from

plasmids and genes from different genera of bacteria. For example, the 65 kb

composite Tn5385 transposon carries resistance genes for penicillin, erythromycin,

gentamicin, streptomycin, tetracycline, and mercury and has genetic elements

related to those found in three different transposons isolated from enterococci,

streptococci, and staphylococci (Rice 2007).

7.7.4 Integrons

Integrons are two-component systems that include an integrase (int1) and an attI
sequence which is the site for integration of cassettes which may contain different

antibiotic, heavy metal, and disinfectant resistance genes (Recchia and Hall 1995;

Vo et al. 2007). Integrons are found as part of plasmids, chromosomes, and trans-

posons. The large mosaic 86 kb chromosomal antibiotic resistance island which

includes both integrons and non-integron regions, carried in Acinetobacter
baumannii strain AYE genome, is a good example of a multidrug-resistant integron

isolated from an environmental bacteria that has become a recent human pathogen

(Fournier et al. 2006). This element carries a large number of different genes coding

for antibiotic and heavy metal resistance including multiple copies of the same

antibiotic resistance genes. The homologous chromosomal region in the antibiotic

susceptible A. baumannii has the transposases but no antibiotic resistance genes

connected to the transposases, suggesting that this regional structure was present

prior to acquisition of the integrons and antibiotic resistance genes. It is not clear if

these 86 kb elements can be moved as a single unit between strains, but data from

Adams et al. (2010) shows that there is variability in the composition of the

resistance genes within this island between various A. baumannii strains suggesting
that specific resistance genes are able to come into and out of the element as they do

in smaller integrons.
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7.8 The Environment

Most studies on ARGs, over the last 70 years, have focused on clinically important

bacteria, and only recently are environmental ARB and ARGs being studied

(Berendonk et al. 2015). This is important because it is estimated that there are

~5 � 1030 bacteria in the world with only a small subset adapted to live either in or

on humans and animals. It has been estimated that less than 1% of the total number

of bacteria in world have been cultured (Kümmerer 2004). The natural world is rich

in chemicals made by living organisms as well as those made by human endeavor

that in turn influence the natural microbiome evolution (Wright 2007). Knowledge

of which type of bacteria carry which resistance genes is important for future envi-

ronmental studies to correctly select which ARGs are most important in a particular

ecosystem especially when using molecular methods of detection (Pei et al. 2006;

Smith et al. 2004).

Environmental studies are moving away from culturing bacteria, and determin-

ing what ARGs are present in a particular sample is often done with either PCR or

qPCR molecular techniques, and sometimes both techniques, without cultivation of

the organisms. These molecular assays have been used for direct detection of ARGs

in food (Guarddon et al. 2011), animal feeding facilities (Stine et al. 2007), and

agricultural soils amended with manure (Peng et al. 2015) and used as indicators for

water quality changes (Harnisz et al. 2015). In each of these studies, known ARGs

were used without necessarily determining their likely distribution in the particular

sample source, and that lack of key information can lead to biased results. For

example, if only ARGs present in Gram-negative bacteria are used for screening,

then nothing will be known about what is going on in the Gram-positive component

of the sample source.

The term antibiotic “resistome” is the collection of all genes that can either

directly or indirectly contribute to antibiotic resistance to its’ bacterial host

(Perry and Wright 2013). Groups have been examining the microbial resistome

of natural and clinical environments (D’Costa et al. 2006; Forsberg et al. 2012;

Perry et al. 2014; Thaker et al. 2010; Wright 2007). Studies have looked for ARGs

in samples linked to human activity such as food production (Donato et al. 2010;

Facinelli et al. 1993; Jacobs and Chenia 2007; Kerry et al. 1995; Miranda et al.

2003; Nonaka et al. 2000) and polluted waterways (Adelowo and Fagade 2009).

The resistome work suggests that environmental bacteria can be highly resistant to

antibiotics carrying both characterized and unknown resistant genes (D’Costa et al.
2006; Thaker et al. 2010; Wright 2007). Metagenomic analyses have identified

genes that either are highly related or identical to currently known ARGs in

culturable bacteria. Cryptic resistance genes which do not confer resistance and

precursor genes that may ultimately be modified and evolve into actual antibiotic

resistance genes of clinical importance have also been identified (Wright 2007).

One example of a ARG associated with these unculturable bacterial studies is the

tet(43) gene, which was isolated from metagenomic analysis of soil from an apple

orchard which repeatedly had been treated with streptomycin (Donato et al. 2010).
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It is unknown what type of bacteria actually carries tet(43), and little else has been

done to look at the distribution of either this or other genes that have been identi-

fied only by molecular methods.

More recently, functional genomic studies have been used to study a variety of

microbial environments (Moore et al. 2013). As the name implies, the assay

determines if the cloned DNA is able to be expressed and confer resistance allowing

the host E. coli to grow in the present of antibiotic-supplemented media. This

identifies resistance-conferring DNA fragments which can then be sequenced and

compared to known ARGs. Antibiotic Resistance Genes Database lists ~20,000

potential resistance genes (Liu and Pop 2009), while the Comprehensive Antibiotic

Resistance Database [CARD] also has a large number of accessible resistance genes

that can be used to screen sequences (McArthur et al. 2013). A variety of potential

new ARGs have been identified using this method (D’Costa et al. 2006; Sommer

et al. 2009). One issue with these databases rely on GenBank information which

often does not have the correct nomenclature for specific ARGs. Consulting other

sources such as http://faculty.washington.edu/marilynr/ should be done to get the

correct names for tetracycline and macrolide-lincosamide-streptogramin genes.

One disadvantage of these molecular methods is that the knowledge of which

type of bacteria carry which resistance genes is not usually determined. Knowing

which bacteria, in a particular ecosystem, carry which ARGs is important for future

studies. Selecting ARGs that are prevalent or not prevalent in a particular eco-

system will impact the data of future surveillance studies (Pei et al. 2006; Smith

et al. 2004). If different genes are selected for surveillance studies, then different

results may be obtained and depending on which ARGs are selected may bias the

data collected and the conclusions drawn.

7.9 Examples of Host Bacterial Genes Becoming

Widespread Resistance Genes

Many bacteria including environmental bacteria encode for β-lactamases which

hydrolyze and inactivate β-lactam antibiotics. They are the most internationally

distributed of all resistance genes (Davies and Davies 2010). One example is the

ampC gene which was originally an inducible chromosomal cephalosporinase found

in a variety of Enterobacteriaceae including opportunistic pathogens belonging to

normal intestinal floral of humans and animals, bacterial species which normally

lived in either natural soil or water, and both pathogenic and nonpathogenic bacteria

(van Hoek et al. 2015; Rubin and Pitout 2014). These β-lactamase genes confer

β-lactam resistance and do so with greater activity against cephalosporins than

penicillins. It has been proposed that the ampC genes primarily originated in

environmental bacteria. The first AmpC-positive clinical strains were from E. coli
isolated in the 1940s just as the first antibiotics were being developed and used. In a

host background which has porin deficiencies, the ampC gene when expressed
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confers carbapenem resistance due to increased production of the AmpC

β-lactamase. Increased production of the AmpC β-lactamase is usually due to

mutations in genes that upregulate the expression of the enzyme. Now the chromo-

somal AmpC β-lactamases are found associated with plasmids, a concurrence which

was first identified in the 1980s. These plasmids are mobile, often tend to be large,

and carry multiple different antibiotic resistance genes. Plasmid-mediated AmpC

β-lactamases have greatly expanded the host range of this group of enzymes

including epidemic human pathogens such as E. coli ST131 which has been isolated
from fresh vegetables, food-producing animals, fish farms, pets, and water environ-

ments (Capkin et al. 2015; Rubin and Pitout 2014; van Hoek et al. 2015).

Many resistance genes are associated with soil antibiotic producers such as

Streptomyces. Some of these natural resistance genes have the same mode of action

as those found in clinical-resistant bacteria (Davies and Davies 2010). In the past, it

was assumed that most environmental bacteria were not well adapted to live in

humans or animals. However, this idea is changing as progress in medical science

allows severely immunocompromised patients to live in the community. In addition,

people who have implanted foreign objects permanently present in their bodies and

various types of occupational exposure have provided new opportunities for envi-

ronmental bacteria to cause disease (Rowlinson et al. 2006; Trujillo and Goodfellow

2003). Other factors have also made the distinction between environmental and

non-environmental bacteria more difficult because themixing of the two has become

increasingly common as more “environmental” bacteria are found to cause disease

especially in humans and animals. In addition, human contamination of the envi-

ronment is widespread which has resulted in very few ecosystems left around the

world that have not been touched by the activities of human civilization—whether it

is in the polar regions or the Amazon jungle (Pallecchi et al. 2012; Rahman et al.

2008). As a result, there is continual mixing of environmental and

non-environmental bacteria which provides multiple opportunities for horizontal

genetic exchange of ARGs between man, animal, and environmental bacteria.

Both antibiotics, ARB and ARGs, are moved by water and wind (Allen et al.

2010), wastewater treatment discharges (Berglund et al. 2015), biosolids, and

manure applications (Agersø et al. 2002) and isolated from recreational beaches

(Roberts et al. 2009; Soge et al. 2009a, b). In addition, antibiotics, ARB and ARGs,

are moved by transportation of goods and people around the world (Dobbs et al.

2013; MacFadden et al. 2015; Nurjadi et al. 2015). One result of this has been the

spread of specific strains worldwide such as Clostridium difficile NAP1/027/BI

(Gould and Limbago 2010). Originally C. difficile was classified as causing noso-

comial diseases associated with the hospital settings. In contrast, today C. difficile is
considered a foodborne and community pathogen. Similarly, 25 years ago,

Acinetobacter baumannii was a rarely identified human pathogen with Acineto-
bacter spp. isolates primarily found in the environment where they were well

adapted to grow at a range of different temperatures and pH values, could use a

variety of carbon and energy sources, and persist in both moist and dry places for

extended time periods. However, today multidrug-resistant A. baumannii is consid-
ered an opportunistic pathogen that has become a major concern for military trauma
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patients because they are very difficult infections to treat (Abbo et al. 2005).

Salmonella typhimurium (now classified as a serovar of Salmonella enterica
subsp. enterica) DT104 is another example of a global epidemic multidrug-resistant

strain that has been identified in animals and people andmost likely contaminates the

environment which may represent an important unrecognized reservoir (Mather

et al. 2013).

Soil bacteria have been screened for their ability to degrade or inactivate antibi-

otics. Strains were randomly isolated from 11 diverse rural and urban soils and then

tested for their ability to utilize 18 different antibiotics as sole source of carbon and

nitrogen. Many of the bacteria were Burkholderia spp. and Pseudomonas spp. The
bacteria that could grow on antibiotics was resistant to multiple antibiotics at

clinically relevant concentrations suggesting unappreciated reservoir of antibiotic

resistance genes in these soils (Dantas et al. 2008).

Antibiotics are used for both human and agricultural activities for prevention and

treatment of infections, food additives and growth promoters in food production, for

insect pest control by reducing or eliminating the insect symbionts, cloning of plants,

and as biocides in toiletries as well as household cleaning products, sterility of cell

cultures by removing bacterial contaminates such as mycoplasma that persist is cell

culture lines without proper antibiotic treatment, and in research including industry

research. All of these activities contaminate both built and natural environments

either directly or indirectly and provide selective pressure on the resident environ-

mental bacteria to become antibiotic resistant (Davies and Davies 2010). In some

cases, transfer of specific antibiotic resistance genes is increased with exposure to

low levels of antibiotics (Facinelli et al. 1993). Antibiotics can be found in domestic

animal manure which may be transferred when this manure is applied to fields or

stored in lagoons. Antibiotics are sprayed onto crops which then contaminates the

surrounding soil, sediment, and groundwater. Antibiotics may be incorporated into

the food given to farm animals and fish which will, in turn, contaminate the

surrounding area. Antibiotics from human therapeutic use, especially from hospital

effluents, are a continual source of pollution and are considered part of the “emerg-

ing contaminants” in municipal waste with concentrations of tetracycline varying

from ng/L to μg/L (Verlicchi et al. 2010). At these levels, antibiotics may select for

Tcr environmental bacteria which, once present, may persist for extended time

periods in the environment and become a reservoir for resistance to tetracycline as

well as other antibiotic resistance genes. Antibiotic-resistant bacteria and residues

have been identified in tap water, urban water supplies, milk, meat, vegetables, and

both processed and unprocessed foods (Hao et al. 2015).

Human activity may directly influence the development of ARB in built

environments. For example, a couple of studies have found antibiotic resistance

Gram-negative E. coli and Gram-positive S. aureus from air isolated in homes vs

samples outside of the home, the later having higher bacterial levels. However, there

was some variability both in the design of the studies and their results (Allen et al.

2010). Potentially, ARBmay contaminate the environment either directly, as occurs

when manure is applied to enrich agricultural fields, or indirectly due to sewage

contamination of receiving waters. The first description of the tet(M) gene in
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Bacillus spp. and of Tcr Bacillus cereus strains carrying the tet(M) gene, on a

functional Tn916 element, was found in animal manure and in the fields where the

manure was spread. These results suggest that presence of the tet(M)-carrying

B. cereus in the fields was a direct result of manure application to the soil. Whether

or not the tet(M)-carrying B. cereus would be able to act as a donor and transfer the
tet(M) gene to either related B. anthracis or B. thuringiensis is unknown; however,
some toxin-encoding plasmids are shared between these three species (Agersø

et al. 2002).

An example of how human wastes can increase ARB was illustrated over

30 years ago in a 1980s study which observed three groups of wild baboons in

Kenya. Two of the groups lived in their natural habitat with either limited or no

human contact, and these groups had low levels of antibiotic-resistant Gram-

negative enteric bacteria. The third group lived close to a tourist lodge that provided

opportunities for daily contact with unprocessed human refuse, and from these

animals, high levels of antibiotic-resistant Gram-negative enteric bacteria were

identified with >90% Tcr. This study suggested that contact with human refuse

greatly increased the carriage of Tcr bacteria in these wild animals (Rolland et al.

1985). Unfortunately, the surrounding environmental bacteria were not sampled in

any of these studies, but one could speculate that the level of environmental

antibiotic-resistant bacteria was most likely higher around the human refuse site

than in the areas where the two other baboon groups lived in a more natural setting.

Other studies have found antibiotic-resistant E. coli from arctic and subarctic seals

(Glad et al. 2010), wild boars (Poeta et al. 2009), and wild rabbits (Silva et al. 2010).
More recently, bacteria carrying extended-spectrum beta-lactamase (ESBLs) have

been isolated from water birds in remote locations (Ardiles-Villegas et al. 2011).

Birds and wild animals can also be found feeding either in or around wastewater

treatment ponds, waste landfill sites, and septic tank discharges. Birds have the

potential for long-distance dissemination of ARB and ARGs from agricultural

settings to remote environments. Such spreading which may explain why ARB

and ARGs can be found in environments with little anthropogenic activity such as

the remote arctic (Allen et al. 2010).

In many studies, it has been assumed that ARG flowed from humans and/or

animals to the environment. But in other cases, the use of antibiotics for food

production has created antibiotic-resistant bacteria in the animals and farm envi-

ronment that has spread to man. One classic example of animal to human spread is

the use of avoparcin in farm animals in the EU and much of the world. Avoparcin is

closely related to human drug vancomycin and was extensively used in most parts

of the world other than the USA and Canada (Nilsson 2012). Vancomycin-resistant

enterococci [VRE] develop on these farms contaminating the farm ecosystem

including animal, environmental, and human microbiomes. The VRE strains were

passed on to the farm workers and families living on the farm. In other cases, the

plasmids carrying the vanA/vanB genes were transmitted from animal to human

enterococci (Roberts et al. 2009). In contrast, VRE development in hospital settings

in North America has occurred because vancomycin was commonly used in

hospitalized individuals but not in the general community population. More

7 Antibiotic-Resistant Environmental Bacteria and Their Role as Reservoirs. . . 203



recently, VRE strains have spread to the environment in the USA where they now

can be isolated in a variety of setting from recreational beaches to birds to farms

(Gordoncillo et al. 2012; Oravcova et al. 2014; Roberts et al. 2009).

Tetracyclines have been used extensively in aquaculture, and Tcr bacteria have

been characterized from numerous sources, including fish pathogens and environ-

mental bacteria associated with finfish aquaculture from around the world

(Akinbowale et al. 2007; DePaola and Roberts 1995; Furushita et al. 2003; Jacobs

and Chenia 2007; Nawaz et al. 2008). It is possible to find Tcr bacteria in fish feed,

the sediment under the fish pens, as well as the water entering and leaving the

freshwater ponds (Kerry et al. 1995; Miranda and Zemelman 2002). Some of the

greatest diversity in Tcr genes carried has been identified in the aquaculture

environment. In one of our studies, we found that 40% of the Tcr bacteria isolated

from Chilean salmon fish farms carried unidentified Tcr genes suggesting diversity

in the types of tet resistance genes present in this ecosystem, which is higher than

routinely found in collections from either man or food animals (Miranda et al.

2003). We also identified new bacterial genera carrying previously characterized tet
genes. Many of these tet genes were not readily transferred under laboratory

conditions, thereby raising the question of how some of the genes were being

transferred to bacteria across the world and from very different environments

(Miranda et al. 2003). The diversity of type and number of Tcr bacteria found in

the aquaculture setting suggests that this may be one environment where there is

rapid evolution of Tcr bacteria.

7.10 Genes Found in Environmental Bacteria

A lot of work has been done with looking at tetracycline resistance genes in nature.

Bacteria carrying Tcr are widely distributed throughout the world. They have been

isolated from deep subsurface trenches, in wastewater, surface water, and ground-

water, sediments and soils, and places which are relatively untouched by human

civilization such as penguins in Antarctica and seals from the Arctic (Donato et al.

2010; Glad et al. 2010; Kümmerer 2004; Rahman et al. 2008). Seventeen (39%) of

the 43 known tet genes including 12 (44%) of the efflux, 3 (25%) of the ribosomal

protection, and 2 (66%) of the enzymatic tet genes are uniquely ascribed to

environmental bacteria. Whether this represents either a true separation between

tet genes with some truly “unique” to environmental bacteria or is because these

17 genes previously have not been used in surveillance studies of either animal or

human bacteria is unclear. As of 2016, there are now 59 tet genes, but many of the

new genes have not been identified in specific bacteria (http://faculty.washington.

edu/marilynr/).

Five different resistance genes from Streptomyces, designated otr(A), otr(B), otr
(C), tcr3, and tet, have been identified in the chromosome of antibiotic-producing

strains. Today the otr(A) and otr(B) are now found in Bacillus andMycobacterium,
the later which can cause animal and human disease. It is possible that over time,
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other environmental “tet genes” will move into bacteria of clinical importance

associated with animals and man. For example, Clostridium spp. are found in the

environment but are also associated with the intestinal tract of humans and animals.

The tetA(P) and tetB(P) genes appear to be unique to Clostridium spp. Other

environmental genes included are the tet(V) gene that has been found in

Mycobacterium smegmatis, which primarily may be an environmental bacteria

(De Rossi et al. 1998), the tet(30) gene in Agrobacterium (Luo and Farrand

1999), the tet(33) which has been found in environmental Arthrobacter and

Corynebacterium spp. (Agersø and Sandvang 2005; Tauch et al. 2002), the tet
(35) gene in Vibrio and Stenotrophomonas spp. (Teo et al. 2002) which can cause

human disease, the tet(41) gene in Serratia spp. (Thompson et al. 2007) which

rarely causes human disease, and the tet(42) gene found in Bacillus, Micro-
bacterium, Micrococcus, Paenibacillus, and Pseudomonas spp. (Brown et al.

2008) isolated in a deep-sea trench. The tet(34) gene was first described in Vibrio
spp. and more recently identified in Pseudomonas and Serratia. The tet(43) gene
was identified from metagenomic analysis of soil from an apple orchard, and it is

unknown what species or genus carries this gene (http://faculty.washington.edu/

marilynr/). Since this was first written, a number of other tet genes have been

identified and are now up to tet(60); many of the new genes have no known

bacterial host having been isolated and characterized from functional metagenomic

studies as was tet(43) (http://faculty.washington.edu/marilynr/).

Among the 92 genes that confer resistance to one or more macrolide-

lincosamide-streptogramin (MLS) antibiotics, there are a number of resistance

genes that are exclusively identified in the Streptomyces spp. including rRNA

methylase genes [erm(H), erm(I), erm(N), erm(O), erm(S), erm(U), erm(Z), erm
(30), erm(31), and erm(32)], ATP-binding transporters [car(A), ole(C), srm(B), and
tlr(C)], and a major facilitator [lmr(A)] gene. Other rRNA methylases are found

innately in various environmentalMycobacterium spp., [erm(37) to erm(41)], while
environmental bacteria carry a variety of the known MLS and tetracycline resis-

tance genes (http://faculty.washington.edu/marilynr/). Other than genes associated

with Streptomyces spp. and Mycobacterium spp., there are relatively few genes

exclusively associated with environmental bacteria. Why the difference in distri-

bution between tet and MLS genes is not clear.

β-lactamases are enzymes that provide resistance to β-lactam antibiotics like

penicillins, cephamycins, and carbapenems (ertapenem). These β-lactamase

enzymes have random mutations which encode for enzymes with modification in

their spectrum of resistance to varying classes of this group of antibiotics. There are

hundreds of these modified β-lactamase genes. β-lactamase genes are ancient and

have been identified in remote and isolated environments suggesting that

β-lactamases occur in nature (Allen et al. 2009; Barlow and Hall 2002). Another

class of β-lactamases, the CTX-M genes, which are able to hydrolyze expanded-

spectrum cephalosporins originated in environmental Kluyvera spp. Bacteria with

CTX-M genes were first identified in 1989. Today, these genes can be found across

the world (Davies and Davies 2010). The qnr genes are from waterborne

Aeromonas, Shewanella, and Vibrio spp. (Perry and Wright 2013). Data from a
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30,000-year-old permafrost showed that genes conferring resistance to a variety of

different classes of antibiotics (β-lactams, tetracycline, and glycopeptides) existed

in the environment before antibiotics were used by man, suggesting that ARG

linkage between the environment and either human or animal medicine does exist.

7.11 Conclusion

The environmental microbiome remains largely unexplored. However, a few stud-

ies suggest the wide distribution of ARB and ARGs in the world. For example,

antibiotic-resistant marine bacteria have been isolated 522 km offshore and at

depths of 8200 m (Aminov 2011). There was a correlation between degree of

pollution in the environment and the level of resistance, suggesting that over time

even the more “pristine” environments will become increasingly contaminated with

ARGs and ARB. This will ultimately increase resistance in opportunistic and

pathogenic bacterial species of humans and animal importance. Increased pressure

for antibiotic resistance in environmental microorganisms is likely to continue

given the fact that human activities will likely continue to pollute the environment

not only locally but around the world. Natural forces such as wind and movement of

water will continue to contaminate areas of relatively uninhabited environments.

Since the dawn of antibiotic era, the amount of antibiotics produced worldwide and

used and ultimately released into the environment has steadily increased. This in

turn has provided an increasing selection and maintenance pressure on ARB and

ARGs in all environments (animal, human, and environmental).

The overlap between these three disciplines of animal, human, and environ-

mental microbiology has led to the “One Health” concept which is a worldwide

strategy for expanding interdisciplinary collaborations and communications in all

aspects of health care for humans, animals, and the environment. The aim is for

inclusive collaborations dedicated to improving the lives of all species—human

and animal—through the integration of human medicine, veterinary medicine, and

environmental science. This concept recognizes that using compartmentalized

(silo) mentality to approach the three disciplines individually is not adequate

since the distinction of environmental from non-environmental bacteria has

become increasingly difficult. In addition, the introduction of a new ARG in any

humans, animals and agriculture, or the environment ecosystem often leads to

cross transmission and dissemination of ARGs and ARB within and between

ecosystems (Davies and Davies 2010).

The data summarized in this chapter indicates that the environment is an

important reservoir for ARGs and ARB. There is a large diversity of resistance

genes in the environment of which many have yet to be identified or characterized.

Horizontal gene transfer within the microbial world knows few boundaries, and our

ability to experimentally mimic what occurs in nature has significant limitations.

The role that the natural environment plays in the evolution, maintenance, and

transmission of ARB and ARGs is just now being examined. However, many
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researchers agree that the human anthropogenic changes are impacting the natural

ecosystems which will ultimately impact human and animal health.
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Chapter 8

Population Dynamics, Invasion, and Biological
Control of Environmentally Growing
Opportunistic Pathogens

Veijo Kaitala, Lasse Ruokolainen, Robert D. Holt, Jason K. Blackburn,
Ilona Merikanto, Jani Anttila, and Jouni Laakso

Abstract In this chapter, we analyze environmentally growing opportunistic

diseases, which are a growing threat to human health, food production, and wildlife.

The traditional treatment methods for opportunist diseases often fail because environ-

mentally growing opportunist pathogens can utilize outside-host environmental

resources for growth and can reside indefinitely in the environmental reservoirs.

Moreover, environmental growth may promote high virulence because the trade-off

between virulence and transmission can beweak or absent.Moreover, asmulticellular

organisms are a relatively rich resource compared to the surrounding environment,

transition from free-living organism into an opportunist pathogen is a potential

pathway through which novel, obligate pathogens emerge. We show that the environ-

mental growth strategy can profoundly change the epidemiological dynamics because

the pathogen faces environmental variability and outside-host food web interactions

such as competition, predation, and parasitism. The contrasting evolutionary chal-

lenges between the outside-host environment and host immune responses likely play

an important role in the epidemiological dynamics. Understanding the conditions that

promote or hinder the spread of already existing, as well as the invasion of novel,

environmentally growing opportunistic diseases is the key for controlling this class of

infectious diseases. This chapter aims to give the reader a view on the studies made so

far regarding environmentally growing opportunist diseases and present ideas on how

the outside-host abiotic and biotic environment could be utilized in pathogen control.

V. Kaitala (*) • L. Ruokolainen • I. Merikanto • J. Anttila • J. Laakso

Department of Biosciences, University of Helsinki, Helsinki, Finland

e-mail: veijo.kaitala@helsinki.fi; lasse.ruokolainen@helsinki.fi; ilona.merikanto@helsinki.fi;

jani.anttila@helsinki.fi; jouni.laakso@helsinki.fi

R.D. Holt

Department of Biology, University of Florida, Gainesville, FL 32611, USA

e-mail: rdholt@ufl.edu

J.K. Blackburn

Department of Geography, Spatial Epidemiology & Ecology Research Laboratory,

University of Florida, Gainesville, FL 32611, USA

e-mail: jkblackburn@ufl.edu

© Springer International Publishing AG 2017

C.J. Hurst (ed.), Modeling the Transmission and Prevention of Infectious Disease,
Advances in Environmental Microbiology 4, DOI 10.1007/978-3-319-60616-3_8

213

mailto:veijo.kaitala@helsinki.fi
mailto:lasse.ruokolainen@helsinki.fi
mailto:ilona.merikanto@helsinki.fi
mailto:jani.anttila@helsinki.fi
mailto:jouni.laakso@helsinki.fi
mailto:rdholt@ufl.edu
mailto:jkblackburn@ufl.edu


8.1 Introduction

Traditionally, ecological and eco-evolutionary epidemiological models describe the

dynamics of infectious diseases by considering susceptible, infected, and recovered

hosts with direct host-to-host (Anderson and May 1981) or host-environment-host

transmission (Keeling and Rohani 2008), where the “environment” refers to either a

passive conduit for pathogen passage or vector-borne transmission. However, this

classical framework omits the vast majority of free-living microbes as potential

pathogens that reside in a wide range of environmental reservoirs (from soil, to the

water column, to commensals in other species). Moreover, it does not fully explain

how and why pathogens emerge in the first place. Novel pathogens with already

established obligatory life histories frequently emerge through changes in the host

range, which can be facilitated by phylogenetic and genetic factors, e.g., by close

relatedness and horizontal gene transfer (Antia et al. 2003; Woolhouse et al. 2005).

However, the transformation of free-living organisms into opportunistic pathogens,

and perhaps in time into obligatory ones, should be given serious consideration as

another pathway to pathogenicity. Essentially, for potential pathogens freely living

in the environment, a multicellular organism is a rich concentrated patch of

resources (Smith 2007).

As a life history strategy for a pathogen, being an environmental opportunist

would seem beneficial, as it allows utilization of both within-host and outside-host

resources for replication. This gives a competitive advantage for an environmental

opportunist against competition between free-living microbes (Wedekind et al.

2010; Merikanto et al. 2014) and permits a kind of bet-hedging among alternative

resources (provided there is spillback from the infected host to the environmental

reservoirs versus infection being a dead end). It is not thus surprising that many

common pathogens have been recognized as environmentally growing opportunistic

pathogens that survive and, critically, can reproduce potentially indefinitely in the

outside-host environment, e.g., as saprotrophs (Casadevall 2008; Veneault-Fourrey

and Martin 2011; Brown et al. 2012). Analysis of disease dynamics has focused on

conditions that permit R0> 1 (i.e., the number of secondary infections per primary

infection should exceed unity), because this encapsulates pathogen persistence—for

obligate pathogens. If, instead, there are environmental reservoirs, for any given host

species, one could have R0� 1 and still observe high prevalence.

In addition to its ecological relevance, environmental opportunism could also be

of great evolutionary importance. For instance, one might observe the evolution of

high virulence as the outside-host reproduction strategy allows the pathogens to be at

least partially free from the transmission-virulence constraints limiting host-specific

obligatory pathogens (Read 1994; Levin 1996; Frank 1996; Lipsitch and Moxon

1997; Walther and Ewald 2004). Treating environmentally sustained diseases with

traditional methods, e.g., with antibiotics and disinfectants, is not always successful

at the population level. This occurs because removal of susceptible hosts or the

recovery of infected ones does not eradicate pathogens from their environmental
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reservoir where they still continue replicating (Rahman et al. 2008; Merikanto et al.

2012; Anttila et al. 2013).

In this chapter we seek to outline the elements of a theoretical framework for

environmentally growing opportunist diseases and their emergence.We also discuss

several concrete examples of well-known epidemiologically important organisms

that fit this framework rather than the classical epidemiological SIR disease trans-

mission compartment model that divides individuals into the categories of suscep-

tible, infectious, and recovered. Furthermore, we also discuss biological control

methods, which may be more suitable against these diseases than many traditional

methods of disease intervention.

8.2 Environmentally Growing Opportunist Pathogens:
Examples

Environmentally growing opportunistic pathogens are plentiful in nature

(Casadevall 2008; Veneault-Fourrey and Martin 2011; Brown et al. 2012). These

pathogens include bacteria, protozoa, or fungi which variously attack plants and

animals including humans. Well-known diseases caused by such pathogens include

cholera (Vibrio cholerae), various infections by Pseudomonas aeruginosa, Legion-
naires’ disease (Legionella pneumophila), listeriosis (Listeria monocytogenes), the
fungal infection cryptococcosis (Cryptococcus neoformans), tuberculosis

(Mycobacterium tuberculosis), Hansen’s disease, also known as leprosy

(Mycobacterium leprae), bacterial cold-water disease on salmonids (BCWD), rain-

bow trout fry disease (RTFD), bacterial gill disease on trout (BGD), columnaris

disease or cotton-wool disease in cultured and wild freshwater fish (genus

Flavobacterium), Burkholderia in people with cystic fibrosis (Traverse et al.

2013), and urinary tract infections and wound infections in humans (e.g., genus

Serratia) (Grimont and Grimont 1978; Friedman et al. 2002; Leclerc et al. 2002;

Berg et al. 2005; Hall-Stoodley and Stoodley 2005; Soto et al. 2007; Hilbi et al.

2007; Casadevall 2008; Rahman et al. 2008; Freitag et al. 2009; Kunttu et al. 2009;

Mahlen 2011; Trivedi et al. 2011; Fisher et al. 2012; Brown et al. 2012). In some

case, the term “environmental reservoir” may denote the ability of a potential

pathogen to utilize nonliving substrates, while in other cases, the pathogen may

be sustained by either unknown or poorly studied alternative hosts (which in some

circumstances can be represented by the kinds of models we present in this chapter).

Below, we introduce the biology of some of these opportunist pathogens in more

detail.
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8.2.1 Flavobacterium columnare

Columnaris disease causes major economic losses in salmonid and other species in

freshwater aquaculture worldwide. The disease agent is a saprotrophic Flavo-
bacterium columnare bacteria that can induce massive outbreaks in high-density

cultured environments, especially during spring and summer as the water tempera-

tures rise. TheF. columnare colonize the gills and cause skin erosion often leading to
the death of the fish by suffocation, especially in young fish (Declercq et al. 2013).

The bacterium can be found in natural waters but is rarely known to cause infection

outside fisheries (Pulkkinen et al. 2010; Kunttu et al. 2012). It has been suggested

that conditions at fish farms facilitated evolution of virulence in this pathogen due to

high availability of susceptible hosts and abundance of saprotrophic resources such

as fish food, fish feces, as well as dead fish (Kunttu et al. 2009; Pulkkinen et al. 2010).

Given these alternative resources, the pathogen can persist even if very highly viru-

lent on fish hosts.

8.2.2 Vibrio cholerae

Cholera is perhaps one of the most well-known environmentally growing oppor-

tunist diseases. It is notorious for causing severe epidemics in humans, mostly in

developing countries. Although better sanitary conditions have reduced cholera

outbreaks, it is still a major problem in Haiti, Southeast Asia, and much of Africa

(WHO 2008). The species V. cholerae is found naturally in brackish water and

estuaries, and the strains vary in virulence from nonpathogenic to highly virulent

forms. The most virulent strains in the outside-host environment seem to originate

from infected hosts and are released mainly through feces (Faruque et al. 1998;

Merrell et al. 2002; Hartley et al. 2006). However, many less virulent or avirulent

strains are known to utilize a wide range of other organisms, as well as abiotic

surfaces (Lutz et al. 2013). For example, V. cholerae resides naturally on the

exoskeleton of crustaceans where the existence is facilitated by the bacteria using

extracellular chitinase activity to obtain carbon and nitrogen (Mondal et al. 2014).

8.2.3 Bacillus anthracis

Anthrax is a bacterial zoonosis of wild and domestic herbivores that secondarily

infects humans and some predators and scavengers (Hugh-Jones and de Vos 2002).

Outbreaks are documented nearly worldwide, with the distribution of disease

limited to environmental conditions that support the causative agent Bacillus
anthracis, a spore-forming, Gram-positive bacterium (Hugh-Jones and Blackburn

2009). Broadly, outbreaks are concentrated to grassland environments associated
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with grazing livestock and ungulate wildlife populations (Blackburn et al. 2014b;

Turner et al. 2014). Outbreaks can pose serious demographic risks for some verte-

brate populations, at least episodically. The microbe can apparently survive in soil

[or replicate in the rhizosphere (Saile and Koehler 2006)] for long periods of time

under certain environmental conditions (Blackburn et al. 2007; Hugh-Jones and

Blackburn 2009). The issue of free-living B. anthracis populations is the subject of
active investigation, as is how spore generation from infected vertebrates might

feed this environmental reservoir. If spores are long-lived, then even small free-

living populations could generate large pools of potentially infective spores.

Transmission to vertebrate hosts is not entirely understood, but it is likely a

combination of ingesting spores from contaminated soil (particularly in grazers)

and consumption of vegetation which may have become contaminated either

through “splash” up or by necrophagous flies contaminating vegetation with emesis

and feces that are then consumed by browsing species [e.g., white-tailed deer

(Blackburn et al. 2010, 2014a)]. Percutaneous infection from biting flies is another

potential route of infection (Blackburn et al. 2014b). Inhalation of spores from the

environment has limited evidence, though it has been suggested as a possible route

of infection in wood bison and cannot be ruled out (WHO 2008). Livestock and

wildlife are likely infected through quite similar routes of exposure.

Naturally occurring anthrax (as a disease of vertebrates) can be considered an

obligate spillover pathogen with no direct transmission (of quantitative significance)

among susceptible hosts (Alexander et al. 2012). Infection occurs in geographic

areas where the environment supports pathogen persistence in the environment, and

vertebrate hosts coincidentally may be attracted to microhabitats that sustain envi-

ronmental reservoirs (Blackburn et al. 2014a; Turner et al. 2014). Outside of

intentional (nefarious) releases, human anthrax cases are most usually caused by

direct contact with infected animals, such as slaughter and meat distribution

(Kracalik et al. 2013; Bezymennyi et al. 2014), and can be thought of as secondary

spillover onto host B (the humans) from primary spillover into host A (the infected

animals). It is plausible that anthrax cases in carnivores and scavengers could occur

for comparable reasons. Anthrax outbreaks in the middle latitudes appear to be

seasonal across host systems (Blackburn et al. 2014b). For example, deer outbreaks

in Texas appear in summer months, with the severity of outbreaks increasing in

response to early and intense spring greenup (Blackburn and Goodin 2013). These

climatic correlations, coupled with spatial clustering of cases over time, further

supports the hypothesis that B. anthracis persists in the environment.
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8.3 Environmentally Growing Pathogen Dynamics

8.3.1 A General Model of Environmentally Growing
Pathogen Dynamics

In general, the dynamics of an environmentally growing pathogen can be divided

into two parts: within-host dynamics and outside-host dynamics (Box 8.1). Within-

host dynamics can be formulated with the traditional SIR model, describing the

reproduction and mortality of the host, becoming infected, and dying or recovering

from the disease. In some cases the recovery may occur directly from the infected

stage (without acquired immunity), thus leaving the recovery-compartment unnec-

essary in the disease dynamics model.

The outside-host dynamics are largely determined by the community that resides

in the environment and the abiotic resources and conditions there. It includes at

least a pathogen capable of either living there or persisting in a dormant state like a

spore and being capable of causing infections to certain hosts. The outside-host

dynamics are determined by ecological and evolutionary interactions with other

pathogens and free-living nonpathogenic taxa. These include competitive, preda-

tory, parasitic, and mutualistic interactions typically occurring in the environmental

food webs (Pascual and Dunne 2005).

Several variants of the host dynamics can be appropriate depending, for exam-

ple, on whether all the S-, I-, and R-individuals participate in the reproduction of the

host, or whether all or only a fraction of infected individuals subsequently either die

or become sterilized, and whether or not infected hosts have density-dependent

interactions with healthy hosts (Merikanto et al. 2012).

The nature of the infection process itself may be crucial in determining the

characteristics of the disease dynamics of outbreaks. As given in the anthrax

example, transmission may be a result of either direct ingestion from the environ-

ment or aided by vector organisms (flies). Infections might be caused by exposure

of hosts to the pathogens living in the environment and can also occur at the same

time by individual contacts (e.g., direct transmission—in the case of cholera). The

functional form of the response to infections (from either source) may not be

straightforward to estimate and has profound consequences for epidemiological

dynamics (Anttila et al. 2017).

Box 8.1
Here we present a general model of environmentally growing pathogen

dynamics, which couples density-dependent growth and community interac-

tions in the outside-host environment with an SIR model describing within-

host dynamics (but assuming no direct transmission from infected to healthy

hosts or vertical transmission):

(continued)
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Box 8.1 (continued)

Within-host dynamics:

dS

dt
¼ S g S; I;Rð Þ � Pf Pð Þ½ � þ θR ð8:1aÞ

dI

dt
¼ SPf Pð Þ � I g0 S;R; Ið Þ þ δþ ρ½ � ð8:1bÞ
dR

dt
¼ ρI � R g

00
S;R; Ið Þ þ θ

h i
ð8:1cÞ

Outside-host dynamics:

dP

dt
¼ P h Pð Þ þ A1X½ � þ ΛδI ð8:1dÞ

dX

dt
¼ X • bþ A2...n, 2...nXþ A2:n,1Pð Þ ð8:1eÞ

The host consists of susceptible (S), infected (I), and recovered (R)
individuals (H¼ S+ I+R). Density dependence in the host population is

controlled by functions g, g0, and g00 describing how individuals in different

classes contribute to birth of new susceptibles and mortality of each class.

Susceptibles become infected at a rate that depends on the density of pathogen

(P) in the environment, controlled by the infectivity function f, which in turn

depends on pathogen density. Infected individuals can die either due to

competition (g0) or disease (δ), or recover (ρ). Finally, recovered individuals

lose their immunity at a rate θ and return to the susceptible class (Eq. 8.1a) and
die at rate g00. The change in the abundance of recovered individuals depends
on the rate of development of an immune response (ρ), and the rate at which

immunity is lost (θ) regenerating healthy but susceptible hosts, as well as the

effect of density dependence (competition) on mortality, encapsulated by g00.
The community in the outside-host environment consists of a pathogenic

species P and a set of nonpathogenic species Xi (contained in vector X) that
can be either competitors, predators, or parasites of the pathogen (and each

other). Pathogen dynamics in the external environment (Eq. 8.1d) are

governed by an intrinsic growth function h and the effect of other species

interacting with the pathogen (first row in the interaction matrixA, a1i) and an
input Λ of new pathogens released from infected hosts that die directly due to

the infection (alternatively, pathogens can also be shed continuously from

live infected hosts, in which case the input term would be proportional to I,
but not dependent on the mortality rate). For every other, nonpathogenic

species in the community, there is a density-independent term bi

(continued)
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Box 8.1 (continued)

(vector b in Eq. 8.1e) that differs in sign between producer species and

consumer species (Case and Casten 1979). The summation term (in matrix

notation, A2. . .n,2. . .nX) contains the effect of interspecific interactions from

species other than the pathogen, and the final term gives the effect of the

pathogen on the growth of each species Xi. The parameters aij form a matrix

A, containing all pair-wise interaction effects in the community (May 1973;

Case and Casten 1979) and characterizing the classical Lotka-Volterra model

of community interactions. Thus, by modifying the composition of this

matrix, one can manipulate the composition of the outside-host species

community to ask how patterns in between-species interactions affect the

pathogen’s role in the system. One could also envision alternative community

models, for instance, with either nonlinear functional responses or interfer-

ence functions. Finally, the • symbol denotes element-vise multiplication

between vector X and that resulting from the operations within the

parentheses.

8.3.2 The Role of Pathogen Life Cycle on Epidemiology

When considering epidemiological dynamics, the specific life cycle of the disease-

causing agent can become very important. Herewe demonstrate this with a simplified

model with a range of different pathogen types. Specifically, we will consider three

examples: (1) a classical, directly transmitted obligate pathogen, such as measles

(Simpson 1952); (2) an environmentally transmitted obligate pathogen, e.g., many

bacteria causing respiratory infections (Walther and Ewald 2004); and (3) an envi-

ronmental opportunistic pathogen, such as anthrax (Turner et al. 2013). In (1) the

pathogen is contained entirely within the infected individuals. The model describes

the dynamics of susceptible (S) and infected (I) hosts (1–3) and those of a pathogen
(P) (Godfray et al. 1999; Merikanto et al. 2012; Anttila et al. 2013):

dS

dt
¼ rS 1� f SSð ÞS� S βPþ γIð Þ þ ρI ð8:2aÞ

dI

dt
¼ S βPþ γIð Þ � δþ ρð ÞI ð8:2bÞ

dP

dt
¼ rP 1� f PPð ÞPþ I Λδþ λð Þ � μPP: ð8:2cÞ

Here the susceptible hosts exhibit logistic renewal governed by growth rate (rS)
and density dependence ( fS). Susceptible hosts can be infected by contacts with

pathogens (2, 3) or infected individuals (1), controlled by rate constants β and γ,
respectively (Eq. 8.2a). Infected individuals can either return to the susceptible

class by recovering from the disease at rate ρ or perish from the disease with rate δ
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(Eq. 8.2b). Finally, the pathogen can grow logistically in the environment (3),

according to the growth rate rP and density dependence fP (Eq. 8.2c) (Merikanto

et al. 2012; Anttila et al. 2013). Pathogens can be either released from dead hosts

with quantity Λ (3) (also referred to as burst size; Caraco and Wang 2008) or shed

continuously from live infected hosts with rate λ (2). Pathogens also undergo

density-independent decay in the environment at rate μP. We assume that host

absorption of pathogens from the environmental pool is quantitatively negligible,

compared to other processes governing that population’s dynamics. A simplifying

assumption here is that infected individuals neither contribute to host reproduction

nor to density dependence. This can be taken to mean that infected individuals are

too weak either to consume resources or produce offspring or otherwise interfere

with the fitness of healthy hosts. Competition between strains with different modes

of transmission can lead to complex evolutionary scenarios (Roche et al. 2011).

While the model in Eq. (8.2a–8.2c) can be solved analytically for equilibria and

invasibility, the solutions become rather complex except for simple cases, such as a

directly transmitted obligate pathogen (case 1,β¼ 0). In this case the system has an

equilibrium at S∗¼ (δ+ ρ)/γ, I∗¼ rS(1� fS(δ+ ρ/γ))(δ+ ρ/γ)/δ, which is positive if

γ> fS(δ+ ρ).
If β¼ 0 in Eq. (8.2a–8.2c), the model becomes isomorphic in form to the Lotka-

Volterra predator-prey model with a logistic prey growth term, which is well known

to be locally and globally stable. Another simple case is for Λδ+ λ¼ 0. This could

describe a pathogen, which lives in the environment, but has spillover into dead-end

hosts. The free-living pathogen pool will settle to an equilibrium, P∗, and then there

will be a constant force of infection imposed on the focal host. This again is ana-

logous to a predator-prey system for which the equilibria are stable. One possible

equilibrium is for the host to be excluded by pathogen spillover (a phenomenon

related to apparent competition).

The full model described by Eq. (8.2a–8.2c) exhibits a wide range of dynamics

when studied numerically. In the simplest case of the SI model with host renewal

(1), either no infections, host extinction, monotonic convergence to, or dampened

oscillations to a stable equilibrium (Fig. 8.1a) can result. In addition to the same

qualitative dynamics produced by the directly transmitted disease (1), the environ-

mentally transmitted pathogen (2) can also induce cyclic disease outbreaks

(Fig. 8.1b). Finally, the density-dependent outside-host dynamics of the environ-

mental opportunistic pathogen (3) have a stabilizing effect on the dynamics

(Merikanto et al. 2012; Anttila et al. 2013). In this case, cyclic outbreaks do not

occur (Fig. 8.1c), unless the density-independent decay rate (μP) is high enough,

such that the environment becomes a sink to the pathogen (Anttila et al. 2013). Due

to the environmental growth, this pathogen also has a strong potential to drive the

focal host extinct. In the limiting case, where there is no recovery following

infection (ρ¼ 0), the condition of host extinction is simply rs< βP∗¼ β/fP. Hosts
can become extinct if they have low intrinsic growth rates, and there is a large pool

of pathogens in an environmental reservoir.

The behavior of all of these cases depends largely on the balance between

infection rates (β , γ) and time spent as infected (depending on the balance between
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ρ and δ). For example, varying the rate of host mortality due to disease infection

(δ, which could be modified, e.g., by medical care) can either increase (1) or

decrease (3) the density of healthy hosts or lead to disease outbreaks at intermediate

mortality rates (2) (Fig. 8.1d). Of course, the dynamics can be affected by

other parameters as well, e.g., by the pathogen loss rate μP, as explained above.

For simplicity, we have assumed here that infections occur at a constant per

capita rate (per susceptible host, per infected host), as is traditionally assumed in

epidemiological models of obligate pathogens (Anderson and May 1981; Holt and

Pickering 1985). However, assuming other functional forms for infection can have

important consequences for host dynamics and potentially cause host exclusion

(Regoes et al. 2002; Ben-Ami et al. 2008; Boldin and Kisdi 2012; Anttila et al.

2013). For example, a dose-dependent infection response can introduce an infection

threshold (Regoes et al. 2002), a certain level of pathogen exposure that is required

for successful invasion of the host—which can protect the host from going extinct

when exposed to a virulent pathogen (Anttila et al. 2013). Pathogens vary enor-

mously in the aliquots needed to infect individual hosts, from immeasurably small

to astronomical. Holt (1999) provides examples and hypothesizes that analogs of

Allee effects (such as saturating host defenses) could explain this pattern.

Fig. 8.1 Example dynamics of three different diseases: (a) directly transmitted obligate pathogen

(1), (b) environmentally transmitted obligate pathogen (2), and (c) environmental opportunistic

pathogen (3). (d) The effect of increasing disease mortality (δ) on the severity of the disease in the
three different cases (a–c). The minimum and maximum values of the susceptible hosts are shown

at the stable or periodic attractor. General parameters: rS¼ 0.1, fS¼ 0.01, fP¼ 0.01, μP¼ 0.05,

ρ¼ 0.02, δ¼ 0.1. Specific parameters: (a) rP¼ 0, λ¼ 0, Λ¼ 0, β¼ 0, γ¼ 0.01; (b) rP¼ 0, Λ¼ 0,

β¼ 0.01, γ¼ 0, λ¼ 0.1; (c) rP¼ 1, β¼ 0.01, γ¼ 0, λ¼ 0, Λ¼ 1
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8.3.3 The Shape of Disease Transmission

As indicated above (Sect. 8.3.2), the shape of disease transmission functions has

important effects on epidemiological dynamics. When considering pathogen trans-

mission via the environment, it is logical to think that the rate at which healthy hosts

become infected depends on the rate at which they come into contact with infective

particles (Anderson and May 1981). While the transmission rate might initially

scale linearly with increasing contact rate, it must saturate at some point because

(a) population transmission rate decreases when the number of susceptible hosts

declines locally and (b) infected individuals become infective after a delay; a

constant contact rate is based on the assumptions of infinite, well-mixed popu-

lations and an effectively instantaneous infection process. Moreover, at low contact

rates, there may be an acceleration in how infection scales with pathogen abun-

dance or infection prevalence.

Indeed, empirical evidence supports a nonlinear relationship between pathogen

load and infection probability (Ben-Ami et al. 2008). In their seminal paper,

Regoes et al. (2002) showed that a sigmoidal transmission rate that scales with

pathogen dose leads to an Allee effect. That is, there is effectively a threshold for

pathogen density below which a successful invasion is not possible. At this thresh-

old, pathogen release from infected hosts is balanced by the loss of pathogens from

the environment. In general, a sigmoidal infection response arises due to two

separate mechanisms. Firstly, the infection threshold results from an over-

proportionate increase in infection rate at low pathogen densities. This can arise

due to, e.g., pathogen synergism (quorum sensing), biofilm production, toxin pro-

duction, or host immune system saturation (Regoes et al. 2003; Schmid-Hempel and

Frank 2007; Leggett et al. 2012). Secondly, saturation of the infection rate, i.e., an

under-proportionate increase in infection rate at high pathogen densities, can arise

simply due to a lag between pathogen ingestion and the development of disease

symptoms (Regoes et al. 2003). Properly accounting for the latter may require the

use of, e.g., delay differential equation models. We will focus, however, on non-

linearities that arise because of the biological mechanisms noted above.

In epidemiological studies, the focus tends to be either on the long-term pre-

valence of the disease or on the ultimate mortality of hosts under a given disease

exposure (Ben-Ami et al. 2010). This gives an indication of host disease tolerance

(Vale et al. 2014). Such tolerance curves are necessarily sigmoidal in shape,

because the response variable (disease prevalence/host mortality) is restricted

between zero and one, independent of the details of disease transmission

(Regoes et al. 2003; Ben-Ami et al. 2008; Leggett et al. 2012; Anttila et al. 2017).
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8.4 Invasion of Environmentally Growing Pathogens

We next consider the disease dynamics of an environmentally growing opportunis-

tic pathogen in competition with a nonpathogenic strain (Merikanto et al. 2014).

The competitor is assumed to be superior in the outside-host environment, i.e., we

assume that the ability to infect the host carries a cost in terms of outside-host

competitive ability (e.g., Sturm et al. 2011). We study the conditions where a new

environmentally growing opportunist pathogen strain is able to invade the commu-

nity and at least coexist with the nonpathogenic strain if not to replace it. We then

analyze how outside-host competition affects the long-term disease dynamics of an

environmentally growing opportunist.

The disease dynamics given competition are assumed to follow:

dS

dt
¼ rS 1� Sð ÞS� βSP� μSSþ ρI ð8:3aÞ

dI

dt
¼ βSP� δI � μSI � ρI ð8:3bÞ

dP

dt
¼ ΛδI þ rP 1� f PPP�f BPBð ÞP� μPP ð8:3cÞ

dB

dt
¼ rB 1� f PBP�f BBBð ÞB� μBB ð8:3dÞ

where B denotes the non-infective strain; fPB and fBP are competition coefficients

between P and B; rB and μB are the growth rate and mortality of the non-infective

strain, respectively; and μS is density-independent background mortality for the

susceptible and infected hosts due to other causes than the disease.

We use invasion analysis to examine the evolution of pathogenicity. We first

assume that the community is at an equilibrium such that the pathogenic population

is not present. Thus, given that rS> μS and rB> μB, the equilibrium of the commu-

nity is given as

S∗; I∗;P∗;B∗ð Þ ¼ rS � μSð Þ
rS

; 0; 0;
rB � μBð Þ
rBf BB

� �
, ð8:4Þ

where S∗ and B∗ are the host population and non-infective strain at equilibrium

conditions, respectively. Pathogen invasion may begin with a mutant strain

P capable of consuming the host as an additional resource. The resource consump-

tion also affects the health of the host. The conditions for the initial invasion can be

studied by investigating the growth of the pathogenic strain at this equilibrium.

The Jacobian matrix of the community system (8.3a–8.3d) is given as
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J ¼
�rS þ μS

0

ρ
�δ� μS � ρ

�βS∗

βS∗
0

0
0

0

Λδ
0

rP � μP � rPf BP=rBf BBð Þ rB � μBð Þ
�f PB rB � μBð Þ=f BB

0

� rB � μBð Þ

2
664

3
775

ð8:5Þ

It can be shown that two of the four eigenvalues of the above Jacobian matrix are

real and negative, given as

λ1,2 ¼ � rS � μSð Þ;� rB � μBð Þð Þ ð8:6Þ

The two other eigenvalues are obtained from the following submatrix:

J ¼ �δ� μS � ρ βS∗

Λδ rP � μP � rPf BP=rBf BBð Þ rB � μBð Þ
� �

ð8:7Þ

The characteristic equation becomes

λþ δþ μS þ ρð Þ λ� rP � μP � rPf BP=rBf BBð Þ rB � μBð Þ½ �ð Þ � βΛS∗δ ¼ 0 ð8:8Þ

For a locally stable equilibrium, the real parts of all eigenvalues need to

be negative. Thus, invasion becomes possible when the real part of at least

one eigenvalue is positive.

When the pathogenicity is developed fully such that β ,Λ> 0, then the eigen-

values cannot be solved explicitly. For the sake of argument, we assume that the

recovery does not occur, ρ¼ 0, making the analysis transparent. If δ> 0, Λ> 0,

rP¼ rB, μP¼ μB, and fPP¼ fBP¼ fPB¼ fBB, then the characteristic equation becomes

λ2 þ δþ μSð Þλ� βS∗Λδ ¼ 0 ð8:9Þ

This means that one eigenvalue is always real and positive making invasion

possible. The pathogen grows faster as compared to the competitor due to the addi-

tional resource gained by the disease. This example assumes that there are no costs

from evolving infectivity from a nonpathogenic strain. In this case, the nonpatho-

genic competitor becomes extinct in the external environment.

A more interesting (and possibly biologically more realistic) setting is, however,

one where the pathogenic strain will suffer costs from evolving the infectivity trait

(Sturm et al. 2011). In other words, transmission within the focal host comes at the

cost of some ability to utilize the external environment. The costs can be expressed

in different aspects of the life history in the external environment. Natural options

would be lowered growth rate (rP), increase mortality (μP), or decreased compe-

titive ability ( fPB and fBP). These traits can be traded off with each other or with

increased infectivity rate (β) and burst-out rate (Λ). Thus, the trade-off in
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developing infectivity can range across the ecological parameters, or parameters

directly entering into disease dynamics, or both.

A number of phenomena can be illustrated using numerical examples. If the cost

of infectivity occurs in the growth rate (rP� rB), then a loss in growth rate can be

compensated with a more effective transmission rate (Fig. 8.2a). The effect of the

competitor on the pathogen growth rate in the initial stages of invasion is crucial.

The stronger the competitor (in terms of fBP), the more efficient the pathogen needs

to be in its infection rate of the host. The case fBP¼ 0 means to the pathogen that the

competitor is absent. However, even in this case the transmission rate β needs to

exceed a positive threshold value. This occurs due to the fact that in this example

the growth rate is less than the mortality rate, which must be compensated for.

Equivalent conclusions apply for the burst-out rate Λ, since transmission rate and

burst-out rate are exchangeable from the point of view of the pathogen in the

invasion process. This can be seen from the characteristic equation (8.8) where

these parameters appear together as a product (βΛ).
We next consider a situation where developing the infectivity may result in

changes in the pathogen growth rate and its competitive ability. It is expected that

increasing the competitive ability of the competitor decreases the possibilities of the

invasion of the pathogen. It is also expected that the increasing the growth rate of

the pathogen in the environment increases the possibilities of the pathogen to

invade. However, the latter prediction may fail.

Figure 8.2b illustrates the invasion results in the parameter space ( fBP , rP). As
above, it appears that increasing the strength of the competition decreases the possi-

bilities of the pathogen to invade. However, the results with respect to the pathogen

growth rate may appear counterintuitive: increasing the value of the pathogen growth

rate will prevent the invasion of the pathogen. This result may be understood by taking

a closer look at the competitive dynamics between the competitor and the pathogen.

For high values of the interaction strength ( fBP> 1/B∗), the term rP(1� fBPB) in the

pathogen dynamics becomes negative. Thus, increasing the value of the pathogen

growth rate only intensifies the negative effect of the competitor on the growth of the

pathogen at the invasion situation. An increase in the growth rate increases the

density dependence, leading to an exclusion of the invading pathogen.

The counterintuitive result above may be based on the strong and biologically

unreasonable assumption about the direct relationship of intrinsic growth rate and

sensitivity to competition. To address the importance of the density dependence for

the purposes of invasion analysis, we revise the model such that density dependence

and growth rate can be independent. The corresponding dynamics are revised as

follows:

dP

dt
¼ ΛδI þ rPP� dPPP

2�dBPBP� μPP ð8:10aÞ
dB

dt
¼ rBB� dPBPB� dBBB

2 � μBB ð8:10bÞ
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Fig. 8.2 Invasion of a pathogenic mutant is affected by pathogen growth rate and the intensity of

outside-host competition. (a) Even initially a very low growth rate of the pathogen (rP¼ 0.05,

rB¼ 5) allows an invasion by the pathogen at low competition pressure with the nonpathogenic

competitor. Increased competition between the pathogen and the competitor can be compensated

through increased disease transmission rate β. The threshold for the transmission rate at fBP¼ 0 is

due to the fact that the mortality of the pathogen is higher than its growth rate (μP¼ 0.1).

(b) Invasion is possible for low intensities of the effect of the competitor on the pathogen. If the

intensity of the competition increases such that fBP> 1/B∗ (bolded line on the x-axis), then the

term rP(1� fBPB) in the pathogen dynamics becomes negative. Thus, increasing the value of

the pathogen growth rate only intensifies the negative effect of the competitor on the growth of the

pathogen. (c) However, if the model is modified such that the density-dependent interaction of the

pathogen and its competitor is independent of their growth rates, invasion becomes possible for

increasing values of growth rate rP
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where d’s are competition coefficients. It becomes clear that the invasion of the

pathogen becomes possible for increasing values of the growth rate while increas-

ing competition pressure tends to inhibit it (Fig. 8.2c).

8.5 Coexistence of the Host, Pathogen, and Competitor

Coexistence of the host, pathogen, and competitor is possible for large ranges of the

parameters. Thus, an opportunistic environmentally growing strategy is expected to

be common in pathogens. Coexistence can show stable dynamics but the dynamics

can also fluctuate periodically. Epidemiologically, the latter would correspond to

recurrent epidemics in the host. We next look at some examples of the effect of the

parameters on the stability of the coexistence dynamics. The examples here are

based on model (8.3a–8.3d).

8.5.1 Pathogen Outside-Host Growth

We assume here that the competition coefficients fPB and fBB are all equal and the

growth rate of the competitor rB¼ 1. For the studied growth rates of the pathogen,

the competitor has a competitive advantage in which case the pathogen would

become extinct in the absence of ability to replicate through the disease. For low

values of the pathogen growth rate, the disease dynamics are periodic (Fig. 8.3).

Increasing values of rP decreases the amplitudes of the oscillations until the

coexistence dynamics of S, P, and B stabilize at rP> 0.048.

8.5.2 Effect of the Competitor

We next consider an example where the density effects are otherwise identical

except that the density effect (competition strength) of the competitor on the

pathogen is varied. The growth rate of the pathogen is small as compared to that

of the competitor, which gives the competitor a competitive advantage. When the

competition strength of the competitor, fBP, is zero, the situation from the perspec-

tive of the pathogen is the same as if the competitor did not exist. In this case the

host–pathogen dynamics fluctuate periodically (Fig. 8.4). If the competitor is

present, its dynamics also fluctuate periodically as a consequence of the fluctuations

of the pathogen. Increasing competition strength of the competitor on the pathogen

suppresses the fluctuations until at fBP¼ 0.4� 10�4 the dynamics stabilize to an

equilibrium.
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8.6 Outbreaks in Microbial Communities: Importance
of the Infectivity Response and the Microbial Diversity

Interspecific interactions, such as competition, predation, and mutualism, are at

the core of ecological research. Such ecological interactions in the outside-host

environment may be of great importance in modifying the dynamics of many

environmentally transmitted diseases. We next discuss a dynamic model that

combines environmental opportunist pathogen-host dynamics and community

dynamics outside the host (Anttila et al. 2013). This setting is more realistic in

the sense that the pathogen lives among many competitors. We assume that there

is a trade-off between virulence and environmental competitive ability. Life-
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Fig. 8.3 Increasing growth rate rP of the pathogen in the outside-host environment stabilizes the

disease dynamics. Minimum and maximum values of the dynamics of the pathogen (a), competitor

(b), susceptible host (c), and infected host (d) are shown. For low values of rP, the dynamics are

periodic. A transition from periodic dynamics to stable dynamics (Hopf bifurcation) occurs at

rP> 0.048. Parameters as in Merikanto et al. (2014), Table 2, Fig. 1
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history trade-offs are expected to reduce virulence since resource acquisition and

defense in the outside- vs. inside-host environments require specialization

(Gower and Webster 2005; Sturm et al. 2011; Mikonranta et al. 2012).

The community model is given as follows:

dS

dt
¼ rS 1� Sþ I

KS

� �
S� βSf Pð Þ þ ρI ð8:11aÞ
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Fig. 8.4 Increasing competition strength fBP of the competitor on the pathogen stabilizes

the disease dynamics. The minimum and maximum values of the dynamics of the pathogen (a),
competitor (b), susceptible host (c), and infected host (d) are shown. When the competition

strength of the competitor, fBP, is zero or low, then the host-pathogen dynamics fluctuate period-

ically. When the competition strength increases, then the dynamics stabilize at fBP¼ 0.4� 10�4.

Parameters as in Merikanto et al. (2014), Table 2, Fig. 1, except rS¼ 0.1
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dI

dt
¼ βSf Pð Þ � δI � ρI ð8:11bÞ

dP

dt
¼ ΛδI þ rP 1� PþP

i α þ αð ÞBi

KP

� �
P� μPP ð8:11cÞ

dBi

dt
¼ rP 1� Bi þ α � αð ÞPþP

j 6¼iαBj

KP

� �
Bi � μBBi, i ¼ 1, . . . ,N: ð8:11dÞ

KS is the carrying capacity of the host. Both the pathogen (P) and the competing

non-pathogenic strains (Bi) are presumed to grow logistically with rate rP. Carrying
capacities are KP for all strains. The competition in the outside-host community was

modeled as a diffuse competition where the competitive ability of nonpathogens

against the pathogen is varied. The intraspecific competition coefficients were set to

1, whereas between-species interaction strength is given byα . The pathogen faces a
trade-off between its ability to cause infections and reduction α in competitive

ability. It should be noted that the diffuse competition model used here provides, on

average, the same dynamics as a model with randomly generated between-species

competition coefficients (this reflects the assumption of linear interactions, on a per

capita basis).

The choice of the functional form of the infectivity response can crucially affect

the model dynamics. Susceptible hosts are infected with a rate βSf(P) depending on
the infectivity response. Two alternative infectivity response functions f(P) were
explored. Many recent theoretical studies have for simplicity and algebraic tracta-

bility assumed a linear infectivity response, f(P)¼P. However, this assumption is

biologically simplified. Anttila et al. (2013) utilized a more realistic sigmoidal

dose-dependent response. The sigmoid infectivity response can be modeled as a

Hill function (Regoes et al. 2003) as follows:

f Pð Þ ¼ P=ID50ð Þκ
1þ P=ID50ð Þκ ð8:12Þ

where the parameters ID50 and κ define the shape of the response. The value of the
infectivity response approaches 1 as the pathogen density P increases.

The form of the infectivity response function is crucial to the behavior of the

epidemics. When the infectivity response is sigmoidal, cyclic dynamics occur at a

range of host growth rates (Fig. 8.5a). Cyclic outbreaks occur when the mortality

rate (δ) is close the host growth rate. If the host growth rate is much faster than the

mortality rate, cycling becomes impossible. When the infectivity response is linear,

the pathogen maintains its infectivity even in small doses. The community dyna-

mics remains bounded for the whole range of the host growth rates analyzed

(Fig. 8.5b).

There are three crucial differences in pathogen response to increasing compe-

titive pressure that emerge when there is sigmoidal rather than linear transmission

(Fig. 8.6). First, cyclic pathogen dynamics appear when the number of competitors
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is large. The threshold for this transition in dynamics is approximately the number

of the competitors where competitive exclusion would occur in the absence of the

host. Second, within the range of cyclic dynamics, an alternative attractor appears

in which the pathogen becomes extinct. This is due to the Allee effect associated

with the sigmoidal response function (Regoes et al. 2003; Anttila et al. 2013). If the

initial pathogen density is sufficiently low, it is unable to infect susceptible hosts,

and competition outside the host makes it more likely this will occur. Third,

increasing the number of the competitors amplifies the cyclic dynamics until the

competition becomes strong enough to cause the pathogen to become extinct. This

observation can also be expressed as follows: reducing competitor species richness

in the outside-host environment can lead to an abrupt emergence of disease out-

breaks if the infectivity response of the pathogen is sigmoidal, because there is a

positive feedback between raising pathogen levels and nonlinearly increasing

infectivity. More generally, decreasing the pressure from competition, e.g., due to

use of non-specific disinfectants or antibiotics killing also the competitors, may

create fatal disease outbreaks.

8.7 Prevention Strategies Against Environmentally
Growing Opportunist Pathogens

Treating infected hosts by using, e.g., disinfectants or antibiotics has often been

unsuccessful in eradicating environmentally growing diseases. Firstly, treating the

hosts leaves the environmental reservoir population untouched, preventing
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Fig. 8.5 The dynamics of the susceptible host presented as a function of host growth rate under

two infectivity scenarios: sigmoidal and linear infectivities. (a) Under a sigmoidal pathogen infec-

tive response, there is a range with cyclic dynamics. The minima and maxima of population

densities are shown. (b) When the pathogen infective response is linear, the dynamics are stable. A

linear response easily results in local host extinction unless the host growth rate is sufficiently high.

In this example, competitive disadvantage (α) is 0.05 and the number of competitor species (N ) is

5. ID50¼ 3150 and κ¼ 4
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extirpation of the disease. Secondly, in the worst-case scenario, using nonspecific

disinfectants or antibiotics in the outside-host environment may counterintuitively

result in an increase in pathogen densities there (Alanis 2005; Merikanto et al.

2012), and therefore the environmental reservoirs can even give rise to disease

outbreaks (Anttila et al. 2013). Extensive use of antibiotics against these diseases

can also facilitate the spread of antibiotic resistance. For example, high usage of

antibiotics has resulted in massive leakages of antibiotics to the environment
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Fig. 8.6 Pathogen and susceptible host dynamics presented as a function of the size of the

microbial community (N ). Under sigmoidal infectivity response (a, b), increasing the number of

competitors to the pathogen gives rise to cyclic dynamics. For large number of competitors

(N> 25), the competition drives the pathogen to extinction. Conversely, under linear infectivity

response (c, d), the pathogen is driven to extinction by a relatively small number of competitors

N< 5. Reduction in competitive ability (α) is 0.04. Figures (a) and (b) show sigmoidal infectivity

response with ID50¼ 3150, κ¼ 4. In (c) and (d) the rate constant β in the linear infectivity response
is rescaled as β/2ID50 for the reasons of comparison with the sigmoidal response (Anttila et al.

2013). The asterisks represent minima and maxima of population densities, and the open circles
show an alternative stable attractor
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(Alanis 2005; Davies and Davies 2010; Oliveira et al. 2012). Novel control methods

that lower the pathogen population in the outside-host environment could be a more

successful solution in treating these diseases in the future. These methods could

consist of reducing available saprotrophic resources in the environment when

possible, for instance, by more efficiently removing fish feces and dead fish material

in the fisheries, thus directly impacting the reservoir population.

Alternatively, intensifying antagonistic interactions in the outside-host environ-

ment could reduce ability of the pathogen to grow there. This includes, e.g.,

competition between microbes through increasing microbial diversity, increasing

bacteria predation by protozoa, or using targeted bacteriophages against pathogenic

bacteria strains. This reasoning is based on empirical evidence that there are often

trade-offs between ability to defend against competitors, predators, and bacterio-

phages in the outside-host environment and ability to infect and grow in the within-

host environment (Skurnik and Strauch 2006; Friman et al. 2008; Laanto et al.

2012; Mikonranta et al. 2012; Vasanthakrishnan et al. 2015). The need to maintain

adaptation to the community interactions outside the host may hamper adaptation to

conditions within the host.

8.7.1 Predation

Like competition, predation is also expected to influence disease dynamics. Preda-

tion is one of the major factors affecting mortality in bacteria in the outside-host

environment (Fenchel 1980; Finlay and Esteban 1998; Sherr and Sherr 2002;

Menon et al. 2003). As a means of disease control, predation by protozoa may

control pathogen populations effectively. For example, protozoans have been

observed to attack and remove V. cholerae from environmental water samples

(Martı́nez Pérez et al. 2004). Previous studies have explored how predation can at

times reduce disease prevalence when imposed directly on hosts (Packer et al.

2003). Comparable effects can emerge because of predation imposed on pathogens

in an environmental reservoir.

8.7.1.1 A Model of Biocontrol by Predation

We next discuss a model of environmentally growing opportunist pathogens that

are subject to predation (Merikanto et al. 2017). We first address long-term disease

dynamics. We then consider the use of predators as a control method against envi-

ronmentally growing pathogens.
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The disease dynamics under predation are given as

dS

dt
¼ rSS 1� Sð Þ � βSP� μSS ð8:13aÞ
dI

dt
¼ βSP� δI � μSI ð8:13bÞ

dP

dt
¼ ΛδI þ rP 1� f PPPð ÞP� aP

K þ cP
Z � μPP ð8:13cÞ

dZ

dt
¼ mþ arZP

K þ cP
Z � μZZ ð8:13dÞ

where Z denotes the pathogen predators; a is the predator attack rate; K is the

predator carrying capacity; c is the predator half saturation constant; rZ is the

conversion rate of the prey resource for predator growth, i.e., predator’s efficiency
at turning prey into offspring; and μZ is the predator death rate. In biological control,
predators are fed to the system at an inflow rate m. In some cases, these predators

may impose mortality but themselves experience little to no benefit from such

consumption (i.e., rZ¼ 0). In other cases, the predator may be a specialist com-

pletely dependent upon the pathogen environmental reservoir (m ¼ 0). We first

consider the latter case.

8.7.1.2 Disease Dynamics of the Predator–Pathogen System Without
Predator Inflow

For low attack rates of the predator (a< 0.1), the predator (Z ) cannot invade the

community. Alternatively, if the predator is present in the community, it will

become extinct. The pathogen will remain in the community, and the equilibrium

solution (S∗, I∗,P∗> 0, Z∗¼ 0) of the disease dynamics is locally stable. Here the

size of the susceptible host population is driven low by the disease (Fig. 8.7).

Higher attack rates (0.1< a< 0.6) allow the predator to survive, and cyclic co-

existence of the host, pathogen, and predator becomes possible. Contrary to what

one might expect, increasing the attack rate does not suppress the peak densities of

the pathogens or of the infected hosts. Neither does it increase the peak densities of

the predator itself. However, there is another locally stable equilibrium for the

attack rate a> 0.32. Thus, for a> 0.6 the high peaks of the disease cycles dis-

appear, and the pathogen and the predator levels drop down (Fig. 8.7). In short, a

specialist predator is capable of maintaining consistently low pathogen levels only

when the attack rate is high enough.

8 Population Dynamics, Invasion, and Biological Control of Environmentally. . . 235



8.7.1.3 Biocontrol by Predator Inflow

Biological control by a specialist predator can be done in principle in two ways.

First, biological control can be processed as a batch process. Here, the predator is

introduced into the system of the hosts infected by pathogens. In an ideal case, the

predator population will increase, consuming the pathogens until the pathogens

become extinct. This case is an extension of the ideas presented above under the

title “Disease Dynamics of the Predator–Pathogen System Without Predator

Inflow” (though quantifying extinction would require a detailed consideration of
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Fig. 8.7 Bifurcation diagrams of the model dynamics of susceptible hosts (S), infected hosts (I ),
pathogens (P), and predators (Z ). The equations used to generate these plots presume that no

predator inflow is present (m¼ 0). For the predator attack rates 0.1< a< 0.6, there exists a

periodic attractor, where the dynamics are cyclic. The maximum and minimum values for popu-

lation densities are in this area denoted by “open circle”. For a> 0.32 there is an alternative

attractor, which is a locally stable equilibrium (S∗, I∗,P∗, Z∗> 0), denoted by “plus”. Thus, the
attractor is nonunique for 0.32< a< 0.6 allowing different dynamical outcomes. Y-axis is

presented on a logarithmic scale (Merikanto et al. 2017)
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transient dynamics and demographic stochasticity). Another option for biological

control is to feed the predator into the system continuously. This could also describe

a spatially open system with a constant influx into a particular habitat patch from an

external source pool. Here the inflow of the predators compensates for the mortality

of the predator and decreased growth capacity due to decreased level of pathogens.

A continuous inflow (m) of predators (Z) into the community can either remove

the pathogens completely or partially, depending upon the attack rate and the

magnitude of the inflow. Even a relatively weak predator (attack rate a¼ 0.2,

prey conversion rate rZ¼ 0.3) is capable of eradicating the pathogen from the

system at sufficiently high predator inflow rates m (Fig. 8.8a). For the inflow rate

m< 1.5, the predator inflow does not seem to have any effect on the fluctuating

pathogen levels. (Note, however, that in the absence of the predator the coexistence

of the host and pathogen is locally stable, c.f. Fig. 8.7, a¼ 0.) When the inflow rate

is increased to m> 1.5, the pathogen becomes abruptly extinct.

If the attack rate and the prey conversion rate of the predator are lowered even

further (a¼ 0.15, rZ¼ 0.3), the dynamics stabilize (Fig. 8.8b). The effect of inflow

rate becomes visible, however, such that the pathogen level decreases smoothly

with increasing inflow rate until an abrupt extinction of the pathogen occurs at

m¼ 7. Thus, a relatively high inflow rate of the predator is required to eradicate the

pathogen. Interestingly, when m< 7, that is, below the threshold for pathogen

extinction, the population density of infected host (I ) increases with increasing

inflow rate m, even if the pathogen population density P decreases. This occurs

because the population density of susceptible hosts S increases quicker than the

pathogen density decreases.

8.7.2 Phage Therapy

To avoid the use of antibiotics in the treatment against bacterial pathogens in aqua-

culture, the use of bacteriophages has been raised as an alternative option. Phage

therapy utilizes lytic bacteriophages that infect the bacteria cell and break it down

by lysis (Nakai and Park 2002). The phages often have high specificity to

certain bacterial strains, i.e., attacking mainly the targeted bacterial disease agent,

unlike antibiotics (Oliveira et al. 2012). This is also the case in columnaris disease

(Laanto et al. 2011).

Phage therapy experiments have been promising, but not all experiments to date

have been successful in eradicating the disease. Phage therapy mostly treats the

hosts in vivo (Skurnik and Strauch 2006; Oliveira et al. 2012). An example of a

successful in vivo treatment is catfish infected by columnaris disease agent

F. columnare (Prasad et al. 2011). Three main problems can be noted about the

use of phage therapy. First, because of strong selection on the pathogen, there can

be rapid evolution of resistance against bacteriophages (Oliveira et al. 2012). The

genetic variation for such selection can arise due either to mutation or horizontal

gene transfer among bacterial species. Second, bacteriophages can act as vectors
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Fig. 8.8 Predator inflow as means of biocontrol in the environmentally growing pathogens. The

bifurcation diagrams summarize the resulting community dynamics with predator inflow (m). The
minimum and maximum densities of the populations are presented for the cyclic dynamics of
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transmitting genes among bacteria allowing the evolution of virulence (Oliveira

et al. 2012). Third, treatment of infected hosts solely leaves the outside-host

pathogen population untouched and fails to eradicate the disease. Of these, the

development of resistance towards phages is however not always a negative

outcome in terms of disease control, if there is a clear genetic trade-off between

virulence and phage resistance (Skurnik and Strauch 2006). This trade-off has been

established for some F. columnare strains, but does not apply to all virulent

F. columnare strains (Laanto et al. 2011).

As columnaris-diseased fish usually carry an infection by multiple strains, the

success of phage therapy depends on interactions (e.g., competition) within the

infection strain community (Suomalainen et al. 2006). Therefore, it is important to

understand the specific disease biology if attempting to use phage therapy as a

treatment method against diseases. There are a few theoretical models for phage

therapy applied to cholera infections, where phage therapy is targeted on both

within-host and outside-host pathogen population (Jensen et al. 2006; Kong et al.

2014). The models by Jensen et al. (2006) and Kong et al. (2014), however, lack the

possibility of the evolutionary development of phage resistance and as such are not

biologically realistic for studying the long-term disease dynamics expected under

phage therapy. Further theoretical as well as experimental work is needed to assess

phage therapy as a possible biological control method against environmentally

growing opportunist diseases.

8.8 Conclusions

Environmental growth in opportunistic pathogens is an important component in the

epidemiological dynamics of many diseases. The life history of an environmentally

growing opportunist pathogen can be considered to involve a mixture of alternative

reproductive strategies (one within hosts, one outside), compared to non-infective

free-living organisms. A crucial difference is how the resources are used in

reproducing new individuals. In the simplest scenario, this may be illustrated by

considering two bacterial strains. One, the non-infective strain, is able to live in the

environment only. The other, the infective strain, also lives in the environment, but

it is able to live either in or on a host species. Such an adaptation (i.e., extension in

the range of resource use) is often costly and thus implies trade-offs with other life

history traits.

⁄�

Fig. 8.8 (continued) susceptible hosts (S), infected hosts (I ), pathogens (P), and predators (Z ).
Figure (a1–a4) shows that with a weak predator, the disease dynamics are first cyclic until the

pathogen (P), predator (Z ), and I go extinct leaving healthy hosts (S) present in its equilibrium

density (a¼ 0.18, rZ¼ 0.2). Figure (b1–b4) shows the result of presuming a weaker predator

(a¼ 0.15). Here, the pathogen population becomes extinct at high values of inflow rate (m> 8). At

lower values of the inflow rate, the densities of the infected hosts I increase even if the density of

the pathogen P decreases as m increases (Merikanto et al. 2017)
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Environmental growth serves as one possible mechanism through which

pathogen epidemics can arise, devastating hosts, yet without the pathogen self-

destructing. We have argued elsewhere by using nonlinear dynamics of ecological

interactions with either competitors or predators that disease outbreaks caused by

environmental opportunistic pathogens result from interactions involving environ-

mental stochasticity. These involved factors such as the amplitude and autocorre-

lation of the environmental noise can interact with the details of the infection

process, further contributing to the emergence and complexity of outbreak dyna-

mics (Anttila et al. 2015, 2016).

Environmental growth of pathogens is a challenging starting point when

considering the evolutionary emergence of novel pathogens. We have addressed

here the initial evolution of a disease only in passing in the form of an invasion

analysis. However, there is a great need for a better understanding of the costs and

benefits of extending resource use of an initially non-infective bacterial organism,

from a usually poor environment to resource-rich (but patchy and often short-lived)

hosts. From the perspective of our chapter, the main question that arises is articu-

lating the evolutionary pathway of a non-infective bacterial organism that may pass

through a phase where it is an environmentally growing opportunistic pathogen to

eventually become an obligatory pathogen.

Control of environmentally growing pathogens calls for different approaches as

compared to the traditional treatments of obligatory pathogens. The latter can be

prevented (and potentially even eradicated, e.g., as in the case of smallpox) by using

treatments such as immunization, host medication by antibiotics, and by limiting

transmission among hosts. Environmental pathogens by contrast can reside in envi-

ronmental reservoirs indefinitely, so that even if at one time point all hosts are

immunized, in future generations fresh disease cases still can occur. But recog-

nizing the role of environmental pathogens can suggest novel approaches for

disease control. In particular, any environmental modification that reduces envi-

ronmental growth of the pathogen will help to suppress the incidence and pre-

valence of environmentally opportunistic disease in the host.

We have explored how community interactions such as competition and preda-

tion can provide mechanisms for biocontrol. Increasing predator and parasite pres-

sure against the pathogens which cause opportunistic diseases, and facilitating

nonpathogenic competitors, reducing resource availability in the reservoir, all can

potentially help limit environmentally opportunistic pathogens. Utilizing a deeper

understanding of the trade-off between the virulence and environmental growth

may provide potentially novel approaches. We emphasize, however, that trade-offs

between virulence and the life-history traits can play out in many ways, each

providing a new angle to the biocontrol of the diseases.
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Chapter 9

Of Ducks and Men: Ecology and Evolution

of a Zoonotic Pathogen in a Wild Reservoir

Host

Michelle Wille, Neus Latorre-Margalef, and Jonas Waldenstr€om

Abstract A hallmark of disease is that most pathogens are able to infect more than

one host species. However, for most pathogens, we still have a limited understanding

of how this affects epidemiology, persistence and virulence of infections—including

several zoonotic pathogens that reside in wild animal reservoirs and spillover into

humans. In this chapter, we review the current knowledge of mallard (Anas
platyrhynchos) as host for pathogens. This species is widely distributed, often

occupying habitats close to humans and livestock, and is an important game bird

species and the ancestor to domestic ducks—thereby being an excellent model

species to highlight aspects of the wildlife, domestic animal interface and the

relevance for human health. We discuss mallard as host for a range of pathogens

but focus more in depth of it as a reservoir host for influenza A virus (IAV). Over the

last decades, IAV research has surged, prompted in part to the genesis and spread of

highly pathogenic virus variants that have been devastating to domestic poultry and

caused a number of human spillover infections. The aim of this chapter is to

synthesise and review the intricate interactions of virus, host and environmental

factors governing IAV epidemiology and evolution.
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9.1 Introduction

Pathogenic microorganisms are a reality for all organisms, with profound impacts on

the ecology and evolution of species, populations and individuals (Schmid Hempel

2011). The outcome of infection is variable, ranging from asymptomatic conditions

to severe disease and death, depending on factors relating to the host (such as age,

immune functions, condition and genetics), the pathogen (such as factors relating to

pathogenicity, virulence or transmission) and the environment (e.g. climate, food

availability, competition and predation) and their interactions—sometimes

described as the pathogen-host-environment matrix (Schmid Hempel 2011). In

recent years, a growing understanding has emerged where disease dynamics needs

to incorporate the realism of multihost-multipathogen systems—the majority of

pathogens can infect more than one host, and most hosts can be infected with several

different pathogens (Bordes and Morand 2011).

For humans, it has been estimated that the majority of infectious diseases are

zoonotic, e.g. shared with at least one other animal host (Woolhouse and Gowtage-

Sequeria 2005). However, we know very little about the dynamics of diseases

outside the clinic, even for well-known human diseases such as campylobacteriosis,

influenza or rabies, and even less for pathogens that only occasionally spillover into

humans. As a response, calls for joint forces, such as the EcoHealth Alliance and

One Health initiatives, have been launched, with the aim of bridging the gaps

between professionals in human and veterinary medicine and ecology (Roger

et al. 2016).

In this chapter, we will focus on the mallard (Anas platyrhynchos), the world’s
most numerous wild duck species and the ancestor to domestic ducks, and its role

for maintaining pathogens of relevance for humans and domestic animals. Of

particular interest is the influenza A virus (IAV), for which the mallard and related

waterfowl species are the key reservoir in nature. Because of its great abundance, its

expansive distribution and its preference for human-influenced environments, it is a

potential bridge species between wild animals, domestic animals and humans,

specifically for pathogens to reach domestic ducks and gallinaceous poultry. More-

over, it is an important game species across its distribution, with large bag limits.

Most importantly, however, it is one of very few wildlife species from which there

is sufficient data to discuss how host ecology affects the disease dynamics in

humans and domestic animals. As such, mallard is an important model species

for multihost and zoonotic diseases.

9.2 Waterfowl and Mallard Biology

Waterfowl (order Anseriformes) include ducks, geese and swans and are well

known due to their historical importance for hunting, domestication and aviculture.

They have a nearly cosmopolitan distribution, except for Antarctica, occupying
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virtually every habitat associated with water. The approximately 150 species alive

today include forms ranging from those occupying highly specialised niches to

generalist species able to successfully exploit any wetland habitat, artificial or

native. To occupy this wide range of environments, waterfowl are diverse in their

anatomy, behaviour and physiology.

Among waterfowl, the mallard is perhaps the archetypical and most recognisable

anatid species. Mallards are native to the Holarctic and, however, are thriving

globally due to successful introductions to New Zealand, Australia, Peru, Brazil,

Uruguay, Argentina, Chile, the Falkland Islands, South Africa and Hawaii (Cramp

and Simmons 1977; Drilling et al. 2002). The success of this species is owed to its

adaptability; it thrives not only in the wild but is also extremely tolerant of human

presence or disturbance and utilises wetlands of all sizes in and around human

settlements.

The species is mostly migratory in its native range, but some populations are

sedentary with low levels of dispersal. Within migratory populations, there is large

flexibility in migratory behaviour, and it is often referred to as being a partial

migrant, where some individuals (or populations) are strictly migratory, some

strictly residents and others switching between these states depending on specific

conditions, such as food availability or cold spells (Cramp et al. 1985; Drilling et al.

2002). It is believed, but rarely tested, that females exhibit a higher degree of

philopatry to the natal site than males. As pair formation occurs during late winter at

shared wintering sites, this means that a mixing of populations will occur over time.

Indeed, this is observed at the genetic level where hardly any population subdivi-

sion is evident in either mitochondrial or nuclear genes across the natural breeding

distribution of the species (Cramp and Simmons 1977; Drilling et al. 2002; Kraus

et al. 2011).

The global mallard population is large, approximately 19 million individuals, of

which 7.5 million breed in Europe (Wetlands International 2012). Mortality rates

are high, especially during the first year of life, and the turnover rate of mallards in

Northern Europe has been estimated to be roughly 1/3, meaning a substantial

recruitment rate of young individuals into the population each year (Bentz 1985;

Munster and Fouchier 2009). Additionally, large numbers are reared and released

for hunting purposes, locally contributing to high densities. It is estimated that

270,000 individuals are released in North America (USFWS 2003, 2011) and

greater than 2,850,000 released into Europe annually (Delany and Scott 2006;

Birdlife-International 2004; Champagnon 2011). In Eurasia and North America,

mallard breeding is mainly restricted to spring and summer resulting in a marked

increase in immunologically naı̈ve juveniles in autumn (see Sect. 9.3.2.2).

Nearly all domestic ducks are derived from the mallard, with the exception of

Muscovy ducks (Cairina moschata), and domestication dates back to at least the

twelfth century (Drilling et al. 2002). Approximately 600 million ducks are farmed

in China: 60% of the world population of domestic ducks. As a result, there are

more domesticated ducks in China than there are wild mallards across the globe.

These large numbers, specifically the large input of young birds, are imperative in

the maintenance of infection diseases. Thus, it is a combination of large distribution
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range, large population size and turnover rate in wild mallards and enormous

population size of farmed ducks, most of which are free-range, that make mallard

one of the largest aquatic reservoir hosts for diseases. Association with other wild

waterfowl, association with farming and domestic poultry and association with

humans in urbanised areas make this species extremely important for zoonotic

transmission and spillover events.

9.3 Mallards as Hosts for Pathogenic Microorganisms

Our understanding of avian diseases, particularly in wild birds, is mainly the result

of intensive study of poultry diseases, where wildlife can contribute as a source of

infection, such as avian influenza (see more below), Newcastle disease (e.g. Kim

et al. 2012) or salmonellosis and campylobacteriosis (e.g. Hald et al. 2016;

Berglund 2014). Other examples include diseases that cause large mortality events

in the wild, such as avian cholera (Samuel et al. 2007) or Wellfleet Bay virus

(Allison et al. 2014). It is only more recently, with the onset of molecular methods,

that we have started to assess the presence of infectious agents in asymptomatic

hosts. For example, recently the tufted duck (Aythya fuligula) microbiome (Strong

et al. 2013) and domestic duck viral metagenome (Fawaz et al. 2016) were

described. However, the agents we know of are just the tip of the iceberg; for

instance, it is predicted that there are 32,000 virus species to be discovered in

mammals (Anthony et al. 2013), and it is reasonable to assume that diversity in

avian species is in line with that of mammalian hosts. Furthermore, given that we

have identified an infectious agent in avian wild birds, we may still know very little

about the ecology, epidemiology or even basic biology of these agents.

Wild animal hosts have variable importance to the epidemiology of infectious

agents, ranging from optimal or major hosts to minor hosts and to accidental hosts

following spillover infections. This is reflected by the adaptation of particular

pathogens to their hosts, the efficiency of the parasite to exploit the host effectively

for replication and, crucially, the transmission to new hosts. In order to ascertain the

specific role of each host species in pathogen epidemiology, it is imperative to

combine large screening efforts, molecular-based phylogeny approaches and infec-

tion experiments, which unfortunately is rarely met. Compounded with this, we have

limited understanding of the role of mallards as hosts for pathogens: are these birds

the central reservoir, important but not central to the epidemiology or merely

permissive to spillover infection? Moreover, variation in pathogen phenotypic

characteristics is usually unknown, such as variation in virulence, pathogenicity,

survival in the environment and duration of infection. These properties will depend

on both host and pathogen and likely are variable among genetic variants and/or

strains of the pathogen. Regardless, our current catalogue of disease-causing agents

is probably an underestimation, and with the advent of deep sequencing and more

sensitive screening tools, we will likely uncover numerous new disease-causing
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agents such as picornaviruses (Woo et al. 2010) or disentangle complex epidemiol-

ogy of known pathogens in new hosts such as coronaviruses (Jackwood et al. 2012).

9.3.1 Mallards as Hosts for Spillover Infections

An important feature of spillover infections is that the disease typically is not

further maintained in the population, because it is not likely transmitted by the

spillover host to other hosts, and hence, the disease does not become established

within the new population. There are a number of viruses that are shared between

wild waterfowl and gallinaceous poultry, of which several are believed to spillover

from wild birds into poultry and are of animal health concern, including Newcastle

disease virus and infectious bronchitis virus (Table 9.1). It is important to note,

however, that transmission can occur also in the other direction, from poultry to

wild birds, sometimes associated with wildlife mortality events, as, for instance,

noted with duck plague (Converse and Kidd 2001) and avian cholera (Botzler 1991;

Gordus 1993) in North America.

Two major sources exist for spillover infections to mallards: spillover from

poultry or spillover from other wild birds. Spillover infections from other

non-avian hosts are also possible but occur much less frequently or may be

underappreciated. First, due to high genetic similarity and sharing habitat with

domesticated conspecifics or utilising habitat surrounding intensive poultry farms,

there is a high risk for spillover infections from both gallinaceous poultry and

domesticated ducks (e.g. Christensen et al. 1998; Wang et al. 2008; Shin et al. 2000,

2002). Indeed, pathogens more frequently found in poultry are identified in wild

mallards but very infrequently (Table 9.1). These pathogens are usually only

detected in wild mallards utilising habitat surrounding poultry farms as they are

used as sentinels. For example, avian pneumovirus has been detected in mallard

sentinels and wild mallards in the vicinity of poultry operations (Shin et al. 2000,

2002). Given the large population sizes of birds reared for meat production, one can

hypothesise that the occurrence of spillover of poultry-associated pathogens into

mallard and other wild bird populations is underestimated. Although modern

poultry production units enforce barrier protection, no system can truly be regarded

closed—and in many parts of the world, poultry are reared in open units or are let

free to roam the environments exposing a large wildlife/domestic animal interface.

The extent of this can be exemplified with repeated isolation of bacteria in wild

birds with antibiotic resistance profiles suggesting origin in anthropogenic environ-

ments (e.g. Stedt et al. 2014; Hasan et al. 2014; Hernandez et al. 2013; Bonnedahl

et al. 2014).

An example of spillover from other wild bird species into mallards is West Nile

virus (WNV). With the rapid spread of WNV across North America in 2005 and

onwards, resulting in wild bird mortality, there was intensive surveillance in

numerous bird species (George et al. 2015; LaDeau et al. 2007). Passerine birds

were identified as main avian host with spillover into other bird families. These
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species acquired infection from mosquito vectors but with large interspecies vari-

ation in reservoir competence, i.e. in how well the virus could replicate in the birds

to achieve sufficient viremia to allow transmission to the vector, and severity of

infection. Mallards utilise wetland habitats, so it is not surprising that WNV was

detected in this species too (Grard et al. 2007; Lindh et al. 2008; Lobo et al. 2009),

but it is not considered a reservoir host. Mallards are also accidentally infected with

fungal pathogens due to consuming food laced with fungal spores, such as

Aspergillus fumigatus, most notably at times with food shortenings and inclement

weather (Adrian et al. 1978; USGS 1999).

The concept of spillover infection, minor host and major host is useful for

discussions on the various roles different species can have in the epidemiology of

a disease. However, it should be noted that the distinctions are not always clear-cut;

rather host type is a continuum starting with occasional individual infections in a

new host, continuing to stuttered transmission chains and multihost disease dynam-

ics with increasing specialisation in the different hosts and ending with host-

specific transmission and disease (Wolfe et al. 2007; Morse 1995, 2004; Church

2004; Fenton and Pedersen 2005). Importantly, this transgression depends on both

the frequency of interspecies transmission and the intraspecies transmission in the

novel host given successful interspecies transmission (Fenton and Pedersen 2005).

Mallards may act as minor host for many waterfowl diseases due to their associa-

tion with other waterfowl. Even if repeatedly infected, mallards might not have a

central role in the epidemiology of a particular disease. For example, numerous

mallards die in outbreaks of the bacterially associated disease avian cholera, also

called fowl cholera (Blanchong et al. 2006; Botzler 1991, 2002), but currently these

mortality events are occurring in high arctic breeding areas of eiders (Somateria
mollissima) (Descamps et al. 2012), Ross’s geese (Chen rossii) and snow geese

(Chen caerulescens) (Samuel et al. 2005a, b), and it is geese that are being

implicated as long-term carriers of the bacterium (Samuel et al. 2005a, b).

9.3.2 Mallards as the Main Reservoir: Influenza A Viruses

9.3.2.1 Influenza A Viruses (IAVs) as a Multihost Pathogen

Influenza A viruses (IAVs) are probably best known for their ability to cause

seasonal epidemics and pandemics in humans, such as the pandemic of 1918

Spanish influenza, or the circulating seasonal influenza. They are, however, to the

largest extent viruses associated with wild birds, especially those that occupy

wetlands and in particular waterfowl (Alexander 2000b; Olsen et al. 2006). It is

in waterfowl, and particularly mallards, that the largest genetic and antigenic

variation of IAVs occurs (Fig. 9.1). In addition to wild birds and seasonal influenza

in humans (Rambaut et al. 2008b), IAVs also circulate in pigs (Vincent et al. 2014),

horses (Daly et al. 2011), marine mammals (Groth et al. 2014), bats (Wu et al.

2014b) and domestic birds (Olsen et al. 2006; Webster et al. 1992; Alexander
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2000b). These viruses are subtyped based on the two surface proteins hemaggluti-

nin and neuraminidase and are further classified as either highly pathogenic

(HPIAV) or low pathogenic (LPIAV) based on their virulence in poultry (see

Boxes 9.1 and 9.2).

H7, H9
H5N1

H3 
H7

H1, H2
H3

H1
H3

H13, H16

H1-12
H14, H15

H17, H18
Spillover

Spillover

Spillover?

H5N1

H4, H7
H13, H10

Fig. 9.1 Host range and transmission of IAV. The wild bird reservoir comprises of waterfowl and

gulls (dark grey), with direct spillover to other avian species such as passerines and poultry. H5N1,

which is amplified in poultry, has subsequently spilled over to wild bird species, mammalian hosts

such as cats and dogs and humans. The relationship between bats and other host groups is

unknown. Solid lines represent known routes of transmission, dashed lines are infrequent routes

of transmission, and semicircles demonstrate circulation of IAV in that host group [Reproduced

with permission, Wille (2015) LNU PRESS]
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Box 9.1 Influenza Classification and Structure

Influenza viruses belong to the family Orthomyxoviridae (Kawaoka et al.

2005) and are divided into influenza A, influenza B and influenza C viruses.

This division is based upon antigenic properties of the nucleocapsid (NP) and

matrix (M) proteins and structural variations (Webster and Kawaoka 1988).

Wild birds are naturally infected only with influenza A viruses (IAV)

(Webster et al. 1992) The IAV virion is enveloped and spherical or

pleiomorphic in shape with an approximate diameter of 120 nm (Webster

et al. 1992). The IAVs are further classified based on two surface glycopro-

teins: hemagglutinin (HA) and neuraminidase (NA) which mediate entry and

exit from the host cells, respectively. There are 18 HA and 9 NA forms, of

which 16 HA subtypes are present in birds (Wu et al. 2014b; Olsen et al.

2006). These HA and NA subtypes can occur in 144 different combinations,

such as H5N1 or H1N1.

The genome consists of eight segments of unlinked, negative-sense,

single-stranded RNA: PB2 (polymerase basic protein 2), PB1 (polymerase

basic protein 1), PA (polymerase acidic protein), HA, NP, NA, M and NS

(nonstructural protein) (Kawaoka et al. 2005; Webster et al. 1992). These

segments encode for ten core proteins, where the M and NS encode two

proteins, and several auxiliary proteins (Webster et al. 1992). The different

proteins have functions in entry (HA, M2), RNA replication (PB2, PB1, PA,

NP), packaging (M1, NS2), exit from the host cells (NA, M1) and immune

system evasion (NS, HA, NA) (Webster et al. 1992; Samji 2009).

Due to the segmented nature of the genome, these viruses are able to

dramatically change their genotype (and phenotype) through reassortment.

Following coinfection the resulting progeny could be any one of 256 possible

combinations of the parental genotypes due to the process of virion packaging

(Steel and Lowen 2014). Due to the error-prone RNA-dependent RNA

polymerase that lacks proofreading ability, these viruses have a high mutation

rate (3.4� 10�3 sub/site/year) (Chen and Holmes 2006), which is about a

million times that of vertebrates (Pybus and Rambaut 2009). This rapid rate

of change allows for the continued immune evasion of antigenically

important segments, such as the HA and NA.

Box 9.2 Determinants of Pathogenicity of Avian IAV

Avian IAVs are categorised into two groups: low pathogenic influenza A

viruses (LPIAVs) and highly pathogenic influenza A viruses (HPIAVs). The

pathogenicity trait is based on virulence of the virus in chickens and is an

important consideration in prevention, control and eradication strategies in

(continued)
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Box 9.2 (continued)

commercial fowl (Swayne and Suarez 2000). Wild birds infected with LPIAV

generally show no clinical signs of infection (Olsen et al. 2006; Webster et al.

1992). However, it has been demonstrated that LPIAV infections may induce

fever (Jourdain et al. 2010) and affect body mass and migratory ability (van

Gils et al. 2007; Latorre-Margalef et al. 2009b; Jourdain et al. 2010), but

overall the effects of LPIAV infection on wild birds are still poorly under-

stood. In birds, LPIAVs preferentially infect the epithelium of the lower

gastrointestinal tract and are shed predominantly through the feces (Webster

et al. 1976, 1978; Slemons and Easterday 1978; Engering et al. 2013; Daoust

et al. 2011). These viruses are thought to be transmitted mainly by faecal-oral

route through bird-bird contact (Webster et al. 1992) and water-borne trans-

mission (Webster et al. 1992; Roche et al. 2009).

In contrast, HPIAV preferentially infects the epithelium of the respiratory

tract, including the trachea, lungs and air sacs (Br€ojer et al. 2009;

Keawcharoen et al. 2008; Worobey et al. 2014). However, lesions associated

with HPIAV have been found throughout birds; these viruses are organ

promiscuous (Br€ojer et al. 2009) As a result, HPIAV infection normally

results in significant morbidity and mortality of the infected bird host

(Webster and Rott 1987; Alexander 2007). Mechanistically, the switch

from LPIAV to HPIAV follows changes in the HA protein. The hemagglu-

tinin protein is produced as a precursor, HA0, which is cleaved into HA1 and

HA2 during virus maturation by host tissue-restricted proteases. The intro-

duction of basic amino acid residues to the cleavage site allows for increased

HA cleavability by more ubiquitous proteases, which, in turn, allows for

enhanced replication outside the gastrointestinal tract (Alexander 2000a).

The subtypes H5 and H7 have accounted for most HPIAV isolations in wild

birds (Alexander 2007; Olsen et al. 2006). The switch from low to high

pathogenicity forms occurs most often after the introduction of these

LPIAV H5 and H7 into poultry (Alexander 2000b), and has never been

documented in wild bird hosts (Alexander 2000b, 2007). HPIAV has been

isolated predominantly from domestic gallinaceous birds (chickens, turkeys,

quail) (Alexander 2000b; Perkins and Swayne 2001; Wobeser 1992; Chen

et al. 2005), but spillover outbreaks have occurred.

Despite the broad host range, wild birds are the natural reservoir for LPIAV and

exhibit no clinical symptoms of infection. Within this reservoir, LPIAVs have been

isolated from at least 105 species in 26 different families, though this number has

undoubtedly increased since the last substantial reviews of bird hosts in 2006 and

2007 (Olsen et al. 2006; Stallknecht and Brown 2007). However, all bird species are

not equally permissive hosts, and different groups play different roles in the

epidemiology and maintenance of IAV. Viruses are most frequently detected in
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Anseriformes (ducks, geese, swans), where H1–H12 are routinely detected

(Munster et al. 2007; Alexander 2007; Olsen et al. 2006). Some Charadriiformes

(shorebirds, gulls) are also important: most notable are gulls, which are the natural

reservoir for H13 and H16 viruses and in which other subtypes are infrequently

detected (Wille et al. 2011a; Arnal et al. 2014). These two subtypes are restricted to

gulls, and ducks are not permissive to infection with H13 (Brown et al. 2012) or

H16 (Fereidouni et al. 2014). Shorebirds play an interesting role, in that IAVs

appear to be rare in this group, except in some species such as ruddy turnstone

(Arenaria interpres) and red knot (Calidris canutus) in one geographic location:

Delaware Bay, USA. This site is recognised as an important stopover location, and

many different IAV subtypes are detected in spring-staging shorebirds; however, it

is believed that shorebirds amplify LPIAV circulating in local waterfowl and the

dynamics are the result of a unique ecological event: the spawning of horseshoe

crabs (Limulus polyphemus) (Pearce et al. 2009; Winker et al. 2008; Maxted et al.

2012; Krauss et al. 2010). Other bird orders are believed to be spillover hosts,

including the species-rich Passeriformes (Slusher et al. 2014) (Fig. 9.1). Within the

Anseriformes, dabbling ducks, and particularly mallards, have accounted for most

LPIAV isolations globally (Olsen et al. 2006). This may in part be due to sampling

bias (Hoye et al. 2010), but it is highly likely that dabbling ducks, such as mallards,

do actually have higher infection rates than other species.

The importance of waterfowl IAVs, and more recently poultry-adapted IAVs, in

the context of emerging disease, is when they occasionally transmit to other species,

particularly to mammals (humans, pigs, horses). Genetic barriers between host

groups limit the free transmission of IAVs; however, spillovers do occur. These

spillover events may result in isolated outbreaks with little or no onward transmis-

sion, such as spillover of HPIAV H5N1 to dogs (Songserm et al. 2006b), cats

(Songserm et al. 2006a) and tigers (Mushtaq et al. 2008) or LPIAV H10 into seals

(Bodewes et al. 2015; Zohari et al. 2014). The continued spillover of LPIAV H7N9

to humans (Gao et al. 2013; Kageyama et al. 2013), and subsequent adaptation to

mammalian hosts, is of further concern. Rather than the spillover of entirely avian

viruses, it is the incorporation of avian or swine gene segments that is of high

concern as at least three major human pandemics of IAV were caused by viruses

containing gene segments of avian origin (Lindstrom et al. 2004; Rabadan et al.

2006; Scholtissek et al. 1978; Taubenberger et al. 2005), and swine viruses played a

role in the most recent H1N1 pandemic. Indeed, in an analysis of cross species

transmission, wild birds, domestic birds and swine showed the highest connectivity,

and further, swine and wild birds were the dominant species for global virus delivery

(Ren et al. 2016). Further, Worobey et al. (2014) proposed that the Western

Hemisphere panzootic of equine influenza in 1872–1873 may have resulted in the

introduction of equine origin segments into human and avian IAV, particularly of the

internal genes into avian IAV lineages. This combined with the first records of

highly pathogenic avian influenza in poultry, which coincide with the transition to

industrial animal production, may have been imperative in the successful emergence

of novel avian viruses (Worobey et al. 2014). As such, reassortment is the driving

258 M. Wille et al.



factor in the ability of IAV to successfully emerge in multiple host species and

remerge in populations.

Phylogeography of IAV in birds is shaped by host species movement and

migration patterns.

Many dabbling duck species are migratory, or partial migrants, in the Northern

Hemisphere, generally displaying a higher propensity for migration the further

north the breeding distribution is located. In tropical regions, ducks are either

resident or migrate in relation to rain and dry seasons, sometimes with irruptive

movements. However, compared to other bird groups like gulls, terns or shorebirds,

they show less long-distance migrations across substantial geographic barriers, such

as oceans or deserts. As a result, they tend to migrate within the Old World (Europe,

Africa and Asia) and the New World (North and South America) (Olsen et al.

2006). Due to the geographically segregated nature of their waterfowl hosts, avian

IAVs can be divided into two main phylogenetic clades: Eurasian and North

American (Olsen et al. 2006). More recently, it has been proposed that there may

be a distinct IAV lineage in South America as well (Pereda et al. 2008; Nelson et al.

2016), perhaps reflected by limited waterfowl migration across the Gulf of Mexico

or the Isthmus of Panama. Indeed, more recent work in blue-winged teals (Anas
discors) in two different parts of their migratory routes, in the southern USA and

Guatemala, has demonstrated viral phylogenetic signal from North America, rather

than from South America (Ramey et al. 2014; Gonzalez-Reiche et al. 2012).

This pattern of hemispheric signal due to independently evolving major lineages

is conserved across all eight RNA segments of the IAV genome; however, due to

occasional introductions and subsequent competitive exclusion, some of these

broad geographic lineages are replaced (Bahl et al. 2009, 2013). Within waterfowl

hosts, it is extremely rare to find a virus with a geographic mosaic of segment

origin. Winker and Gibson quantified avian movement between Asia and Alaska

and demonstrated a large influx of birds between these continents (Winker and

Gibson 2010). More targeted work in species such as northern pintails (Anas acuta),
a species that breeds on both sides of the Bering Strait, has demonstrated movement

of viral segments from Asia into North America (Koehler et al. 2008; Ramey et al.

2010). However, despite sharing habitats with these pintails, detection of IAV with

differing geographic origins within Alaskan mallards is infrequent (Pearce et al.

2011), suggesting that there may be some type of host species barrier or fitness

consequences for these mosaic viruses. It had been hypothesised that this concept of

a natural host species barrier prevented Asian viruses from entering North America.

However, more recently, it has been proposed that wild birds migrating between

Asia and Alaska were the conduit for the introduction of highly pathogenic H5N8 to

North America (highly pathogenic IAV is further discussed in Box 9.2 and Sect.

9.3.2.5) (Ramey et al. 2016; Lee et al. 2015). Unlike waterfowl, geographic mosaic

viruses are more common in gulls (Wille et al. 2011a, b; Huang et al. 2014b; Dusek

et al. 2014), which is in part driven by gulls having different migration and

movement patterns as compared to ducks. For instance, great black-backed gulls

(Larus marinus) banded in eastern Canada have been recorded in Western Europe

(Wille et al. 2011b). Similarly, studies of common murres (Uria aalge), which may
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interact with other seabirds and gulls in overwintering areas, have detected virus

genomes with geographic mosaicism (Huang et al. 2014a; Lang et al. 2016).

Genetically, there does not seem to be host species segregation in avian IAV,

with the exception of gulls, wherein there are gull-specific lineages for the

NA, M, NP and NS segments and the HA subtypes H13 and H16 are gull specific

(Chen and Holmes 2009; Wille et al. 2011a).

The large genetic diversity of IAVs is a result of two mechanisms: genetic drift

and genetic shift. Genetic drift occurs due to an error-prone RNA-dependant RNA

polymerase, which lacks proofreading ability (Gething et al. 1980; Both et al. 1983;

Webster et al. 1992). An early concept in IAV evolution was that avian IAVs are in

“evolutionary stasis” in that the evolutionary arms race between host and virus is

less intense in avian systems resulting in little selective requirement to repeatedly

fix amino acid changes that evade the immune response (Chen and Holmes 2006;

Suarez 2000). This hypothesis has been refuted using genetic studies demonstrating

high rates of mutation due to genetic drift. Avian IAVs have been demonstrated to

have rapid rates of evolutionary change, characterised by accumulations of synon-

ymous and non-synonymous mutations (Chen and Holmes 2006, 2010; Bahl et al.

2009). A synonymous mutation is one which changes the nucleic acid sequence

without changing the amino acid sequence of the encoded protein.

Non-synonymous nucleic acid mutations do change the amino acid sequence. The

rate of mutations varies across segments, with an average rate of 3.41� 10�3

substitutions/site/year. To put this in context, the rate of IAV mutation is a million

times greater than that of vertebrate genomic DNA, and this allows for the rapid

adaptation of these viruses to new environments (Pybus and Rambaut 2009). A

result is that there are a number of forward evolving lineages for all RNA segments.

The second mechanism through which IAV can diversify is genetic shift, which

occurs due to coinfection and reassortment. Reassortment occurs due to the

unlinked nature of the eight RNA segments, and thus, if a cell is infected by more

than one virus, the progeny virions may contain various combinations of segments

from the different parental viruses (Webster et al. 1992; Gething et al. 1980). Thus,

given a coinfection with two IAVs, each with 8 segments, 256 different genetic

progenies are possible, generating significant viral diversity (Ma et al. 2016). Due

to the frequent reassortment in avian IAVs, virus genotypes, or genome constella-

tions, are rarely isolated across consecutive days at the same location (Dugan et al.

2008). Given this, it is unsurprising that across an autumn season, over 50% of

viruses from mallards are reassorted, across a number of different subtypes (Wille

et al. 2013). Furthermore, this is likely driven by seasonal dynamics of subtype

presence and virus load in the population (Wille et al. 2013). Thus, IAVs do not

circulate as fixed genome constellations, but rather as transient constellations that

rapidly change, even within the same host species, location and time period (see

Box 9.3).
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Box 9.3 Influenza A Virus Evolutionary Genetics

Genetic drift and shift do not necessarily correspond to antigenic change or

change in phenotype. However, given change in phenotype, the progeny

viruses may have a selective advantage due to host immune system evasion.

Studies of human IAV H3N2 have demonstrated that genetic drift is a gradual

and continuous process, resulting in a ladder-shaped phylogeny (Rambaut

et al. 2008a). Antigenic shift, however, is more punctuated in that the

accumulation of a number of mutations at specific positions will result in

viruses occupying a new phenotype (Koel et al. 2013; Smith et al. 2004). Our

comparatively less knowledge regarding antigenic change and inter-lineage

evolution in avian IAVs is partly due to large concurrent genetic variation and

insufficient sampling but also compounded by a possible long-term tenacity

of viruses in the abiotic environment where “old” viruses have been

hypothesised to reappear in the population of birds after some time (Roche

et al. 2014).

Genetic drift and genetic shift allow for IAV to rapidly diversify; however,

current genetic structure of IAV is due to an interplay between diversification

and selective sweeps in the population. Viruses with specific genome

constellations that attain a much higher fitness will rapidly increase in

frequency. These constellations may drive competing lineages to extinction

and may be driven to fixation, thus eliminating circulating diversity—known

as a selective sweep. Although it is only the antigenic segments that may be

selected for, as these are the ones that interact directly with the immune

system, the other segments in that successful constellation will be “carried

along”, demonstrating a “hitchhiking” mechanism (Chen and Holmes 2010).

As a result, there will be a selective sweep across not only antigenic segments

but all segments of IAV.

Despite a proposed ancient co-evolution of birds and IAVs, dating of

current lineages suggests these are of recent origin. The time of origin of

the circulating PB2, PB1, PA, NP and M segments is only approximately

100–130 years ago. The most recent common ancestor for the more divergent

HA, NA and NS segments is more ancient; however, intra-subtype radiation

occurred more recently as well (Chen and Holmes 2006; Worobey et al.

2014). Coincidentally, during that time period when the first descriptions of

HPIAV in domestic chickens occurred, there was a transition to more inten-

sive chicken farming. Additionally, the time period 1872–1873 corresponds

with a severe panzootic of equine influenza, coupled with reports of influenza

in domestic birds following local equine outbreaks (McDonald et al. 2009).

Thus, it is hypothesised that these events resulted in a global sweep of avian

IAV resulting in these shallow divergence times (Worobey et al. 2014). While

this global sweep has had large implications in the genetic structure of IAV,

numerous local sweeps have occurred as well, driven by the introduction of a

novel segment or segments following reassortment (e.g. Bahl et al. 2009).
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9.3.2.2 Dynamics of IAV in Mallards: All Birds Are Not Equal

Mallard has high IAV prevalence across years and locations, and the largest number

of viruses has been isolated from this species and with a high diversity of subtypes

(Olsen et al. 2006, 2014). This species is also a dominant component in species

composition of many IAV surveillance studies. A review by Olsen et al. (2006)

demonstrated that nearly 50% of all waterfowl samples analysed for IAV were from

mallard, with a global viral prevalence of 12.9%. The number of collected samples

has risen dramatically since the review; a search of the Influenza Research Database

(IRD; http://www.fludb.org) indicates 64,194 samples have been collected from

mallards with 3271 HA sequences generated. In our own study site in southeast

Sweden, 22,229 cloacal/faecal samples were collected in 2002–2009, generating

1081 isolated IAVs across 74 HA-NA subtypes (Latorre-Margalef et al. 2014)

(Fig. 9.3b).

The prevalence of IAV in mallard follows a seasonal pattern, whereby it is low

during the late winter, spring and summer, followed by a peak in viral prevalence

during the autumn migration (Latorre-Margalef et al. 2014; Wilcox et al. 2011; Ito

et al. 1995; Hatchette et al. 2004; Olsen et al. 2006). This pattern has been observed

at a number of study sites across the Northern Hemisphere, including Sweden

(Latorre-Margalef et al. 2014), the Netherlands (Munster et al. 2007; van Dijk

et al. 2014), Canada (Alberta; Hatchette et al. 2004; Sharp et al. 1997), the USA

(Minnesota; Wilcox et al. 2011), California (Hill et al. 2012) and Alaska (Ip et al.

2008; Runstadler et al. 2007), and prevalence can be up to 30% during the

autumnal peak.

This prevalence pattern is largely driven by the ecology of the waterfowl hosts.

In the autumn months, widely dispersed breeding individuals congregate during

migration, which increases host density. Further, during the summer months,

breeding has led to the production of young, which are immunologically naı̈ve.

The high turnover rate of mallards results in a substantial recruitment of immuno-

logically naı̈ve individuals into the population (Munster and Fouchier 2009; Bentz

1985). Not only do hatch-year birds account for more infections than all other age

classes (Wilcox et al. 2011; Ip et al. 2008; Webster et al. 1992), but it also has been

demonstrated that young birds and migrants are important drivers in IAV dynamics

(van Dijk et al. 2014; Avril et al. 2016).

Compounded with an increase in immunologically naı̈ve individuals, there is a

decline in anti-IAV antibodies in second-year mallards during the summer months,

suggesting a decrease in general herd immunity during this period allowing for

reinfections with IAV the next autumn (Tolf et al. 2013a). Thus, it is a combination

of mallard phenology, ecology and biology that are drivers for the seasonal pattern

of IAV prevalence (Fig. 9.2).

Within the autumnal prevalence peak, there are many different HA-NA subtypes

co-circulating. To date, 102 of the possible 144 HA-NA subtype combinations have

been detected in wild birds, globally (Olson et al. 2014) (Fig. 9.3a). Mallards

represent a substantial proportion of this figure, whereby 74 HA-NA subtype
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combinations have been detected in mallards from a Swedish study site alone

(2002–2009), and most globally detected subtypes have been found in mallard

and other Anseriformes elsewhere (Figs. 9.1 and 9.3). Within mallards, some IAV

subtypes are very common, and others are either rare or absent. Common subtypes

are usually isolated every year, such as H6 and H4 in Europe (Latorre-Margalef

et al. 2014) (Fig. 9.3b) or H3 in North America (Bahl et al. 2013; Bahl et al. 2009;

Wilcox et al. 2011). Some subtypes exhibit a more outbreak-like pattern, whereby

they are common in some years and absent in others (Thangavel et al. 2011; Wilcox

SUMMER

SPRING

WINTER

AUTUMN

BREEDING

MIGRATION Low IAV
prevalence

Low IAV
prevalence

Low IAV
prevalence

High IAV
prevalence

Input
Immunologically
naive juviniles

Acquisition of 
Immunity

MIGRATION

A

Decrease in 
measurable 
immunity in
adult birds

Individual variation
in retention

 of immunity

Fig. 9.2 (a) Seasonal dynamics of IAV in mallard is influenced by an input of immunologically

naı̈ve individuals and a decrease in immunity. (b) Seasonal prevalence of IAV, also illustrated by

the second concentric circle of the schematic. (c) Number and proportion of newly ringed mallards

at Ottenby demonstrating an increase in young or newly ringed individuals in the summer prior to

the prevalence peak. (d) Seasonal levels of anti-NP antibodies of second-year birds living in a duck

trap demonstrating individual variation in retention of immunity, long-term immunity following

infection in the previous autumn and a marked drop in antibodies during the summer months

followed by an increase following reinfection in the autumn [Panel A is modified from Latorre-

Margalef (2012) LNU Press, Panels B and C were reproduced with permission from the

Proceedings of the Royal Society B, and Panel D was modified from Tolf et al. (2013a) PLoS One]
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et al. 2011; Latorre-Margalef et al. 2014). Rare viruses may be isolated in low

numbers every year or only sporadically. This overall pattern is observed across the

Northern Hemisphere; however, small differences also occur between study sites

and continents (Bahl et al. 2013; Latorre-Margalef et al. 2014; Olson et al. 2014).

Furthermore, some HA-NA combinations are overrepresented, such as H4N6,

H6N2 and H3N8, which are consistently isolated. Alternatively, some HA subtypes

may be paired with any NA subtypes, suggesting fitness differences between

HA-NA subtypes (Latorre-Margalef et al. 2014; Dugan et al. 2008). Surprisingly,

when challenging ducks with combinations that are common (e.g. H3N8) compared

to uncommon (e.g. H4N8), there appear to be no fitness differences such as virus
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load or duration of shedding (Lebarbenchon et al. 2012); thus, the mechanisms that

drive subtype abundance patterns are still unknown.

Furthermore, some subtypes or group of subtypes appear early in the season, and

others appear late in the season. This is attributed to HA subtype-specific immunity

against specific subtypes (homosubtypic immunity) or closely related subtypes

(heterosubtypic immunity) (Latorre-Margalef et al. 2013). For example, in our

long-term monitoring of migratory mallards at a stopover site in SE Sweden, the

first viruses to appear in the season are normally H3 class viruses, which include

phylogenetically related H3, H4, H7 and H10 subtypes. This is in contrast to the

later-arriving H1 class viruses (H1 clade (H1, H2, H5 and H6) and H9 clade (H8,

H9 and H12)) (Latorre-Margalef et al. 2014). This is a relatively new way of

characterising IAV subtype dynamics and therefore has not been assessed at other

study sites.

Most field studies conducted on LPIAV in mallard focus on describing

population-level parameters, such as virus prevalence or seroprevalence. Although

important, population-level data can mask processes occurring at the individual

level and fail to acknowledge individual variation in infection patterns. The biggest

hurdle for conducting individual-level disease ecology studies is to follow

95
6
5

1
4

1

30

6 2 6 1 9

6
2

2
1 1

5 4
3

1

2
3
2
1
1 Number

of isolates

10 100+

1

1

6

3
5

36
7

1
3
2
1

51
14

2
8
4
4
5
3
7

26
1
2

1

5

12
1
1

3

1
1

32
3

8
1

14

53

1

8
9 9

53
27

35
5

5

1

1
2

37

1

198

2
1
1

13

32

9

145
58

2
4
1
6
7

10

Fig. 9.3 Subtype diversity of IAV. (a) Global subtype distribution and detection across different

avian host groups: Anseriformes, Charadriiformes, Procellariiformes, more than one order and

poultry (Modified from Olson et al. 2014). (b) Subtype distribution and frequency in mallards

utilising Ottenby Bird Observatory in Sweden as a stopover side, 2002–2009 (Modified from

Latorre-Margalef et al. 2014)

9 Of Ducks and Men: Ecology and Evolution of a Zoonotic Pathogen in a Wild. . . 265



individuals and their disease states over time. One approach used by Tolf et al.

(2013a) was to introduce immunologically naı̈ve commercially reared mallards in a

duck trap used for attracting wild birds. These ducks became naturally infected by

their wild conspecifics as they were sharing water and separated only by some

mesh, and by daily sampling of these birds, it was possible to create individual

disease histories of 1.5 years of length. Although these birds shared overall trends,

there were considerable differences between individuals in which they were

infected with LPIAV subtypes, coinfection patterns, lengths of shedding, clearance

of infection and immune responses (Fig. 9.4) (Tolf et al. 2013a). Another approach

is to use data from wild birds that are captured repeatedly over time. The resulting

disease histories can be analysed by capture-mark-recapture (CMR) modelling

techniques to estimate how infection parameters are affected by host categories

(such as age and sex) and seasonal factors. Using multistate-CMR models on 3500

individual mallards across seven autumn seasons, Avril et al. (2016) demonstrated

individual-level differences in both infection force and recovery rate. Specifically,

for most years, prevalence and risk of LPIAV infection peaked at a single time

during the autumn migration season, but the timing, shape and intensity of the

infection curve showed strong annual heterogeneity. In contrast, the seasonal

pattern of recovery rate only varied in intensity across years. Adults and juveniles

displayed similar seasonal patterns of infection and recovery each year. However,

juveniles experienced twice the risk of becoming infected as compared to adults,

whereas recovery rates were similar across age categories (Avril et al. 2016).

9.3.2.3 Mallard Immunity to Influenza A Virus

Most microorganisms are immediately and non-specifically detected and cleared by

the innate immune system, and it may alone succeed in repelling the pathogen while

allowing time for the adaptive immune response to be mounted. Infection by IAV in

ducks is initially combatted by components of the innate immune such as

interferon-induced proteins. The adaptive immunity then develops neutralising

antibodies, both subtype specific and those to conserved epitopes across subtypes

(Magor 2011; Vanderven et al. 2012; Lundqvist et al. 2006). Taken together, this

means that IAV infection in mallards is acute and of short duration—the average

length of infection is 1 week, depending on host type, age and previous infection

history. The complexity of the mallard immune system and response is still being

disentangled. Following infection, it has been demonstrated that RIG-I (retinoic
acid-inducible gene 1) is highly upregulated at the site of infection: the gastroin-

testinal tract or lungs of ducks infected with LPIAV and HPIAV, respectively

(Barber et al. 2008; Vanderven et al. 2012). The RIG-I gene is absent in chickens

and may explain why chickens display severe morbidity and mortality following

infection, whereas mallards may display no clinical signs of disease (Barber et al.

2008; Vanderven et al. 2012). Other important innate immune genes are effectors of

the interferon (IFN) pathways. Interestingly, the major histocompatibility complex
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(MHC), a part of the acquired immune response, appears to be important both early

and late in IAV infection (Vanderven et al. 2012).

Despite combatting LPIAV infection rapidly, ducks may have poor long-term

immune memory (Magor 2011), illustrated by a pattern of seroconversion and

seroreversion (Tolf et al. 2013a), hypothesised to be due to the structure of the

immunoglobulins, such as the translocation of the IgA (Magor 2011; Magor et al.

1998, 1999) and a truncation of the IgY (Warr et al. 1995) which appear to affect

antibody functionality. Truncated IgY is able to neutralise viruses but is not

involved in agglutination, complement fixation or opsonisation (Lundqvist et al.

2006). However, infection experiments (Fereidouni et al. 2010) and natural exper-

imental infections (Tolf et al. 2013a) have demonstrated the presence of anti-NP

antibodies, which are not neutralising, for months following infection. In long-lived

species, such as shearwater, geese or swans, antibodies may be long-lived—anti-

bodies against a Newcastle disease virus were detectable for a number of years in

Cory’s shearwater (Calonectris borealis) (Ramos et al. 2014), and in swans and

geese, antibody prevalence increases with age, suggesting long-term antibody

retention and accumulation with age (Hill et al. 2016).

Hill et al. further demonstrated that the breadth of antibody response increases

with age, that is, individuals have neutralising antibodies against a larger number of

HA subtypes with age (Hill et al. 2016). In chickens, protection against IAV is

primarily through antibodies directed at the HA (Kapczynski and Swayne 2009),

which is likely also true in mallards. Antibodies directed against NA or other

proteins may contribute to clearance of infection (e.g. Nayak et al. 2010), but it is

unclear. As previously mentioned, both homo- and heterosubtypic immunity

develop following natural infections, where individuals infected with a particular

subtype are unlikely to be reinfected with that same HA subtype later in the season

(homosubtypic immunity) and across seasons (Tolf et al. 2013a; Latorre-Margalef

et al. 2013). That is, ducks infected with H3 viruses should not be reinfected with

H3 viruses. Homosubtypic immunity, however, is not always complete, and a field

study utilising vaccines demonstrated the escape of an H3 virus from H3

neutralising antibodies which was hypothesised to be due to antigenic shift in the

field viruses (Wille et al. 2016). This phenomenon is also seen in escape of HPIAV

H5 viruses from the H5 vaccine in birds. Furthermore, partial or complete protec-

tion is apparent when reinfected with a closely related HA subtype (heterosubtypic

immunity). Therefore, the duck previously infected with H3 could be protected, and

thus not infected, by the closely related H4 virus. Homo- and heterosubtypic

immunity have largely been explored using experimental infections, and many

have been done so in the context of vaccine development and cross-protection

against highly pathogenic H5 and H7 viruses (Costa et al. 2010, 2011; Fereidouni

et al. 2009, 2010). But, more recently, studies have begun to explore protection and

immunity patterns in low pathogenic infections, for example, Segovia et al. (2017)

which investigated H3N8, H4N6, H10N7 and H14N5 infections in a balanced

design (Segovia et al. 2017). Latorre-Margalef et al. (2016a, b), which assessed

protection of H3 antibodies against an array of other virus subtypes, showed that the

degree of protection was correlated with phylogenetic relatedness between viruses,
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where highest protection was induced to closely related HAs (Latorre-Margalef

et al. 2016a, b). This acquired immunity shapes the dynamics of many diseases and

is likely a driver for the continuing divergence of HA types. Given these findings,

one can hypothesise that it is this immunity that drives the order and patterns of

subtypes that occur in a population of birds across an autumn season. However, this

premise warrants further study, especially tests of how HA-specific immunity and

cross immunity affect future infection probability and virus load.

While there is great interest in IAV ecoimmunology, we are still largely using

proxies for the mallard immune response, with a focus on the acquired immune

response. In order to better understand host response to infection, continued work

assessing the response of the innate response is imperative, as this response is

coupled to the acquired response and may explain some of the patterns we see at

this level.

9.3.2.4 Impact of LPIAV Infection on Hosts and Host Ecology

There is limited and contentious knowledge regarding the effect of LPIAV infec-

tion on wild birds, on short- and long-term impacts on host fitness, either at the

individual bird level or bird population level. The current dogma is that birds,

especially dabbling ducks, infected with LPIAV exhibit no clinical disease signs,

despite being infected and reinfected with a virus and shedding these viruses at high

viral loads in the gastrointestinal tract. These viruses replicate in the surface

epithelium of the respiratory tract and gastrointestinal tract, and gross lesions are

absent at the site of infection in natural infections (Kuiken 2013) (Box 9.2).

Furthermore, there does not appear to be any increase (or decrease) in immune

parameters of mallards naturally infected with LPIAV (van Dijk et al. 2015b).

Granted there is a limited physiological response of individuals, this may still

translate into short-term ecological effects as infections tend to be acute and

short. Wild birds can experience physiological stress as a result of limited nutri-

tional resources and variable energy expenditure during the year, which could have

an effect on the course of disease within the host and therefore the host population.

Interestingly, poor body condition due to food limitation in mallards in the context

of IAV infection has indicated limited viral shedding compared to individuals in

good condition (Arsnoe et al. 2011). Latorre-Margalef et al. (2009b) demonstrated a

negative impact of LPIAV infection on body mass, and the amount of virus shed by

infected juveniles was negatively correlated with body mass. This has been coun-

tered, wherein it is unclear if LPIAVs affect the body mass of individuals or

whether birds in poor physical condition are more susceptible to acquiring infection

(Flint and Franson 2009; Latorre-Margalef et al. 2009a). In a study of white-fronted

geese (Anser albifrons), individuals with a lower body weight had a higher prob-

ability of infection but only for 1 of 4 years (Kleijn et al. 2010). In turn, during a

study on Bewick’s swans (Cygnus bewickii), it was found that birds experiencing

their first infection (naı̈ve-infected) had a reduced foraging rate but had similar

body stores to reinfected and uninfected individuals (Hoye et al. 2016). This study
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reflects the reduced refuelling and feeding rates detected in an earlier study (van

Gils et al. 2007).

Latorre-Margalef et al. (2009b) further found no effects of overall staging time

or the speed and distance of subsequent migration. van Dijk et al. (2015a) found a

weak negative association between LPIAV infection in mallard and regional

movements (>100 m) on the final days of tracking, being exacerbated by poor

weather conditions (van Dijk et al. 2015a), but a recent tracking study in Sweden

found no differences in activity or movement between infected and uninfected

mallards during stopover in autumn (Bengtsson et al. 2016). In naturally infected

Bewick’s swans, which demonstrated reduced refuelling and feeding rates, the birds

also had delayed and protracted migration distances as when infected with LPIAV;

however, the sample size of this study was only two infected birds (van Gils et al.

2007). This trend was not observed when applying a more experimental set-up

wherein birds were infected and released (Hoye 2011). Interestingly, a follow-up

study on Bewick’s swans detected a potential difference in survival, where naı̈ve-

infected swans were unlikely to be resighted 1 year after infection, compared to

uninfected or reinfected individuals (Hoye et al. 2016). This study also illustrates

[a difference in response] between individuals infected for the first time and those

uninfected and reinfected, whereby [birds that have been infected] and reinfected

[have similar responses to birds that have never been infected] (Hoye et al. 2016).

This is perhaps not surprising as immunologically naı̈ve individuals have a much

higher risk of infection (Avril et al. 2016).

Despite limited physiological signs of infection, it has been hypothesised that

LPIAV infection may be affecting digestive tract functioning. Wild birds delicately

balance energy intake and energy output, and decreased gastrointestinal functioning

could translate into reduced body mass, delayed staging or decreased movements of

individuals (Kuiken 2013). As of yet, there are few studies using natural systems,

due to the difficulty in carrying out such experiments and disentangling all the

confounding factors during data analysis. Experimental infections may provide

insight; however, these studies rarely reflect natural conditions, and the results are

dependent upon mode of inoculation, strains and conditions (Kuiken 2013). Low

virulence and limited clinical signs have been interpreted as a long-standing

co-evolutionary relationship between IAV and the host (van Dijk et al. 2015b),

but further research addressing this is warranted.

9.3.2.5 LPIAV, HPIAV and the Interface with Poultry

In the sections above, we have mainly addressed wild birds as carriers of low

pathogenic viruses (for extended definition, see Box 9.2). However, viruses with a

highly pathogenic phenotype can be detected, either as spillover infections or in

sustained transmission among wild waterfowl. Actually, the very first record of

IAV in wild birds was an outbreak in common terns (Sterna hirundo) in

South Africa, 1961, resulting in the mortality of at least 1300 individuals (Becker
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1966). This record remains unusual as it is the only recorded case of an outbreak of

HPIAV in wild birds with no direct link to outbreaks in poultry.

The HPIAV H5N1, colloquially referred to as “bird flu”, was first identified in

1996; however, it wasn’t until 2005 that it resulted in the mass mortality of wild and

domestic birds alike (Gauthier-Clerc et al. 2007; Feare 2010; Chen et al. 2005). It

has since spread to countries in Asia, the Middle East, Africa and Europe, resulting

in the culling of 400 billion chickens, turkeys and ducks and over 600 human cases

(FAO 2012). Despite many years of research and vaccine development, this virus

continues to cause outbreaks in Asia and Africa (FAO 2012). In November and

December 2014, there were new incursions of HPIAV H5 into Europe and North

America, the latter of which is a geographic range expansion. A novel HPIAV

H5N8 resulted in the culling of poultry in Asia, Europe and North America. This

strain was first reported in Chinese duck farms in 2010 (Wu et al. 2014a) and was

detected in both poultry and wild birds in Korea, following an outbreak in 2014

(Lee et al. 2014). North America had not previously been affected by HPIAV

H5N1, and the proposed conduit for entrance of this virus into North America is

Beringia or from Asia into Alaska with migrating wild birds (Lee et al. 2015;

Ramey et al. 2016). Unlike HPIAV H5N1, the HPIAV H5N8 doesn’t appear to
cause widespread morbidity or mortality in wild birds; hence, it entered North

America and Europe virtually undetected in wild birds; that is, following mortality

events in poultry, it was detected in wild birds from surveillance studies that were

retrospectively screened (e.g. Ramey et al. 2016). Further, in North America, there

is evidence that HPIAV H5N8 has reassorted with low pathogenic avian viruses

resulting in HPIAV H5N1, H5N2 and H5N8 (e.g. Pasick et al. 2015). Similar to

HPIAV H5N1, this virus has been detected in wild ducks in Asia, Europe and North

America, suggesting wild birds as contributors in the long-distance dispersal

(Gauthier-Clerc et al. 2007; Feare 2010; European Food Safety Authority 2014;

Verhagen et al. 2015; Lee et al. 2015). Intriguingly, H5N8 seemed to disappear

from North America following massive expansion in 2014 prompting questions

about the role of wild birds in perpetuating this virus (Krauss et al. 2016). However,

there have been severe outbreaks of H5N8 in 2016/2017 in North America and

further across the globe.

The HPIAV infection experiments conducted on waterfowl have shown large

variation in disease severity depending on the host species (e.g. Perkins and Swayne

2001; Perkins and Swayne 2002; Ellis et al. 2004; Keawcharoen et al. 2008; Brown

et al. 2006, 2008; Pasick et al. 2007; Liu et al. 2005). Generally, dabbling ducks

show fewer and less severe symptoms—and are sometimes asymptomatic despite

shedding virus—than other duck species such as diving ducks (Br€ojer et al. 2009;
Pantin-Jackwood and Swayne 2007). This may be explained by intrinsic factors of

the host such as the composition of immune branches and type/severity of the

immune response. For example, RIG-I seems to be important in clearing IAV

infection and is present in mallard but absent in chickens (Barber et al. 2008).

Difference in response may also be partially explained by previous exposure to

LPIAV, which reduces disease symptoms. For example, in an experimental study,

birds that were first exposed to LPIAV had a less severe response to HPIAV after
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being reinfected (Fereidouni et al. 2009). The intrinsic features of wild birds that

result in differing levels of infection are largely unknown, which is perhaps the

result of our limited understanding of ducks (and wild bird) immune responses.

Furthermore, despite numerous surveillance schemes, we are unable to predict the

emergence and expansion of highly pathogenic IAV, as clearly illustrated by the

recent emergence and range expansion of HPIAV H5N8.

9.4 Future Directions

What can we learn from the mallard in terms of ecology and evolution of disease?

Not surprisingly, the first thing to note is how little we yet know of diseases in

wildlife, especially for those diseases that can infect multiple host species and

display large strain/antigenic variation. With the exception of IAV, the current

knowledge on basic parameters such as host range, prevalence and distribution is

sketchy at most for avian diseases. Interest in avian pathogens has primarily been

driven by unexpected events, such as the introduction of West Nile virus in the USA

or the spread of HPIAV H5N1 in Europe, resulting with intense surveillance

activity for a few years and then winding down again with the entrance of another

attention-grabbing disease on the scene. A more systematic sampling approach is

needed, preferably representing a long-term focus coupled with large-scale efforts

to study pathogens from their wild hosts. Fortunately, with the development of

molecular methods and decreasing sequencing costs, we are better equipped for

conducting these types of studies, and it is expected that the available information

will increase substantially the coming years. Although important, molecular

detection is the starting point, not the goal; in order to address ecological and

evolutionary questions more accurately, they need to be complemented with efforts

to isolate and characterise pathogens (Latorre-Margalef et al. 2016a, b; McClintock

et al. 2010). This allows for functional analyses of pathogenicity and virulence,

either in vitro or in animal models.

For IAV, long-term monitoring studies are available representing Europe and

North America, and studies are emerging from Asia, Africa and South America,

too. Collectively, these studies have provided genome data across the range of the

virus enabling studies of evolutionary questions. However, for phylodynamic

studies, even these large datasets are often insufficient as the global diversity of

IAV is so large, leading to undersampling issues and, often, limited and biased

spatial-temporal resolution. We do, however, have a basic understanding on the

natural dynamics of LPIAV in wild mallards, including how virus prevalence varies

between age classes and over time. Although most of the current literature focuses

on host population-level data, an increasing trend for analyses conducted at the

individual level is evident. This includes approaches to study movements and

stopover behaviour in relation to infection, as well as capturing individual-based

epidemiological parameters of disease dynamics (e.g. Avril et al. 2016; Tolf et al.

2013a; Latorre-Margalef et al. 2014). These in-depth, long-term studies are
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extremely valuable, and the continuation of such series (although expensive and

logistically challenging) will be an important part of future research.

Building on the advances made during the last 50 years, the IAV research field is

well suited to combine ecology and epidemiology for disease studies. Of particular

interest would be to use the mallard-IAV system, for which we have a lot of

“baseline” data, and to focus more on physiology such as the effect of infection

on hosts, ecoimmunology or the interplay between the immune response following

infection and host life history traits—characterising the immune systems and

general host immunological responses to infections—and the interplay between

IAV and other members of the virome and microbiome, to illuminate interspecies

transmission and reveal dynamics within the Anseriform reservoir beyond mallards

or to tackle questions pertaining to basic epidemiological and disease ecology

theory such as host range, resistance vs tolerance, etc. Surveillance and character-

isation studies are imperative, however, as future advances almost certainly will

hinge on multidisciplinary work.
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