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PREFACE

Since the discovery of mercury as the very first superconductor in 1911 by Kamerlingh On-
nes, thousands of materials have been found to exhibit this exciting phenomenon in the tem-
perature range of mK to 165K. Its occurrence among pure elements reveal that more than half 
the members of the periodic table become superconducting at temperatures, however low, 
under one condition or another, e.g., as thin films, fine powders, under pressure, in the disor-
dered state or when made amorphous. Besides pure elements, almost all categories of materi-
als seem to exhibit the phenomenon, including metallic alloys and compounds, intermetallics, 
metallic glasses, ceramics, both inorganic and organic polymers, organic charge transfer salts, 
various forms of carbon like fullerenes and nanotubes. Over the last 9 decades, the field has 
proved itself to be extraordinarily rich and dynamic with exciting new discoveries, in the form 
a novel material or phenomenon that occurred in intervals of every 2-3 years. The most recent 
of these superconducting materials is sodium-cobalt-oxide-hydrate, announced in 2003, while 
the previous one was superconducting magnesium diboride, discovered in 2001. 

In this edited book, Frontiers in Superconducting Materials, the focus is on those ma-
terials and related phenomenas which are presently serving as arenas for intense topical re-
search or applications. While choosing such areas for a book, one clearly has to follow a se-
lective rather than exhaustive approach. Here, instead of all the topics only those making a 
greater impact, or so to say –the frontal or front runners, are included. Inherent in the above 
process is the risk of some topics inadvertently getting overemphasized while some, in the 
worst case, inadvertently or unavoidably getting altogether left out. In the case of supercon-
ductivity, where the significant developments seem too many, the above risk is especially 
nontrivial.

Frontiers in Superconducting Materials includes the following broad areas; supercon-
ductivity at ultra-low temperatures, heavy fermion superconductors, organic superconuctors, 
superconducting fullerides, high Tc cuprate superconductors, their structural chemistry, im-
portant role of oxygen, their wires and tapes, their coated conductors, bulk materials for ap-
plications, their thin film processing, TEM studies, rutheno-cuprates and magnetic supercon-
ductors, their phase diagrams, superconducting borocarbides, heterogeneous magnetic super-
conductors, superconducting magnesium diborides, making of its wires and tapes, thin films 
and theory, single crystals and polycrystalline sodium-cobalt-oxide, pressure effects on super-
conductors, disordered superconductors, irradiation effects on superconductors, superconduc-
tors with nano-size pinning centres, niobium-based conductors for AC and DC applications. 

Frontiers in Superconducting Materials comprises 30 chapters on the mentioned topi-
cal areas, written by noted international experts in the field. It should be of central interest to 
researchers and specialists in physics and materials science faculties of academic institutes as 
well as relevant industries. Given the multidisciplinary character of the field, the book should 
prove useful to electrical and device engineers while some of the reviews and overviews 
might answer the queries and curiosities of a nonspecialist interested in superconductors. The 
book is also likely to be of relevance for final year undergraduates reading physics and mate-
rials science. 
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1. INTRODUCTION 

The phenomenon of superconductivity has not lost its fascination ever since its discovery in 
1911. The flow of electric current without friction amounts to the realization of the old human 
dream of a perpetuum mobile. The ratio of resistance between the normal-conducting and the 
superconducting (“SC”) state has been tested to exceed 1014, i. e., it is at least as large as 
between a usual insulator and copper as the best normal-conducting material [1]. 

But superconductivity is more than just the disappearance of resistance: The Meißner
effect, the expulsion of magnetic fields from a superconductor, discovered in 1933, shows that 
superconductivity is a true thermodynamical state of matter since, in contrast to the situation 
for a merely perfect conductor, the expulsion is independent of the experimental history [1]. 
As the progress of cooling technique gave access to lower and lower temperatures, 
superconductivity established as common low-temperature instability of most, possibly all 
metallic systems (see Fig. 1). As the apparent T→ 0 K state of metals, the zero-entropy 
postulate of thermodynamics for this limit points to its nature as a macroscopic quantum state. 
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Fig. 1. Periodic table with the distribution and Tc [K] of chemical elements for which 
superconductivity has been observed with or without application of pressure [1,2,3,4].  

The respective explanation of superconductivity by the BCS theory in 1957 [5] was a 
desperately awaited breakthrough of theoretical solid state physics. The starting point was the 
consideration that phonons introduce an attractive interaction between electrons close to the 
Fermi surface (“overscreening”). The key idea is that an (isotropic) attractive interaction leads 
here to bound electron pair states (“Cooper pairs”). These pair states are no longer obliged to 
obey the Fermi-Dirac statistics, which enforced the electrons to occupy high kinetic energy 
single particle states due to the Pauli principle. The energy gain of the SC state with respect to 
the normal state does not result from the small binding energy of the pairs but it is the 
condensation energy of the pairs merging into the macroscopic quantum state. It can be 
measured as an energy gap for electron excitations into single particle states. 

In spite of the great impact of BCS theory1, the discovery of oxide “high-temperature 
superconductors” (“HTS”) in 1986 [6] made it very clear that new theoretical concepts will 
be required here. The problem is not the high Tc of up to 138 K under normal pressure2 [7], far 
above the pre-HTS record of 23 K [10]. However, in contrast to the “deep” Fermi sea of 
quasi-free electrons in the case of classical metals where the Cooper-pair condensed electrons 
amount only to a small part of the valence electron system (kBTc << EFermi ), in these layered 
cuprate compounds there is only a “shallow” reservoir of charge carriers (kBTc ~ EFermi ) which 

1  It had an impact not only on solid state physics but also on elementary particle physics where it was 
further developed to the idea of the Higgs mechanism of elementary particle mass generation. 

2 There is no theoretical argument why a textbook phonon BCS superconductor should not achieve 
such a high Tc. In the McMillan-Rowell formula [8], for example, as a commonly used theoretical-
Tc approximation, Tc depends in a very sensitive way on the involved materials parameters. The 
HTS Tc range is readily accessible with a still reasonable parameter choice [9]. 
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have to be introduced in the insulating antiferromagnetic (“AF”) stoichiometric parent 
compound by appropriate doping. The thus generated normal state corresponds to a “bad 
metal” in which Coulomb correlations strongly link the charge and spin degrees of freedom. 
This intrinsic proximity of metal-insulator, magnetic and SC transitions continues to present a 
great challenge to theory, which is sensibly more complicated than the classical 
superconductivity problem. The SC instability in cuprate HTS, as well as in the structurally 
and chemically related layered cobaltate and ruthenate compounds, is hence believed to stem 
predominantly from a magnetic and not from a phononic interaction as in the case of the 
classical metallic superconductors where magnetism plays only the role of an alternative, 
intrinsically antagonistic long range order instability. 

A magnetic mechanism had been suspected already before the HTS discovery for “Heavy-
Fermion” superconductors, discovered in 1979 [11]. In these intermetallic compounds the 
electronic degrees of freedom which are responsible for superconductivity are directly linked 
with magnetic moments of partially filled f-shells of Ce or U atoms3. The superconductivity 
below a typical Tc ~ 1 K seems to arise here from the delicate balance between the localized 
magnetic moments which try to imprint their magnetic signature on the shielding conduction 
electrons, and the conduction electrons which try to neutralize these magnetic moments by 
spin flipping, e. g., via the Kondo effect. 

The search for organic superconductors had been boosted in the 1960s by the idea that 
conductive polymer chains with polarizable molecular groups may provide a highly effective 
Cooper pair coupling for electrons running along the polymer chains by means of an energy 
exchange via localized excitons [13]. Since the first discovery of an organic superconductor in 
1980 [14] remarkable critical temperatures Tc > 10 K have been achieved [15]. However, the 
origin of superconductivity has turned out to be certainly far from the suggested excitonic 
mechanism. The electric conduction stems here from π-electrons in stacked aromatic rings, 
which form one- or two-dimensional delocalized electron systems. Similar to HTS, the 
restriction of the effective dimensionality4 and strong Coulomb repulsion effects push the 
systems towards metal-insulator, magnetic and SC transitions. 

Fullerenes (C60, C70, ...) attracted much attention since their discovery in 1985 as a third 
modification of elementary carbon. The superconductivity in C60 introduced by doping and 
intercalation of alkali-metal atoms5, with Tc values up to 33 K at normal pressure [17], well 
above the pre-HTS record of 23 K [10] followed soon as another surprise. In spite of this high 

3 PuCoGa5 is a recently found “Medium Heavy Fermion“ superconductor with Tc = 18.5 K [12]. 
4 The verdict of the Mermin-Wagner theorem [16] that long-range order can not exist in two 

dimensions at finite temperature due to the influence of fluctuations has long been believed to 
restrict superconductivity to the physical dimension d = 3. However, HTS have shown that the 
limiting case d = 2+ε (ε→0), i. e., a basically two-dimensional layer-oriented superconductivity 
scenario with a slight coupling of neighbouring layers, can be enormously beneficial for SC long-
range order. 

5 The chemically appropriate denotation of metal-doped fullerenes is “fullerides“. The 
semiconductor-impurity based view of “doping“ amounts here to denoting common salt as 
“sodium-doped chlorine“. 
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Tc, the explanation of superconductivity seems to be well within reach of conventional BCS 
theory based on intramolecular phonons [18]. 

Borides had been investigated systematically with respect to high-Tc superconductivity 
already in the 1950s. The rationale was the BCS Tc-formula [8] where a high characteristic 
phonon frequency, as provided by the light boron atoms, was predicted to be particularly 
helpful with respect to a high Tc. In the 1990s, the borocarbide superconductors RE Ni2B2C
with Tc up to 16.5 K [19] seemed to fulfill this promise at least halfway. However, phonons 
are here only one of the candidates of contributing superconductivity mechanisms6.

The huge surprise came in 2001 with the discovery of superconductivity up to Tc = 40 K in 
MgB2, a compound which was well-known since the 1950s and which was in 2001 already 
commercially available in quantities up to metrical tons [20]. As for the fullerides, in spite of 
the high Tc a phononic mechanism is highly plausible: Strong Coulomb correlation effects are 
not expected since the conduction electron system does neither involve inner atomic shells nor 
a reduction of the effective dimensionality. Nevertheless, new theoretical ingredients are 
required for a satisfactory explanation of the experiments [21]. 

This recent example demonstrates which scientific surprises can be encountered even in 
seemingly well-investigated research areas, and that superconductivity will certainly remain 
for a long time to come at the forefront of physics and materials research. 

2. APPLICATIONS

Besides the scientific interest, the search for applications has always been a driving force for 
superconductor materials science [22]. Right from the discovery, it had been envisioned that 
SC coils with high persistent current might be used to generate strong magnetic fields. 
However, in the first generation of SC materials (“type-I ”) superconductivity was easily 
suppressed by magnetic fields: The magnetic self-field generated by the injected current 
prevented high-field as well as high-current applications. A first step towards this goal was the 
discovery of type-II superconductors where the magnetic penetration depth λ exceeds the SC 
coherence length ξ. This enables a coexistence of superconductivity and magnetic fields, 
which are allowed to penetrate into the SC bulk in the quantized form of vortices. The 
concomitant substantial reduction of the loss of SC condensation energy that has to be paid for 
magnetic field penetration facilitates the survival of superconductivity even in strong magnetic 
fields, at least up to a certain critical field Hc2 where the SC state no longer survives the 
“vortex swiss cheesing”. The last ingredient required for technically applicable “hard”
superconductors was the discovery and engineering of pinning centers which fix penetrated 
magnetic flux and prevent its Lorentz force driven flow through the superconductor that 
otherwise generates power dissipation.

6 For Rare Earth borocarbides there is additional magnetism due to localized RE 3+ 4f-electrons 
which is weakly interacting with superconductivity associated with the 3d-electrons of the Ni2B2

layers. 
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Today, NbTi and Nb3Sn conductors are the basis of a billion Euro SC wire industry which 
delivers magnets that cannot be realized by means of conventional metal wire conductors, 
e. g., for Magnetic Resonance Imaging (MRI) systems and High-Energy Physics (HEP) 
particle accelerators7 [1,22,23]. The enormously high critical fields Hc2 ~ 100 T of HTS [24] 
indicate their potential for extremely high-field applications. However, HTS vortex physics 
has turned out to be much more complex than what had been known from classical 
superconductors [25]. This implies strong restrictions for high-field, high-temperature HTS 
magnet hopes8. Nevertheless, in spite of earlier concerns about the ceramic nature of HTS, 
flexible9 HTS-based conductors are steadily progressing towards applications where a 
substantial size decrease justifies the cryogenic efforts. HTS current leads are just being 
introduced worldwide in HEP accelerators to transport kA-sized feed currents at a 
substantially reduced heat leakage from a liquid-nitrogen (“LN2“) temperature region to LHe 
cooled SC NbTi coil systems [28]10.

Nb-based SC rf-cavities represent another recent technological progress of HEP 
accelerators: An extremely high quality factor provides here a much better transfer of 
acceleration energy to the particle bunches than in conventional cavities11. Miniaturized 
microwave filters, e. g., for mobile phone base stations, are at present the most advanced HTS 
electronics application [31]: The low loss of thin film HTS resonator stripes with a typical 
size 50 µm × 1 cm (see Fig. 17 of this article) allows a complex coupling of a large number of 
such resonators on a chip which enables filters with sharp frequency cut-offs. 

Josephson junctions [1], well-defined weak links of SC regions, can be coupled to 
“Superconducting QUantum Interferometric Devices” (“SQUIDs”) [32,33], magnetic flux 
detectors with quantum accuracy that are the most sensitive magnetic field detectors presently 

7 Only persistent-current mode operation fulfills the MRI temporal field stability requirements of 
~ 1 ppm / hour. This can not be achieved by active stabilisation. Moreover, conventional multi-
Tesla magnet systems would require a much more complicated and much more expensive cooling 
systems than the liquid He (“LHe”) cooling of SC coils. The Large Hadron Collider (LHC), 
presently under construction at CERN, will employ SC 9 T dipole coils to keep the high-energy 
protons on their orbit in a 9 km diameter circular tunnel. The high cost of the in total more than 
8000 SC beam guiding magnets on the order of ~ 500 million Euro is still a bargain compared to 
the alternative of building a ~ 100 km diameter circular tunnel that would be required by 
conventional magnet technology. 

8 The generation of an extra 5 T field by an HTS coil at 4.2 K on top of a 20 T background field, 
adding up to a total field of the SC coil system of > 25 T has just been demonstrated [26]. At low 
temperature, the actual field limit of HTS will always be determined by the mechanical 
reinforcement that has to be provided to prevent the HTS wire or bulk from being disrupted by the 
Lorentz forces. At liquid nitrogen temperature, YBCO tapes are promissing candidates for field 
levels up to ~ 10 T. 

9 Bending such HTS tapes around a finger does not deteriorate their critical current capacity [27]. 
10 Superconductors are not restricted by the Wiedemann-Franz coupling of electric and thermal 

transport since supercurrents do not transport entropy. 
11 At CERN, this energy increase has allowed the recently discussed “glimpse at the Higgs Boson” 

[29]. For the next generation of Nb cavities, the rf-magnetic fields will be increased up to 50% of 
Hc2 of Nb [30]. 
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available. SQUIDs based on Nb/AlOx/Nb Josephson junctions achieve today at LHe 
temperature a magnetic noise floor ~ 1 fT/√Hz which enables diagnostically relevant magnetic 
detection of human brain signals (“magnetoencephalography”, “MEG” [34]). HTS SQUIDs at 
liquid nitrogen operation have approached this magnetic sensitivity within one order of 
magnitude [35] and are already in commercial use for the nondestructive evaluation (NDE) of 
defects in complex computer chips [36] and aircrafts [37]. 

In the 1970s and 1980s, IBM as well as a Japanese consortium including Fujitsu, Hitachi, 
and NEC tested in large projects the fast switching of Josephson junctions from the SC to the 
normal state with respect to a post-semiconductor computer generation [38]. Unfortunately, 
the switching from the normal to the SC state turned out to limit the practical performance to 
several GHz instead of the theoretical ~1 THz12. Meanwhile, new device concepts based on 
the transport of single magnetic flux quanta reestablished the feasibility of THz operation [1]. 
The hottest topic of present Josephson circuit investigations13 is the realization of quantum 
computing [39] with “Qubits” encoded by the SC wave function around µm-sized loops 
containing single [40] or even half [41] flux quanta14. At present, among all demonstrated 
Qubit realizations a SC electronics implementation appears to have the largest potential of 
upscalability to the size of several kQubit, which is required for first real applications: The 
lithographic requirements of ~ 1 µm minimum feature size are already common practice in 
present semiconductor circuits. 

For all these applications of superconducitvity, the necessity of cryogenics is at least a 
psychological burden. Nevertheless, with the present progress of small cryocoolers [42] SC 
devices may evolve within foreseeable future to push-button black-box machines that may be 
one day as common practice as nowadays vacuum tube devices in ordinary living rooms15.

3. CUPRATE HIGH-TEMPERATURE SUPERCONDUCTORS 

Cuprate High-Temperature Superconductors (“HTS”) play an outstanding role in the scientific 
development and for the present understanding of superconductivity. Except for 
semiconductors, no other class of materials has been investigated so thoroughly by thousands 
and thousands of researchers worldwide: 

– A huge number of samples has been produced, in quantities of the order of metrical tons. 

– Details of materials science have been diligently elaborated. 

– High reproducibility has thus been achieved taking the materials complexity into account. 

– The whole tool-set of experimental solid-state physics has been applied. For some 
techniques such as photoelectron spectroscopy [43,44], inelastic neutron scattering [45] or 

12 The practical problem is to avoid a “punch through“, i. e., the jump from a V = +V0 to the  
V = −V0 instead of the targeted V = 0 voltage state. 

13 which may even be combined with the former 
14 There are even several possibilities for such an encoding of a Qubit, e. g., it can represented in 

terms of the polarity of the flux quanta. 
15 such as old-fashioned TV sets
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scanning tunneling microscopy [46,47] HTS have become a “drosophila”-like favorite 
object of investigation which still challenges further methodological development. 

– HTS still represent a great challenge to theoretical solid-state physics since not only the 
superconducting but even more the “normal” conducting state of HTS is awaiting a 
satisfactory explanation. 

It is due to this extraordinary importance that a large part of this book on superconductors and 
of this topical overview on SC materials is dedicated to cuprate HTS. 

3.1 INTRODUCTORY REMARKS

The discovery of superconductivity above liquid-nitrogen temperature in cuprate materials 
(“High-Temperature Superconductors”, “HTS”) [6] raised an unprecedented scientific eupho-
ria16 and challenged research in a class of complicated compounds which otherwise would 
have been encountered on the classical research route of systematic investigation with gradual 
increase of materials complexity only in a far future. The plethora of preparational degrees of 
freedom, the inherent tendency towards inhomogeneities and defects, in combination with the 
very short SC coherence length of the order of the dimensions of the crystallographic unit cell 
did not allow easy progress in the preparation of these materials. Nevertheless, after enormous 
preparation efforts HTS arrived meanwhile at a comparatively mature materials quality [49] 
that allows now a clearer experimental insight in the intrinsic physics which is still awaiting a 
satisfactory theoretical explanation [50,51,52]. 

The present situation of HTS materials science resembles in many aspects the history of 
semiconductors half a century ago [53]. The new dimension in the development of HTS 
materials, in particular in comparison with the case of silicon, is that HTS are multi-element
compounds based on complicated sequences of oxide layers [54,55,56]. In addition to the 
impurity problem due to undesired additional elements, which gave early semiconductor 
research a hard time in establishing reproducible materials properties, intrinsic local 
stoichiometry defects arise in HTS from the insertion of cations in the wrong layer and defects 
of the oxygen sublattice. As additional requirement for the optimization of the SC properties, 
the oxygen content has to be adjusted in a compound-specific off-stochiometric ratio [57], but 
nevertheless with a spatially homogeneous microscopic distribution of the resulting oxygen 
vacancies or interstitials [58]. Today, reproducible preparation techniques for a number of 
HTS material species are available which provide a first materials basis for applications. As a 
stroke of good fortune, the optimization of these materials with respect to their SC properties 
seems to be in accord with the efforts to improve their stability in technical environments in 
spite of the only metastable chemical nature of these substances under such conditions 
[59,60,61].  

16 It has been estimated that in the hottest days of this “Woodstock of physics“ in 1987 [48] about one 
third of all physicists all over the world tried to contribute to the HTS topic.  



8

3.2 STRUCTURAL ASPECTS

The structural element of HTS compounds related to the location of mobile charge carriers are 
stacks of a certain number n = 1, 2, 3, ... of CuO2 layers which are "glued" on top of each 
other by means of intermediate Ca layers (see Fig. 2&3) [54,55,62,63]. Counterpart of these 
"active blocks" of (CuO2/Ca/)n-1CuO2 stacks are "charge reservoir blocks" EO/(AOx)m/EO
with m = 1, 2 monolayers of a quite arbitrary oxide AOx (A = Bi [55], Pb [62], Tl [55], Hg 
[55], Au [64], Cu [55], Ca [65], B [62], Al [62], Ga [62]; see Table 1)17 "wrapped" on each 
side by a monolayer of alkaline earth oxide EO with E = Ba, Sr (see Fig. 2&3). The HTS 
structure results from alternating stacking of these two block units. The choice of BaO or SrO 
as "wrapping" layer is not arbitrary but depends on the involved AOx since it has to provide a 
good spatial adjustment of the CuO2 to the AOx layers.  

The general chemical formula18 AmE2Can-1CunO2n+m+2+y (see Fig. 3) is conveniently 
abbreviated as A-m2(n-1)n [63] (e. g. Bi2Sr2Ca2Cu3O10: Bi-2223) neglecting the indication of 
the alkaline earth element19 (see Tab.1). The family of all n = 1, 2, 3, ... representatives with 
common AOx are often referred to as “A-HTS”, e. g. Bi-HTS. The most prominent compound 
YBa2Cu3O7 (see Fig. 2), the first HTS discovered with a critical temperature Tc for the onset 
of superconductivity above the boiling point of liquid nitrogen [67], is traditionally 

abbreviated as "YBCO" or "Y-123" (Y1Ba2Cu3O7-δ). It also fits into the general HTS 

Fig. 2. Crystal structure of YBa2Cu3O7

("YBCO"). The presence of the CuO 
chains introduces an ortho-rhombic 
distortion of the unit cell (a = 0.382 
nm, b = 0.389 nm, c = 1.167 nm [66]). 

Fig. 3. General structure of a cuprate HTS 
A-m2(n-1)n (AmE2Can-1CunO2n+m+2+y) for
m = 1. For m = 0 or m = 2 the missing 
(additional) AOx layer per unit cell leads to a 
(a/2, b/2, 0) "side step" of the unit cells 
adjoining in c-axis direction. 

17 HTS compounds based on “oxide mixtures” A(1)
s A(2)

1-s Ox are omitted in this consideration. 
18 y = m (x – 1) in the oxygen stoichiometry factor. 
19 A more precise terminology A-m(E) 2(n-1)n has been suggested [63].  
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classification scheme as a modification of Cu-1212 where Ca is completely substituted by Y. 
This substitution introduces extra negative charge in the CuO2 layers20 due to the higher 
valence of Y (+3) compared to Ca (+2). The HTS compounds REBa2Cu3O7-δ ("RBCO", "RE-
123") where RE can be La [55] or any rare earth element [68] except for Ce or Tb [69] can be 
regarded as a generalization of this substitution scheme. The lanthanide contraction of the RE 
ions provides an experimental handle on the distance between the two CuO2 layers of the 
active block of the doped Cu-1212 compound [70,71,72]. Y1Ba2Cu4O8 ("Y-124") is the m = 2 
counterpart Cu-2212 of YBCO. 

The "214" HTS compounds E2Cu1O4 (s. Tab1), e. g. La2-xSrxCuO4 ("LSCO") or 
Nd2-xCexCuO4 ("NCCO") are a bit exotic in this ordering scheme but may also be represented 
here as “0210” with m = 0, n = 1 and E2 = La2-xSrx and E2 = Nd2-xCex, respectively. 

Further interesting chemical modifications of the basic HTS compositions are the 
introduction of fluorine [73,74] or chlorine [75] as more electronegative substituents of 
oxygen. For Hg-1223, Tc = 135 K can thus be raised to 138 K [7], the highest Tc reported by 
now under normal pressure conditions (164 K at 30 GPa [76]). 

3.3 METALLURGICAL ASPECTS 

Within 18 years since their discovery, cuprate HTS samples have greatly improved towards 
high materials quality and can in fact nowadays be prepared in a remarkably reproducible way. 
The enormous worldwide efforts for this achievement may be estimated from the plain 
number of more than 100 000 articles which meanwhile have been published on cuprate 
high-Tc superconductivity, strongly outnumbering the only about 15 000 publications [77, 
78,79] that appeared within a whole century on the remaining superconducting materials. 

Nevertheless, the HTS materials quality level is still far from the standards of classical 
superconductors. The reason is the larger number of at least four chemical elements from 
which the various cuprate HTS phases have to be formed: The majority of the classical SC 
compounds, e. g. B1 or A15 compounds, is made of only two elements. Each element 
contributes an additional degree of freedom to the preparation route towards new compounds. 
For the metallurgist, this translates roughly into one order of magnitude more elaborate 
exploratory efforts. A new cuprate HTS compound requires therefore typically as much 
metallurgical optimization work as 100 binary compounds. 

As a further complication, the large number of adjacent phases in the phase diagram 
constituted by the contributing elements hamper the preparation of phase pure quaternary or 
quinary cuprates. The HTS layer structure based on (CuO2/Ca/)n-1CuO2 stacks with a certain 
CuO2 layer number n (see Fig. 3) introduces another dimension of preparation challenges: As 
the formation enthalpy of a compound, e. g. with a single CuO2 layer (n = 1), differs only little 
from that of the (n = 2)-compound with two adjacent CuO2 layers, these materials tend to 
form polytypes [80]. A sophisticated process control during sample preparation is essential in 
order to reduce the amount of such stacking faults. 

20 Since the CuO2 layers in YBCO are hole-doped this amounts to a reduction of the hole doping 
compared to the (hypothetical) canonical Cu-1212 compound. 
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The big metallurgical challenge introduced by the cuprate HTS materials in a previously 
unknown extent is the large number of chemical degrees of freedom of such materials. Binary 
compounds may have a 1-dimensional homogeneity range, e. g., NbN1-x. In quaternary 
compounds, e. g., for RE-123 this range is in general 3-dimensional! In all cuprate HTS 
materials the oxygen degree of freedom Ox can be adjusted quite arbitrarily far from the 
stoichiometric ratio. The issue how to do this has been the subject of intensive investigations. 
As will become clear in chapter 3G, the oxygenation is an extraordinarily important 
experimental handle to introduce even radical changes of the physical properties of the 
material, e. g., to turn it from an insulator into a high-temperature superconductor! [81] The 
critical current capability steering the ampacity of technical conductors is another vital issue 
with respect to applications that depends critically not only on the content but also on the 
atomic-scale distribution of the oxygen atoms which are in the form of oxygen vacancy 
clusters probably the most important pinning centers [82] (see chapter 3F). 

With respect to the cation stoichiometry, for the RE-123 phase as a particularly well-
investigated HTS example the RE/Ba ratio represents the second chemical degree of freedom 
which may also deviate from the stoichiometric value 1/2. Y-123 (YBCO) represents here a 
remarkable exception. However, RE-123 compounds where the Y ions are replaced by larger 
RE ions like Gd or Nd exhibit a pronounced homogeneity range. For Nd-123, the Nd/Ba ratio 
encountered in such solid solutions may vary from 0.49 to 2, with the oxygen content being 
still a fully independent chemical variable. The Cu/(EA=Ba or Sr) ratio as chemical degree of 
freedom of all “hole-doped” HTS compounds (see Table 1) has up to now not been studied in 
great detail. For the 123 phase as a particularly complicated HTS example with respect to the 
Cu stoichiometry featuring two CuO2 layers and an additional CuO chain structure in the unit 
cell, the present assumption is that the Cu/Ba ratio sticks to the stoichiometric value 3/2. For 
samples prepared close to their peritectic temperatures or at very low temperatures close to the 
boundary of the stability field of the 123 phase this may no longer be the case. 

Chemical purity of the starting material is still a topical issue for a reproducible preparation 
of cuprate HTS. The use of chemicals with a purity of 99.99% and better is mandatory but still 
not sufficient. The frequently used Ba source material BaCO3 is usually not completely 
reacted and may thus lead to the incorporation of carbonate ions into the HTS cuprate phase. 
During the preparation procedure, the formation of even a small amount of liquid has to be 
carefully avoided since this may corrode the substrate or crucible and may thus introduce 
impurities into the sample. This corrosion process is particular harmful for crystal growth 
experiments where the complete melt encounters the crucible wall. BaO/CuO melts are highly 
corrosive and attack all conventional types of crucible materials forming new solid phases. 
Some of these reaction products have turned out to be well suited as materials for corrosion 
resistant crucibles for the preparation of cuprate HTS. BaZrO3 is here the best-known example 
[49], BaHfO3 and BaSnO3 are promissing candidates. 

Bearing in mind all these drawbacks and problems, the surprisingly high quality achieved 
nowadays for HTS cuprate materials, in particular for single crystals with respect to low 
impurity content, composition close to the desired stoichiometry, low concentration of defects 
such as inclusions, stacking faults or dislocations is rather amazing. However, a lot still 
remains to be done before the HTS sample quality becomes really comparable to that of 
binary classical superconductors. 
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3.4 STRUCTURE AND TC

Experimentally, for all HTS families A-m2(n-1)n the optimized Tc is found to increase from 
n = 1 to n = 3, 4 and to decrease again for higher n (s. Tab.1). It is still unclear whether this Tc

maximum is an intrinsic HTS property since the synthesis of higher-n members of the HTS 
families turns out to be more and more complicated [107,108,109,110]. In particular, there is 
at present no preparation technique that alllows to adjust here a sufficiently high oxygen 
content21 or to provide otherwise sufficient electronic doping that would allow to clarify the 
possible range of Tc optimization for higher n HTS A-m2(n-1)n22 [107,110]. Hence the 
question is still open if such an optimized Tc may eventually continue to increase towards 
higher n, possibly up to Tc ~ 200 K as can be estimated for optimized infinite-layer HTS based 
on model-independent theoretical considerations extrapolating from Tc (n = 1) ~ 100 K of 
Hg-1201 [121]. 

Another well-investigated experimental Tc trend is the slight increase of the optimized Tc

of the RE-123 HTS with increasing distance between the two CuO2 layers in the active 
block23. It has been explained in terms of a higher effective charge transfer to the CuO2 layers 
[68,70]. For RE-123 HTS with larger RE ions (La, Pr, Nd,), sufficient oxygenation with 
respect to Tc optimization becomes increasingly difficult. In this respect, La-123 is apparently 
beyond the present practical limit [49]: The intrinsic Tc ~ 100 K, estimated from optimized Tc

values of the other RE-123 as a function of oxygenation [49], has not been achieved yet. 

As a further complication, these larger RE ions are comparable in size with the Ba ions. 
This favors cation disorder with respect to the RE and Ba lattice sites [123] which leads to 
substantial Tc degradation [124]. This disorder effect, oxygen deficiency and / or impurities 
had been suggested as reasons for the non-appearance of superconductivity in Pr-123 [125] 
and Tb-123 as the only non-SC members of the 123-HTS family. However, in 1998 first 
superconducting Pr-123 samples with Tc ~ 80 K [126] (105 K at 9.3 GPa [127]) could be 
synthesized which lost their SC properties within few days after their preparation. The nature 
of this SC Pr-123 phase is still unclear. It has been suggested that it consisted of Ba-rich 
Pr-123 which is unstable at room temperature with respect to spinodal decomposition. The 
c-axis lattice parameter of these SC Pr-123 samples fits well in the series of the other SC RE-
123 compounds, in remarkable contrast to the c-axis lattice parameter of the usual non-SC Pr-
123 samples [126,127] where the absence of superconductivity is attributed to a hybridisation 
of the Pr 4f electrons with O 2p  electrons depriving mobile charge carriers [128,129]. 

21 The microscopic distribution of oxygen [111] is neither easily observed [112,113,114] nor easily 
controlled [115]: Experimentally, oxygen content and distribution are adjusted by means of 
(oxygen partial) pressure, temperature and sufficient holding time to achieve thermal equilibrium 
[116].

22 The Tc depression is believed to arise from a redistribution of doping charge in the CuO2 layer 
stacks from the interior to the outer CuO2 layers [117] which has been confirmed by NMR 
measurements [118,119]. Based on these experimental results, a reasonable theoretical description 
of Tc(n) has recently been modeled in a phenomenological Ginzburg-Landau free energy approach 
[120].

23 On hydrostatic pressure application, dTc /dP shows the same trend which further increases the Tc

differences of the RE-123 [68]. On uniaxial pressure application, Tc increases if the pressure effect 
is to reverse the tetragonal-to orthorhombic lattice distortion [122]. 
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Table 1. Classification and reported Tc values of HTS compounds. 

HTS Family Stochiometry Notation Compounds Highest Tc

Bi-1212  102 K [83] Bi-HTS BimSr2Can-1CunO2n+m+2

  m = 1, 2 
           n = 1, 2, 3 . . . 

Bi-m2(n-1)n, 
BSCCO

Bi-2201 
Bi-2212 
Bi-2223 
Bi-2234 

     34 K [84] 
    96 K [85] 
 110 K [55] 
   110 K [86] 

Pb-HTS PbmSr2Can-1CunO2n+m+2 Pb-m2(n-1)n Pb-1212 
Pb-1223 

     70 K [87] 
 122 K [88] 

Tl-1201 
Tl-1212 
Tl-1223 
Tl-1234 

   50 K [55] 
   82 K [55] 
 133 K [89] 
 127 K [90]   

Tl-HTS TlmBa2Can-1CunO2n+m+2

  m = 1, 2 
           n = 1, 2, 3 . . . 

Tl-m2(n-1)n, 
TBCCO 

Tl-2201 
Tl-2212 
Tl-2223 
Tl-2234 

     90 K [55] 
 110 K [55] 
 128 K [91] 
   119 K [92] 

Hg-1201 
Hg-1212 
Hg-1223  
Hg-1234  
Hg-1245 
Hg-1256 

   97 K [55] 
 128 K [55] 
 135 K [93] 
 127 K [93] 
   110 K [93] 
   107 K [93]    

Hg-HTS HgmBa2Can-1CunO2n+m+2

 m = 1, 2 
           n = 1, 2, 3 . . . 

Hg-m2(n-1)n, 
HBCCO

Hg-2212 
Hg-2223 
Hg-2234 

     44 K [94] 
     45 K [95] 
 114 K [95] 

Au-HTS AumBa2Can-1CunO2n+m+2 Au-m2(n-1)n Au-1212      82 K   [64] 
123-HTS REBa2Cu3O7-δ

  RE = Y, La, Pr, Nd, Sm,  
            Eu, Gd, Tb, Dy, Ho, 
            Er, Tm, Yb, Lu  

RE-123, RBCO Y-123, YBCO 
Nd-123, NBCO 

Gd-123  
Er-123 
Yb-123 

   92 K [70] 
   96 K [70] 
   94 K [96] 
     92 K   [49] 
     89 K   [68]     

Cu-1223 
Cu-1234 

   60 K [55] 
   117 K [97]  

Cu-HTS CumBa2Can-1CunO2n+m+2

 m = 1, 2 
           n = 1, 2, 3 . . . 

Cu-m2(n-1)n 

Cu-2223 
Cu-2234 
Cu-2245 

     67 K [55] 
 113 K [55] 
< 110 K [55] 

Ru-HTS RuSr2GdCu2O8 Ru-1212 Ru-1212    72 K [98] 
B-HTS BmSr2Can-1CunO2n+m+2 B-m2(n-1)n B-1223 

B-1234 
B-1245 

     75 K [99] 
 110 K [99] 
     85 K [99] 

LSCO 
“0201“ 

La2-xSrxCuO4

Sr2CuO4

   51 K [100] 
25 (75)K [101] 

214-HTS E2CuO4

Electron-Doped HTS
PCCO  
NCCO

La2-xCexCuO4

Pr2-xCexCuO4

Nd2-xCexCuO4

 Sm2-xCexCuO4

Eu2-xCexCuO4

    28 K  [102] 
    24 K    [103] 
    24 K    [103] 
    22 K   [104] 
    23 K    [104] 

 Ba2Can-1CunO2n+2 “02(n-1)n“ “0212“ 
“0223“ 
“0234“ 
“0245“ 

  90K   [105] 
 120K   [105] 
 105K   [105] 
     90K   [105] 

Infinite-Layer 
HTS 

ECuO2 Electron-Doped I. L. Sr1-xLaxCuO2     43 K    [106] 
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In Bi-HTS, cation disorder at the Sr crystallographic site is inherent and strongly affects the 
value of Tc. In Bi-2201, partial substitution of Sr by RE = La, Pr, Nd, Sm, Eu, Gd, and Bi was 
shown to result in a monotonic decrease of Tc with increasing ionic radius mismatch [85]. For 
Bi-2212, partial substitution of Ca by Y results in a Tc optimum of 96 K at 8% Y doping, 
apparently due to a trade-off between the respective disorder effect and charge doping [85]. 

In 214-HTS without BaO or SrO “wrapping” layers around the CuO2 layers (see Table 1),  
Tc seems to be particularly sensitive with respect to oxygen disorder [130]. The electron doped 
214-HTS such as Nd2-xCexCuO4 ("NCCO") have here the additional complication of a 
different oxygen sublattice where oxygen ions on interstitial lattice positions in the 
Nd2-xCexO2 layer (which are yet for hole doped 214-HTS the regular oxygen positions in the 
non-CuO2 layer!) tend to suppress Tc [131]. 

With respect to the Tc dependence of the A-m2(n-1)n HTS families on the cation A of the 
charge reservoir blocks, there is an increase moving in the periodic table from Bi to Hg 
(see Tab. 1). However, continuing to Au, the reported Tc is already substantially lower24. This 
Tc trend seems to be related to the chemical nature of the A-O bonds in the AOx layers [94]. 

The correlation of Tc with the buckling angles of the CuO2 layer is less pronounced [132]. 
Such and other deviations from a simple tetragonal crystal structure are found in most of the 
HTS compounds as a chemical consequence of the enforced AOx layer arrangement in the 
cuprate HTS structure. These structural modifications certainly influence the SC properties. 

However, these peculiarities can not be essential for high-temperature superconductivity, 
since there are cuprate HTS with a simple tetragonal crystal structure and high Tc: Tl-2201 
[133,134] and Hg-1201 [135] are such HTS model compounds based on a single CuO2 layer 
in the unit cell25 with Tc values of 90 K and 97 K, respectively. Tl-2201 has already been used 
several times for experimental falsification of HTS theory predictions [136,137]. These simple 
model compounds represent also a much more natural starting point for the theoretical ab-
initio understanding of HTS than YBCO and LSCO which are for historic reasons still 
favorites of present computational HTS materials science. 

The rationale that the phenomenon of superconductivity in HTS can be conceptually 
reduced to the physics of the CuO2 layers [51] has evolved to a more and more 2-dimensional 
view in terms of CuO2 planes. The superconductive coupling between these planes within a 
given (CuO2/Ca/)n-1CuO2 stack ("interplane coupling") is much weaker than the intraplane 
coupling, but still much stronger than the superconductive coupling between the 
(CuO2/Ca/)n-1CuO2 stacks which can be described as Josephson coupling (see Fig. 4). 

The charge reservoir blocks EO/(AOx)m/EO play in this idealized theoretical picture only a 
passive role in providing the doping charge as well as the "storage space" for extra oxygen 
ions and cations introduced for additional doping. However, the huge pressure dependence of 

24 Earlier eports of Ag-HTS with AgOx integrated in the HTS lattice have not been confirmed [62]. 
25 Strictly speaking, the primitive unit cell of Tl-2201 has only rhombohedral crystal symmetry due to 

the “diagonal side step“ of the EO/(AOx)m/EO blocks common to all A-m2(n-1)n compounds with 
even m, i. e., m = 0, 2 (see Fig. 2). The tetragonal symmetry can be conceptually recovered 
enlarging the unit cell to include two primitive cells on top of each other.  
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Fig. 4. Hierarchy of the SC coupling between the 
different structural elements of cuprate HTS. 

Tc [76] in combination with the large quantitative variation of this effect for the various 
A-m2(n-1)n HTS families points to a more active role where the cations change not only their 
valency but also their transmission behavior for the interstack tunneling of Cooper pairs [138]. 

This becomes most evident for the Cu-HTS family, in particular for YBCO or the RE-123 
HTS where the AOx layer is formed by 1-d CuO chain structures (see Fig. 2). There is 
experimental evidence that these CuO chains become SC, probably via proximity effect. The 
intercalation of superconductive CuO chain layers in-between the CuO2/Ca/CuO2 bilayer 
stacks is most likely the origin of the strong Josephson coupling between these bilayer stacks. 
This explains the remarkable reduction of the superconductive anisotropy in c-axis direction 
as compared to the other HTS families. Moreover, in contrast to the usually isotropic SC 
behavior within the a-b-plane, the CuO chains seem to introduce a substantially higher SC gap 
in b- compared to the a-direction [139]. This particular SC anisotropy renders YBCO and the 
RE-123 HTS exceptional among the cuprate HTS. 

3.5 SYMMETRY OF THE SUPERCONDUCTING ORDER PARAMETER 

The long search for superconductors with a nonisotropic energy gap ∆ arrived finally in the 
1980s with a small list of plausible candidates. The observation of power law temperature 
dependencies of physical properties such as specific heat and thermal transport coefficients 
instead of the exp(-2∆0 / kBT) dependence of “s-wave” superconductors gave here the only 
clue to the structure of the energy gap nodes and their topology, and hence to the symmetry of 
the "unconventional" order parameter. Meanwhile, cuprate HTS have been established as a 
textbook example of a d-wave symmetric SC order parameter which can be observed directly 
by means of tricky “Superconducting QUantum Interference (Device)“ ("SQUID") circuits26.
Essential prerequisite for the applicability of these experimental techniques is a high quality 
single crystal and epitaxial thin film preparation. 

First convincing experimental evidence of d-wave superconductivity of cuprate HTS was 
provided by a SQUID configuration based on YBCO-Au-Pb Josephson junctions which were 

26 Recent success with respect to YBCO-Nb Josephson junctions [41] enables now even the use of 
d-wave symmetry as a new functional principle for the construction of novel electronic devices. 



15

fabricated on the a and b edges and straddling the a-b corners of a YBCO single crystal 
(”corner-SQUID”) [140,141]. The most striking proof came from experiments performed on 
epitaxial c-axis oriented HTS thin films on “tricrystal substrates”, substrates composed of 
three single-crystalline parts with different in-plane orientations which enforce the HTS films 
to a corresponding alignment of the a-b-crystal axes [142,143]. By suitable choice of the 
relative angles between these in-plane orientations, the boundary conditions for the SC order 
parameter connecting the three dx2-y2-wave subsystems impose a π-shift on any path 
circulating around the meeting point of these three film areas27 (see Fig. 5) [144,145]. Since 
the SC wave function has to return to the same (complex) value, a compensating odd number 
of half-integer multiples of the magnetic flux quantum Φ0, i. e. ± Φ0/2 in the ground state, 
must be encountered at this meeting point in the case of a dx2-y2-wave SC order parameter, 
whereas an s-wave order parameter symmetry requires here integer multiples of the full 
magnetic flux quantum, i. e. ± n Φ0 [146,147]. Magnetic microscopy experiments28 with a 
flux resolution of a minute fraction of Φ0 clearly resolved at this tricrystal meeting point for 
all investigated cuprate HTS systems Φ0/2 vortices29 (see Fig. 6) [142,143]. A particular 
SQUID circuit based on a tricrystal configuration (”π-SQUID”) allows determining 
admixtures of other symmetries to the dx2-y2 SC order parameter [148,149,150,151]. Up to 
now, no s-admixture has been observed within experimental error. 

Fig. 5. Basic idea of tricrystal experiments 
for the verification of the dx2-y2 symmetry of 
the SC order parameter of cuprate HTS. 

Fig. 6. Spatial distribution of magnetic flux 
in a Bi-2212 thin film deposited on such a 
tricrystal substrate in an applied field of
3.7 mG (adapted from [143]). 

27 Actually, due to the technical problem of providing a high quality substrate environment around the 
tricrystal point, tetracrystal substrates with identical crystal orientations of two neighboring single-
crystal pieces of the four substrate parts have been used in most of these experiments.  

28 LTS SQUIDs are used in these experiments as external, at present most powerful research tools for 
the magnetic field sensing of microscopic samples with a spatial resolution ~ 1 µm.  

29 in external fields surrounded by regular Abrikosov Φ0 vortices in the remaining film (see Fig. 6) 
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In contrast to the clear-cut experimental situation for hole-doped HTS representing the 
majority of the cuprate HTS compounds (see Table 1), the results for electron-doped HTS are 
still contradictory. Magnetic microscopy of NCCO and PCCO thin films on tricrystal 
substrates revealed Φ0/2 vortices at the tricrystalline “meeting point” demonstrating 
dx2-y2-symmetry [142,152]. π-SQUID experiments on La2-xCexCuO4 [153] and photoelectron 
spectroscopy on NCCO [154] arrived at the same result. However, the temperature 
dependence of the London penetration depth λab(T) [103,155,156] as well as tunneling spectra 
derived from microbridges connecting epitaxial c-axis film areas with different in-plane 
orientations [157,158] seem to speak more in favor of an s-wave-symmetric SC order 
parameter: Tunneling spectra on hole-doped HTS show a distinct zero-(voltage-)bias anomaly 
(ZBA) with an amplitude that is directly proportional to the in-plane misorientation angle 
[159]. This can be readily explained as a ("Andreev") bound state located in the transition 
region between the two film areas [157,159,160,161,162]. The d-wave related π-phase shift 
(see Fig. 5) is an essential quantization condition for the existence of such a bound state. For 
the electron-doped HTS NCCO and PCCO clear tunneling spectra have been obtained without 
any indication of such a ZBA [157,158]. At present, no reconciling explanation of these 
contradictory experimental facts has been found yet30. Experimentally, the preparation of 
electron-doped HTS is much more demanding than of hole-doped HTS: Superconductivity 
occurs in a narrower doping range (Nd2-xCexCuO4: 0.14 < x < 0.17, Pr2-xCexCuO4:
0.13 < x < 0.2 [142]; La2-xSrxCuO4 : 0.05 < x < 0.27 ; YBa2Cu3O6+x: 0.35 < x < 1.0 [167]). 
Photoelectron spectroscopy revealed a switching from electron to hole-like states on doping 
[168] which may match the switching from s- to d-wave superconductivity concluded from 
London penetration depth measurements31 [169].  

3.6 SUPERCONDUCTIVE COUPLING

HTS are extreme type-II superconductors [172] with λ > 100 nm and ξ ~ 1 nm. 
Superconductivity in HTS is believed to have its origin in the physics of the CuO2 layers 
where the mobile charges are located [50,51]. The superconductive coupling between these 
CuO2 layers within a given (CuO2/Ca/)n-1CuO2 stack ("interlayer coupling") is much weaker 
than the intralayer coupling within the CuO2 layers, but still much stronger than the coupling 
between the (CuO2/Ca/)n-1CuO2 stacks which can be described as Josephson coupling (see 
Fig. 4). This quasi-2-dimensional nature of superconductivity in HTS leads to a pronounced 
anisotropy of the SC properties with much higher supercurrents along the CuO2 planes than in 

30 In NCCO low-energy excitations are observed for T < 1 K which presumably have their origin in 
the interaction of the magnetic Nd ions [163,164]. However, this additional physics is not an 
intrinsic pecularity of electron-doped HTS: GdBa2Cu3O7-δ shows similar effects attributed to the 
magnetic Gd ions [165,166] but the same “high energy” superconducting behavior as other RE-123 
HTS. 

31 A possibly related quantum phase transition of Pr2-xCexCuO4 at xc = 0.165 has been reported [170]. 
The presence of both charge carriers suggested by magnetothermopower measurements [171] could 
be due to local doping inhomogeneities and the strong doping sensitivity of the SC properties.
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the perpendicular direction, a property which is not appreciated for technical applications but 
which can be dealt with by additional engineering efforts [173,174]. 

However, being type-II superconductor is not enough for a flow of strong currents without 
dissipation: The magnetic vortices that are introduced into the SC material by a magnetic 
field, in particular by the self-field generated by injected current, need to be fixed by pinning
centers, or else dissipation by flux flow of the vortices is induced. In technical “hard” 
superconductors, material imperfections of the dimension of the coherence length do this job 
by blocking superconductivity from these regions. This provides a natural “parking area” for 
vortex cores where no SC condensation energy needs to be “paid”. 

Material imperfections of the dimension of the coherence length are easily encountered in 
HTS due to their small coherence lengths, e. g., for optimally doped YBCO ξab = 1.6  nm, 
ξc = 0.3 nm for T → 0 K [175] which are already comparable to the lattice parameters (YBCO: 
a = 0.382 nm, b = 0.389 nm, c = 1.167 nm [66]). However, the low ξc , i. e. the weak 
superconductive coupling between the (CuO2/Ca/)n-1CuO2 stacks causes new problems. The 
thickness of the charge reservoir blocks EO/(AOx)m/EO in-between these stacks is larger than 
ξc with the result that due to the low Cooper pair density vortices are here no longer well-
defined (see Fig. 7). This leads to a quasi-disintegration of the vortices into stacks of “pancake
vortices” which are much more flexible entities than the continuous quasi-rigid vortex lines in 
conventional superconductors and therefore require individual pinning centers. 

The extent of this quasi-disintegration is different for the various HTS compounds since ξc

is on the order of the thickness of a single oxide layers: Hence the number of layers in the 
charge reservoir blocks EO/(AOx)m/EO makes a significant difference with respect to the 
pinning properties and thus to their supercurrents in magnetic fields. This is one of the reasons 
why YBCO (“Cu-1212”) has a higher supercurrent capability in magnetic fields than the Bi-
HTS Bi-2212 and Bi-2223 which for manufacturing reasons are still the most prominent 
HTS conductor materials32.

Beside these intrinsic obstacles for the transport of supercurrent in single-crystalline HTS 
materials there are additional hurdles since HTS materials are not a homogeneous continuum 
but rather a network of linked grains (see Fig. 8). The  mechanism  of  crystal  growth  is  such 
that all material that cannot be fitted into the lattice structure of the growing grains is pushed 
forward into the growth front with the consequence that in the end all remnants of secondary 
phases and impurities are concentrated at the boundaries in-between the grains. Such barriers 
impede the current transport and have to be avoided by careful control of the growth process, 
in particular of the composition of the offered material. 

32 In addition, in the Cu-HTS family the AOx layer is formed by CuO chain structures (see Fig. 2). 
There are indications that the CuO chains become superconducting via proximity effect. This leads 
to stronger Josephson coupling in c-axis direction and thus to the smallest superconductive 
anisotropy among all HTS families [177].  



18

Fig. 7. Quasi-disintegration of magnetic 
vortex lines into “pancake” vortices due to 
weak SC interlayer coupling and 
schematic overlap of neighboring vortices 
[176]. 

Fig. 8. Schematics of the HTS 
microstructure: Differently oriented single 
crystal grains are separated by regions 
filled with secondary phases. In addition, 
oxygen depletion may occur at grain 
boundaries.

Fig. 9. Basic grain boundary geometries 
and experimentally observed Jc reduction 
Jc ~e-α/α0 as function of the misalignment 
angle α: α0 ≈ 5° for A) and B), α0 ≈ 3° for 
C) independent of temperature [178,179]. 

Fig. 10. Schematics of a boundary 
between HTS grains. Misorientation of 
the SC d-wave order parameter leads to 
partial cancellation of the supercurrents 
modified by the faceting of the grain 
boundaries.
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Another obstacle for supercurrents in HTS is misalignment of the grains: Exponential 
degradation of the supercurrent transport is observed as a function of the misalignment angle 
(see Fig. 9). One of the reasons for this behavior is the d-symmetry of the SC order parameter 
(see Fig. 10) [142]. However, the Jc reduction as a function of the misalignment angle α turns 
out to be much larger than what is expected from d-wave symmetry alone [178,179,180,181]. 
This extra Jc degradation as well as the change of the current-voltage characteristics of the 
transport behavior33 [182] are believed to arise from structural defects such as dislocations 
[183] and deviations from stoichiometry. In particular, the loss of oxygen at the grain surfaces 
[184] leads to a decrease of doping with respect to the grain bulk value and thus to a local 
degradation of the SC properties according to the temperature-doping phase diagram of HTS 
(see Fig. 13) [185]. For YBCO this can be partially eliminated by means of Ca-doping [186], 
which widens the range of acceptable grain misalignment in technical HTS material. 

3.7 BASIC PHYSICS 

The CuO2 layers are believed to be the location of the mobile charge carriers in the cuprate 
HTS compounds [50]. This is in agreement with band structure calculations (see Fig. 11 a) 
[187,188]. However, in contrast to these results based on the independent electron 
approximation the stoichiometric compounds are actually antiferromagnetic (“AF”) insulators 
due to strong correlation effects: In HTS cuprates, the copper 3d-shells are filled with nine 
electrons, resulting in Cu2+ ions in d 9 configuration which are subject to a strong Jahn-Teller 
effect34. The deformation of the oxygen octahedra which surround each Cu ion make the dx2-y2

orbital the only unoccupied Cu 3d orbital, i. e., it accomodates the single hole [190]. This 
copper dx2-y2 state hybridizes with the pσ-orbitals of the surrounding four oxygen atoms (see 
Fig. 12). Due to the strong Coulomb repulsion for adding another hole at a Cu site these holes 
cannot move to neighboring Cu sites. This Coulomb correlation effect prevents a metallic 
behavior and turns the stoichiometric HTS compounds into insulators35 (see Fig. 11 b). 
Virtual charge fluctuations generate a "superexchange" interaction, which favors antiparallel 
alignment of neighboring spins [192]. The result is long-range AF order up to rather high Néel 
temperatures TN  = 250 - 400 K [50]. 

33 In addition to the quantitative effect on increasing misalignment angles of a reduction of the 
supercurrents, the current-voltage characteristics shows in addition a qualitative change from a 
flux-flow behavior for smaller misalignment angles [25,178,179] to overdamped Josephson 
junction behavior for larger misalignment angles [32]. 

34 The starting point of K. A. Müller’s investigations on copper oxides were considerations that this 
might be used to achieve a large electron-phonon coupling with beneficial effects for an onset of 
superconductivity.

35 Actually, the metal-insulator transition of copper oxides is more complicated than this classical 
Mott scenario. The gap for electronic excitations is here not determined by the mutual Coulomb 
repulsion of copper 3 dx2-y2 holes but by the energy required to transfer a charge from an oxygen ion 
to the copper ion since the highest occupied electronic states are derived from oxygen 2p orbitals 
(see Fig. 11 b) with only a small admixture of Cu character (see Fig. 11 c) [189]. Hence, undoped 
copper oxides are not “Mott(-Hubbard) insulators” but “Charge-Transfer insulators”.
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Fig. 11. Schematics of the electronic energy states involved in the charge transport in HTS 
(a) in an independent electron model, (b) including on-site Coulomb repulsion of the Cu 
3dx2-y2 states, (c) and hybridization of oxygen 2pσ states and the lower Hubbard Cu 3d band 
[191]. 

What is special about copper oxides in the big zoo of conducting oxides is that they are 
composed of CuO2 layers which form 2-dimensional spin-1/2 Heisenberg AF subsystems that 
are subject to particularly strong quantum spin fluctuations36.

36 This is the starting point for many theoretical description of the High-Temperature 
Superconduvtivity in cuprate compounds such as the Resonating Valence Bond (“RVB”) [51,52] or 
the Quantum Critical Point (“QCP”) scenario [193]. 
In the RVB picture, the antiferromagnetic lattice is perceived as a network of spin singlets made up 
of pairs of antiparallel Cu spins of the AF lattice. The ground state of the antiferromagnetic lattice 
is in this view a “resonating“ superposition of such configurations of “valence bonds“ in close 
analogy to the chemical picture of resonating double bonds in benzene. Putting an additional 
oxygen hole on a certain lattice site compensates the corresponding Cu spin by means of a singlet 
formation and leaves somewhere an unpaired spin of the related broken valence bond. The same 
holds true for the removal of a Cu hole (along with its spin). The many-body ground state of such a 
system with broken valence bonds is suggested to be a liquid-like state made up of the remaining 
resonating valence bonds and the decoupled charges (“holons”) and unpaired spins (“spinons”) as 
independent degrees of freedom. 
Mathematically, the RVB wave function can be generated by projecting out double (lattice site) 
occupations from a d-wave BCS wavefunction used as a variational testfunction. However, due to 
the mathematical complexity of this approach, practical computations could be performed only on 
the basis of rather crude approximations. A recent refinement [194, 195] was claimed to show that 
RVB is able to explain many experimental features, but the criticism that the RVB concept is rather 
vague did not fall silent [196]. A recent RVB derivative is the “gossamer” superconductor 
wavefunction where the double occupations are only partially removed [197]. The new idea is that 
in the limit of small doping HTS do not become real insulators but remain superconductors, 
however, with an extremely large gap and an extremely rarefied superfluid density [198].
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Fig. 12. Schematics of the spin-charge distribution atomic orbitals in the CuO2 planes37 with 
an additional hole charge. Doped holes are believed to enter a bonding combination of four 
oxygen pσ-orbitals surrounding a copper ion. Antiparallel orientation of the involved spins 
leads to the formation of a “Zhang-Rice” singlet state with charge Q = + e and spin S = 0 
[199,200]. Doped electrons, in contrast, are believed to go to the copper sites and to eliminate 
there directly the hole in the 3dx2-y2 state along with its spin. 

The following scenario applies for hole- [50] (see Fig. 12) as well as for electron-doping
[201]: Adding charge carriers by variation of the oxygen content or by suitable substitution of 
cations relaxes the restrictions of spin alignment due to the interaction of these additional 
spin-1/2-particles with the spin lattice. TN decreases and the insulator turns into a “bad metal”: 
The room-temperature mobility of the charge carriers increases gradually, in direct inverse 
proportionality to the AF correlation length [202]. At low temperature, however, the electric 
transport shows a dramatic change within a small doping range from an insulating behavior 
with an divergent upturn of the resistivity on decreasing temperature, to a superconducting 
behavior with a respective sudden downturn of resistivity next to Tc [202]. For La2-xSrxCuO4

this happens at a critical hole concentration x = 0.05 in the CuO2 planes38 (see Fig. 13). On 
stronger doping, superconductivity can be observed up to an increasingly higher critical 
temperature until for "optimal doping" ( x  ≈  0.16 for La2-xSrxCuO4 ) the maximum Tc is

37 The indicated in-plane spin orientations are encountered in LSCO [204]. Most interestingly, in 
lightly doped antiferromagnetic LSCO this in-plane spin orientation is manifestly linked with the 
orthorhombic lattice distortion: LSCO can be magnetically detwinned applying a 10 T in-plane 
magnetic field [203]. This gives evidence of a close connection of spin and lattice degrees of 
freedom in cuprate HTS. 

In YBCO the spins are in-plane aligned parallel to the CuO bonds [205]. 
38 For La2-xSrxCuO4, a spin-glass like state has been reported at this critical doping x ~ 0.05. However, 

due to the tendency of HTS towards spatial doping inhomogeneites it is unclear whether this kind 
of decay of the long-range AF order is intrinsic. 
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Fig. 13. Schematic HTS tem-
perature-doping phase diagram 
dominated by the interplay of 
antiferromagnetism (“AF”) and 
superconductivity (“SC”) [50, 
206, 207, 208]. 

achieved. On further doping, the critical temperature decreases again until finally (x ≥ 0.27 for 
La2-xSrxCuO4) only normal conducting behavior is observed39.

The rise and fall of Tc as a function of doping leads to the classification of the 
corresponding regions of the chemical phase diagram (see Fig. 13) as "underdoped" and 
"overdoped" regimes, respectively. At a first glance, the physical properties of these two 
regimes seem to be not so different for the SC state40, but they are dramatically different for 
the normal state: In the underdoped regime for temperatures far above Tc, even up to room 
temperature, a peculiar redistribution of electronic states in the energy spectrum is observed in 
the vicinity of the Fermi energy resembling the features of a SC energy gap [214,215]. The 
critical temperature T* associated with this "pseudogap" energy decreases monotonically on 
doping, in stark contrast to the monotonic increase of Tc in this doping regime (see Fig. 13). In 
the overdoped regime, in electron spectroscopy only a regular SC gap is identified. This is 
widely interpreted as coincidence of the SC gap and the pseudogap, which is hence regarded 
as a precursor of the SC gap [216]. However, from other experiments it has been concluded 
that T*(x) may actually continue its rapid decrease as a function of doping x “inside of the SC 

39  This doping scenario has bee suggested to be even quantitatively universal with respect to the 
concentration x of holes or electrons in the CuO2 planes [206] albeit with a large asymmetry 
between hole- and electron-doping (actually, there is no principal reason for electron-hole doping 
symmetry since different electronic states are affected; see Fig. 11), and with individual Tc and TN

parameters for each HTS compound (see Fig. 13). However, at least for the R-123 HTS family 
there is a substantial deviation of Tc(x) from this “Tallon” parabola, with a Tc maximum around x ~ 
0.25 and a “dent” or “plateau” at x ~ 0.15 [209,210,211].

40  The SC condensation energy is lower [212] and the SC anisotropy is stronger in the underdoped 
regime [213], featuring an even more 2-dimensional character with stronger SC fluctuations. 
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dome”, i. e., below Tc, and that the pseudogap actually vanishes at a critical value xc close or 
even identical to the optimal doping [206]. 

The so-called normal state of HTS is not at all "normal" according to the laws of 
conventional metal physics. In fact, it is now considered to be even more astonishing than the 
SC state. Early on, the dependencies of its physical properties were found to be highly unusual 
[217,218]. For optimally doped HTS, a linear temperature dependence of the electrical 
resistance ρ(T) = ρ0 + ρ1T is observed over the entire accessible temperature range up to 
1000 K with essentially the same slope ρ1 for all HTS compounds41 [217]. In spite of a well-
developed Fermi surface [219,220,221,222], a Landau Fermi-liquid (“FL”) description of 
these dependencies necessitates the assumption of a strangely modified excitation spectrum 
("Marginal Fermi Liquid") [223]. As another indication of the breakdown of the Landau FL 
theory, in optimally (electron-)doped Pr2-xCexCuO4 with the SC state quenched by a magnetic 
field the Wiedemann-Franz relation of charge and heat transport seeems to be not obeyed even 
in the limit T → 0 K42 [224]. 

In photoelectron spectroscopy, in the energy spectrum of the normal state no sharp 
quasiparticle peaks are observed, but only very broad features [50,230,231]. This can no 
longer be attributed to insufficient sample quality43 or intrinsic problems of photoelectron 
spectroscopy [233,234]: In the SC state, already even slightly above Tc, on top of these broad 
features distinct quasiparticle peaks appear at energies right above the pseudogap. These peaks 

41 ρ(T) ≈ ρ0 + ρ1T
α  with α < 1 for underdoped HTS. α → 2 for overdoping indicates the 

“normalisation“ towards a regular Fermi liquid description of the normal state resistivity. 
42 PCCO was selected for this experiment since a comparatively low, technically readily accessible 

Hc2 ≤ 14 T is believed to allow a magnetic suppression of superconductivity [224]. However, even 
if such a magnetic field is sufficient to destroy the phase coherence of the Cooper pairs in HTS, the 
SC pairing appears to be rather insensitive to these fields [225]. This argument, derived for hole-
doped HTS, may also apply to electron-doped HTS such as PCCO where magnetic fields of the 
order of 10 T have a much more dramatic effect on the physical properties than for hole-doped 
HTS [208]. Nevertheless, measurement of the voltage induced by vortex flow in a driving 
temperature gradient (Nernst effect [226]) in magnetic fields up to 45 tesla seems to allow a more 
precise determination of Hc2 [24]. Such measurements indicate in fact, e. g., Hc2 (T → 0) = 10 T for 
optimally electron-doped Nd2-xCexCuO4 ("NCCO"; xopt = 0.15) in contrast to Hc2 (T → 0) ~ 60 T for 
optimally hole-doped Bi-2212. Recent experiments on overdoped Tl-2201 [227], LSCO [228] and 
optimally doped Bi-2201 [229] indicate the validity of the Wiedemann-Franz relation for these 
hole-doped HTS compounds. 

43 Bi-2212 is the HTS best-suited for photoelectron spectroscopy experiments [232] since the lattice 
can easily be cleaved in-between two adjacent BiO layers which are only weakly (“van-der-
Waals“) bonded. This leads to a micaceous material consistency (pure single-crystalline films can 
easily be wiped away by cotton wool) which offers good prospects for undegraded sample surfaces 
after cleaving in vacuum. Detwinned YBCO single crystals have meanwhile reached sufficient 
surface perfection as well [139]. However, the analysis of the quasiparticle peaks is complicated 
here by a low-energy surface state which is probably due to the cleaving of the lattice in-between a 
CuO chain layer and a BaO layer. Similar concerns have to be borne in mind for other HTS 
materials without a suitable cleavage plane. 
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become continuously sharper towards lower temperatures44 [237]. This looks quite like the 
opposite of the familiar BCS scenario of a condensation of elementary normal state quasi-
particles into a complex SC many-particle state [5,238] and gave rise to the speculation that 
charge may not be a good quantum number for the quasiparticles associated with the 
pseudogap state45.

Another amazing experimental finding was the discovery of vortex-like excitations in the 
pseudogap phase of underdoped HTS well above Tc [240,241,242,243], which indicate the 
presence of strong SC fluctuations [216,225,244] even in this normal state. This points to the 
idea of "preformed (Cooper) pairs" [245] which exist already above Tc as noncoherent 
fluctuations and achieve coherent behavior only at lower temperature after condensation into 
the SC state. For spatially localized pairs as suggested for HTS by their small coherence 
length (e. g. for (optimally doped) YBCO: ξab = 1.6 nm, ξc = 0.3 nm for T → 0 K [175]; lattice 
parameters: a = 0.382 nm, b = 0.389 nm, c = 1.167 nm [66]), such a preforming of pairs is 
much easier to imagine than for the cloud of spatially strongly overlapping pair states 
associated with the BCS description of conventional superconductors. 

In this spirit, the difference between the underdoped and the overdoped regime has been 
attributed to a doping-induced crossover from the Bose-Einstein (“BE”) condensation of 
preformed pairs in underdoped HTS, to a BCS pair-state formation in overdoped HTS 
[246,247]. The assumption that the pseudogap is a redistribution of the electronic states due to 
incoherent pair formation is tantamount to identifying the pseudogap as precursor of the BCS 
gap ∆ which directly measures the binding of electrons into Cooper pairs. Even in the 
description of conventional superconductors the superfluid density ρs introduces a second 
temperature scale besides ∆ [246]: ρs plays the role of a phase stiffness which measures the 
ability of the SC state to carry a supercurrent. In conventional superconductors, ∆ is much 
smaller than the energy associated with ρs, and the destruction of superconductivity begins 
with the breakup of electron pairs. However, in cuprates the two energy scales seem to be 
more closely balanced. Actually, in underdoped materials the ordering is apparently reversed, 
with the phase stiffness now being the weaker link. When the temperature exceeds the critical 
temperature associated with ρs, thermal agitation destroys the ability of the superconductor to 
carry a supercurrent while the pairs continue to exist [248,249]. According to this 
phenomenological interpretation of the pseudogap, Tc would be defined here by ρs and not by 
∆ as in the case of conventional superconductors. 

Another suggestion is that the pseudogap is due to a "hidden order" [250]. The favorite 
candidate for HTS cuprates is a dx2-y2 density wave state (see Fig. 14) which was already 

44 The peak amplitude is apparently proportional to the superfluid density: In experiments on Bi-2212 
samples with a broad variety of doping levels [235], the amplitude of these quasiparticle peaks 
measured at low temperature has been determined to show more or less a Tc-parabola-like behavior 
as a function of doping, very similar to the behavior of the low temperature superfluid density 
measured in µSR, or of the jump of the specific heat coefficient at Tc [236]. 

45 The charge-detection principle of photoelectron spectroscopy would then imply the observation of 
superpositions of quasiparticle states with the consequence of a respective energy broadening. This 
argument has been discussed in the context of spin-charge separation as predicted by RVB theory 
[51,52,167,239].
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discussed in the late 1980s as ground state in HTS-oriented model calculations46 [251,252],
and which is also in agreement with the d-wave characteristics of the pseudogap as observed 
in photoelectron spectroscopy [253,254]. This dx2-y2 density wave state is a particular example 
for a recently suggested extension of charge density waves (CDWs) to more general density 
waves based on the condensation of particle-hole pairs of a certain angular momentum into a 
BCS-like many-particle state [255]. This results in an energy gap for single-particle 
excitations, in close analogy with the usual BCS formalism. Conventional CDWs are 
conceived in this framework as s-density wave states where the charges are subject to a 
coherent, but in this case merely translatory motion. For non-zero angular momentum density 
wave states, additional synchronization of orbital motion comes into play. On a lattice, non-
zero angular momentum density wave states correspond to patterns of circular bond currents 
(see Fig. 14), which describe perfectly synchronized hopping processes. This mechanism 
enables a charge transport without strong hindrance by mutual Coulomb repulsion. 

Another attractive feature of the dx2-y2 density wave state approach to the pseudogap is that 
the universal HTS-Tc parabola as a function of doping can be explained quantitatively in a 
Ginzburg-Landau approach in terms of a competition between dx2-y2 superconductivity based 
on particle-particle (hole-hole) pairing, and the dx2-y2 density wave state based on particle-hole 
pairing [250]. A major difference between the respective energy gaps is that the SC gap 
remains fixed at the Fermi energy while the dx2-y2 density wave depends on the doping. In 
mean-field approximation it is found to be fully developed only at half filling of the energy 
band. It becomes reduced for both doping directions and vanishes towards either complete 
filling or full depleting. Physically this can be understood from the discussed property of the 
dx2-y2 density wave state that it allows a charge transport avoiding strong Coulomb repulsion. 
This energy reduction is most effective for half filling whereas no gain of correlation energy 
can be expected for the motion of single electrons or holes across the empty lattice. 

Fig. 14. dx2-y2 density wave on a CuO2

lattice based on bond currents (yellow) 
summing up to circulating currents of 
alternating orientation (orange/green). 

46 Here it was called “Staggered Flux“ state due to the magnetic flux generated by the circulating 
currents (see Fig. 14). 
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The neighborhood of the pseudogap and superconductor phases to the AF phase in the 
temperature-doping phase diagram points to a spin-related superconductivity mechanism. 
Starting out from static AF order for the undoped case, it is plausible that on increasing the 
doping strong AF correlations will persist in the underdoped pseudogap regime. Actually, 
neutron scattering experiments show that the Bragg peaks which result from the doubling of 
the real space unit cell due to antiferromagnetism survive in broadened versions, at least in the 
form of spin fluctuation patterns which can be probed by inelastic neutron scattering (INS) 
[256,257]. Surprisingly, in the underdoped regime for T < T* the single peaks in reciprocal 
space found in the insulator split into four, each displaced in orthogonal directions by a small 
amount (see Fig. 15 a) [256,257,258,259,260,261,262,263,264]. 

This scattering had at first been interpreted in terms of spin fluctuations described by linear 
response theory, which corresponds to sinusoidal spin density waves (SDW) fluctuating 
slowly in space and time47 [265]. Spin waves are the Goldstone modes with respect to the AF 
order parameter and are therefore expected as low energy excitations. However, the measured 
energy dispersion is not compatible with conventional SDWs. Nevertheless, the INS k-space 
pattern points to modified spin waves [257]. A prominent suggestion was that the charges 
introduced by doping into the AF spin lattice may align in equidistant rows to form parallel 
"stripes" in transversal orientation to the spin wave, thus forming a charge density wave 
running in the same direction but with half the spatial period of the corresponding spin wave48

[266,267,268;261,262]. This construction results in perfect commensurate AF spin domains 
extending over half a spin wave period, enclosed by charge stripes. Here a phase jump occurs 
so that the spin pattern of the neighboring AF domains appears to be spatially shifted by one 
lattice position. Stripes have been suggested to constitute a fundamental structural element of 
the ground state of all doped AF insulators arising from a competition between phase 
separation (the tendency of an AF insulator to expel doped holes) and the long-range part of 
the Coulomb interaction49 [272,273]. The incommensurability ε50 increases monotonically 
with doping up to optimal doping where it saturates at ε ~ π/4. A quantitative description of 
this experimental incommensurability-doping relation [50] was given by the concept of 
"metallic stripes" [275,276,277,278] where only every other “spin”, i. e., hole along with its 
spin, is removed from the stripe positions: The remaining spins delocalize along the stripe 
forming metallic zone separating the AF domains. 

The original stripe proposal [261,262] assumed one-dimensional stripes following a much 
earlier theoretical suggestion [266,267]. The four peaks (π ± ε, π ± ε) were believed to stem 
from a superposition of the signals (π ± ε, π) and (π, π ± ε), e. g., from the two twin domains 

47 An effective correlation length of ~ 20 nm has been derived from the width of the scattering peaks 
[262]. This corresponds to an extension of the spin fluctuations over ~ 50 unit cells. 

48 INS observations of a broadening of the linewidth of phonons stemming from the motion of planar 
oxygen atoms had been interpreted as evidence for the existence of charge stripe fluctuations 
[269,270]. However, this interpretation has been disproved by later INS measurements [271]. 

49 This interpretation was inspired by measurements on La2-x-yRySrxCuO4 where partial substitution of 
La by R = Nd [261] or R = Eu [274] condenses the spin fluctuation into a static spin wave.  

50  measured as the splitting of the AF Bragg peak (π,π) → (π ± ε, π ± ε)
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of the usually twinned single crystal samples. INS measurements on partially detwinned 
samples seemed to back up this argument [279]. However, recent INS experiments on fully 
detwinned YBCO single crystals [280] as well as LSCO [281] showed that this decomposition 
is not appropriate. The correct Fourier transformation of the full INS k-space pattern leads to 
the 2-dimensional real space pattern as shown in Fig. 15 where the stripes run in “diagonal” 
spatial directions, in stark contrast to the reported naive interpretation of the INS Fourier 
peaks. Assuming again half-filling of the metallic stripes, the 2-dimensional stripe pattern 
reproduces equally well the experimental incommensurability-doping relation. Surprisingly, 
this stripe pattern was already presented in the original “stripe” paper as an alternate 
suggestion [267]. 

What has not yet been noticed is that it fits perfectly the “checkerboard” pattern which is 
observed in atomic resolution Scanning Tunneling Microscopy (STM) on Bi-2212 samples51

[284] (Fig. 15 (e)) ! The caveat is that the STM pictures reproduce a static phenomenon 
whereas INS measures dynamic excitations52 [285]. Nevertheless, pinning forces acting on 
these non-conventional spin-and-charge density waves may explain the actually observed tiny 
static spatially periodic charge accumulations53. The “checkerboard” pattern was first seen in 
STM only in the low-temperature SC regime. It has been interpreted in terms of elastic 
scattering between characteristic regions (gap nodes) of the Fermi surface as observed in 
photoelectron spectroscopy [286,287]. The observed spatial periodicity was attributed to the 
difference of the k-space wave vectors around the gap nodes on the Fermi surface to where the 
scattering is energetically restricted by the SC gap (see Fig. 16). Recent STM measurements 
on slightly underdoped Bi-2212 found such modulations above Tc as well and attributed it to 
the energetic restrictions introduced by the pseudogap [288]. 

The topical question is whether this scattering is only an artifact of the STM observation or 
if it is already present in the HTS material as a particular spin-charge density wave [289]. The 
indicated compatibility of the collective spin excitation “stripe” pattern derived from INS with 
the STM “checkerboard” charge pattern speaks in favor of the latter one as the basic physical 
entity and against the idea that this real space pattern is only a mirage generated by the STM 
observation due to interference of single-particle excitations. 

51 Erroneous indications of the real space direction of the experimental stripes are widely encountered 
in literature. This confusion is mainly due to the counterintuitive result of the Fourier 
transformation (see caption of Fig. 15). The differerent crystallographic notations used for 
orthorhombic and tetragonal LSCO where the first stripe formation was observed by INS may be 
additionaly confusing: The so-called orthorhombic a- and b- directions of LSCO are rotated by 45°
with respect to their tetragonal counterparts which are commonly denoted in literature as “HTS a
and b axes” [282,283]. 

52 Only in the case of La2-x-yRySrxCuO4 with partial substitution of La by R = Nd [261] or R = Eu 
[274] for the doping x = 1/8 the spin fluctuation is condensed to a static spin wave, however, with 
the consequence of the disappearence of superconductivity [260].  

53 The dislocations in the STM picture Fig. 15 e indicate the presence of such pinning centers. 
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(a) (b)

(c) (d)  (e)
Fig. 15. (a) Schematics of the incommensurate low-energy INS k-space spectrum [263]. 
(b) Schematics of the corresponding harmonic spin wave real space pattern for ε = π/4, the 
incommensurability observed for optimally and overdoped HTS [259]: 

f(x,y) =  cos(π x) × cos(πy) × cos({π/8}{x + y}) × cos({π/8}{x - y})

  = [cos(AR) + cos(BR)] × [cos(aR) + cos(bR)] / 4 

  =  [cos({A+a}R) + cos({A-a}R) + cos({A+b}R) + cos({A-b}R)
      + cos({B+a}R) + cos({B-a}R) + cos({B+b}R) + cos({B-b}R) ] / 8 

  = [exp(i{A+a}R) + exp(i{A-a}R) + exp(i{A+b}R) + exp(i{A-b}R)
   + exp(i{B+a}R) + exp(i{B-a}R) + exp(i{B+b}R) + exp(i{B-b}R)
     + exp(-i{A+a}R) + exp(-i{A-a}R) + exp(-i{A+b}R) + exp(-i{A-b}R)
    + exp(-i{B+a}R) + exp(-i{B-a}R) + exp(-i{B+b}R) + exp(-i{B-b}R)] / 8

with R = (x,y), A = (π,π), B = (π,-π), a = (π/4,0), b = (0,π/4). 54

(c) 2d-stripe distortion of the harmonic spin wave pattern (b). (d) Schematical representation of 
pattern (y) with “diagonal” metallic stripes separating insulating AF spin domains. (e) Fourier-filtered 
dI/dV real space pattern observed in STM over a 16 nm x 16 nm scan area of a slightly overdoped Bi-
2212 single crystal (adapted from [284]). Figure (y) is integrated as appropriately scaled inset.  

54 cos(α + β) + cos(α - β) = 2 cos(α) cos(β). The high-energy part of the incommensurate INS k-
space spectrum has recently been determined to be described alike [264], but by a = (ε,ε) and b =
(ε,-ε). This leads thus to f(x,y)= cos(π x) × cos(πy) × cos(εx ) × cos(εy), i. e., a “parallel“ 2d-stripe 
pattern.
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Fig. 16. Schematics of the HTS Fermi 
surface with a d-wave-like gap and indicated 
scattering between the nodal points of the 
energy gap. 

This discussion has interesting aspects for general physics. For a dx2-y2–gapped Fermi 
surface, quasiparticles in the nodal regions make up the low-energy excitations (see Fig. 16). 
Time reversal symmetry connects the four nodal regions into two nonequivalent, but 
symmetry related pairs. Quasiparticles of either of these two pairs can be regarded as 
identicalparticles except for different “flavor” in the language of elementary particle physics. 
If the discussed “stripe-checkerboard” spin-charge agglomerations represent the basic physical 
entities these two pairs of quasiparticle excitations would also be intrinsically connected as a 
consequence of the energetic preference of the 2-d compared to the 1-d stripe configuration. 
As a nice toy model for quarks, this amounts to a ”confinement” of two such single-flavor 2-d 
particles. It is charming to speculate that in our 3-d real world this argument would require a 
respective ”confinement” of three 3-d particles as it is in fact observed for quarks. Moreover, 
this reasoning puts a question mark on the very idea of “elementary particles” which may turn 
out as artificial constructions for a single-particle description of many-body phenomena. 

As a speculative summary of the presented HTS physics concepts, the stripe idea of an 
electronic phase separation in doped AF insulators may be extended into the following 
picture: The AF insulator bulk likes to get rid of the holes in order to maximize the exchange 
energy. The d- density wave state with its energetic preference for a “half-filling” environment 
provides a suitable mechanism for the formation and coherent connection of pure AF islands. 
The holes like to aggregate in a spatially extended metal state in order to reduce their kinetic 
exchange energy. An electronic phase separation into AF insulator islands surrounded by 
metallic 2-d network of stripes as shown in Fig. 15 c + d may be the energetically most 
favorable compromise55. As long as this spin-charge agglomeration is subject only to minor 
pinning forces it remains a mobile phenomenon, with the d-density wave as collective 
transport mechanism based on coherent particle-hole currents. The occurrence of 
superconductivity in the metallic stripe channels would hence be only a parasitic effect. 

These recent findings and speculations show that the investigations on cuprate HTS gave 
and still give rise to novel theoretical concepts in solid state physics which may provide again 
new input for elementary particle physics. 

55 1-d stripes were shown to face the “spaghetti” stability problem of getting in too close touch with 
each other [290]. Model simulations seem to result usually in electronic 2d-foam with metallic 
membranes around AF islands [268]. 
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3.8 TECHNICAL APPLICATIONS

The development of technically applicable HTS materials has progressed on several routes. 
Epitaxial YBCO [291,292] and Tl-HTS (Tl-2212) [293] thin films achieve excellent SC 
properties (Tc > 90 K; critical current density Jc (77 K, 0 T) > 106 A/cm2; microwave surface 

resistance Rs(77 K, 10 GHz) < 500 µΩ, Rs(T,f) ∝ f
2

) that are well suited for superconductive 
electronics. They are already in use in commercial and military microwave filter systems (see 
Fig. 17). Since the HTS deposition takes place at 650 – 900 °C the thermal expansion 
coefficients of the substrates and the HTS films have to match or else the different contraction 
of HTS film and substrate on cooling to room or even cryogenic temperature will lead to 
mechanical stress which can be tolerated by the film only up to a certain maximum thickness 
without crack formation [295]. This limits the thickness of YBCO films on the technically 
most interesting substrates silicon and sapphire to ~ 50 nm [296] and ~ 250 - 300 nm [297], 
respectively. 

YBCO Josephson junctions based either on Josephson tunneling through ultra-thin 
artificial barriers [298,299,300,301] or on the Josephson junction behavior of HTS grain 
boundaries [302,303,304,305,306,307] have become available with a reproducibility of the 
critical currents of about ± 10%. They can be used for the construction of highly sensitive 
SQUID magnetic field sensors. For 77 K operation a field resolution of ~ 10 fT has already 
been demonstrated [35] which compares favorably with the record resolution of ~ 1 fT of Nb 
SQUIDs operated at 4 K. Recent success in the fabrication of YBCO-Au-Nb ramp-type 
junctions [308] enables now the use of the d-wave symmetry related π phase shift as a new 
functional principle for the construction of novel electronic devices.

Among other types of HTS contacts, intrinsic Josephson junctions (IJJs) in Bi-HTS 
[309,310,311,312] are of technical interest. These junctions are formed by the layered crystal 
structure itself, with adjacent CuO2 double layers acting as the superconducting electrodes and 

Fig. 17. Microwave filter based 
on seven YBCO resonator 
stripes [294]. 
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the BiO and SrO layers acting as the nonsuperconducting barrier layers. Stacks of IJJs can be 
realized by patterning single crystals or thin films into mesa structures consisting of between 
one and up to some hundreds of IJJs. Even two-dimensional arrays containing many 
thousands of IJJs can be formed using a two-dimensional fabrication technique. Besides from 
Bi-HTS stacks of IJJs have been realized from Tl-HTS [313] and also from oxygen deficient 
YBCO [314]. 

HTS single crystals are not suitable for applications due to their small size and their low Jc

values as a consequence of a low density of pinning centers. However, the “quick and dirty” 
version melt-textured 123-HTS bulk material can be grown reproducibly in sizes up to a 
diameter d = 6 cm even in complex shapes56 [315], it shows superb magnetic pinning 
properties and is already tested as high-field permanent magnets, e. g., in magnetic bearings 
and motors [316]. Strong pinning allows the "freezing" of high magnetic fields, e. g., in single 
domain cylinders with a diameter of 30 mm an induction of 1.3 T can thus be fixed at 77 K 
[315], 17 T at 29 K has been demonstrated in-between two such samples [317]. This exceeds 
the potential of conventional permanent magnets based on ferromagnetic spin polarization by 
an order of magnitude and can be used for high-field "cryomagnets". The present field limit 
does not stem from the pinning, but from the involved mechanical forces, which exceed at 
high fields the fracture toughness of the YBCO ceramic [318]. The combination of melt-
textured YBCO with permanent magnets leads to levitation properties that are attractive for 
bearing applications. In contrast to classic magnetic bearings, SC magnetic bearings are self-
stabilizing due to flux pinning. The levitation forces with densities > 10 N/cm2 and the 
stiffness are already limited by the magnetic field strength of the permanent magnet 
[319,320,321]. 

In spite of the ceramic nature of the cuprate oxides, flexible HTS wire or tape conductor
material can be obtained either by embedding thin HTS filaments in a silver matrix or by HTS 
coating of metal carrier tapes.  

Bi-HTS /Ag tapes with cross sectional areas of ~ 1 mm2 (Bi-HTS fill factor < 40 % [322]) 
are commercially available and can transport critical currents Ic (77 K, 0 T) up to 130 A [323] 
over km lengths. In the “Powder-in-Tube” fabrication, Ag tubes are filled with Bi-HTS 
precursor powder and are subject to various thermomechanical processing steps where the 
tubes are flattened out to tapes that include the Bi-HTS material as thin filaments. The 
fragility of the Bi-22(n-1)n grains along neighboring Bi-oxide planes57 is the physical origin 
for the successful mechanical alignability of the Bi-HTS grains by means of rolling or 
pressing which orients the grains preferably with the ab-planes parallel to the tape surface. 
Silver is the only matrix material that does not chemically react with HTS compounds and 
allows in addition sufficient oxygen diffusion. The common melting of Ag and Bi-HTS 
around ~ 850°C leads to a close mechanical and electrical contact that helps to bridge non-SC 
regions by means of low-resistivity shorts. Critical issues for technical applications of Bi-
HTS/Ag conductors are the cost and the softness of Ag. 

56 comparable to what has been achieved in NdFeB permanent magnets. 
57 The two BiOx layers in the charge reservoir layers SrO/(BiOx)2/SrO of the Bi-HTS are attached to 

each other only by weak van-der-Waals-like bonding. 
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Bi-2223/Ag tapes with Tc > 100 K allow operation at LN2 temperature [324,325,326]. 
However, the upper field limit of ~ 1 T at 77 K due to the pancake vortex disintegration of 
magnetic flux lines (see Fig. 7) [327] restricts the LN2 operation of Bi-2223 tapes to low-field 
applications such as cables [328,329] or transformers. For extremely high magnetic field 
applications at low temperature operation, Bi-2212 conductors are economically more 
attractive than Bi-2223 tapes due to simpler processing and thus lower fabrication cost [330]. 
The fabrication of a complex standard conductor for accelerator magnets has already been 
demonstrated [331]. Another development aims at insertion magnets for 30 T class magnets 
where the Bi-HTS coils have to generate an additional field of several Tesla in a background 
field of ~ 20 T 58 [332]. The targeted high-field NMR application requires the persistent mode 
operation of the SC magnet system in order to fulfill the extreme temporal stability 
requirements based on an extremely slow decay of the supercurrents [333]. 

Cost arguments have always been in favor of HTS coating of simple robust metal carrier 
tapes. However, the major advantage would be the high-current operation in magnetic fields 
up to ~ 10 T at liquid nitrogen temperature. Meanwhile, Jc (77 K, 0 T) ~ 1 MA/cm2 is
achieved in YBCO-coated tapes over a length of ~ 10 meters59. If this performance can be 
extended within the next few years to a commercial status comparable to the present situation 
for Bi-2223/Ag conductors, the US military would be highly interested in respective small-
size/high-power transformers, motors, generators, cables etc. for the next generation of 
“purely electric” tactical aircrafts without hydraulics [334] and “stealth” battleships [335]. 

Comparing the 18 years since HTS discovery with the time frame of about 50 years that 
classical superconductors and semiconductors required to establish as reliable high-tech 
materials these achievements of HTS applications are truly amazing. Nevertheless, there is 
still no “killer application” where HTS could prove its ability to provide a unique technical 
solution required in order to realize a broad-impact technology as it had been the case with 
MRI magnets for classical superconductors. The lesson from this example is that this 
breaktrough will probably happen in an application field which noone has even thought of 
today [336]. Until then, again in analogy with classical superconductors, HTS materials will 
probably find their main use in some niche applications, in particular in scientific research, 
where they have the chance to finally reach the status of a readily available mature technology. 

58 Present state of the art is the generation of an extra 5 T field by a Bi-HTS coil (at 4.2 K) on top of a 
20 T background field, adding up to a total field of the SC coil system of > 25 T [26]. 

59  For HTS conductor materials, the current density criterion Jc (77 K, 0 T) ≥ 1 MA/cm2 has turned 
out to be good practical indicator for a sufficiently weak-link free microstructure. In principal, a 
lower Jc  level would be satisfactory as long as a total current capability of the conductor of ≥ 100 
A can be achieved. However, with the only exception of Bi-HTS/Ag tapes Jc (77 K, 0 T) < 
1 MA/cm2 have been found to show a large reduction of the current capability in external magnetic 
fields due to weak links. In addition, it indicates that the reproducibility is not yet sufficient with 
respect to the fabrication of longer length conductor material. 
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4. OTHER OXIDE SUPERCONDUCTORS 

The discovery of superconductivity in the bismuthate BaPb1-xBixO3 in 1975 with a (in those 
days) rather high Tc ~ 13 K for x ~ 0.25 [337,338] raised great interest in the mechanism of 
superconductivity in this (at that time) quite exotic oxide compound with a low density of 
states at the Fermi level. The HTS cuprates soon chased away that exotic touch in spite of the 
rise of Tc to > 30 K in Ba1-xKxBiO3 (“BKBO”; x ~ 0.35) in the middle of the HTS bonanza 
days [339]: Tunneling showed clean gap structures consistent with weak-to-moderate 
coupling BCS theory [340]. The simple pseudocubic ABO3 solid solution structure of a 
nonlayered nature derived for BKBO [341,342], with barium and potassium randomly 
occupying the A position, seemed to exclude for the SC phase the ordered, 3D charge-density 
wave (“CDW”) arrangement of Bi(4-δ)+O6 and Bi(4+δ)+O6 octahedra (0 < δ << 1) that renders 
the parent compound BaBiO3 insulating. 

In contrast to the HTS cuprates, it is not Coulomb correlation but this structural instability 
– in combination with charge disporportionation and in a 3D analog of the 1D Peierls gap 
formation – that causes the gap at the Fermi level for the undoped parent compounds. Just like 
in HTS cuprates, superconductivity is effected by introducing hole carriers into the 
stoichiometric parent compound, in this case by K or Pb doping. However, the doping 
dependence of Tc is very different from the HTS doping scenario: For BKBO, the maximum 
occurs right at the metal-insulator transition at x = xc ~ 0.35 when metallicity sets in; for 
x > xc, Tc rapidly decreases and finally disappears at the K solubility limit x ~ 0.65. 

Actually, recent investigations indicate that CDWs do survive, in part, for all K or Pb 
doping levels and coexist with the doped hole states, which, in the case of BKBO, turn out to 
be bipolaronic in nature and originate from Bi5+O6 octahedra. In fact, a complex interplay of 
the remaining CDWs with the different electronic states introduced by the two doping routes 
is responsible for metallicity and superconductivity [338]. Recently, evidence has been 
reported for a non-cubic, non-centrosymmetric crystal structure of SC BKBO. This would 
point to a more layered electronic character and a closer analogy to the cuprate HTS 
compounds [343], but without their restrictions of the spin degrees of freedom by d-shell 
Coulomb correlation effects. 

The extensive search for other SC transition metal oxides following the discovery of the 
cuprate HTS came in 1994 across strontium ruthenate (Sr2RuO4), a layered perovskite with an 
almost identical crystal structure as the cuprate HTS La2-xSrxCuO4 ("LSCO"), albeit only with 
a Tc ~ 1.5 K [344]. In both materials the conduction electrons stem from partially filled 
d-bands (of the Ru or Cu ions, respectively) that are strongly hybridized with oxygen 
p-orbitals. In contrast to the nearly filled Cu 3d-shell in HTS with only one hole state, in 
Sr2RuO4, in the formal oxidation state of the ruthenium ion Ru4+ four electrons are left in the 
4d-shell. The closely related ferromagnetic material SrRuO3 shows the inherent tendency of 
Ru4+ towards ferromagnetism. Hence, in analogy with the HTS cuprates, where on doping the 
AF ground state of the parent compounds seems to “dissolve” in spin-singlet Cooper pairs in a 
d-wave orbital channel, it was suggested that the superconductivity in Sr2RuO4 is brought 
about by spin-triplet pairing where the Ru ions “release“ parallel-spin, i. e., triplet Cooper 
pairs in p-wave or even higher odd order angular orbital channels. 
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RuSr2GdCu2O8 (Ru-1212) is a ruthenate-cuprate hybrid containing both CuO2 and RuO2

layers. It fits into the elucidated cuprate HTS layer structure scheme (see Fig. 3) substituting 
the Ca of the canonical 1212-HTS structure (or the Y in YBCO, or the RE in RE-123, 
respectively) by Gd to render CuO2/Gd/CuO2 stacks, separated by a SrO “wrapping layer” 
from the RuO2 layers as ”charge reservoir layers”. Like rare-earth borocarbides (see chapt. 7), 
Ru-1212 and some other closely related rutheno-cuprate compounds display ferromagnetism 
and superconductivity coexisting on a microscopic scale [345], with TCurie ~ 135 K and Tc up 
to 72 K for Ru-1212. The CuO2/Gd/CuO2 stacks are believed to be responsible for the 
superconductivity, whereas the (ferro)magnetic ordering arises from the RuO2 layers. A clear 
intrinsic Josephson effect shows that the material acts as a natural superconductor-insulator-
ferromagnet-insulator-superconductor superlattice [346]. Electronic phase separation as 
discussed for underdoped cuprates resulting in domains that are both SC and AF separated by 
ferromagnetic boundaries has been suggested as a possible explanation [347]. 

Cobaltates are a very recent entry in the SC oxide zoo. Tc = 4.5 K has been achieved in 
hydrated sodium cobaltate Na0.3CoO2•1.4 H2O [348]. Na provides here the doping charge. The 
intercalation of water which increases the separation between the CoO2 layers seems to be 
essential for the onset of superconductivity: Na0.3CoO2•0.6 H2O, with the same Co formal 
oxidation state but substantially less separation between the CoO2 layers is not SC [349]. This 
triggered theoretical interest in this compound, since it could hence provide an experimental 
test field for investigating the transition from a 3-dimensional to a 2-dimensional nature of the 
charge carriers which is believed to play a major role for the high Tc of cuprate HTS. A major 
difference is the triangular lattice geometry of the CoO2 layers (see Fig. 18) which introduces 
magnetic frustration into the Co spin lattice, in contrast to the square lattice geometry of Cu 
ions in cuprate HTS which favors unfrustrated AF spin orientation. 

A recent report on superconductivity in pyrochlore oxides (Tc = 9.6 K in KOs2O6,
Tc = 6.3 K in RbOs2O6, Tc = 3.3 K in CsOs2O6 ) [351] with a triangle-based crystal structure 
which is even more subject to magnetic frustration is a further indication that magnetic 
frustration is apparently not a no-go criterion for superconductivity [352]. 

Fig. 18. Schematics of the layer structure of hydrated sodium cobaltate Na0.3CoO2•1.4 H2O
and atomic microstructure of the basic cobalt oxide triangular plaquets [350].
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5. HEAVY FERMION SUPERCONDUCTORS 

Heavy-Fermion (HF) systems are stoichiometric lanthanide or actinide compounds whose 
qualitative low-temperature behavior in the normal state closely parallels the one well-known 
from simple metals. The key features are the specific heat which varies approximately linearly 
C ~ γ T, the magnetic susceptibility which approaches a temperature independent constant 

(0)χ  and the electrical resistivity which increases quadratically with temperature 
2

0( )T ATρ ρ= + . The coefficient γ ~ 1 J / mole K2 as well as (0)χ  are enhanced by a factor 

of 100 1000−  as compared to the values encountered in ordinary metals while the 
Sommerfeld-Wilson ratio [π (kB)2 (0)χ ] / [3(µB)2 γ] is of order unity. The large enhancement 
of the specific heat is also reflected in the quadratic temperature coefficient A  of the 
resistivity A ~ γ2. These features indicate that the normal state can be described in terms of a 
Fermi liquid. The excitations determining the low-temperature behavior correspond to heavy 
quasiparticles whose effective mass *m  is strongly enhanced over the free electron mass m. 
The characteristic temperature *T which can be considered as a ficticious Fermi temperature 
or, alternatively, as an effective band width for the quasiparticles is of the order 10 – 100 K. 
Residual interactions among the heavy quasiparticles lead to instabilities of the normal Fermi 
liquid state. A hallmark of these systems is the competition or coexistence of various different 
cooperative phenomena which results in highly complex phase diagrams. Of particular interest 
are the SC phases which typically form at a critical temperature Tc ≤ 2 K60.

The discovery of superconductivity in CeCu2Si2 [11] forced condensed-matter physicists to 
revise the generally accepted picture of the electrons occupying the inner shells of the atoms. 
Traditionally, the corresponding states were viewed as localized atomic-like orbitals which are 
populated according to Hund's rules in order to minimize the mutual Coulomb repulsion. This 
leads to the formation of local magnetic moments which tend to align and which are weakly 
coupled to the delocalized conduction electrons. The latter were viewed as "free" fermions 
which occupy coherent Bloch states formed by the valence orbitals of the atoms. An attractive 
residual interaction among the conduction electrons causes the normal metallic state to 
become unstable with respect to superconductivity. The Cooper pairs which characterize a 
superconducting phase are broken by magnetic centers. The damaging effect of 4f- and 5f-ions 
was well established by systematic studies of dilute alloys. 

The key to the understanding of the origin and the nature of the unanticipated 
superconductivity in CeCu2Si2 [11] lies in a better appreciation of the physics of the highly 
unusual normal state out of which it forms. The characteristic features summarized above 
show that the magnetic degrees of freedom of the partially filled f-shells form a strongly 
correlated paramagnetic Fermi liquid with an effective Fermi energy of the order of 1-10 
meV. The existence of a Fermi liquid state with heavy quasiparticles involving the f-degrees 
of freedom has been confirmed experimentally. 

The superconducting phases of HF materials are characterized by BCS-type pair-
correlations among the heavy quasiparticles of the normal state [353]. This picture is inferred 

60 The exceptionally high transition temperature of ~ 18.5 K was recently reported for the actinide 
compound PuCoGa5 [12]. 
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from the fact that the discontinuities observed in various thermodynamic properties at the 
superconducting transition scale with the large effective masses of the normal state. The 
unusual energy and length scales in HF superconductors, however, lead to novel phenomena. 
First, the effective Fermi temperature typically exceeds the superconducting transition 
temperature only by one order of magnitude. This fact implies that standard weak-coupling 
theory which keeps only the leading contributions in an expansion with respect to the ratio 

*/cT T can provide only qualitative results. Pronounced strong-coupling corrections are 

reflected in deviations from the universal behavior predicted for weak-coupling systems. 
Second, the small characteristic energy *

Bk T , or, equivalently, the narrow width of the 

quasiparticle bands implies a small value of the Fermi velocity Fv . As a result, the size of the 

Cooper pairs in the HF systems, i. e., the coherence length 0
F

B c

v

k T
ξ =  is much less than in a 

typical "ordinary" superconductor. Many of the systems can be considered as "clean" with the 
mean-free paths exceeding the coherence length. As a result, anisotropic pair states can form 
which are strongly suppressed by impurity scattering in "ordinary" superconductors with large 
coherence lengths.  

Although we know the correlations which characterize the superconducting state we are 
still far from a complete theory of superconductivity in these materials. Major questions are 
still open. Among the prominent is the question of which order parameters characterize the 
superconducting states and what is the origin of the attraction between the quasiparticles. The 
correct microscopic description of the interaction would yield, of course, the superconducting 
transition temperatures as well as the detailed form of the order parameter.  

To describe ordered phases, the determination of the type and the symmetry of the order 
parameter is of central importance. The latter restricts the possible excitations in the ordered 
phases and hence determines the low-temperature properties. Order parameters given in terms 
of expectation values of physical observables like spin- and charge densities can be directly 
measured by x-ray or neutron diffraction. The magnetic phases of the lanthanide and actinide 
compounds are therefore rather well characterized. Superconductivity, however, corresponds 
to an off-diagonal long-range order parameter which is not directy observable. The usual 
procedure to determine the symmetry of the superconducting order parameter is to select 
plausible candidate states corresponding to irreducible representations of the symmetry group, 
calculate expected behavior of physical quantities and compare the predictions with 
experiment. 

The occurrence of long-range order described by an order parameter is most frequently 
associated with spontaneous symmetry breaking. The simplest superconductors where only 
gauge invariance is broken are called conventional. In this case the superconducting state has 
the same symmetry as the underlying crystal. It should be noted that conventional is not a 
synonym for isotropic. A superconductor who has additional broken symmetries besides 
gauge symmetry, i. e., whose symmetry is lower than that of the underlying crystal is called 
unconventional. Considerable progress has been made recently in detecting unconventional 
order parameter symmetries. Angle-resolved studies of thermodynamic and transport 
properties in the vortex phase determine the position of order parameter nodes relative to the 
crystal axes. 
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In several systems, the order parameter has been shown to be unconventional. This was 
inferred mainly from anisotropies displayed by thermal transport in the presence of an external 
magnetic field. The most spectacular examples of unconventional superconductors are UPt3

[354] and PrOs4Sb12 [355] where the split transition points to a multicomponent order 
parameter. In all the other HF superconductors, the order parameter seems to be a complex 
scalar function. 

The fact that HF superconductors can be considered as "clean" systems with the mean-free 
path exceeding the coherence length has rekindled speculations so as to find inhomogeneous 
superconductivity phases (Fulde-Ferrel-Larkin-Ovchinnikov states; “FFLO” / “LOFF”) at 
sufficiently low temperatures in sufficiently high magnetic magnetic fields [356]. In fact, the 
order of the phase transition in an applied magnetic field has been found to change from 
second to first order with decreasing temperature – in agreement with long-standing 
theoretical predictions [357]. 

An indispensable prerequisite to a microscopic theory of superconductivity is a 
microscopic theory of the normal state, of the quasiparticles and their interactions. The 
Landau theory does not make assumptions or predictions concerning the microscopic nature 
of the ground state and the low-lying excitations. It does not address the question how the 
latter emerge in an interacting electron system. During the past decade it became clear that 
there are different routes to heavy fermion behaviour. 

In Ce-based compounds, the heavy quasiparticles with predominantly 4f-character arise 
through the Kondo effect in the periodic lattice. The Kondo picture for the Ce-based heavy-
fermion compounds is supported by the fact that the thermodynamic properties at low 
temperatures (e. g., the specific heat, the magnetic susceptibility) as well as the temperature-
dependence of the spectroscopic data can be reproduced by an Anderson model. This picture 
has been confirmed in detail by deHaas-vanAlphen and photoemission studies [358]. The 
strongly renormalized quasiparticles can be described by a semiphenomenological ansatz, the 
Renormalized Band Method which yields realistic quasiparticle bands [359]. The nesting 
features of the calculated Fermi surfaces can serve as a useful guideline in the search for 
instabilities with respect to modulated structures [360]. In particular, the calculations provide 
realistic models for the study of the competition/coexistence phase diagrams. Despite the 
efforts to implement modern many-body methods for strong correlations into realistic 
electronic structure calculations there is still no general concept for quantitative microscopic 
correlations. In particular, the subtle interplay between local and intersite effects continues to 
challenge theorists. The latter may lead to long-range order while the former favor the 
formation of a Fermi liquid state at low temperatures. 

A microscopic picture for the heavy quasiparticles has finally emerged for the actinide 
compounds [361]. Increasing experimental evidence points towards a dual character of the 5f-
electrons with some of them being delocalized forming coherent bands while others stay 
localized reducing the Coulomb repulsion by forming multiplets. The hypothesis of the dual 
character is translated into a calculational scheme which reproduces both the Fermi surfaces 
and the effective masses determined by deHaas-vanAlphen experiments without adjustable 
parameter. The method yields a model for the residual interaction leading to various 
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instabilities of the normal phase. The dual model should also provide insight into the 
mysterious hidden order phases of U compounds. 

In both cases, i. e., in Ce and in U HF compounds, the coherent heavy quasiparticles are 
derived from the partially filled f-shells whose degrees of freedom have to be (partially) 
included into the Fermi surface. The situation is different for the Pr skutterudites where the 
quasiparticles are derived from the conduction states whose effective masses are strongly 
renormalized by low-energy excitations of the Pr 4f-shells. From a microscopic point of view 
we are dealing with three different classes of HF superconducting materials. 

It is generally agreed that the pairing interaction in HF superconductors is of electronic 
origin. Theoretical models usually involve the exchange of a boson. It is therefore convenient 
to classify the various mechanisms according to the boson which is exchanged [362]. The 
majority of models construct effective interactions based on the exchange of spin-fluctuations. 
Neither these models nor their refined variants which account for the internal orbital f-electron 
structure are able to properly predict the symmetry of the order parameter, e. g., in UPt3. In 
particular, the calculations do not reproduce a multicomponent order parameter as stable 
solution . Recently, a model based on the exchange of weakly damped propagating magnetic 
excitons was suggested for U-based HF compounds [363,364]. First estimates of the transition 
temperature yield a value of the correct order of magnitude. Pairing due to intra-atomic 
excitations may also occur in the Pr-skutterudite HF superconductor. In this case, however, 
quadrupolar instead of magnetic excitons should be involved [365]. 

Superconductivity in HF compounds is usually found to coexist or to compete with various 
cooperative phenomena. Of particular importance in this context is itinerant 
antiferromagnetism as realized in a spin density wave (SDW). Since both order parameters 
appear in the itinerant quasiparticle system the observed behavior results from a subtle 
interplay between Fermi surface geometry and gap structures.  

Many HF systems are on the verge of magnetic instability. By application of pressure these 
materials may be tuned in their normal states through a quantum critical point (QCP) from an 
antiferromagnet to a paramagnetic metal. The theoretical picture, however, is at present still 
rather controversial and contentious. 

5.1 Ce-BASED HF COMPOUNDS 

The discovery of superconductivity in CeCu2Si2 (Tc = 1.5 K; see Fig. 19) [11] initiated the 
rapid development of HF physics. For nearly two decades, this material was the only Ce-based 
heavy fermion superconductor at ambient pressure. Only recently, superconductivity at 
ambient pressure was found in the new class of heavy fermion materials CeMmIn3+2m (M = Ir 
or Co; m = 0, 1) [366,367]. The most prominent member of this family is CeCoIn5 which has 
a relatively high Tc = 2.3 K (see Fig. 12) [368]. Of fundamental interest ist the discovery of 
HF superconductivity in CePt3Si which crystallizes in a lattice without inversion symmetry. 

The superconducting phases in the Ce-based HF compounds are characterized by 
anisotropic order parameters which reflect the on-site repulsion introduced by the strong 
correlations of the partially filled Ce 4f shells. 



39

The current experimental and theoretical research focuses on the question which factors 
determine the character of the low-temperature phases. The subtle interplay between local 
singlet-formation via Kondo effect and long-range magnetic order can be monitored 
experimentally in pressure studies where isostructural relatives of the HF superconductors are 
tuned from magnetic phases at ambient pressure to SC states, e. g., CeCu2Ge2 [369], CePd2Si2

[370,371] CeNi2Ge2 [372] and CeRh2Si2 [373], CeSn3 [374] and CeIn3 (see Fig. 12 [370]. 
Similar behavior is found in doping experiments where constituents of the metallic host are 
successively replaced.  

In CeCu2Si2 a highly interesting type of competition between (anisotropic) 
superconductivity and magnetic order is encountered. In this material, the heavy Fermi liquid 
is unstable with respect to both superconductivity and a spin-density wave. The actual ground 
state realized in a sample depends sensitively on the composition of the sample [360]. 

Fig. 19. Conventional unit cell of CeM2X2

(M = Cu, Ni, Ru, Rh, Pd, Au, ...; X = Si, 
Ge) and URu2Si2.

Fig. 20. Unit cell of CeIn3 and CeMIn5

(M = Co, Ir). 

5.2 U-BASED HF COMPOUNDS

Heavy Fermion superconductivity is found more frequently in intermetallic U-compounds 
than in Ce-compounds. This may be related to the different nature of heavy quasiparticles in 
U-compounds where the 5f-electrons have a considerable, though orbitally dependent, degree 
of delocalization. The genuine Kondo mechanism is not appropriate for heavy quasiparticle 
formation as in Ce-compounds. This may lead to more pronounced delocalized spin 
fluctuations in U-compounds which mediate unconventional Cooper pair formation. 
Antiferromagnetic (“AF”) order, mostly with small moments of the order 10-2 µB is frequently 
found to envelop and coexist with the SC phase.
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The hexagonal compound UPt3 (see Fig. 21) [375] exhibits triplet pairing. It sticks out as 
the most interesting case of unconventional superconductivity with a multicomponent order 
parameter whose degeneracy is lifted by a symmetry-breaking field due to a small moment AF 
order. In contrast, in UPd2Al3 (see Fig. 22) [376] superconductivity coexists with large 
moment antiferromagnetism. Probably spin singlet pairing is realized. There is experimental 
evidence for a new kind of magnetic pairing mechanism mediated by propagating magnetic 
exciton modes. The sister compound UNi2Al3 [377] is an example of coexistence of large 
moment antiferromagnetism with a SC triplet order parameter. In URu2Si2 [378] the SC order 
parameter symmetry is still undetermined. The interest in this compound is focused more on 
the enveloping phase with a ”hidden” order parameter presumably of quadrupolar type or an 
”unconventional” spin density wave (SDW). The oldest cubic U-HF superconductor UBe13

[379] and its thorium alloy U1-xThxBe13 is also the most mysterious one. While for the pure 
system there is a single SC phase of yet unknown symmetry, in the small Th concentration 
range two distinct phases exist which may either correspond to two different SC order 
parameters or may be related to a coexistence of superconductivity with a SDW phase. In 
addition, in UBe13 SC order appears in a state with clear non-Fermi liquid type anomalies. 
More recently the coexistence of ferromagnetism and superconductivity in UGe2 [380] has 
been found. Due to the ferromagnetic polarization the triplet gap function contains only equal 
spin pairing. 

Fig. 21. Crystal structure of UPt3

(a = 0.5764 nm, c = 0.4884 nm) and AF 
magnetic structure (T < TN = 5.8 K).

Fig. 22. Conventional unit cell of 
UPd2Al3 (a = 0.5350 nm, c = 0.4185 nm) 
and simple AF magnetic structure. 

The hexagonal heavy fermion compound UPt3 (see Fig. 21) is the “flagship” of 
unconventional superconductivity, despite its rather low critical temperature of slightly less 
than 1 K. It is set aside from all other unconventional superconductors insofar as it exhibits 
two SC phase transitions. The exciting discovery of the split superconductive transitions in 
UPt3 at Tc1 = 530 mK and Tc2 = 480 mK in specific heat measurements [354] has led to an 
enormous amount of experimental and theoretical work on UPt3 [381]. The additional small 
moment antiferromagnetism observed in UPt3 (TN = 5.8 K, µ = 0.035 µB) plays a key role in 
the identification of the SC order parameter since the in-plane staggered magnetization acts as 
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a symmetry breaking field (SBF) to the SC multicomponent order parameter. The SBF is 
believed to be responsible for the appearance of two SC transitions which otherwise would 
merge into one. Therefore one can identify three distinct SC phases. Despite the wealth of 
experimental results on UPt3 there is no unequivocal consensus on the symmetry and node 
structure of the SC gap. 

UPd2Al3 (see Fig. 22) [376] is a rather special case among the U-based HF 
superconductors. There is also AF order below TN = 14.3 K with almost atomic size local 
moments (µ = 0.85 µB) in contrast to the small moments in other U-compounds. The AF order 
coexists with superconductivity below Tc = 1.8 K. This suggests that in addition to the heavy 
itinerant quasiparticles nearly localized 5f-electrons should be present. They result from the 
dominating 5f 2  configuration of the U4+ ion [382]. This dual nature of 5f-electrons is even 
more obvious than in UPt3 as is seen in various experiments. A direct confirmation of this 
dual nature of 5f-electrons in UPd2Al3 was obtained from inelastic neutron scattering (INS) 
[383] which found excitations that originate from local CEF transitions and disperse into 
bands of “magnetic excitons” due to intersite exchange. Complementary tunneling 
experiments with epitaxial UPd2Al3-AlOx-Pb heterostructures probed the response of the 
itinerant quasiparticles and their SC gap. Strong coupling features in the tunneling density of 
states were reported [384] suggesting that the magnetic excitons identified in INS are the 
bosonic “glue” which binds the electrons to Cooper pairs [363]. This new mechanism for 
superconductivity is distinctly different from both the electron-phonon and spin fluctuation 
mechanism known so far. The pairing potential is mediated by a propagating boson (the 
magnetic exciton) as in the former case but depends on the spin state of conduction electrons 
as in the latter case. 

The possibility of coexisting ferromagnetism and superconductivity was first considered by 
Ginzburg [385] who noted that this is only possible when the internal ferromagnetic field is 
smaller than the thermodynamic critical field of the superconductor. Such a condition is 
hardly ever fulfilled except immediately below the Curie temperature TC where coexistence 
has been found in a few superconductors with local moment ferromagnetism and TC < Tc such 
as ErRh4B4 and HoMo6S8. If the temperature drops further below TC the internal 
ferromagnetism molecular field rapidly becomes larger than Hc2 and superconductivity is 
destroyed. The reentrance of the normal state below TC has indeed been observed in the above 
compounds. The only compound known so far where local moment ferromagnetism coexists 
homogeneously with superconductivity for all temperatures below Tc is the borocarbide 
compound ErNi2B2C [386] (see chapter 6). The competition between ferromagnetism and 
superconductivity becomes more interesting if ferromagnetic order is due to itinerant electrons 
which also form the SC state. If the interaction slightly exceeds a critical value one has weak 
ferromagnetic order such as in ZrZn2 with large longitudinal ferromagnetic spin fluctuations. 
In this case p-wave superconductivity may actually be mediated by the exchange of 
ferromagnetic spin fluctuations and coexist with the small ferromagnetic moments [387]. p-
wave superconductivity was predicted to exist in this case both on the ferromagnetic as well 
as on the paramagnetic side of this critical parameter region. The discovery of unconventional 
superconductivity under pressure in the itinerant ferromagnets UGe2 [380] and later for 
URhGe [388] and the 3d ferromagnet ZrZn2 [389] under ambient pressure has opened this 
theoretical scenario to experimental investigation. 
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URu2Si2 (see Fig. 19), a “moderately heavy” fermion compound has mystified experiment-
alists and theorists alike with the discovery of AF order and another still unidentified ”hidden 
order” phase. In addition, the compound becomes a nodal superconductor below Tc = 1.2 K 
[378, 390, 391]. The simple tetragonal AF order with wave vector in c-direction has tiny 
moments µ ~ 0.02 µB along c-axis [392, 393] which are of the same order as in UPt3.
However, unlike in UPt3, very large thermodynamic effects, e. g., in specific heat, thermal 
expansion etc., occur which are hard to reconcile with the small ordered moments. These 
pronounced anomalies were interpreted as evidence for the presence of a second “hidden 
order” parameter, which cannot be seen in neutron or x-ray diffraction. In the itinerant models 
the order parameter is due to an unconventional pairing in the particle-hole channel leading to 
an unconventional SDW which has vanishing moment in the clean limit and also does not 
break time reversal invariance. The small staggered moments may then be induced in the 
condensate due to impurity scattering. Finally, in the dual models one assumes a localized 
singlet-singlet system in interaction with the itinerant electrons to cause induced moment 
magnetism with small moments but large anomalies. In all models it was previously taken for 
granted that both the primary “hidden” order parameter and AF order coexist homogeneously 
within the sample. However, hydrostatic and uniaxial pressure experiments [394, 395] have 
radically changed this view, showing that the order parameters exist in different parts of the 
sample volume; the tiny AF moment is not intrinsic but due to the small AF volume fraction 
under ambient pressure. Applying hydrostatic pressure or lowering the temperature increases 
the AF volume fraction and hence the ordered moment until it saturates at an atomic size 
moment of 0.4 µB per U atom. This means that the evolution of antiferromagnetism arises 
from the increase of AF volume with pressure rather than the increase of the ordered moment 
µ per U-atom. 

The cubic compound UBe13 and U1-xThxBe13 was discovered rather early [379, 396] as a 
SC HF system. The U atom in this structure is embedded in an icosahedral cage of 12 Be-
atoms. A global understanding of the normal state and symmetry breaking in both SC and 
magnetic state is still elusive. Firstly, UBe13 single crystals do not yet achieve the quality as, 
e. g., UPt3 single crystals so that the symmetry of the anisotropic SC gap functions could not 
be identified yet. Furthermore, the Th-doped crystals U1-xThxBe13 show a perplexing variety of 
SC and possibly also magnetic phases whose microscopic origin and order parameter 
symmetries are not understood. Already in the normal state UBe13 is a rather anomalous 
metal, e. g. non-Fermi-liquid behavior has been observed and attributed to a multichannel 
Kondo effect. The Tc values for superconductivity, which occurs in the non-Fermi-liquid state, 
depend considerably on the type of sample. There are two classes with ‘high’ Tc ~ 0.9 K and 
‘low’ Tc ~ 0.75 K which, however, are not much different in their impurity content.  

5.3 RARE-EARTH SKUTTERUDITES 

The recently discovered heavy fermion superconductor PrOs4Sb12 [355] is potentially of 
similar interest as UPt3 because it represents the second example of multiphase 
superconductivity [397] with a critical temperature Tc = 1.85 K. The skutterudites RT4X12

(R = alkaline earth, rare earth or actinide; T = Fe, Ru or Os and X=P, As or Sb) show a cage 
structure where large voids formed by tilted T4X12 octahedrons can be filled with R atoms (see 
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Fig. 23). They are however rather loosely bound and are therefore subject to large anharmonic 
oscillations (“rattling”) in the cage. In addition, the presence of several equivalent equilibrium 
positions may give rise to tunneling split states. Both effects may lead to interesting low 
temperature elastic and transport phenomena, such as thermoelectric effects [398,399]. 
Depending on the cage-filling atom this large class of compounds displays also a great variety 
of interesting effects of strong electron correlation. Mixed valent and HF behavior, magnetic 
and quadrupolar order, non-Fermi liquid and Kondo insulating behavior has been found 
[355,399]. Recently the superconductivity in non-stoichiometric skutterudites 
Pr(Os1-xRux)Sb12 has been investigated throughout the whole concentration range of 0  x  1 
[400]. While for x = 0 one has an unconventional HF superconductor, the x = 1 compound 
PrRu4Os12 on the other hand is a conventional superconductor with Tc ~ 1 K. The type of 
superconductivity changes at x ~ 0.6 where the transition temperature Tc(x) has a minimum 
value of 0.75 K.

In the HF multiphase superconductor PrOs4Sb12 (x = 0) the specific heat jump due to 
superconductivity is superposed on a Schottky anomaly due to the lowest CEF excitation. 
Nevertheless, its detailed analysis provides clear evidence for a split superconductivity 
transition [355,401] at Tc1 = 1.85 K and Tc2 = 1.75 K. The total jump of both transitions 
amounts to ∆SC C/ Tc ~3 which considerably exceeds the BCS value 1.43 for a single 
transition. It also proves that the SC state is formed from the heavy quasiparticles that cause 
the enhanced -value of the electronic low-temperature specific heat contribution. 
A Tc-splitting of similar size also was clearly seen in thermal expansion measurements [402]. 
The two SC transitions are reminiscent of the split transition in UPt3. There, a twofold 
orbitally degenerate SC state is split by weak AF order that reduces the hexagonal symmetry 
to an orthorhombic one. This also leads to two critical field curves in the B-T phase diagram. 
In PrOs4Sb12 no such symmetry breaking field exists. 

Fig. 23. Cubic crystal structure of the 
filled skutterudite RT4X12. The T atoms 
are located in the center of the X 
octahedra. For PrOs4Sb12 the lattice 
constant is a = 0.93017 nm. 

In this still rather early stage of investigation, various experiments gave inconclusive 
results on the question of the nature of gap anisotropy. As a preliminary conclusion, it seems 
clear that PrOs4Sb12 is a very unconventional multiphase HF superconductor of potentially the 
same interest as UPt3. Since that heavy quasiparticles are presumably caused by coupling with 
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virtual quadrupolar excitations from the nonmagnetic 5f ground state one is lead to speculate 
that superconductivity in PrOs4Sb12 might also result from an unprecedented pairing 
mechanism based on the exchange of quadrupolar fluctuations. At the moment, this 
quadrupolar superconductivity mechanism in PrOs4Sb12 as a third possibility for Cooper pair 
formation in heavy fermion compounds in addition to the spin-fluctuation and magnetic-
exciton exchange mechanisms is still a conjecture. 

6. ORGANIC AND OTHER CARBON BASED SUPERCONDUCTORS  

Carbon, being perhaps the most important element for life, has not played a big role in 
superconductivity for a long time. Things changed in 1980 when superconductivity was 
discovered below 0.9 K in the compound (TMTSF)PF6, with the organic molecule TMTSF 
(tetra-methyl-tetra-selenium-fulvalene; see Fig. 24) [14]. To suppress a metal-insulator 
transition the material had to be kept under a hydrostatic pressure of 12 kbar. In 1991 it was 
found that compounds based on the “soccer ball” C60 (see Fig. 25) become superconductors 
when doped with alkali atoms [403]. In 1994 superconductivity in Boron carbides was 
reported [404,405] (see the chapter 7), in 2001 there was evidence that carbon nanotubes 
when imbedded in a zeolite matrix can become superconductors with a Tc of about 15 K 
[406]. Most recent are reports on superconductivity in diamond with Tc up to 4 K when doped 
with boron [3], and in yttrium carbide compounds with Tc as high as 18 K [407,408]. 

Regarding superconductors based on the TMTSF molecule a variety of compounds are 
known by now, exhibiting transition temperatures around 1 K. An example is (TMTSF)2ClO4,
which also under normal pressure remains metallic down to the lowest temperatures and 
becomes superconducting at 1 K [409]. The general formula is (TMTSF)2X where X denotes 
an electron acceptor such as PF6, ClO4, AsF6 or TaF6. In the TMTSF compounds, the organic 
molecules are stacked upon each other (see Fig. 24).  

Fig. 24. Structure of the organic molecule tetra-methyl-tetra-selenium-
fulvalene (TMTSF) and staple arrangement of the molecules forming one-
dimensional conduction channels. 



45

In the normal state, the TMTSF compounds have a relatively large electric conductivity 
along the stacks, but only a small conductivity perpendicular to the stacks, thus forming 
nearly-one-dimensional conductors. The TMTSF compounds are type-II superconductors with 
highly anisotropic properties. For example, in (TMTSF)2ClO4 along the stacks the Ginzburg-
Landau coherence length is about 80 nm, whereas along the two perpendicular directions of 
the crystal axes it is about 35 nm and 2 nm, respectively. The latter value is of the same order 
of magnitude as the lattice constant along the c axis. Hence, the compound nearly represents a 
two-dimensional superconductor [410]. 

Another important class of organic superconductors, often exhibiting Tc well above 1 K is 
based on the bis-ethylene-dithia-tetra-thiafulvalene molecule, abbreviated as “BEDT-TTF” or 
“ET“. For example, the compound (BEDT-TTF)2Cu[N(CN)2]Br becomes superconducting at 
11.2 K [411]. The transition temperature of (BEDT-TTF)2Cu(NCS)2 is 10.4 K. The ET-
compounds are also highly anisotropic. However, in contrast to the TMTSF-compounds, in 
the normal state they form two-dimensional layered structures with a large electric 
conductivity in two dimensions. Like the TMTSF based materials the ET-compounds are 
type-II superconductors as well, with very short out-of-plane coherence lengths. These 
compounds thus also represent superconducting layered structures making them in many 
respects similar to HTS. Like for HTS, the pairing mechanism of the organic superconductors 
is at present still unclear. At least some compounds appear to be d-wave superconductors. 
However, in the compound (TMTSF)2PF6 one may even deal with a spin-triplet 
superconductor [412]. 

Fullerides are compounds of the form A3C60. They can become superconducting at 
surprizingly high temperatures [18,413,414]. By now, a number of SC fullerides based on the 
admixture of alkali atoms or of alkaline earth atoms are known. Rb3C60 has a value of Tc of 

29.5 K, and the present record under pressure is held by Cs3C60 with Tc = 40 K. The crystal 

structure of the fullerides is face centered cubic, with the alkali atoms occupying interstitial 
sites between the large C60 molecules. Fullerides are BCS-like s-wave superconductors. 
Intramolecular C60 phonons (see Fig. 25) seem to contribute the most important part of the 
pairing interactions [18]. 

Fig. 25. Structure of the C60 molecule. The red 
arrows indicate one of the intramolecular Hg

phonon modes which are believed to be mainly 
responsible for the SC pairing [18]. 
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7. BORIDES AND BOROCARBIDES 

Rare-earth borocarbide superconductors have provided the first example of a homogeneous 
coexistence of superconductivity and ferromagnetism for all temperatures below Tc: The two 
antagonistic long-range orders are carried by different species of electrons that interact only 
weakly through contact exchange interaction leading to a small effect of the local moment 
molecular field on the SC conduction electrons. This allows a much better understanding of 
coexistence behavior as compared to the HF systems. Moreover, the nonmagnetic rare earth 
borocarbides have extremely large gap anisotropy ratios ∆max/∆min ≥ 100. Surely the standard 
electron-phonon mechanism has to be supplemented by something else, perhaps anisotropic 
Coulomb interactions to achieve this “quasi-unconventional” behavior in borocarbides. 

The SC class of layered transition metal borocarbides RNi2B2C (nonmagnetic R = Y, Lu, 
Sc; magnetic R = lanthanide elements in a R3+ state; see Fig. 26) was discovered in 1994 
[404,415,416,417]. The crystal structure consists of R C rock salt type planes separated by 
Ni2B2 layers built from NiB4 tetrahedra and stacked along the c-axis. More general structures 
with more than one R C layer are possible [416]. The nonmagnetic borocarbides have 
relatively high Tc values around 15 K. There is evidence that the SC mechanism is primarily 
of the electron-phonon type although this cannot explain the large anisotropy of the SC gap. 
At first sight the layered structure is similar to the HTS cuprates. However, unlike the copper 
oxide planes the NiB2 planes show buckling. As a consequence, the electronic states at the 
Fermi level in the borocarbides do not have quasi-2-dimensional dx2-y2 character and, 
therefore, have much weaker correlations excluding the possibility of AF spin-fluctuation 
mediated superconductivity.  

Fig. 26. Tetragonal crystal structure of 
RNi2B2C (a = 0.352 nm, c = 1.053 nm for 
R = Ho) and low temperature AF magnetic 
structure with [110] easy axis as indicated by 
the arrows.  

Fig. 27. Magnetic (TIC: incommensurate 
magnetic structure, TN: simple AF 
structure) and SC (Tc) transition 
temperatures in Kelvin for the RNi2B2C
series.
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The nonmagnetic borocarbides serve as a kind of reference point to separate the fascinating 
effects of AF and SC order parameter coupling in the magnetic RNi2B2C. However, the 
former have their own peculiarities, which are not yet completely understood. Foremost, 
despite their alleged electron-phonon nature, LuNi2B2C and YNi2B2C have strongly 
anisotropic gap functions and low energy quasiparticle states as is evident from specific heat 
and thermal conductivity. Furthermore, an anomalous upturn in Hc2 has been observed. 

The magnetic RNi2B2C are an excellent class of materials to study the effects of 
competition of magnetic order and superconductivity for the following reasons: The Tc values 
are relatively high, and the Tc / TN ratio varies systematically across the R-series (see Fig. 27). 
Especially interesting are the cases of RNi2B2C with R = Dy, Ho and Er where Tc and TN (or 
TC) are not too different, leading to strong competition of the magnetic and superconductivity 
order parameters. Furthermore, the SC condensate and magnetic moments are carried by 
different types of electrons, namely itinerant 3d-electrons for the Ni2B2 layers and localized 
R3+ 4f-electrons for the R C layers, respectively. Finally, they are well separated and their 
coupling which is of the local exchange type can be treated in a controlled perturbative way, 
somewhat akin to the situation in the well known classes of Chevrel phase [418] and ternary 
compound [419] magnetic superconductors. 

The AF molecular field establishes a periodic perturbation characterized by a length scale 
of the order of the Fermi wavelength. This implies that the spatial extent of the Cooper pairs 
extends over many periods of the alternating molecular field. The latter is therefore effectively 
averaged to zero and does not suppress superconductivity via an orbital effect. The system is 
invariant under the combined operation of time inversion followed by a translation with a 
lattice vector which allows to form Cooper pairs in a spin singlet state with vanishing (crystal) 
momentum in the AF lattice. This pair-state can be considered as a natural generalization of 
the pairing in time-reversed states encountered in usual non-magnetic superconductors. 

The nonmagnetic YNi2B2C and LuNi2B2C compounds with comparatively high Tc values
of 16.5 K and 15.5 K serve as reference systems for the more difficult systems RNi2B2C with 
both magnetic and SC phases. The electron-phonon nature of superconductivity in YNi2B2C
and LuNi2B2C is inferred from a substantial s-wave character of the order parameter as 
witnessed by the appearance of a moderate Hebel-Slichter peak in the 13C NMR relaxation 
rate [420]. 

On the other hand, the gap function is strongly anisotropic as can be seen both from 
temperature and field dependence of thermodynamic and transport quantities [416,421] 
indicating the presence of gap nodes [422]. More precisely, within experimental accuracy, 
there must be at least a gap anisotropy ∆max/∆min ≥ 100 [422]. For an electron-phonon 
superconductor this would be the largest anisotropy ever observed. This conjecture is also 
supported by the field dependence of the low temperature specific heat [423] and of the 
thermal conductivity along (001) [421]. Since in the latter case the heat current is 
perpendicular to the vortices this proves that quasiparticles must be present in the inter-vortex 
region. This is also required to explain the observation of dHvA oscillations far in the vortex 
phase. Experimental evidence therefore demands a nodal gap function for borocarbides. A s+g 
wave model [424] fulfills the requirements. In addition, it explains recent results on ultrasonic 
attenuation, which also confirmed the existence of gap nodes in the cubic plane [425]. 
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The classical argument in favor of the electron-phonon mechanism is the observation of an 
isotope effect characterized by the isotope exponent for a specific atom with mass M as given 
by X = d [ln Tc ]/ d [ln MX ]. However, this cannot be applied easily to complex layered 
superconductors, as is evident from the existence of an isotope effect in the probably 
nonphononic cuprate superconductors with nonoptimal doping. The boron isotope effect 
found in YNi2B2C ( B = 0.2) and LuNi2B2C ( B = 0.11) is much smaller than the BCS value 

X = 0.5. A nonphononic origin stemming from the influence of boron on the charge density in 
the B2Ni2 layers has therefore been suggested [426]. The most direct support for phonon-
mediated Cooper pairing comes from scanning tunneling spectroscopy (“STS”)[427] which 
has shown the existence of a strong coupling signature in the tunneling DOS due to a soft 
optical phonon close to the Fermi surface nesting wave vector Q. The STS-derived electron-
phonon coupling constant  = 0.5 - 0.8 is compatible with the value  = 0.53 obtained from 
resistivity data. 

The discovery of superconductivity in MgB2 (see Fig. 28) in early 2001 with Tc ~ 40 K 61,
almost twice the record value before HTS [20] brought back a bit of the HTS bonanza spirit of 
the late 1980s [429,430,431,432,433]. The fact that such a simple material which was known 
since the early 1950s had been missed in the systematic research for superconductivity on this 
class of compounds was as amazing as the "materials preparation" that was usually practiced 
immediately after the discovery by most of the research groups for reestablishing this high Tc

value: They simply ordered MgB2 powder from chemicals wholesale where it was 
commercially available in quantities of metric tons already for years! 

Fig. 28. Hexagonal crystal structure of MgB2. The arrows indicate the B-
phonon mode, which presumably introduces the strongest SC coupling. 

61 Isotopically pure Mg11B2 and Mg10B2 show sharp superconducting transitions in resistivity with 
Tc (Mg11B2) = 39.2 K and Tc (Mg10B2) = 40.2 K [428]. 
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No strong Coulomb correlation effects can be expected in MgB2: No atomic d- or f-shells 
are involved in the conduction electron system of this binary compound of light elements. In 
addition, the simple crystal structure consisting of graphite-like B-layers with intercalated Mg 
clearly favors conduction along these layers and a respective superconductive and normal state 
anisotropy, but it does not introduce a reduction of the effective dimensionality, as in the case 
of organic superconductors due to the stacking of isolated aromatic rings. The coupling of the 
conduction electrons to a particular boron phonon mode (see Fig. 28) was hence identified 
right from the start as basic origin of superconductivity in MgB2 [434, 435]. The observation 
of two energy gaps (at 1.8 and 6.8 meV [436, 437]) and the considerable superconductive 
anisotropy as large as 6–9 [428] challenged a more thorough theoretical investigation which 
tries at present to explain these findings in terms of two-band superconductivity [439] on the 
basis of the large anharmonicity of the involved phonon mode and a refined treatment of its 
coupling with the different sheets of the electronic conduction band [436,438,440,441]. 

MgB2 shows great promise as material for both large-scale and electronic applications [4]: 

• low cost and abundant availability of the raw materials 

• high Tc

• extreme type-II SC nature as a consequence of a large coherence lengths ξ0 ~ 4.4 nm and 
an even larger penetration depth λ ~ 132 nm in combination with the occurrence of 
suitable pinning centers 

• both SC gaps larger than that of Nb (1.5 meV) 

• high critical current densities Jc (10 K, 0 T) ~ 10 MA/cm2

• high critical fields (Hc2(0 K) ~ 16 T in bulk, > 40 T achieved for thin films) 

• transparency of grain boundaries to current 

• remarkably low normal state resistivity ρ(42 K) = 0.38 µΩ cm 62 [428] 

MgB2 has already been fabricated in the form of bulk, single crystals, thin films [442], 
tapes and wires [443]. Serious difficulties in depositing MgB2 films, such as the volatility of 
Mg, the phase stability of MgB2, the low sticking coefficients of Mg at elevated temperatures, 
and the reactivity of Mg with oxygen have meanwhile been overcome. Epitaxial MgB2 films 
with superior superconducting properties have been produced [444]. MgB2 wires are already 
used in first real applications [443]. 

MgB2 is hence a further excellent example for the progress and excitement of the present 
research on superconductors. Superconductivity with its wide range from the most 
fundamental aspects of physics to hands-on applications is, one century after its discovery, 
still one of the most fascinating topics of modern science. 

62 This value is comparable to that of copper wire and over a factor of 20 times lower than that of 
polycrystalline Nb3Sn [436]. It means that MgB2 can carry in the normal state substantially higher 
current densities than other superconductors with less Joule heating. This combination of a high Tc

and a low normal state resistivity makes MgB2 particularly appealing for wire applications [428]. 
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SUPERCONDUCTIVITY AT ULTRALOW TEMPERATURES 
AND ITS INTERPLAY WITH NUCLEAR MAGNETISM 

T. Herrmannsdörfer and F. Pobell 

Forschungszentrum Rossendorf, D-01314 Dresden, Germany*

1. INTRODUCTION 

In this article we will describe experiments at microkelvin temperatures which were 
performed to give – at least partly – answers to the following questions: 

a. will all nonmagnetic metals become superconducting if refrigerated to low enough 
temperatures, 
b. what is the impact of the weakest version of magnetism, nuclear magnetism, on 
superconductivity. 

a. The first question has intrigued low temperature physicists since the discovery of 
superconductivity by H. Kamerlingh-Onnes in 1911. He wrote already in 1913 “There is left 
little doubt that if Au and Pt could be obtained absolutely pure, they could also pass into the 
superconducting state at helium temperatures”. And in 1929 W. Meissner wrote “At present it 
does not seem unlikely that, opposite to former expectations, all metals will become 
superconducting at low enough temperature”. One can pose the question in more general 
terms: “Is the electron-phonon interaction or another possible pairing mechanism in all metals 
strong enough so that they will eventually become superconducting, if this transition is not 
hindered by other phenomena, like magnetic properties?” After all, somehow the conduction 
electrons have to get rid of their entropy when approaching absolute zero, and one way is a 
transition to a superconducting state. 

Looking at the periodic system of the elements (Fig.1), one realizes that superconductivity 
is rather the rule than the exception. Most metallic elements become superconducting if they 
show no magnetic order like some 3d- and 4f-elements. Even most insulators, like S or O, if 

* The experiments described in this article have been performed at the Forschungszentrum 
(formerly: Kernforschungsanlage) Jülich and at the University of Bayreuth.
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Fig. 1. Periodic system of the elements.      : magnetically ordering;     : superconducting; 
     : superconducting under pressure;      : investigated at ultralow temperatures and discussed 
in this article. 

forced into a metallic state by high pressure, eventually enter the superconducting state. When 
we started our research, there were only two small “islands” in the periodic system of the 
elements where metals had shown neither a superconducting nor a magnetic transition: some 
alkali and alkaline-earth metals and the noble and platinum metals (Cu, Ag, Au, Rh, Pd, Pt). 

Until the beginning of the eighties of the last century, the lowest superconducting transition 
temperatures observed were 15.4 mK for the element W [1] and 6 mK for alloys (Ir-Rh, [2]). 
However, at the end of the 1970s, the microkelvin temperature range had become accessible 
by adiabatic nuclear refrigeration [3]. Hence, one of us (F.P.) started a program to investigate 
the low temperature state of the noble and platinum metals; the results of this research will be 
described in Sects. 3 and 4 of this article. 

b. Superconductivity in its simplest version – s-wave, singlet pairing of conduction 
electrons mediated by electron-phonon interaction – is counteracted by magnetic interactions. 
This has been well demonstrated by the depression of the superconducting transition 
temperature when magnetic impurities are introduced [4]. The large variety of “magnetic 
interactions” has varying impacts on superconductivity. The clearest demonstration of its 
detrimental impact is the vanishing of the superconducting state when a superconducting 
metal enters a ferromagnetic state. This was demonstrated in 1977 by Matthias et al. for 
ErRh4B4  and by Ishikawa and Fischer for HoMo8S8 [5].  

The weakest known version of magnetism is caused by the interaction of nuclear magnetic 
moments. Hence, it was a natural question to investigate the impact of nuclear
ferromagnetism on superconductivity. This investigation became possible when we had 
observed a nuclear ferromagnetic transition of the superconductor AuIn2 at 35 µK in 1994 [6]. 
The results of the investigation of the interplay between nuclear ferromagnetism and 
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superconductivity in AuIn2 [7] – some of it are not yet understood – will be described in Sect. 
5. Further investigations of the impact of nuclear paramagnetism in AuAl2, Al, Sn, AuIn2, In, 
Rh, as well as TiH2+x on superconductivity are discussed in Sect. 6. In Sect. 7, a first study of 
the interplay of hyperfine enhanced nuclear magnetism and superconductivity is presented. 
Eventually, in Sect. 8, we will summarize our results. 

However, before starting with the discussion of the experimental results we will give a 
short review of the experimental methods of our microkelvin research. 

2. EXPERIMENTAL METHODS AT MICROKELVIN TEMPERATURES 

The experiments to be described in this article have been performed in the double-stage 
nuclear refrigerators at the Forschungszentrum (formerly: Kernforschungsanlage) Jülich [8] 
and at the University of Bayreuth [9]. They were the most powerful refrigerators for the 
microkelvin temperature range, with minimum temperatures of 38 µK achieved in Jülich in 
1979 [8], as well as 12 µK in 1987 [9] and 1.5 µK in 1995 [10] in Bayreuth. All these 
temperatures as well as all the temperatures mentioned in this article are equilibrium 
temperatures (Telectron=Tphonon=Tnuclei) measured at metallic samples refrigerated in these 
apparatus.

For thermometry in our experiments, we used NMR thermometers (f = 62.5,125, or 250 
kHz) made of 25 µm Pt wire and mounted on a cold finger on the nuclear refrigeration stage. 
The Pt nuclear susceptibility is calibrated by the electronic susceptibility of a Pd + 15 ppm Fe 
spin glass at T > 10 mK [3, 9]. This spin glass thermometer eventually is calibrated by five 
superconducting transitions at 15 mK < T < 200 mK of the calibrated commercial 
superconductive fixed point device SRM 768 of NIST [3, 8, 9]. 

Fig. 2. Schematics of the ac susceptometer, designed for six samples, which is screwed to the 
top flange of the Cu nuclear stage of the nuclear demagnetization refrigerator. The empty 
secondary coil on top of the cold finger is used as a reference. In addition, the calculated static 
field profile is shown. See Ref. [18]. 
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In the susceptibility (Fig. 2), magnetization and transport (Fig. 3) experiments, one end of 
the samples was screwed, clamped, or glued under pressure with silver containig epoxy (in 
the case of brittle samples) to a Ag or Cu cold finger connected to the refrigerating Cu nuclear 
stage of the refrigerator. In the heat capacity measurements (Fig. 4), in addition a 
superconducting Al foil heat switch to thermally couple or decouple the sample to or from the 
nuclear stage and a separate Pt-NMR thermometer to measure the temperature of the sample 
have been used.

A pick-up coil around but not in thermal contact to the free end of the samples was used to 
measure their low-frequency ac susceptibility. In most cases we used the highly sensitive 
commercial mutual induction bridges LR 400 or LR 700. In the case of tiny signals, a flux 
transformer connected to a SQUID sensor served as the input circuit. As the critical magnetic 
fields of the very-low-Tc samples are very small, careful magnetic shielding by a combination 
of superconducting field compensation coils, superconducting Nb, and soft magnetic 
“degaussed” Cryoperm shields to measured values of below 0.1 µT was arranged in the 
“hostile” high-field environment of our nuclear refrigerators.  

Several hours or – at the lowest temperatures – even days have been waited to assure 
thermal equilibrium between nuclear stage, samples, and thermometers. Details of the 
refrigeration, thermometry, and measuring techniques can be found in our relevant 
publications, in particular Refs. [3, 6, 8, 9]. 

Fig. 3. Schematics of the resistivity setup and field profile. In order to minimize the electrical 
contact resistances in the current joints as well as to isolate the sample from parts of the 
cryostat at higher temperatures, thin superconducting NbTi wires are used for the leads of 
current and voltage. Smallest contact resistances for the current input have been achieved by 
spot welding NbTi wire to a NbTi wire with copper matrix which is then soldered to 1 mm 
diameter Ag wire screwed to Ag connectors glued with Ag containing epoxy to the sample. In 
addition to resistance, ac susceptibility can be measured simultaneously using the mutual 
inductance coils installed inside the shielded superconducting static field coil.  
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Fig. 4. Schematics of the calorimeter and field profile. There are three separately shielded 
superconducting static field coils for the superconducting Al foil heat switch, the sample, and 
the Pt NMR thermometer. In addition to heat capacity measurements (heat pulses are applied 
by a tiny PtW wire heater glued to the sample), ac susceptibility can be measured 
simultaneously using the mutual inductance coils installed inside of the shielded 
superconducting static field coil. See Ref. [6].  

3. THE NOBLE METALS Cu, Ag, Au 

A superconducting transition of noble metals – if it occurs – can only be expected at very low 
temperatures because of their weak electron-phonon interaction and their small s-electron 
density of states at the Fermi energy. 

3.1 Gold 

Gold was one of the first metals whose metallic resistance was investigated by Kamerlingh-
Onnes at the beginning of the last century. He as well as Meissner and Voigt in the thirties of 
the last century did not find a superconducting transition down to about 1 K. In 1974, 
Buhrman and Halperin could show that Tc of Au is below 2 mK [11]. Eventually in 1976, 
Hoyt and Mota extrapolated from their investigations of Au1-xInx, Au1-xGax, and Au1-xAlx

alloys with x ≥ 6% and at Tc > 8 mK that Tc of Au should be at around 0.2 mK [12]. We have 
investigated samples to higher Au concentrations and lower temperatures with the following 
results (Fig. 5), [13]: 

Au0.9In0.1  : Tc = 77 mK 
Au0.915In0.085 : Tc = (31 ± 1) mK 
Au0.978In0.022 : Tc = (500 ± 70) µK 
Au0.99In0.01 : Tc < 55 µK 
Au :  Tc < 38 µK. 
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The 3d-impurity concentrations were Fe(2 ±1 ppm), Cr(1.4 ppm), Mn (0.2 ppm), Co(<1 
ppm), Ni (< 1ppm) for the alloys, and Fe(1.4 ppm), Ni(< 0.4 ppm), Co(< 0.1 ppm), Mn(< 0.1 
ppm) for the Au sample [13]. After annealing this Au sample in air, a RRR = 10.000 was 
obtained. A second, even purer investigated sample had a RRR = 70.000. 

To investigate the dependence of Tc of our samples on the 3d-impurity concentrations, we 
have measured Tc of Au0.9In0.1 with various Fe concentrations as well as the Bc(T) curve of 
Au0.978In0.022 (Fig. 6). Correcting the measured Tc-values of the alloys with x ≥ 2.2% for the 
depression of Tc by 3d-impurities and extrapolating these values to x = 0, we expect Tc = 100 



77

µK for pure Au. However, even sub-ppm concentrations of 3d-impurities may be enough to 
depress Tc of Au with its very weak electron-phonon-interaction to below 38 µK and of 
Au0.99In0.01 to below 55 µK.

3.2 Copper and Silver 

Hoyt and Mota [12] had shown that Tc – values of Cu1-xGax and Ag1-xGax alloys are below the 
corresponding values of Au1-xGax at the same x. Hence, very likely, Tc’s of pure Cu and Ag 
are below Tc(Au). Because we did not observe the latter value in the accessible temperature 
range, it was not meaningful to search for Tc(Cu or Ag). Furthermore, in almost every of our 
experiments performed to low µK temperatures,  pure Cu or Ag sample holders, heat sinks or 
other parts of the setups were involved. From none of these parts we have received hints 
(through stray signals, changes in thermal conductivity etc.) for superconductivity in these 
metals. Anyway, the discussed experiments seem to indicate that the weak electron-phonon 
interaction in very pure Au is strong enough to make this element superconducting with  Tc = 
100 µK, and that Tc  (Ag, Cu) < 10 µK.

4. THE PLATINUM METALS Rh, Pd, Pt 

The possible superconducting transition in noble metals occurs at very low temperatures due 
to their weak electron-phonon interaction and small s-electron density of states at the Fermi 
energy. The situation is completely different in the platinum metals. They have a substantial 
electron-phonon interaction and a rather high d-electron density of states at the Fermi energy. 
Hence, one might expect a superconducting transition at Kelvin temperatures. The absence of 
superconductivity of them at these temperatures therefore must have other reasons.

All these elements show strongly exchange-enhanced Pauli paramagnetism, with Stoner 
enhancement factors of 2.2, 4.1, 10 for Rh, Pt, Pd, respectively, and the last one is very close 
to a ferromagnetic transition. The associated spin - fluctuations in the platinum metals are 
supposed to be detrimental for their superconductivity. As a result, Webb et al. in 1978 did 
not observe superconducting transitions of them to 1.7 mK [14]. We have investigated the 
properties of these metals in more detail at microkelvin temperatures. 

4.1 Rhodium 

Mota et al. had investigated the superconducting transitions of Rh-Ir and Rh-Os alloys to 6 
mK [2]. From their data, they extrapolated to a Tc(Rh) ~ 0.2 mK. We have searched for a 
superconducting transition of pure Rh in the microkelvin temperature range [15].  

Various Rh samples with different impurity concentrations and different annealing 
treatments were investigated. The one with the highest RRR (450) showed a sharp 
superconducting transition and a fully developed Meissner effect. As the data at 160 µK in 
Fig. 7 demonstrate, this sample shows strong supercooling effects. It supercools to a field of 
only 0.2 µT which is more than an order of magnitude lower than its critical field. This 
observation is expected for a first order transition at such a low temperature and with the 
small Ginzburg-Landau parameter κ ~ 10-2 of Rh.
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The Bc(T) values measured at 65 µK ≤ T ≤ 265 µK for this as well as for a sample with 
RRR=130 are shown in Fig. 8. They extrapolate to Tc(0) = (325 ± 10) µK and  Bc(0) = (4.9 ±
0.2) µT, by far the lowest values ever measured for a superconducting element and three 
orders of magnitude lower than for its neighbouring elements Ir and Ru.  

The BCS coherence length ξ0 = vFermi · τ ~ 1mm is much larger than the electronic mean 
free path of about 3 µm in these samples [15]. Hence, they are type I superconductors in the 
dirty limit. A further analysis of the properties of Rh showed that spin fluctuations may 
contribute λsf ~ 0.1 to the total mass enhancement λ = 0.44 of Rh. Taking this into account, 
one may expect Tc(Rh) ~ 0.5 K if spin fluctuations could be suppressed.

Superconductivity in these samples was observed in spite of the rather high concentration 
of 3d-impurities (Fe: ~ 15 ppm; others: several ppm). This is probably due to the fact that 3d - 
elements form no or very small local moments in Rh [16]. Our analysis showed that – 
opposite to the noble metals – the impurities depress Tc of Rh only slightly, possibly from 
about 500 to 600 µK to the observed 325 µK [15]. However, at higher impurity 
concentrations, both Tc as well as the supercooling effects were strongly affected; a sample 
containing about 100 ppm Fe showed no transition at T > 65 µK. 

In their investigations of nuclear magnetic interactions in nuclear spin polarized Rh (see 
also Chap. 6f), Knuuttila et al. could confirm superconductivity of Rh (99.99%; 10 to 15 ppm 
Fe; RRR = 740) at 60 µK < Tc < 140 µK, extrapolating to Tc(0) = 210 µK and Bc(0) = 3.4 µT 
[17]. These lower values than the ones observed by Buchal et al. [15] and the absence of 
superconductivity of Rh in the earlier Helsinki experiments confirm the strong supercooling 
and the dependence of Tc(Rh) on the quality of the sample. 

4.2 Palladium 

Palladium is the metallic element with the strongest Stoner enhancement factor S = 10; it is 
almost ferromagnetic. Opposite to Rh,  Fe impurities create giant moments in their polarized 
Pd surrounding with moments of up to (15 ± 1) µB; these giant moments  show spin glass 
freezing at millikelvin temperatures (Fig. 9) [18]. However, even below the spin glass 
freezing temperature of the giant moments, no superconducting transition was observed – 
even in our “cleanest” samples with only 2.2 and 2.5 ppm Fe, respectively, to a temperature of 
35 µK [15, 18]. 

Gyorffy et al. had predicted that the addition of Ag to Pd – which diminishes the d-electron 
density of states at the Fermi energy - should evoke superconductivity at T > 10 mK [19]. 
However, we could not observe a superconducting transition even to T ~ 0.1 mK in high-
purity Pd1-xAgx for 0.065 ≤ x ≤ 0.55 [20]. On the other hand, alloying Pd with H or irradiating 
it at helium temperatures – both procedures supposedly also reduce the electronic density of 
states at the Fermi energy – lead to superconductivity at 9 K and 3 K, respectively [21]. 

4.3 Platinum 

Platinum is the element which we have refrigerated to the lowest equilibrium temperature 
ever achieved in condensed matter. In these experiments a sample of Pt Fe11ppm was 
refrigerated to an equilibrium temperature of 1.5 µK (and a nuclear spin temperature of 0.2 
µK), (Fig. 10) [10]. Neither for this nor for other bulk Pt samples refrigerated to low 
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microkelvin temperatures we did observe a superconducting (or nuclear spin) transition. 
However, superconductivity surprisingly was observed at millikelvin temperatures in 
platinum powder as discussed in the next section. 

4.4 Platinum Powder 

Platinum powder is a favorite material for the construction of ultralow-temperature heat 
exchangers with very large surface areas [3]. For this application, various properties of 
compacted Pt powders were investigated. In investigations of how the magnetic properties of 
Ag and Pt powder containing a few ppm Fe might assist in cooling liquid 3He via magnetic 
coupling [3, 22], as a great surprise superconductivity was observed in compacted Pt powder 
with an average grain size of  2µm at Tc = 1 mK (Fig. 11), [23].  

An investigation of the magnetic properties of purest available Pt powders in the Kelvin 
temperature range gave a first indication that the magnetic behaviour of 3d impurities in Pt 
grains is different to that in bulk platinum although the Stoner enhancement, S(Pt) = 4, has 
been found unchanged. Compared to bulk platinum in which Fe giant magnetic moments of 8 
µB with an infinite spin quantum number have been found [18], in Pt powders 3d impurity 
induced moments with only about 6 µB and a finite average spin quantum number J ~ 4 have 
been observed. Extending the magnetic study to the mK temperature range showed that the 
impurity magnetism of compacted Pt powder is clearly weakened (Fig. 11) compared to bulk 
Pt;  the ac susceptibility of compacted granular Pt is about one order of magnitude smaller at 
mK temperatures. Moreover, the spin glass behaviour of PtFe (which in the bulk case is very 
similar to PdFe at millikelvin temperatures, see Fig. 10, [18]) is clearly affected in compacted 
granular Pt. A first significant drop of the ac susceptibility occurs at about 2 mK, whereas a 
clear transition from the tiny paramagnetic susceptibility to perfect diamagnetism, i.e. χ = -1, 
occurs at Tc = 1 mK. This result has then been confirmed by measurements of electrical 
conductivity (Fig.12) and magnetization, the latter showing the full Meissner effect of the 
sample [23].  

The weakened impurity magnetism in powdered Pt may play the crucial role in adjusting 
the balance between electron-phonon interaction and competing magnetic interactions. As a 
proof we have also investigated Pt powders with a higher impurity content observing lower Tc

values. However, due to the large surface area of the order of 1 m2/g also acoustic properties 
could be of importance for the creation of superconductivity in compacted granular Pt; 
additional so called “soft phonon modes” (lower frequency phonons at the surface) could 
influence the electron-phonon interaction. The enhancement of the electron-phonon 
interaction and the related increase of the superconducting transition temperature by 
granularity has  already been reported for other systems [24]. In agreement with this 
interpretation, we found that the superconducting transition temperature strongly depends on 
the packing fraction f = VPt/Vsample and related surface area of the compacted powder. 
Performing experiments on samples with 0.50 < f < 0.80, we observed superconducting 
transition temperatures 1.38 mK > Tc > 0.62 mK. In addition, the critical magnetic field of 
superconductivity strongly varies as function of the packing fraction in these experiments in 
the range 67 µT > Bc > 7 µT [23].  

In further susceptibility measurements, where the ac amplitude has been varied, we have 
been able to distinguish between intragranular (within single grains) and intergranular (whole 
sample becomes superconducting) transitions of our granular Pt compacts [25]. Similar  
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and the jump to χ = -1 (at 1 mK). The horizontal dashed line indicates the Stoner enhanced 
susceptibility of Pt at Kelvin temperatures.  
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features have already been observed and discussed for granular cuprate high-Tc 
superconductors [26]. 

In recent experiments performed on samples with a distinctively smaller - submicrometer - 
grain size we have observed an enhancement of Tc of up to 20 mK [27]. For a deeper 
understanding of superconductivity in compacted granular Pt, further investigations are 
necessary in which the impact of the magnetic (controlled variation of concentration and type 
of magnetic impurities), microscopic structural (grain size and crystal quality), topological 
(surface roughness), and macroscopic structural parameters (packing fraction) have to be 
investigated independently from each other. 

We have extended these studies to other metal powders, e.g. Ag, Au, Pd without observing 
superconductivity at temperatures down to 0.1 mK. In the case of Ag [22] and Pd, the 
magnetic purity was even better than in the investigated Pt compacts.  

5. NUCLEAR FERROMAGNETISM AND ITS INTERPLAY 
WITH SUPER-CONDUCTIVITY IN AuIn2

5.1 Nuclear Ferromagnetic Ordering of In nuclei in AuIn2

Because of the typically 10-6  times lower characteristic temperatures for nuclear magnetic 
phenomena compared to their electronic counterparts, spontaneous nuclear magnetic ordering 
occurs at extremely low temperatures. In metals it had been reported only for two 
representatives from two quite different groups. Nuclear antiferromagnetic transitions have 
been observed for Ag and Cu at nanokelvin nuclear spin temperatures [28]. In these 
experiments, the rather weak conduction electron – nuclear couping allowed refrigeration of 
the nuclear spins only to the required nanokelvin temperatures while leaving the conduction 
electrons at typically 100 µK. The other group are the hyperfine-enhanced van Vleck 
paramagnets, PrCu6 and PrNi5 for example, where the Pr nuclear moments induce an 
electronic magnetic moment in the singlet ground state of Pr. The resulting coupled electron-
nuclear system has been observed to order ferromagnetically at 0.1 ≤ Τ ≤ 2.5 mK in thermal 
equilibrium of the subsystems (Τnuclear  = Τelectron = Τphonon)[29]. 

The large nuclear magnetic moment (µ = 5.5 µn) and nuclear spin (I = 9/2) as well as its 
small Korringa constant (κ = 0.09 Ks) make In, in principle, a favorable candidate for 
studying nuclear magnetic ordering phenomena at thermal equilibrium in the sample. 
Unfortunately, the large nuclear electric quadrupole interaction in tetragonal In and its rather 
high superconducting critical field of 28 mT are severe obstacles (see Sect. 6e) for the 
investigation of a spontaneous nuclear magnetic phase transition. To avoid these 
disadvantages, one can study In in the cubic intermetallic compound AuIn2, which has a 
superconducting critical field of only 1.45 mT (for its properties see Tab. 1). Because of its 
small nuclear magnetic moment  (µ = 0.14µn), the contribution of Au to the nuclear magnetic 
interactions in AuIn2 is negligible. Fortunately, the Korringa constant of In in AuIn2 is 
similarly small as in pure In, indicating a similar strength for the conduction electron-nuclear 
coupling. 

In 1995, we could report on the first observation of a spontaneous nuclear magnetic 
ordering transition in a “simple”, not-hyperfine-enhanced metal with Τnuclear = Τelectron  = 
Τphonon. By measuring nuclear heat capacitiy, nuclear ac susceptibility, and nuclear magnetic 
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resonance for In nuclei in AuIn2 at 30 µK ≤ Τ ≤ 10 mK and 2 ≤ B ≤ 115 mT we observed its 
nuclear magnetic ordering at 35 µK [6]. The nuclear magnetization deduced from the NMR 
amplitude, the nuclear ac susceptibility, and the nuclear heat capacity are shown in Figs. 13 
and 14. Particularly convincing are the specific heat data taken in the smallest external field 2 
mT, where they reach a maximum value of 58 J/mol K, which is almost 3 orders of magnitude 
larger than the value for noninteracting In moments [6]. These data give a nuclear Weiss 
temperature  Θ = (+43 ± 11) µK, a nuclear magnetic Curie temperature Τcn = (35 ± 3) µK,
and an internal field in the nuclear paramagnetic state of 7 mT. The positive nuclear Weiss 
temperature indicates that the magnetic interactions between the nuclear moments of In in 
AuIn2 are dominantely ferromagnetic. The ferromagnetic tendency is also supported by a 
calculation of the exchange sum in a simple free electron model [6]. The ratio Τcn / Θ ≅ 0.82
is in good agreement with the value 0.72 calculated for a Heisenberg ferromagnet with simple 
cubic symmetry and with large spin.  

Nuclear dipolar interactions between In nuclei in AuIn2 are only of order 1 µK. Hence the 
interactions causing the spontaneous nuclear ferromagnetic transition at 35 µK must be strong 
indirect Ruderman-Kittel exchange interactions between the In nuclei mediated by the 
conduction electrons. This is confirmed by the small Korringa constant  κ = 0.112 K s. 

Our AuIn2 samples for these as well as the samples of the experiments described in the 
following section were prepared by melting Au (99.999%, only detected impurities 1 ppm Ag 
and 2.5 ppm Si) and In (99.9999%) in a graphite crucible. The samples were annealed for 40 
h at 420°C, resulting in residual resistivity ratios of up to 550. From measurements of the  
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static susceptibility at 2 ≤ Τ ≤ 30 K, we obtain an upper limit of 0.5 ppm for the concentration 
of electronic magnetic impurities and of 1 ppm for possibly segregated superconducting In. 
X-ray and neutron diffraction data showed that the investigated samples are single crystals. 
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5.2 The Impact of Nuclear Ferromagnetism on Superconductivity in AuIn2

Studies on the interplay between electronic magnetism and superconductivity have led to an 
understanding of many effects associated with the interaction of these two phenomena. Most 
of these studies were concerned with the coexistence of antiferromagnetism and 
superconductivity. The destruction of superconductivity at a critical temperature Τc2  due to 
the onset of electronic ferromagnetism below the temperature Tc1, where superconductivity 
appears, was discovered in 1977 for ErRh4B4 and HoMo6S8 [5]. For these materials it was 
found that oscillatory magnetic order can only coexist with superconductivity in a very 
narrow temperature range just above Tc2. However, the interplay of nuclear magnetic ordering 
and superconductivity had never been observed because spontaneous nuclear magnetic 
ordering in metals had been reported only for the non-superconducting metals Ag and Cu [28] 
as well as for intermetallic van Vleck compounds like PrCu6 and PrNi5 [29]. As described 
above, we have observed a nuclear ferromagnetic ordering of In nuclei in AuIn2 at Tcn = 35 
µK [6]. This compound is also a type-I superconductor with Tc(B = 0) = 207 mK and  Bc(T = 
0) = 1.45 mT.

All the measurements described in the preceding section were performed in B ≥ 2 mT to 
suppress the superconducting state of AuIn2 [6].  It was a natural extension of these 
experiments to investigate the field range  B < 2 mT to study the interplay between nuclear 
ferromagnetism and superconductivity in AuIn2 [7]. 

The nuclear refrigerator precooled the sample in 115 mT to 80 µK. We then thermally 
isolated the sample from the nuclear refrigerator by a superconducting heat switch (Fig. 4) 
and demagnetized it to a minimum temperature of 25 µK from where we started the warm-up 
stepwise. The normal to superconducting transition of AuIn2 was determined by driving the 
magnetic field from B = 2 mT to zero and watching the ac susceptibility. Before further 
increasing the temperature, the field was driven back to 2 mT. Bc was defined as the field 
value where 50% of the normal to superconducting transition is passed. 

The critical field measured at 4 < T ≤ 207 mK agrees well with the BCS equation Bc(T) = 
1.45 mT (1 – (T/207 mK)2)  with known parameters of AuIn2 (Fig. 15). At 42 µK ≤ T ≤ 4 mK 
the critical field decreases slightly with decreasing temperature to a value Bc(42 µK) = 1.41 
mT. However, decreasing the temperature further from 42 to 35 µK, the critical field is 
strongly reduced to Bc(35 µK) = 0.95 mT in the nuclear ferromagnetic phase (Figs. 15 to 17). 
A further decrease of the temperature to 25 µK reduces Bc only weakly to an approximately 
constant value Bc(25 µK) = 0.87 mT. This means that the main part of the drop of the critical 
field takes place between Tc(χmax) = 42 µK and Tc(Cmax) = 35 µK, where the maxima of the 
nuclear ac susceptibility and nuclear magnetic specific heat occur, respectively [6]. The finite 
and approximately temperature independent Bc at T < 35 µK is interpreted as appearance of a 
new stable coexistence region of nuclear ferromagnetism and superconductivity. 

The superconducting transition in the magnetically ordered state is strongly broadened at T 
< (37 ± 1) µK to a value of (0.20 ± 0.03) mT, using the 90% - 10% criterion, compared to its 
width in the paramagnetic state where it was too small to be detectable with the used field 
steps of 5 µT. The broadening may result from the appearence of nuclear ferromagnetic 
domains below the nuclear Curie temperature (see below). The change from a sharp to a 
broadened transition takes place in a narrow temperature interval of about 1 µK around  
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according to BCS theory. The dotted line indicates the change from sharp superconducting 
transitions (∆Bc < 5 µT) to broadened transitions (∆Bc = 0.2 mT)  (see Fig. 16). The open 
circles indicate the temperatures Tcn(χmax) of the maximum of the nuclear magnetic 
susceptibility χ. The inset shows the calculations ∆Bc ∝ M for T < 42 µK [dotted line for Bc

(T = 0) ≡ 0.87 mT and solid line for Bc(T = 0) ≡ 0.44mT, see text], where M0 is the 
spontaneous magnetization of ferromagnetically ordered In nuclear magnetic moments in 
AuIn2. See Ref. [7]. 

Tc = 37 µK. In comparison with Tc(Cmax) and Tc(χmax) this characteristic temperature with its 
small error bar may define the nuclear magnetic ordering temperature more exactly. 
Furthermore, from the calibration of our susceptometer we know that at T < 37 µK the sample 
is still fully diamagnetic,  χ =  - 1 at  B = 0, in the nuclear ferromagnetic state. 

The measurements of the critical fields were performed during warm-up starting after 
demagnetizing the sample from different precooling conditions of 70 ≤ B ≤ 115 mT and T ≥
80 µK, corresponding to entropy reductions ∆Spre/S∞ up to 29% (S∞ = 2Rln(2I + 1) with I = 
9/2, the high temperature entropy of the nuclear spin system). Some representative Bc(T)
curves with different ∆Spre/S∞ values are shown in Fig.17. For T > 42 µK the critical field is 
independent from the precooling conditions. But below this temperature, the reduction of Bc

seems to be the stronger the larger the entropy reduction was, with values of 0.87 mT ≤ Bcmin

≤ 1.25 mT depending on the precooling conditions. The maximum reduction ∆Bcmax =  



88

10 20 30 40 50 60 70
0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

B
c

0 .4 0 . 8 1 .2
-1

0

χ

B [ m T ]

1 . 0 1 . 4 1 .8
- 1

0

χ

B  [m T ]

Tcn(χmax)

B
c [

m
T

]  
 

Temperature [µK]

Tcn(Cmax)

B
c

Fig. 16. Critical field Bc of the superconducting transition of AuIn2 as a function of 
temperature. The solid line represents the critical field Bc = 1.45 mT. The dotted line indicates 
the nuclear ferromagnetic phase transition obtained from the broadening of the 
superconducting transition, Tcn = (37 ± 1) µK. The error bar of B  is ± 0.03 mT at T < 37 µK.
For T > 37 µK the error bar is < 5 µT. Insets (a) and (b) show typical susceptibility versus 
magnetic field curves of the superconducting transition in the nuclear ferromagnetic and 
paramagnetic regimes, respectively. For comparison, the “critical” temperatures where the 
nuclear heat capacitiy and the nuclear magnetic susceptibility, respectively, show their 
maxima are indicated on top. See Ref. [7]. 

1.45 mT - Bcmin seems to be proportional to the reduction of nuclear entropy and to the square 
of the nuclear polarization (see inset of Fig. 17). Assuming this dependence of ∆Bcmax on 
∆Spre/S∞ to be valid also at higher entropy reductions, one would expect the full depression of 
Bc after an entropy reduction of 70%. This would yield re-entrant superconductivity (however, 
see below). 

The observed dependence ∆Bcmax on the precooling conditions could be qualitatively 
explained if domains would occur in the nuclear ferromagnetic phase (see above). The 
polarization of the nuclear spin system in the paramagnetic region due to an external magnetic 
field possibly gives rise to the growth of those domains magnetized parallel to the applied 
field when the ferromagnetic state is entered. This would lead to a spontaneous magnetization 
of the nuclear ferromagnetic system increasing with polarization in the paramagnetic state.  

The calculated saturation magnetization of the nuclear spin system in AuIn2 is µ0M0 = 
µ0N0µngnI / Vmol = 1.01 mT at T = 0 K, which is smaller than Bc(T<< Tc) = 1.45 mT.  
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Fig. 17. Critical field Bc of the superconducting transition of AuIn2 as a function of 
temperature of four representative measurements with the precooling conditions ∆Sprec/Smax = 
16%, 24%, 22%, and 29%, resulting in Bc,min = 1.10 mT (open triangles), 1.04 mT (open 
circles), 0.97 mT (crosses), and 0.87 mT (closed squares), respectively. The solid line 
represents the critical field Bc = 1.45 mT. The insets show the reduction ∆Bc,max = Bc – Bc,min

as a function of entropy reduction ∆Spre/Smax and polarization Mpre/M0 after precooling. The 
full lines in the insets indicate the behaviour ∆Bc,max ∝ ∆Spre/Smax and ∆Bc,max ∝ (Mpre/M0)

2,
respectively. See Ref. [7]. 

Assuming that the reduction of Bc is only due to the saturation magnetization (see below), it 
follows that the maximum available reduction should be 1.01 mT and therefore Bcmin = Bc(T
<< Ts) - µ0M0 = 0.44 mT. Hence a full suppression of superconductivity seems to be 
impossible even at the lowest temperatures. This might explain the absence of complete 
destruction of superconductivity by nuclear magnetic order. On the other hand, the above 
mentioned possibility of complete destruction of superconductivity at ∆Sprec/S∞ = 70% 
(corresponding to a nuclear polarization Ppre = Mpre/M0 = 93%) contradicts this conclusion. 
Unfortunately, we can not clarify this question with our data. 

There are two phenomena, electromagnetic and exchange interactions, which are 
responsible for the interplay of superconductivity and magnetism in electronic magnetic 
systems. Both are interactions between the magnetic moments (or an applied field) on one 
hand and the momentum and spin of the conduction electrons on the other hand. From the 
multiple pairbreaking theory of Fulde and Maki [30] the upper critical field Bc2 of a type-II 
superconductor influenced by electronic magnetism can be described as Bc2(T) = Bc02(T) - 
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∆Bc2(T) = Bc02(T) - µ0M(Bc2,T) in the case of negligible exchange interaction and therefore 
dominating electromagnetic induction, where Bc02(T) is the upper critical field in the absence 
of magnetic influence and M(Bc2,T) is the magnetization. Ginzburg [4] considered this 
situation already in 1957 for type-I superconductivity influenced by the magnetization of 
magnetic ions. In order to determine the possible origin of the reduction of the (type-I) 
superconducting critical field Bc of AuIn2 we take Bc ≡ Bc2 and the spontaneous 
magnetization of the nuclear ferromagnet M(T) = M0B(α) ≡ M(Bc2,T) in the equation of Fulde 
and Maki with the Brillouin function B(α), (α = µBi(M(T))/IkBT), and  the interaction field 
Bi(M(T)) given in [31] and calculated Bc(T) for T < 42 µK. However, taking as parameter 
either Bc(T = 0) ≡ Bcmin = 0.87 mT from the experimental results (Fig. 15) or Bc(T = 0) = 1.45 
mT - µ0M0 = 0.44 mT from the saturation magnetization, both simulations with ∆Bc ∝ M
deviate clearly from the measured reduction of the critical field  (Fig. 15). Obviously, 
additional effects might be responsible for the reduction of Bc. For example, in the case of 
negligible electromagnetic interaction and dominating effective exchange field HJ ∝
µ0M(Bc,T), the critical field Bc2(T) = Bc02(T) – const · H2

J(M,T), and therefore Bc2(T) = 
Bc02(T) – const · M2(Bc2,T) [30]. However, the equation ∆Bc = µ0M0B(α) is a qualitative 
approximation for the slight decrease of Bc at 42 µK ≤ T < 4 mK for the case that instead of 
the temperature T, the difference of T and the Weiss temperature θ of AuIn2 is used (see Sect. 
6d, Fig. 18).  

Up till now we have discussed the influence of magnetic ordering on the superconducting 
properties. Vice versa, the influence of superconductivity on magnetism is considered to be 
weak, because the superconducting coherence length in AuIn2, ξ0 = 4.9 µm (using ξ0 = 2h2kF/
πmeff ∆  with kF

-1 = 1.448 Å -1, effective mass meff = 1.0 me0 [6], gap energy 2∆ = 3.5 kBTc)  is 
large compared to the characteristic length of the RKKY interaction (of the order of a few
nm) responsible for nuclear magnetic ordering. After a cycle of field sweeps, driving the 
sample superconducting at a temperature T < Tc and again normal conducting, no increase of 
the temperature within the error bar of 1µK occurred, and the nuclear susceptibility was 
nearly unchanged still showing the characteristic temperature dependence in the ordered state 
[6]. The observation that the increase of entropy is negligible after driving the sample 
superconducting starting from the normal conducting and nuclear ordered state and going 
back to this state means that the nuclear spin arrangement kept its entropy and enthalpy and 
seems to be still ferromagnetically ordered in the superconducting state, even at B = 0. 
Otherwise a  significant increase of entropy and a change of the nuclear susceptibility should 
have occurred (remember that the lattice and electronic contributions to the entropy are 
negligible in the µK temperature range). This is a very remarkable result taking into account 
that the nuclear order in AuIn2 is caused by indirect exchange interactions between the 
nuclear moments mediated by normal conduction electrons (see Sect. 5.a). 

In summary, these results show the first observation of the weakening of superconductivity 
due to long-range nuclear ferromagnetic order and the coexistence of both phenomena. It 
seems that the nuclear magnetic interactions are not significantly influenced by 
superconductivity. In addition, AuIn2 is the first system where type-I superconductivity 
competes with magnetic order. Obviously, more investigations are necessary to understand 
some of the observations for this new type of magnetic superconductor.

The interplay between superconductivity and nuclear magnetism in AuIn2 has recently 
been treated theoretically in three papers [32,33,34]. In particular Kuli  et al. [33] did arrive at 
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the result that the hyperfine interaction dominates, giving rise to a spiral or domain like 
magnetic structure caused by the exchange interaction in the superconducting state. They then 
calculate a reduction of Bc in this state of about a factor of two in good agreement with our 
experimental result. Sonin [34] has considered the electromagnetic interaction only. He 
arrives at ∆Bc ∝ M for a spatially uniform ferromagnetic state which according to his 
discussion can only appear as a metastable state compared to a more stable spiral state for 
which Sonin expects a much smaller reduction of Bc, in disagreement with Ref. [33]. Both 
papers give a decrease of Bc in the paramagnetic state of AuIn2 in reasonable agreement with 
our experimental result discussed in Sect. 6d (see below). Obviously, more theoretical studies 
are necessary to understand the interplay of superconductivity and nuclear magnetism in 
metals. 

6. THE DEPENDENCE OF THE CRITICAL FIELD 
ON NUCLEAR MAGNETIZATION IN NUCLEAR PARAMAGNETS 

In the preceding chapter we have reported on the first study of the interplay of nuclear 
ferromagnetism and superconductivity in the intermetallic compound AuIn2. It would be 
desirable to perform such experiments also on other nuclear magnetic superconductors. 
However, because of the lack of any other material which undergoes both a spontaneous 
nuclear magnetic ordering transition and is also a type-I superconductor, we had to restrict 
ourself to the study of nuclear paramagnets. Due to the observed weak decrease of the 
superconducting critical field already in the nuclear paramagnetic range of AuIn2 (see Sect. 5b 
and Figs. 15 – 17), we looked for similar effects in other type I superconductors. A search on 
the periodic table and among simple intermetallic compounds [35] led us to Al, AuAl2, Sn, 
and In as further possible candidates. We have chosen these systems because of their nuclear 
magnetizations and strongly varying hyperfine couplings (expressed by their Korringa 
constants), as well as their type-I superconducting properties which are given in Tab.1.  

Table 1. Nuclear magnetic and superconducting properties of the investigated type-I 
superconductors: isotope(s), natural abundance, nuclear spin I, nuclear magnetic moment µ, 
nuclear saturation magnetization µ0M0, Korringa constant κ, superconducting transition 
temperature Tc, and superconducting critical field Bc.

 Isotope(s)  Nat. Abun. 
[%]

I µ [µn] µ0M0

[mT] 
κ
[K·sec]

Tc [K] Bc [mT] 

AuAl2
27Al 100 5/2 3.64 0.92 18 0.163 1.21 

Al 27Al 100 5/2 3.64 1.3 1.8 1.175 10.5 
Sn 115,117,119Sn 0.35, 7.6, 

8.7
1/2, 1/2, 1/2 -0.9, -1.0, 

-1.1 
0.031 0.05 3.70 30.9 

AuIn2
113,115In 4.3, 95.7 9/2, 9/2 5.50, 5.51 1.01 0.11 0.207 1.45 

In 113,115In 4.3, 95.7 9/2, 9/2 5.50, 5.51 0.22 (1) 
1.33 (2) 

0.09 3.404 29.3 

Rh 103Rh 100 1/2 -0.088 0.03 8.1 3.3·10-4 5·10-4

(1) at B < 0.1 T, i.e. In is quadrupolar dominated. 
 (2) at B > 1 T, i.e. In is dominated by nuclear Zeeman interaction. 
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Fig. 18. Critical field Bc of the superconducting transitions of the type-I superconductors 
AuAl2, Al, Sn, AuIn2, and In as a function of temperature in their nuclear paramagnetic range. 
The dashed lines show the BCS type temperature dependence Bc = Bc0(1-(T/Tc)

2). The solid 
lines are the  reductions ∆Bc = αNµ0Mn(Bc, T) of the superconducting critical field due to the 
paramagnetic nuclear magnetization Mn, where N = 1 – D + L is the correction for the 
demagnetization factor D as well as for the Lorentz factor L. The values of the fit parameter α
are given in the text. For AuIn2 and In nuclear spin-spin interactions, described by the Weiss 
temperature θ, contribute to the breaking of Cooper pairs. Hence, T has to be replaced by T -
θ. For AuIn2, the fit (steeper line through the data points) gives θ = 35 µK. For In a rather 
high θ = 150 µK is the result of the fit (steeper line through the data points). For details, see 
text.  
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The succeeding investigations have been performed on very pure samples, being analysed 
by SQUID magnetometry and showing the content of electronic magnetic impurities to be 
below 0.1 ppm in all of our samples. Compared to the results discussed in Chap. 5b, we have 
improved the resolution of the field steps from 5 µT to below 0.1 µT in these experiments 
which were performed at 17 µK ≤ T ≤ 1K. Again, the Bc values were taken by slowly 
reducing the applied magnetic field from slightly above the superconducting critical field to 
below with Bc taken at χ= -0.5.

A summary of the results is presented in succession of the strength of hyperfine coupling 
of the samples in paragraphs a) to e), starting with the weakest representative AuAl2 with the 
large Korringa constant of κ = 18 Ks. The results of the measurements of Bc(T) in the vicinity 
of Bc0 are compared to the equation Bc = Bc0(1-T2/Tc

2) – ∆Bc, where ∆Bc = αNµ0M(Bc,T) is a 
term linear in the nuclear magnetisation M(Bc,T) according to the multiple pairbreaking 
theory by Fulde and Maki [30] for the case of dominance of electromagnetic induction. In this 
equation we include N = 1 - D + L as a correction for the demagnetization factor D and 
Lorentz factor L. The constant α serves as a free fit parameter. In Fig. 18, our data of Bc of 
the various materials are compared to this equation (solid lines). Whereas the nuclear spin-
spin interactions in AuAl2, Al, and Sn are weak and estimations lead to nuclear magnetic 
ordering temperatures Tcn < 1 µK, for AuIn2 and In we had to consider their stronger nuclear 
spin-spin interactions. For this reason, for AuIn2 and In we have also fitted the equation to the 
data by replacing in M(Bc,T) the temperature T with T - θ, where θ is the Weiss temperature. 
In addition, it seems that in the equation for ∆Bc one has to include a term quadratic in M to 
explain the AuIn2 data; the term results from exchange interaction [30]. Further, in paragraph 
f) the results of Rh and in g) of the possible candidate TiH2+x are reported. 

6.1 AuAl2

Opposite to the other investigated systems, there is almost no reduction of the critical field in 
the intermetallic cubic (CaF2-structure) compound AuAl2 (with its large Korringa constant κ = 
18 Ks), compared to the BCS behaviour of a nonmagnetic weakly coupled superconductor, 
i.e. Bc(T) = Bc0 (1-(T/Tc)

2). For the parameter α a small value of 0.08 ± 0.03 has been found. 
This finding is of particular importance cause AuAl2 serves concerning its superconducting 
parameters as well as concerning its nuclear saturation magnetisation as a reference material 
for AuIn2 (see Table). Furthermore, due to its identical 27Al nuclei, it also serves as a 
reference for pure Al. The almost absence of a suppression of Bc compared to AuIn2 and Al 
with their much smaller Korringa constants may indicate that the strength of the hyperfine 
coupling plays an important role in the interplay of nuclear magnetism and superconductivity 
(however, see the  results for AuIn2 below). 

6.2 Al 

Compared to AuAl2, in Al ( κ = 1.8 Ks) the suppression of the superconducting critical field is 
clearly enhanced (Fig. 18 and Ref. [36]). Starting with 10.5 mT at 2 mK, the critical field 
decreases to 10.1 mT at 30 µK. This suppression fits to a much larger parameter α = 1.00 ± 
0.05. The stronger hyperfine interaction in Al seems to create a stronger competition between 
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nuclear paramagnetism and superconductivity than in AuAl2. In Ref. [36] we have presented a 
detailed analysis of the data taken on our Al sample.

6.3 Sn 

Sn has an even smaller Korringa constant (κ = 0.05 Ks) than Al and AuAl2. However, its 
small number of nuclear magnetic isotopes with their small nuclear magnetic moments lead to 
a saturation magnetization of only 31 µT. Because of the small size of nuclear magnetization 
we had to improve our field measurements in presence of a comparably large background 
superconducting critical field, Bc0 = 30.9 mT. We solved this through an optimized coil 
system and using several high precision power supplies in parallel for applying the current to 
the field coils [37]. Again on a coarse scale, the superconducting critical field of Sn appears to 
be proportional to the nuclear magnetization (Fig. 18). As already observed for Al, for Sn we 
receive a parameter α  = 1.0 ± 0.05 as well. However, on a fine scale (Fig. 19), unexpected 
anomalies occur in the Bc(T) curve, in particular at about 0.3 mK. These data  have been 
confirmed in several runs. We have no quantitative explanation for this non-monotonous step-
like behaviour of ∆Bc(T), however, we like to mention that under these field and temperature 
conditions, the electron density of states already starts to occupy separate Landau levels.

6.4 AuIn2

Additionally, we have performed a detailed investigation of the superconducting critical field 
of AuIn2, focusing on the nuclear paramagnetic range. A fit to the data taken at 0.2 mK < T <
4 mK reveals a fitting parameter α  = 0.3 ± 0.05. This value is surprisingly small compared to 
the results for Al and Sn, inspite of the strong hyperfine interaction in AuIn2. As mentioned 
above, to take the strong influence of the nuclear spin-spin interactions in AuIn2 into account, 
we had to replace in the equation of M(Bc, T) the temperature T by T - θ. The fit yields a 
Weiss temperature θ = 35 µK. This value for θ is in reasonable agreement with θ = 42 µK 
obtained from the 16 Hz nuclear susceptibility data (see Sec. 5a, [6]). In addition, a 
contribution where the nuclear magnetization appears quadratically in the suppression of the 
critical field in AuIn2 may also be present, because the linear term alone does not describe the 
data points too well (Fig. 18). Such a quadratic term is expected from exchange interactions 
[30]. 

6.5 In 

As already mentioned in Sec. 5a, Indium shows a more complicated nuclear magnetic 
behaviour compared to the above discussed compounds. In Indium, due to its (noncubic) 
tetrahedral crystal structure, the nuclear electrical quadrupole interaction has to be considered 
in addition to the nuclear Zeeman interaction and exchange contributions (κ = 0.09 Ks). In 
order to determine the properties of the nuclear electrical quadrupole interaction, we have also 
performed measurements of its nuclear heat capacity at 0.2 mK < T < 8 mK (Fig. 20). Our 
data help to distinguish between a positive and a negative product of nuclear quadrupolar 
moment Q and electrical field gradient EFG [38]. They clearly favour a positive value, 
Q·EFG > 0, and support former results for the nuclear heat capacity as well as from nuclear 
quadrupole resonance experiments [39]. In consequence, in Indium the lowest nuclear energy  
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Fig. 20. Nuclear magnetic heat capacity of In (which is dominated by the nuclear electric 
quadrupole interaction) measured in a magnetic field slightly  above the superconducting 
critical field. The solid line shows the calculated specific heat for the case that the product of 
electrical field gradient (EFG) and nuclear electrical quadrupolar moment Q is positive (full 
line) and vice versa the dashed line shows the case that EFG·Q is negative. The data clearly 
favour the positive case. See Ref. [38]. 
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state is a I = 1/2 low spin state. Therefore, in In at small applied magnetic fields (B < 0.1 T, 
i.e. under dominance of the nuclear electrical quadrupole interaction) the nuclear saturation 
magnetization is only µ0M0

Q,Z = 0.22 mT. In particular, this saturation magnetization is valid 
in the vicinity of the superconducting critical field Bc0 of about 29.3 mT. 
Surprisingly, we found that the depression of the superconducting critical field is clearly 
stronger than expected for the electromagnetic contribution ∆Bc = N µ0 MIn

Q,Z(Bc,T), where 
µ0MIn

Q,Z(Bc,T) is the magnetization considering both the electrical quadrupolar as well as 
nuclear magnetic Zeeman interaction. Possibly, strong exchange contributions cause an 
enhanced suppression of the superconducting critical field [38]. Here we fit ∆Bc = α N µ0

MIn
Q,Z(Bc,T - θ) to the data points and receive α = 1.0 as well as a surprisingly high Weiss 

temperature θ = (150 ± 20) µK. This result is a clear motivation for further studies of Indium 
at ultralow temperatures. The latter value may indicate that In will undergo a spontaneous 
nuclear magnetic ordering transition at a Tcn even higher than observed for AuIn2 (35µK; see 
Sect. 5a). 

In summary, for the investigated nuclear paramagnets we have observed a variety of 
interesting interplay phenomena with superconductivity. In particular, we find for the fit 
parameter α, describing the strength of the impact of nuclear magnetization on the critical 
magnetic field of superconductivity, that this parameter α = 1.0 for the investigated elements 
Al, Sn, and In. However, we find smaller values (0.08 for AuAl2, 0.3 for AuIn2) for the 
investigated intermetallic compounds. Hence, the competition between nuclear magnetism 
and superconductivity is not simply proportional to the strength of the hyperfine interaction. 
Obviously, several of the observations remain to be understood, e.g. the relative small value 
of α = 0.3 for AuIn2.

6.6. Rh

A further study of the interplay of nuclear magnetism and superconductivity has been 
performed under nonequilibrium thermal conditions at nK nuclear spin temperatures and 
Telectron ~ 100µK in the weakly hyperfine coupled nuclear magnet Rh by Knuuttila et al. [17]. 
These data have been obtained from measurements of the nuclear spin lattice relaxation rates 
of Rh. It remains an open question whether the reduction of the critical field is directly 
proportional to the nuclear magnetization in Rh because at fields of the order of µT in the 
vicinity of the critical superconducting field (see Chap. 4a), the authors of Ref. [17] did not 
have a possibility to measure the nuclear polarization. A calculation of the nuclear 
polarization is perhaps not conclusive, because of the presence of nuclear magnetic exchange 
and dipolar contributions of unknown size. The authors report a weak suppression of the 
superconducting critical field at nonequilibrium thermal conditions for nuclear magnetic 
moments and conduction electrons, however, for Rh the factor α remains undefined so far.

Among the elements, there are without any doupt, further candidates for studies of the 
interplay between nuclear magnetism and superconductivity. Ref. [35] gives an overview of 
relevant superconducting critical parameters and nuclear magnetic properties of the elements. 
In addition, we have identified compacted Pt powder as a new superconductor (see Sect. 4d). 
The small Korringa constant (κ = 0.030 Ksec) of 195Pt nuclei rises the hope of a strong 
nuclear magnetic influence on  the superconducting critical field Bc. However, due to the very 
small values of Bc observed in the compacts so far (see Sect. 4d), an interplay study requires 
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to perform experiments at T < 10 µK in order to get large enough nuclear magnetic 
polarizations.  

Of course, among the many intermetallic compounds, one will find candidates with 
features that are suitable for studies of the interplay of nuclear magnetism and 
superconductivity. One possible group comprises metal hydrides as well as superconducting 
hyperfine enhanced nuclear spin systems, which we will discuss in the following chapters.  

6.7 TiH2+x  as a further candidate 

Superconductivity in metal hydrides has already been reported. As an example, PdH has been 
observed to undergo a superconducting phase transition (see Sect. 4b, [21]). We have 
concentrated our investigation on titanium hydride which has the highest hydrogen density in 
metal hydrides with up to a 28% higher proton density than solid hydrogen [40]. However, 
superconductivity has never been reported in this system before.  

In the course of our investigations, we have identified highly saturated TiHx metal hydride 
as a new superconducting nuclear spin system [35]. In particular, during the preparation of 
our samples with various hydrogen concentrations we have surprisingly been able to create 
TiH2.07 in which the whole hydrogen content is still single atomically embedded (a heat 
release analysis gave us no hint for ortho-para conversion of molecular hydrogen). It had been 
expected that the maximum possible hydrogen content is 2.00 at the full occupation of 
tetrahedral sites. However, the occupation of octahedral sites could give an explanation for 
our results which had already been observed for the metal hydride YHx for x > 2.00 [41]. In 
TiH2.07 the superconducting transition is most pronounced (Fig. 21). We found a broadened 
superconducting phase transition at about 15 mK, which strongly depends on the amplitude of 
the applied ac field. In future, this system may be an interesting candidate for studies of the 
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Fig. 21. Ac(16Hz) susceptibility of TiHx for three different hydrogen concentrations. 
Superconductivity appears for x > 2.00. 
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interplay of superconductivity and nuclear magnetism due to its large nuclear saturation 
magnetization µ0M0 = 1.7 mT resulting from the high proton density. However, a deeper 
understanding of the strength of the hyperfine coupling in these hydrides is required. It has 
been observed that the hyperfine coupling in titanium hydride crucially depends on tiny 
concentrations of electronic magnetic impurities [42]. Probably, the Korringa constant can be 
tuned by the addition of impurities in this system.  

7. HYPERFINE ENHANCED NUCLEAR MAGNETISM AND ITS INTERPLAY 
WITH SUPERCONDUCTIVITY IN Pr1-xLaxTe and Pr1-x LaxCu6

In Sects. 5 and 6 we have presented the first studies of the interplay of nuclear magnetism and 
superconductivity. All nuclear magnetic moments involved in this interplay have hyperfine 
couplings dominantly with s- and p-conduction electrons and almost negligible electronic 
enhancements (Knight shifts < 1%). In the following, we will discuss studies where the nuclei 
are in hyperfine contact with 4f-electrons, too, and are dramatically enhanced by this 
interaction (hyperfine enhancement factors of about 1000 %).

7.1 The Interplay of van Vleck Paramagnetism and Superconductivity in Pr1-xLaxTe 

Compared to superconductors doped with magnetic 3d-impurities and described by the theory 
of Abrikosov and Gorkov [43], electronic singlet ground state systems doped with magnetic 
4f-ions can have a much larger critical concentration of magnetic impurities, as observed for 
La1-xPrxPb3 by Bucher et al. [44]. In these systems, the magnetic moments of the 4f3+ ions are 
quenched in their lowest crystal electrical field state. As a result, their competition with 
superconductivity is clearly weakened compared to ions which keep their full or even 
enhanced electronic magnetic moment. Keller and Fulde [45] in their theory have introduced 
the ratio ∆/Tc of crystal field splitting ∆ and superconducting transition temperature Tc as the 
decisive scaling parameter for a description of these systems. The maximum magnetic 
impurity concentration is large when the crystal field splitting ∆ (i.e. the energy difference 
between the singlet ground state and the first excited state) is large relative to Tc.
We have focused our interest on the van Vleck paramagnets Pr1-xLaxTe. For LaTe, made of 
4N5 for Pr and 6N for Te, we have observed a superconducting transition temperature of 5.7 
K (Fig. 22). Together with the crystal field splitting of 76 K [46], we have a ratio ∆/Tc = 13 in 
LaTe, which is a good precondition for a high critical concentration of singlet ground state 
ions. Our recent measurements on the diluted superconducting van Vleck paramagnet Pr1-

xLaxTe revealed a high critical Pr3+ concentration slightly above 0.50 (Fig. 22). This result has 
enabled us to investigate the influence of hyperfine enhanced nuclear magnetism on 
superconductivity for the first time, as described in the following section. 

7.2 The Impact of Hyperfine Enhanced Nuclear Magnetism on Superconductivity 
in Pr0.50La0.50Te 

The electronic singlet ground state, which forces the susceptibility to follow the so called van 
Vleck type behaviour and in consequence to show a temperature and field independent 
constant van Vleck susceptibility χvv at temperatures much smaller than the crystal field 
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splitting ∆ (Fig. 23), is not the only magnetic contribution. In addition, nuclear magnetic 
moments of La and Pr are contributing. By far, the contribution of 141Pr nuclei is dominating 
because the nuclear magnetic moments are hyperfine enhanced by a factor of (1+hf vv) = 10.2 
in PrTe due to the hyperfine interaction expressed by the hyperfine factor hf of the Pr 4f 
electrons, leading to a second increase of the susceptibility below 1 K (Fig. 23). The 
Ruderman-Kittel exchange interaction of the hyperfine enhanced nuclear magnetic moments 
in PrTe is large enough to cause a nuclear magnetic phase transition at Tcn = 0.6 mK with a 
clear antiferromagnetic tendency (Fig. 23, [47]).   

In order to study the interplay of hyperfine enhanced nuclear magnetization and 
superconductivity at a high concentration of nuclear magnetic moments, we have focused our 
study on Pr0.50La0.50Te which showed the lowest superconducting transition temperature, Tc = 
0.20 K, of all samples investigated (Fig. 22) and is likely to suppress superconductivity at this 
critical Pr concentration. 

We have investigated the electrical resistance and ac(16 Hz) susceptibility of Pr0.50La0.50Te
to µK temperatures. The resistance data have been taken using a bulk sample whereas the 
susceptibility has been measured both for a bulk and a powder composite sample (compacted 
mixture of powdered Pr0.50La0.50Te with  grain sizes smaller than 20 µm and Ag powder with 
an average grain size of 70 nm; mass ratio of compound to Ag = 1:10), the latter in order to 
reduce thermal relaxation times. 

Whereas the superconducting transition measured resistively appears to be quite 
conventional (Fig. 24), the susceptibility provides a more detailed and interesting picture (Fig. 
25). It does not reach χ = -1, as a possible consequence of type-II superconductivity with an 
extremely small value of Bc1, but passes through a minimum at about 30 mK from which it 
starts to increase at further cooling. At temperatures T < 20mK, we find a clear reentrance of 
the susceptibility towards its normal conductive value (Fig. 25).  

0.0 0.1 0.2 0.3 0.4 0.5 0.6
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T
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Pr Content

Fig. 22. Superconducting transition temperatures Tc(x) of the superconducting van Vleck 
paramagnets La1-xPrxTe versus Pr content x. The solid line is a the result of the theory by 
Keller and Fulde [44] for magnetic impurities with a singlet nonmagnetic groundstate. In 
contrast to the strong influence of magnetic impurities in the absence of crystal field effects 
on Tc as described in the Abrikosov-Gorkov theory [42], the singlet groundstate Pr3+ ions in 
La1-xPrxTe cause a much weaker depression of Tc. As a result we have observed a high 
maximum concentration xmax defined by Tc(xmax) → 0 close above x = 0.50 in La1-xPrxTe.
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Fig. 23. Static susceptibility measured with a SQUID magnetometer at T > 4 K and ac (16Hz) 
susceptibility at 100 µK < T < 100 mK of PrTe. The nonmagnetic singlet crystal electrical 
field ground state of Pr in PrTe leads to a constant van Vleck susceptibilty χvv at T < 10 K 
(indicated by the dashed horizontal line). However, the nuclear magnetic 141Pr moments in 
PrTe are strongly hyperfine enhanced. The resulting large effective nuclear magnetic Curie 
constant causes a significant increase of the total susceptibility. At Tcn = 0.60 mK a maximum 
of the hyperfine enhanced nuclear magnetic susceptibility occurs indicating the transition to a  
nuclear magnetic ordered state [47]. The Curie-Weiss law (solid line) fitted to the data at Tcn <
T < 100 mK suggests an antiferromagnetic type of hyperfine enhanced nuclear magnetic 
ordering. 
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Fig. 24. Ac(16 Hz) resistivity of La0.50Pr0.50Te measured in a field of 30 µT. From the data, 
we get RR = 15 µΩcm and a value of RRR = 5.3 typical for samples of diluted intermetallic 
van Vleck paramagnets. The super-conducting transition occurs at Tc = 0.20 K in this 
compound.
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Fig. 25. Ac(16 Hz) susceptibility of La0.50Pr0.50Te at very low temperatures. The closed circles 
show results taken for bulk samples. The open circles indicate data taken for powder 
composite samples, which have been investigated in order to reduce the huge thermal 
relexation times observed for the bulk sample in the same temperature range. Even for the 
powder composite sample, relaxation times of the order of days have been observed at T < 10 
mK. For details, see text.

In summary, in Pr0.50La0.50Te the superconducting state with Tc =  0.20 K is not stable 
down to zero temperature but undergoes a reentrant transition below about 20 mK. This 
reentrant transition is likely caused by the hyperfine enhanced nuclear magnetic moments of 
141Pr. Although the hyperfine enhanced nuclear magnetic moments are not in a magnetically 
ordered ground state at T = 20 mK, their impact on superconductivity seems to be even 
stronger than the influence of a nuclear ferromagnetic transition of the bare nuclear magnetic
In moments in AuIn2 (see Sect. 5b). In order to study  the possible influence of a nuclear 
magnetic ordering transition in Pr0.50La0.50Te, more extended investigations are required. 

In addition to the observation reported in Sect. 5 and 6, the results presented here underline 
the strong impact of hyperfine interaction on Cooper pair breaking at ultralow temperatures. 

7.3 Pr1-xLaxCu6  as a further candidate 

The isostructural intermetallic rare earth copper compounds of stoichiometry RECu6 (RE = 
La, Ce, Pr, Nd) reveal an interesting variety of physical phenomena. CeCu6 is a classical 
heavy fermion system which exhibits dynamic and static spin correlations. NdCu6 is well 
known as an electronic antiferromagnet. PrCu6 is a classical Van Vleck paramagnet and in 
regard of its nuclear magnetic properties, a hyperfine enhanced nuclear spin system which 
undergoes a spontaneous nuclear magnetic ordering transition at mK temperatures [29]. In 
detail, nuclear magnetic ordering transition temperatures between 2.15 and 2.7 mK have been  
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Fig. 26. Static susceptibility measured with a SQUID magnetometer at T > 4 K and ac (16Hz) 
susceptibility at 55 µK < T < 110 mK of PrCu6. The nonmagnetic singlet crystal electrical 
field ground state of Pr in PrCu6 leads to a constant van Vleck susceptibilty χvv at T < 5 K 
(indicated by the dashed horizontal line). The hyperfine enhanced nuclear magnetic 141Pr 
moments in PrCu6 show an exceptionally large increase to a maximum of the total 
susceptibility χ close to 0.5 (for comparison: note the comparably small value of χvv). The 
temperature dependence (full line) follows an archetypal ferromagnetic Curie-Weiss law with 
a clearly positive Weiss temperature of the size of the nuclear magnetic ordering temperature 
Tcn(B < 0.1 mT) = 2.75 mK as indicated in the figure. Furthermore, the increase of the nuclear 
magnetic ordering temperature [Tcn(5 mT) = 3.0 mK (open squares), Tcn(25 mT) = 3.5 mK 
(open triangles)] at increasing the field applied to the sample clearly supports the occurence of 
a hyperfine enhanced nuclear ferromagnetic ordering transition in PrCu6.

reported [29]. Our own investigation on this compound yields clear hints for a nuclear 
hyperfine enhanced ferromagnetic ground state at T < Tcn = 2.75 mK and with θ = + 2.6 mK 
(Fig. 26). The hyperfine enhanced nuclear ac susceptibility shows all features of an archetypal 
ferromagnet (Fig. 26). In particular, the positive Weiss temperature of the size of the nuclear 
magnetic ordering temperature Tcn = 2.75 mK and its increase at increasing the field applied 
to the sample clearly demonstrates the occurence of hyperfine enhanced nuclear 
ferromagnetism in PrCu6.

If superconductivity could be observed in the Pauli paramagnet LaCu6 than this nuclear 
ferromagnetic transition would make the intermetallic compounds Pr1-xLaxCu6 interesting 
candidates for the study of the interplay of hyperfine enhanced nuclear ferromagnetism and 
superconductivity. However, our search in the literature during the time of our experiments 
resulted in no hint of a previous successful effort to find a superconducting transition in 
LaCu6 (but see also our later finding of Ref. [48]).  
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Fig. 27. Resistivity of polycrystalline LaCu6 at 4 mK < T < 300 K. The inset shows the 
superconducting transition at 120 mK in more detail. During its cooldown from room 
temperature, the bulk LaCu6 sample has been exposed to a static field B0 < 10 µT. 
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Fig. 28. Ac susceptibility of LaCu6 at 140 µK < T < 10 K. As already seen in the resistivity 
data, the superconducting transition occurs at around 0.12 K. The static field has been 
compensated to B0 < 10 µT. 16Hz ac primary field amplitudes B16Hz < 1.0 µT have been used. 
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For the search of superconductivity in LaCu6 [49], we have prepared polycrystalline 
samples by arc melting of the elements (99.99 % La, 99.9999 % Cu). We have added 5 atom 
% of Cu to the stoichiometric ratio in order to compensate for the higher volatility of Cu from 
the melt [49]. The x-ray diffraction data for the sample agree with calculated diffraction 
patterns. The content of magnetic impurities in our LaCu6 sample have been obtained by 
polarising the impurity moments in a field of 3.0 T at Kelvin temperatures, 4.3 K < T < 40 K. 
By fitting the Brillouin function to the magnetization data, we have obtained average values x 
= (26 ± 2) ppm of the concentration of impurities with magnetic moments µ = (11.7 ± 0.9) µB

and average spin quantum number J = 2.5 ± 0.6, probably caused by remanent magnetic rare 
earth impurities from the used La of 4N quality. 

We have measured the ac resistivity and the ac susceptibility (ac amplitudes less than 1 µT, 
remanent magnetic field less than 10 µT) of LaCu6 at a frequency of 16 Hz. In order to get a 
reasonable thermal coupling of the used bulk sample to the thermal reservoir, it has been 
glued to a silver link which is connected to the nuclear refrigeration stage. Resistivity data 
have been taken from room temperature to a few mK. As it is typical for such intermetallic 
compounds, we have observed a rather small residual resistivity ratio RRR = 11 for our 
sample (Fig.27). The reduction of R to 90 % RR, 50 % RR, and 10 % RR occurs at 160, 120, 
and 100 mK, respectively. Below 100 mK the resistivity remains zero within our resolution. 
The superconducting transition of our sample appeares to be clearly broadened. The 
susceptibility data (Fig. 28) exhibit similar features. We suspect that the broadening is at least 
partly caused by an inhomogeneous distribution of magnetic rare earth impurities. During 
writing of our manuscript [48], we have realized, that superconductivity had already been 
observed in LaCu6 by Sumiyama et al. [47] at Tc = 42 mK. This lower value could be the 
result of a higher magnetic impurity content or larger magnetic field applied to the sample 
used in this experiment. 

As a result, there is indeed the possibility to study interplay phenomena between 
superconductivity and hyperfine enhanced nuclear magnetism with ferromagnetic tendency in 
Pr1-xLaxCu6 (and possibly in other van Vleck compounds as well). Due to the quenched 
electronic magnetic properties of PrCu6 through the singlet crystal field ground state we 
expect a much smaller influence of Pr doping on the superconducting transition of LaCu6

compared to other 4f impurities. 

8. SUMMARY  

In the preceding sections, we have described experimental results obtained at milli- and 
micro- Kelvin temperatures which have given the following informations on 
superconductivity at ultralow temperatures and its interplay  with nuclear magnetism. 

- Very pure Au (3d impurity concentration less than 10-2 ppm) seems to be a superconductor 
with Tc = 100 µK. However, Ag and Cu are – if at all – only superconducting at T < 10 µK.

- For the platinum metalls, we find Rh to be superconducting with Tc = 325 µK, whereas Pd 
and Pt do not superconduct to a few microKelvin, probably because of their strongly Stoner 
enhanced paramagnetism. However surprisingly, compacted Pt powder is a supercondutor 
with Tc depending on grain size and packing fraction (for example, Tc = 1 mK for d = 2µm
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and V/Vo = 63%). It remains to be shown whether this superconducting transition is caused 
by the weakened magnetism or/ and by additional soft surface phonons of the compacted 
powders compared to the bulk material. 

- We discuss the first observation of a spontaneous nuclear ferromagnetic transition in a 
simple not hyperfine enhanced metall in thermal equilibrium in AuIn2 at Tcn = 35 µK, as well 
as its interplay with type I superconductivity in this intermetallic compound. At T < Tcn, the 
critical field of superconductivity is depressed from 1.45 mT in the nuclear paramagnetic state 
to values between 1.1 and 0.87 mT in the nuclear ferromagnetic state, depending on the field 
induced nuclear polarization in the nuclear paramagnetic state. Hence, in the nuclear 
ferromagnetic state superconductivity is weakened but does not vanish. Vice versa, the 
nuclear ferromagnetic state does not seem to be influenced by field induced transitions from 
and to the superconducting state. However, various details of the observations are not yet 
understood and wait for a further theoretical interpretation. 

- For Al, Sn, In, AuAl2, and AuIn2 we observe a small reduction ∆Bc of the critical field of 
superconductivity already in the nuclear paramagnetic state at very low temperatures. This 
reduction is proportional to the nuclear magnetization M, as expected for dominant 
electromagnetic interaction. The proportionality parameter α between ∆Bc and M expressing 
the strength of this reduction is 1 for the three investigated elements but only 0.08 for AuAl2

and 0.3 for AuIn2. This result shows that the interplay is not simply proportional to the 
hyperfine coupling expressed by the Korringa constant, and it remains to be understood. For 
the two samples with strong indirect nuclear exchange interactions, In and AuIn2, the 
temperature T in the equations has to be replaced by T - Θ (Θ : nuclear Weiss temperature). 
This section is concluded by some comments on possibly relevant behaviour of metall 
hydides, in particular on the here investigated TiH2.07 (Tc = 15 mK). 

- Eventually, we have discussed investigations of the superconducting and nuclear magnetic 
properties of the mixed hyperfine enhanced compounds Pr1-x La 1-x Te and Pr1-x LaxCu6. In 
particular, we find reentrant behaviour of superconducting Pr0.5La0.5 Te (Tc = 0.2K) below T = 
20 mK, probably caused by the hyperfine enhanced nuclear magnetic moments of 141Pr. 
Obviously, these enhanced moments in the nuclear paramagnetic state have an even stronger 
impact on superconductivity than the nuclear ferromagnetic transition of the bare nuclear 
moments of In in superconducting AuIn2. It would be of interest to extend these studies to 
other van Vleck compounds, in particular Pr1-x LaxCu6, starting from the here investigated 
nuclear ferromagnet PrCu6 (Tcn = 2.75 mK) to LaCu6 for which we have observed a 
superconducting transition at Tc = 120 mK. 

The above discussed investigations have given a wealth of first and new informations on the 
investigated problems. However, various aspects of our results remain to be understood and 
many more investigations of superconductivity at ultralow temperatures and its interplay with 
nuclear magnetism, be it a nuclear ordered state, nuclear paramagnetism or hyperfine 
enhanced nuclear magetism wait for further experimental as well as theoretical studies. 
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Figure 5: Left panel: Coexistence/competition phase diagram of SC and magnetic A phases

close to the magnetic QCP1. Phase boundaries are obtainded from susceptibility and resistivity

measurements and composed of alloying (negative pressure) and hydrostatic pressure results,

separated by a dashed line. Here g ∼ 1-x on the left and g ∼ p on the right [72] (c.f. theoretical

results in fig. 10). Right panel: B-T phase diagram of CeCu2Si2 for B ‖ a. Original version in

[73], completed version from [74]. For this sample the A-phase is expelled from the SC region

(no coexistence).

surements already shows that Tc saturates in a plateau after the TA- crossing instead of forming

the canonical QCP dome shape. Indeed on increasing pressure even further Tc increases steeply

reaching a maximum around 3 GPa [76] to 4 GPa [57] (fig. 7). The delicate competition and

coexistence behaviour for stoichiometric single crystals of CeCu2Si2 has already been obvi-

ous from earlier investigations on the B-T phase diagram obtained with ultrasonic methods and

dilatometry [73, 74] which is shown in fig. 5 (right panel). For this sample Tc ≤ TA and A/SC

phases do not coexist. The expulsion of the A-phase from the SC region in fig. 5 can be clearly

seen from sound velocity anomalies across the A and SC phase boundaries. The still poorly

understood B phase might be another SDW phase with different propagation vector Q and/or

SDW moment polarisation.

Figure 6: Neutron diffraction intensity in

reciprocal (hhl) plane in CeCu2Si2 at tem-

peratures above and below the A-phase

transition temperature TA. The magnetic

peak appears at (0.215,0.215,1.470) cor-

responding to an incommensurate SDW

modulation vector Q = (0.215,0.215,0.530)

[55].
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susceptibility χ(q) has to be calculated within the context of renormalised band theory [20].

In this approach (sect. 2) resonant phase shifts η f̂ m for the 4f-states are introduced empirically

into the LDA scheme to generate the heavy bands at the Fermi level while charge neutrality

and proper f-count are preserved. For the three CEF split Kramers doublets of Ce3+ (J=5
2) the

ansatz for the phase shift is

η f̂ m(ε) = tan−1
Γ f̂

ε − ε f̂m

ε f̂m
= ε f̂ +∆m (17)

Here ε f̂m
defines the centers of heavy bands with ε f̂ denoting the renormalised 4f- level and

∆m the energies of the three Kramers doublets taken from neutron scattering. The resonance

width Γ̂ f is an empirical parameter which determines the width kT∗ or mass m∗ of the heavy

electron band. It is adjusted to reproduce the proper experimental value of γ = C/T. The main

heavy electron sheet obtained in [19] is shown in fig. 8. It consists of stacked columns along c.

Obviously there are large flat parts on the columns with a nesting vector Q as indicated. Indeed

this leads to a pronounced maximum of χ(q) at q = Q as shown in the contour plot of fig. 8. The

experimental IC ordering vector of the A-phase (fig. 6) agrees well with the maximum position

of χ(q) giving credence to the SDW picture for the A phase.
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Figure 8: Left panel: Main heavy FS sheet in CeCu2Si2 where columnar nesting with wave

vector Q is indicated. Parameters for renormalised band calculations are: T∗ ∼ 10 K and ∆CEF
= 330 K overall CEF splitting. Right panel: Comparison of experimental propagation vector

(fig. 6) and contour map of theoretical χ(q) in (hhl) plane [55].

3.1.3 THE HIGH PRESSURE MIXED VALENT PHASE TRANSITION

The present experimental evidence for the second QCP at high pressure connected with Ce-

valence change was described in [70]. A valence transition does not break any spatial symmetry

but charge fluctuations and volume strain are strongly coupled which commonly leads to a first

order valence transition as in the famed γ-α transition of Ce. No such volume change has been

found at pc2 of CeCu2Si2 making it a rather exceptional case. On the other hand this feature may

provide a link to superconductivity as discussed in the next section. The only direct evidence for

126



1



1 8



1



1



1 1



1



1



1 4



1



1



1



1



1



1



1 1



1



1



44



1



1



1



1



1



1



1 1



1



1



1

1 4



55



1



1



1 8



1



1



1 1



1



1



1 4



1



1



1



1 8



1





























ONE DIMENSIONAL ORGANIC SUPERCONDUCTORS 

D. Jérome and C.R. Pasquier 

Laboratoire de Physique des Solides, UMR 8502, Université Paris-Sud, 91405 Orsay, France 

1. TOWARDS ORGANIC SUPERCONDUCTIVITY 

The new state of matter (superconductivity) has been discovered somehow unexpectedly in 
mercury with a critical temperature of Tc = 4.15K by Kamerlingh Onnes in 1911 just after he 
had mastered the liquefaction of helium [1]. However, the phenomenon of superconductivity 
in particular its Tc, is strongly dependent on the material in which it is to be observed. 
Therefore, over the years a lot of new metals and intermetallic compounds have been 
discovered with increased values of Tc reaching a maximum which was apparently leveling 
off at about 24 K in the fifties, see figure 1. The absence of any satisfactory theory until 1957 
did not prevent the applications of superconductivity which developed after World War Two 
but all these applications were bound to the use of liquid helium as the cooling agent which is 
necessary to stabilize the superconducting state. It is only in 1986 that totally new types of 
copper oxides discovered by Bednorz and Müller led to drastically higher Tc [2]. This 
remarkable discovery was actually an outcome of the quest for new materials able to show 
superconductivity under conditions as close as possible to ambient temperature. As to the 
possibility of superconductivity in materials other than metals, F.London in 1937 had been the 
first to suggest that aromatic compounds under magnetic fields might exhibit a permanent 
current running along aromatic ring systems (anthracene, naphtalene,...) under magnetic 
field[3].  

The first practical attempt to promote metal-like conduction between open shell 
molecular species came out in 1954 with the molecular salt of perylene oxidized with bromine 
[4] although this salt was not very stable. In the sixties when superconductivity had already 
turned into practical applications people were worryingnabout the existence of new  
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Fig 1. Evolution of the superconducting critical temperature in metals and intermetallic 
compounds, cuprates, organic conductors (one and two dimensional). 

superconductors which would no longer require the need of liquid helium, W.A.Little made 
an interesting suggestion [5,6]. This was a new mechanism expected to lead to 
superconductivity at room temperature and to be observed in especially designed 
macromolecules. The idea of Little's mechanism was indeed strongly rooted in the isotope 
effect which has been one of the great successes of the theory proposed in 1957 by Bardeen 
Cooper and Schrieffer [7] for the interpretation of most superconducting compounds known 
up to that date. The attractive interaction between electrons (or holes) which is a prerequisite 
for the Bose condensation of electron pairs into the superconducting state since the heart of 
the BCS theory relies on the mass M of the ions which undergo a small displacement when 
the electrons are passing closeby namely, ( 2/1−∝ MTc )). In the excitonic mechanism of Little 

it is an electronically polarizable entity which is used instead of the usual polarizable ionic 
lattice. Consequently, the small electronic mass me would lead to an increased Tc of the order 

of ( ) 2/1
emM times what is observed in a conventional superconductor. This has been the 

beginning of the concept of room temperature superconductivity, still a dream for scientists in 
the twenty first century [8]. As far as materials are concerned, the model of Little was based 
on the use of a long conjugated polymer such as polyacetylene together with the grafting of 
polarizable side groups [9]. This formidable task in synthetic chemistry did not succeed but 
the idea to link organic metallicity and one dimensionality happened to be stimulating for the 
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development of organic superconductors although a lot of basic physical problems had been 
overlooked in the seminal paper of Little [5]. One of the positive aspects of Little's suggestion 
is that all organic conductors making up the first generation of organic conductors are given 
by linear arrays of organic molecules.  

The prerequisite for the formation of a molecular conductor is first the requirement for 
having charged molecules in a solid and second to allow their charge to delocalize between 
molecular entities. Charging the molecules can be achieved either by a charge transfer 
reaction between molecules of different species or by the formation of an organic salt. The 
first case has been realized in TCNQ-TTF  by a transfer of charge between the donor 
molecule TTF  and the acceptor molecule TCNQ  leading to open shell donor and acceptor 
molecules [10,11]. TCNQ-TTF  has really marked the beginning of the research's effort in 
organic conductors keeping in mind organic superconductivity as the ultimate goal. This 
system is remaining famous for the experimental evidence of a Peierls transition in a one 
dimensional conductor responsible for a metal to insulator transition at low temperature. The 
physical properties have been extensively summarized in a review article [12]. 

The second route gave rise to the synthesis of the first organic superconductor 
PF(TMTSF) 62 in 1979 [13]. Actually, it is the study of the two-chain charge transfer 

compounds DMTCNQ)-(TMTSF , DM)-(TM  where the donor is the tetramethyl selenide 
derivative of TTF  which drew chemists and physicists's attention on the role of the 
TMTSF molecule. The outcome of this study has been decisive for the quest of organic 
superconductivity [14]. This 1-D conductor undergoes a Peierls transition at 42 K [15] where 
unlike TCNQ-TTF a distortion occurs simultaneously on both chains [16]. Several other 
results have triggered the attention. X-ray experiments had shown that the charge transfer is 
only 5.0=ρ  leading to a quarter-filled band situation [16]. Transport and thermopower data 
emphasized the dominant role played by the TMTSF chain in the mechanism driving the 
Peierls transition and also in its contribution to the conduction at high temperature [17]. The 
really new and unexpected finding has been the suppression of the Peierls transition under 
pressure and the conductivity remaining metal-like reaching the unprecedented value of 

( ) 15 .10 −Ω cm  under 10 kbar at the temperature of liquid helium [18]. The conducting state of 
TM-DM was also remarkable in displaying a huge transverse magnetoresistance below 50 K
[19].  

Since all these phenomena, were new and unexpected the effort was put on a structure 
made of only one organic stack comprising the lucky TMTSF molecule. Such a structure was 
already known from the early work of the Montpellier chemistry group who synthesized and 
studied the series of isostructural X(TMTTF) 2 organic salts [20] where TMTTF is the sulfur 

analog of TMTTF and X is a monoanion such as 4ClO , 4BF or SCN . All these compounds 
turn into strong insulators at low temperature. This is the reason why they did not attract 
much interest until recently when they have been practically rediscovered after twenty years 
of studies which were mainly devoted to the selenide series, X(TMTSF) 2 .

While the research on 1D conductors was developing the same fulvalene had been 
used to synthesise a new molecule containing only sulfur atoms as the heteroatom in the 
fulavlene ring. This is the bisethylendithio-tetrathiafulvalene also abbreviated TTF-BEDT or
(ET) in short. The ET  molecules can give rise to several 2:1 phases with various polymeric 
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anions exhibiting usually a very pronounced two-dimensional metallic character. For instance, 

the beta phase ( ) 32 IET−  with the triodide anion −
3I  reveals a columnar stacking of ET

molecules arranged in layers like in the X(TM)2 structure. But the stronger interlayer 
interactions via S...S bonds makes the side by side interaction as strong as the face to face 
coupling. Consequently, the band structure becomes 2D with a half filled conduction band 
[21]. ( ) 32 IET−  has been the first 2D organic conductor to reveal superconductivity below 
1.5K at ambient pressure [22]. Additional pressure work has shown an usual pressure 
dependence for Tc which is at variance with the regular pressure dependence of the X(TM)2

series. Instead of a steady decrease Tc has been found to increase discontinuously up to 8K 
around 1 kbar [23,24,25]. This behavior has been studied in details using the gas pressure 
technique, performing a pressure-temperature-pressure cycling known as the Orsay process 
pointing out the existence of two crystallographic phases for this salt, the low Tc phase βL

characterized by the onset of a displacive modulation below 200K [26] and the high Tc phase 
βH free from any distortion [27]. Textbooks examples for two dimensional magnetoresistance 
oscillations have been observed in the βH-phase stabilized at low temperature after the 
appropriate pressure cycling [28]. Although a large number of other crystalline structures 
have been synthesized using the ET  molecule, let us mention only some materials with the κ
structure [29], namely 22 Cu(NCS)(ET)−  which held the record for organic 
superconductivity for some time [30] and [ ]ClN(CN)Cu(ET) 22−  where the highest organic 
Tc of 13K can be stabilized under a pressure of 300 bar [31]. In the κ structure two 
ET molecules are paired with their planes almost parallel forming dimers arranged in sheets 
separated by insulating anion sheets. 2D organic conductors have been the subject of 
extensive reviews [32,33,34,35]. Their properties will only be discussed in this review when 
we shall be touching specific topics such as the superconducting state and the interplay 
between superconductivity and antiferromagnetism. 

2. THE X(TM)2  PERIOD 

2.1 Organic superconductivity in X(TMTSF)2

In 1979, the Copenhagen group succeeded in the synthesis of a new series of conducting salts 
all based on the TMTSF  molecule namely, X(TMTSF)2  where X is an inorganic anion with 

various possible symmetry, spherical ( 6PF , 6AsF , 6SbF , 6TaF ), tetrahedral ( 4BF , 4ClO , 4ReO ) 

or triangular ( 3NO ) [36]. All these compounds but the one with X= 4ClO  did reveal an 

insulating ground state with a metal-insulator transition ranging from 180K in X= 4ReO  down 
to 12K in X= 6PF  , figure 2. In this latter compound the conductivity reached the value of 

11510 −−Ω cm  at 12K with still a very strong temperature dependence. This behavior for the 
transport properties together with the absence of any lattice modulation [16,37] as precursors 
to the metal-insulator transition were new features in this field still dominated by the CDW 
philosophy stimulated further investigations under pressure and allowed the stabilization of a 
metallic state down to liquid helium temperature at a pressure of about 9kbar. The finding of  
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Fig.2. Side view of X(TM)2  conductors. 

Fig. 3. 62 PF(TMTSF) , first observation of organic superconductivity under pressure [13] 
obtained by hand recording the resistivity data. 

a very small and still non-saturating resistivity at 1.3 K extrapolating linearly to a nearly zero 
value at T = 0 K was a strong enough motivation to trigger further studies under pressure in a 
dilution refrigerator which rapidly led to the discovery of a zero resistance state below 1 K.
As this zero resistance state was easily suppressed by a magnetic field transverse to the most 
conducting direction, superconductivity was claimed [13]. 
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The discovery of superconductivity in the X(TMTSF) 2  family was a very exciting 
phenomenon since it was the first time such an instability could be stabilized in an organic 
compound. This happened about 15 years after the publication of Little and 10 years after the 
meeting of an international symposium organized by W.A. Little at Hawaï on the Physical 
and Chemical Problems of Possible Organic Superconductors [9].  

2.2 A variety of ground states in the X(TM)2  series  

The discovery of superconductivity in an organic conductor has triggered subsequent 
investigations of the X(TMTSF) 2  series which have shown that the superconducting ground 
state is only one among a variety of other ground states which can be stabilized in the 
isostructural series depending either on the nature of the anion or on the applied pressure. 
Shortly after the discovery of superconductivity in 62 PF(TMTSF)  it has been realized that the 

mechanism driving the metal-insulator transition at 12K in 62 PF(TMTSF)  at ambient 
pressure is the onset of itinerant antiferromagnetism which sets a magnetic modulation called 
a spin density wave (SDW). SDW formation had been proposed earlier for the interpretation 
of the magnetic transition in chromium due to the nested regions of the peculiar Fermi surface 
of this 3-D metal [38,39]. However, what makes the onset of a SDW particularly damaging 
for a 1-D conductor like 62 PF(TMTSF)  is the planarity of the Fermi surface. With a band 

filled up to Fk±  the exchange term of the Hartree-Fock potential characterized by wave 
vector Fk2  in the SDW phase opens a gap at the Fermi level over the entire surface giving 
rise in turn to an insulating ground state.  

Shortly after the discovery of superconductivity in 62 PF(TMTSF) , many other 
members of the same series with a variety of anions have also been found superconducting in 
the vicinity of 1 K in the 10 kbar pressure domain [41]. The compound 32 NO(TMTSF)  is 
however the only system in the selenide series in which superconductivity has not been  

Fig.4. Band structure and Fermi surface of 62 PF(TMTSF)  [40]. 
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Fig. 5. 42 ClO(TMTSF) , first observation of organic superconductivity at ambient pressure 
[42]. 

stabilized for reasons related to the peculiar ordering of the anions at low temperature. 

42 ClO(TMTSF)  is the only member of the X(TMTSF)2  series to show superconductivity 
under atmospheric pressure [42].  

In the mid-eighties the isostructural family comprising the sulfur molecule TMTTF
with the same series of mono-anions has been investigated under pressure and quite 
interesting new results obtained [43]. Thanks to studies performed at higher pressures it has 
been realized that X(TMTTF) 2  and X(TMTSF) 2  salts both belong to the same family 

forming the generic X(TM)2 phase diagram [44], figure 6. At this stage, it is instructive to 
look at the band structure which can be foreseen for these materials on the basis of a single 
particle model using a tight binding scheme and few simplifications. One assumption is the 
use of the highest occupied molecular orbital (HOMO) as the starting wave function for the 
tight binding calculation which is justified by the only weak interaction existing between 
molecules in the solid state. The other is the extended Hückel method which leads to an 
appropriate band description. The band structure parameters thus obtained can be used to 
define the following model of the energy spectrum [12,45] : 

)cos(2)cos(2)cos(2)( cktbktaktk ccbbaa ⊥⊥⊥⊥ −−−=ε  (1) 
where it is assumed that the underlying lattice is orthorhombic. The symmetry of the lattice in 
the X(TM)2  being triclinic with the 1P  space group the above expression then represents a 
simplified model of the actual spectrum of figure 4 but it retains the essential and is easier to 
manipulate. The conduction band along the chain direction has an overall width at4  ranging 
between 0.4 and 1.2 eV, depending on the chemical nature of the donor molecule. As the 
overlap between electron clouds of neighbouring molecules along the stacking direction is  
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Fig.6. Generic phase diagram for the X(TM)2  compounds [44] with the zero pressure point 

fixed at the compound 62 PF(TMTTF) . The small shaded area at low pressure schematizes the 

region of the phase diagram in which charge disproportionation arises in 62 AsF(TMTTF) . 

about 10 times larger than the overlap between the stacks in the transverse b direction and 500 
times larger than that along the c direction, the electronic structure can be viewed at first sight 
as one-dimensional with an open and slightly warped Fermi surface centered at the Fermi 
wave vector Fk±  defined for isolated chains, figure 4. 

The anions located in centrosymmetrical cavities lie slightly above or below the 
molecular planes. This structure results in a dimerization of the intermolecular distance 
(overlap) with a concomitant splitting of the HOMO conduction band into a filled lower band 
separated from a half-filled upper (hole-like) band by a gap D∆  at Fk2± , called the 
dimerization gap which is shown in figure 4 at the point X of the new Brillouin zone. 
However, on account of the finite transverse dispersion, this dimerization gap does not lead to 
a genuine gap in the middle of the density of states as shown from the extended-Hückel band 
calculation (figure 7). The only claim which can be made is that these conductors have a 
commensurate band filling (0.75) coming from the 2:1 stoechiometry with a tendency toward 
half filling which is more pronounced for sulfur (with enhanced structural dimerization) than 
for selenium compounds, while it differs from compound to compound within a given series.  
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Fig. 7. Extended Hückel density of states for 62 PF(TMTSF)  and Br(TMTTF)2  [40]. 

Table 1. Calculated band parameters for three representative members of the X(TM)2 series 
according to the crystallographic data of reference 46. The average intra and interstacks 
interactions are given in lines 4 and 6 respectively. The bound dimerization is shown in line 5. 
All energies are counted in meV. 

62 PF(TMTTF)  62 PF(TMTSF)  42 ClO(TMTSF)

1t 137 252 258 

2t 93 209 221 

t 115 230 239 

t

t∆
0.38 0.187 0.155 

⊥t 13 58 44 

Consequently, according to the single particle band calculation all compounds in the X(TM)2

series should be found conducting. On Table 1 we have reported the band parameters of 
different members of the X(TM)2 family as they can be computed from the crystallographic 
data [46]. The sulfur compounds exhibit bands which are significantly narrower and more 
dimerized than the selenide ones. 

The gross features of the X(TM)2  phase diagram are the followings. First, 

compounds at the left in the diagram such as 62 PF(TMTTF)  are insulators below room 

temperature while those right of Br(TMTTF)2  exhibit an extended temperature regime with a 
metallic behavior, see figure 8. Therefore, the cause for the insulating nature of some 
members in the X(TM)2 series will have to be searched in the joint role of e-e repulsion and 
low dimensionality as we shall show later on in this article. 
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Fig.8. X(TM)2 , resistivity and susceptibility. An illustration for the charge-spin separation 
[48]. 

The salient feature of the X(TM)2  diagram is the existence of a wide variety of 

ground states occurring below 20K or so. Moving toward the right across the X(TM)2  phase 
diagram, a succession of ground states is revealed either changing compounds or changing 
pressure on a given compound. All these ground states have been discovered from the study 
of the temperature dependence of the spin degrees of freedom (susceptibility, EPR and NMR) 
and from structural data [47]. The compound at the extreme left in the X(TM)2 diagram, 

62 PF(TMTTF)  is the only one which can be moved by pressure through the entire series of 
ground states, Spin-Peierls, Néel antiferromagnetism, SDW phase with an incommensurate 
magnetic modulation and ultimately superconductivity. It is this latter compound which has 
established the universality of the generic phase diagram [44]. 

2.3 X(TM)2  at high temperature: from the 1-D Mott insulator to the 2D conductor 

Given the unified X(TM)2 phase diagram established experimentally which suggests that 

apparently so different systems such as the superconducting 42 ClO(TMTSF)  and the strongly 
insulating 62 PF(TMTTF)  belong to the same class of materials i.e. physical properties of the 
latter can be made equivalent to those of the former provided a large enough pressure is 
applied we shall try to explain how recent theoretical ideas in 1-D physics have contributed to 
a better understanding. Therefore, we intend to summarize very briefly the physics of the high 
temperature phase in the rest of this article. Extended reviews have been published in ref [48] 
also in a recent textbook [49]. 

What 1-D physics means is that instead of the usual description of low lying 
excitations in terms of quasi particle states in the Landau-Fermi liquid model, a collective 
mode description with decoupled spin and charge modes is a more appropriate starting point 
[50,51]. Such a model for 1D conductors has been proposed starting from a linearized energy 
spectrum for excitations close to the Fermi level and adding the relevant Coulomb repulsions 
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which are responsible for electron scattering with momentum transfer Fk2 and 0. This is the 
popular Tomonaga-Luttinger model for a 1-D conductor in which the spatial variation of all 
correlation functions (spin susceptibility at Fk2  or Fk4 , CDW, Superconductivity) exhibit a 
power law decay at large distance, characterized by a non-universal exponent ρK  (which is a 

function of the microscopic coupling constants) [52]. This experimental review is not the 
place to discuss extensively the significance of the 1-D exponent but let us just say to be 
extremely brief that ρK  is a positive exponent. When ρK  is larger than unity, interactions 

between carriers become attractive and favor superconducting correlations at low temperature 
while if ρK  is less than unity, repulsive interactions together with magnetic correlations are 

enhanced at low temperature [53].  
Furthermore, there exists an added peculiarity in X(TM)2  conductors since the 

stoichiometry imposes half a carrier (hole) per TM molecule (and this filling cannot be 
modified by the applied pressure). Consequently, uniformly spaced molecules along the 
stacking axis should lead to the situation where the unit cell contains ½ carrier, i.e. the 
conduction band is quarter-filled. However, non-uniformity of the molecular packing had 
been noticed from the early structural studies of X(TMTTF)2  crystals [46]. There exists a 
dimerization of the overlap between molecules along the stacks, a situation which is more 
developed in the sulfur series although it is still encountered in some members of the 

X(TMTSF)2 , see Table 1. The impact of the dimerization on the electronic structure is 
usually quantified by the modulation of the intra-stack overlap integral as both longitudinal 
and transverse molecular displacements are able to contribute to the modulation of the 
intermolecular overlap could contribute to make them half-filled band compounds . The 
commensurate band filling opens a new scattering channel for the carriers between both sides 
of the Fermi surface as then the total momentum transfer for two (four) electrons from one 
side of the 1-D Fermi surface to the other is equal to a reciprocal lattice vector (Umklapp 
scattering for half (quarter)-filled bands).

Commensurability leads to important modifications in the model of the gapless 
Luttinger liquid which instead becomes a Mott-Hubbard type insulator with a gap in the 
charge sector although on account of the spin-charge separation of the 1-D physics the spin 
sector remains gap-less [53]. The amplitude of the charge gap relies very strongly on the band 
filling and the strength of the e-e repulsions of the 1-D electronic spectrum. For half-filled 
band 1-D conductors the Mott Hubbard gap opens up as soon as interactions between carriers 
are infinitesimally repulsive namely, 1<ρK , see figure 9. Quarter-filled band conductors 

however can afford more repulsive interactions before turning into 1-D insulators. They 
become insulating when the condition 25.0<ρK  is fullfilled.  

The gap in the density of states at the Fermi energy reads : 
)22/(1 2

2
ρ

ρ
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W
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≈∆   (2)  

where Ug  is the coupling constant 
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respectively in the Hubbard limit. 
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Fig.9. Temperature flow of interactions 3g

(strength of the Umklapp interaction) and ρK

for the half filled band situation. 

2.4 The 1-D physics high temperature regime 

The first important question to be settled is whether there exists a part of the generic X(TM)2

diagram where 1-D physics is relevant and second where is this region located. According to 
band calculations, the transverse overlap ⊥t  along the b-direction is of order 120 K and 200 K
for sulfur and selenium compounds respectively [48]. Therefore, it is quite natural to expect 
first 1-D theory to govern the physics of these quasi 1-D conductors, at least in the high 
temperature regime when ⊥> tT  [54] and second, to observe a cross-over toward higher 
dimensionality physics below room temperature.  

Fig.10. Reflectance data for 62 PF(TMTSF)  at decreasing temperatures from top to bottom 
with the light polarized along a or the b’ transverse axis. A transverse plasma edge is 
observed at low temperature [56]. 
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As observed very early in the polarized reflectance studies of 62 PF(TMTSF) , a plasma 
edge for a light polarized along the transverse b-axis becomes observable only below 100K
[55,56] and therefore suppresses the relevance of 1-D physics restricted to the high 
temperature limit, see fig.10. The situation is more delicate for 62 PF(TMTTF)  which is 
already a semiconductor from 300K according to the frequency dependence of the 
conductivity showing a peak of oscillator strength around 12000 −cm  at room temperature 
[57]. More recent optical investigations performed on the same compound at low temperature 
[58] concluded to the existence of a gap in the single particle spectrum of order 1800 −cm . In 
the following we shall see that this insulating character is indeed a direct consequence of 
strong electron-electron repulsions and one-dimensionality. 

2.4.1 The charge ordering in the insulating state of (TMTTF)2X
The charge reorganization which is observed in the insulating regime at high temperature of 
some of the insulating salts is discussed in this section although it concerns a real ordering 
phenomenon because it is not the actual ground state of the materials observed at low 
temperature.  

The dominant role of Coulomb interactions between one dimensional carriers of these 
salts has been illustrated by the observation of a new electronic state detected long time ago in 
the X(TMTTF)2  members of the X(TM)2 series but understood only recently: the charge-
ordered (CO) state. The early evidences came from the study of the transport properties 
showing sharp anomalies of resistivity, thermopower [59] and microwave dielectric constant 
[60] in the salts with X= 6SbF , 6AsF , and 4ReO  of the X(TMTTF)2  family at TCO= 154,
100 and 225K respectively. In addition it had been noticed that none of these anomalies were 
accompanied by structural modifications and thus the name of structure-less transitions was 
given to them [61]. Similarly, the absence of any change for the spin degrees of freedom was 
taken as an evidence for the spin-charge separation of the 1-D electron gas physics. Recent 
NMR [62,63] and low frequency dielectric [64,65] measurements ascribed the anomalies at 
TCO to the existence of an electronic phase transition and the onset of a charge 
disprorportionnation occurring between near neighbor molecules along the molecular stacks. 
As shown by the splitting of the NMR lines [62], the charge redistribution removes the 
inversion symmetry 1P  existing at high temperature and gives rise to a modulation at wave 
vector Fk4  of the molecular site energy leading in turn to an additional increase of the 
preexisting charge gap due to on-site correlations and Umklapp scattering [66] (vide-infra).
The case of 62 SbF(TMTTF) is indeed quite peculiar as it is a metal-insulator transition which 
is observed at TCO instead of the usual insulator-insulator transition with a concomitant 
increase of the activation energy observed in all other compounds such as 62 AsF(TMTTF)  

[65] and even recently in 42 BF(TMTTF)  [67]. The strengthening of the dimerization gap (and 
in turn of the localization) has been anticipated in two different theoretical approaches. It was 
first shown from numerical calculations of the 1-D extended Hubbard model that the nearest 
neighbour interaction V added to the on-site repulsion U resulted in a CDW singularity at 

Fk4  [68]. Subsequently, the calculation of the ground state of a quarter-filled 1-D band within 
a mean field approximation of the extended Hubbard chain [69] showed how the long range 
part of the Coulomb interaction is essential to stabilize a charge disproportionnated state 
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(leaving spin excitations unaffected). As 1-D correlations only are unable to explain long 
range order and the existence of finite temperature phase transitions, a uniform displacement 
of the anion lattice has been suggested as the 3-D stabilizing agent [65] leading to a ferro-
electric ground state [70] through the second order transition where the permitivity is found to 
be diverging with a Curie law [65]. High pressure studies have shown that the CO state 
survives the formation of the spin-singlet (spin-Peierls) ground state and may coexist with it 
in a narrow pressure domain [63] in agreement with the 1-D extended Hubbard calculation 
adding the electron-lattice coupling [71]. In conclusion, the phenomenon of charge -ordering 
observed in practically all members of the X(TMTTF)2 sub-family has emphasized the 
importance of the long-range Coulomb interactions besides on-site repulsions. The fast 
suppression under pressure, see figure 11 is also suggestive of a rather modest influence on 
the properties of the more metallic compounds which become superconducting at low 
temperature. The phenomenon of charge ordering is not restricted to salts with 
centrosymmetrical anions but in the case of the tetrahedral anion 4ReO  charge ordering is 
observed first at a transition with TCO = 225K (the structure-less transition) and it is followed 
at lower temperature by an anion ordering transition at TAO = 154K (see next section) leading 
to a superstructure (1/2,1/2,1/2) and an increase of the activation energy [59,60]. 

Fig. 11. 62 AsF(TMTTF) , Knight shift data (left) revealing the charge-ordering at low 
temperature and P-T phase diagram (right) [63]. 

2.4.2 Longitudinal versus transverse transport 
Studies of the DC transport have provided important clues regarding the domain of 1D 
physics. The striking behavior of the transport properties emerges from a comparison between 
the temperature dependence of longitudinal and transverse components of the resistivity [72]. 
In particular, a lot can be learned about the physics of the a-b layers from the temperature 
dependence of the transverse transport even (especially) when this latter is incoherent 
between the layers.  
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Fig.12. 62 PF(TMTSF) , temperature dependence of the parallel and transverse (c-axis) 
resistivity [72]. 

From the early measurements in 62 PF(TMTSF)  opposite temperature dependences for 

ρa and ρc had been reported in the high temperature regime [55]. This phenomenon has been 
revisited later including a high pressure study in 62 PF(TMTSF)  and 62 PF(TMTTF)  [72] and 

recently in the extensive high pressure investigation of 62 PF(TMTTF)  [67].  
The behavior of the resistance along the direction of weakest coupling i.e. along the c-

axis displays an insulating character with a maximum around 120 K and becomes metallic at 
lower temperatures although remaining several orders of magnitude above the Mott-Ioffe 
critical value which marks the limit between metal-like and insulating-like transport, figure 12 
[73]. 

The existence of opposite temperature dependences between transverse and in-chain 
transport is not restricted to organic conductors and even to 1-D conductors as this property 
has been observed in a large number of anisotropic conductors. Some examples are given by 
underdoped high Tc cuprates [74] and layered conductors, ( ) y2320.50.5 OCoBaPbBi  and 

42ONaCo  [75] or the quasi 1-D cuprate 842 OCuPrBa  [76]. The insulating character of the 
transverse transport has been interpreted as the signature of a non Fermi-Landau behavior for 
the carriers within the planes (chains). When the transverse transport is incoherent, the 
carriers are scattered many times in layers or chains before they hop to the neighboring plane 
(chain), the conductivity in the tunneling approximation in terms of the transverse coupling ⊥t
thus reads, 

( ) ( ) ( )2
1 1

( ') ( ' )
, ' , ' , 'D D

f f
T t dx d A x A x

++  (3)  

where ( )ω,1 xA D  is the one-electron spectral function of a single chain (or a plane in case of 
layered materials).The transverse conduction derived from equation 3 is also related to the 
weight of quasi-particles (QP) at the Fermi energy. Angle resolved photoemission studies 
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(ARPES) in inorganic low dimensional systems have actually confirmed the existence of a 
correlation between the insulating character of ⊥ρ  and the absence of quasi particle peaks in 
the above-mentioned layered materials [75]. Furthermore, the emergence of a quasi particle 
peak in ARPES at low temperature correlates with the transverse transport becoming metal-
like. In case of a Landau-Fermi electron gas in which electron states are characterized by an 
in-chain (or in-plane) lifetime τ the previous equation recovers the proportionality between 

⊥σ  and //σ  which had been established at the time of TCNQ-TTF  using the Fermi Golden 
rule for incoherent transverse transport [77]. The temperature at which the transverse transport 
changes from insulating to metallic temperature dependence corresponds to a cross-over 
between two regimes; a high temperature regime with no QP weight at Fermi energy 
(possibly a TL liquid in the 1-D case) and another regime in which QP weight grows going 
toward low temperature. This interpretation does not necessarily imply that the transport 
along the c-direction must also become coherent below the cross-over. The c axis transport 
may well remain incoherent with a Fermi liquid establishing in the a-b plane with the 
temperature decreasing below T*. In case of 62 PF(TMTSF) , it has been noticed that the Hall 
voltage which involves the conduction in the a-b plane displays a marked minimum at the 
same T* where the c-axis resistivity displays a maximum [72]. Since the theory of the Hall 
effect for coupled TL chains is not yet very much advanced we cannot tell more about the 
interpretation of the Hall voltage [78]. 

Fig. 13. 62 PF(TMTTF)  longitudinal (left) and transverse (right) resistance versus temperature 
at different pressures [67]. 

2.4.3 The (TMTTF)2PF6 phase diagram under pressure 

The study of the strongly insulating system 62 PF(TMTTF)  under high pressure has been very 
rewarding not only because it enabled the stabilization of superconductivity in a sulfur 
compound but also its location at the left end of the X(TM)2  diagram allows several key 
properties of quasi 1-D conductors to be studied under pressure; longitudinal versus
transverse transport and one dimensional deconfinement [67]. The phase diagram in figure 14 
has been obtained with 62 PF(TMTTF)  taken as the reference compound from the pressure 

dependence of )(Tcρ  and )(Taρ . In the low pressure region ( P< 10 kbar ), both )(Tcρ  and 
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)(Taρ  are activated although an important difference is noticed between activation energies, 

ca ∆<∆ . Moving towards higher pressures, the activation of cρ  persists with a gentle 

decrease of c∆  under pressure while a∆  collapses at a pressure of ≈14 kbar which also marks 

the onset of the cross-over temperature T* as shown by the T dependence of cρ . The different 
values and pressure dependences of the activation energies have been taken as an evidence for 
an in-chain conduction provided by thermally excited 1-D objects similar to the solitons in 
conducting polymers [79] whereas transverse transport requires the excitation of quasi-
particles through a Mott-Hubbard gap larger than the soliton gap. More recent studies 
performed in other compounds of the X(TMTTF)2 series with X= 4ReO , 4BF  and Br  have 

shown that the main features observed in 62 PF(TMTTF)  under pressure are also observed in 
the other systems, in particular the signature of the cross-over is recovered and does not 
depend on the symmetry of the anion [80]. 
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Fig. 14. 62 PF(TMTTF)  temperature-pressure phase diagram derived from parallel and 

transverse transport. The activation for the c axis transport ( c∆ ) although decreasing survives 

up to high pressure while the longitudinal transport ( a∆ ) is no longer activated above 15 kbar.
when a dimensional cross-over occurs at finite temperature [67]. Given the measured values 
of c∆  and T*, for 62 PF(TMTSF)  under ambient pressure (stars), the latter compound would 

correspond to 62 PF(TMTTF)  under 15kbar. The open star on the right corresponds to 

62 PF(TMTSF)  under 9kbar. 

2.4.4 Dimensionality cross-over under pressure
The temperature T* corresponding to the c-resistance maximum moves up under pressure and 
reaches room temperature under 10 kbar. This temperature can be attributed to the beginning 
of a cross-over between 1-D and 2-D regimes. The strong pressure dependence of the cross-
over temperature T* is a remarkable phenomenon of the X(TM)2  physics. According to the 

pressure data of cρ  for different compounds belonging to the X(TM)2 series, the pressure 
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dependence of T* is about ten times larger than that of ⊥t  (which is typically 1%2 −kbar ).

This feature suggests that T* is actually a renormalized version of the bare temperature ⊥t  due 
to the 1-D confinement via intrastacks electron-hole interactions [81]. As far as insulating 

X(TMTTF)2  compounds are concerned the cross-over is meaningless as the strong one 
dimensionality renormalization makes T* irrelevant [81] and transport remains 1-D down to 
the lowest temperature. 

2.4.5 (TM)2X compounds: ½ or ¼ filled band conductors ?

When the density of states is gapped ρ∆2  by correlation effects then the longitudinal 

transport is expected to vary according to a power law,  
34

//

2 −≈ ρρ KnT   (4)  

 in the high temperature regime i.e. ρ∆>T  [53]. The material looks like a metal although this 

may be true only for the parallel direction with a transport along the c direction remaining 
incoherent showing an insulating dependence in the same temperature domain probing the 
density of quasiparticle states in the a-b planes following equation 3. 
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In the high T regime, the picture of non-coupled chains is approached. Therefore, the 
density of quasiparticle states should resemble the situation which prevails in a Luttinger 

liquid namely, 
αω≈)(EN  where α is related to ρK  by ( )2/1

4

1 −+= ρρα KK  neglecting 

the influence of the Mott gap small compared to the temperature. Experimentally, the 
longitudinal resistivity of 62 PF(TMTSF)  is metal-like down to the SDW transition at 12 K, 

varying sublinearly ( 93.0T≈  ) from 300 to 150 K once the constant volume correction is taken 
into account and more like T2 below 150 K [82], see figure 15. 

The experimental power law of the longitudinal resistivity leads inturn to 
98.02 =ρKn  according to equation 4.  

An other approach to the correlation coefficient is provided by optical studies. The 
study of the far infrared (FIR) conduction of 62 PF(TMTSF)  has been very helpful for the 

determination of ρK  since the FIR gap of about 1200 −=∆ cmρ  in 62 PF(TMTSF)  has been 

attributed to the signature of the Mott-Hubbard gap [83]. The theory predicts a power law 
dependence for the optical conductivity at frequencies larger than the Mott gap [53] namely,  

54 2

)( −≈ ρωωσ Kn   (5)  

at ρω ∆> 2 . According to the optical experimental data [83], 3.1)( −≈ ωωσ  at high frequency 

and thus a value of 93.02 =ρKn  is obtained. This value for the correlation coefficient is fairly 

close to the one derived from parallel transport data but none of these experiments allow to 
discriminate between half or quarter filled Umklapp scattering.  

In the early days of the X(TM)2  compounds the lattice dimerization was believed to 
govern the amplitude of the Mott-Hubbard gap [84,85]. However, later, an alternative 
interpretation based on new experimental results has been proposed, assuming that the ¼-
filled scattering could justify the existence of the Mott gap in the whole X(TM)2  series [53].  

Fig.16. Far infra red data of 62 PF(TMTSF) , experiment [83] (left) and theory [53] (right). 
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If we choose the half filled hypothesis (n=1) thus ρK  is closed to unity implying that 

the system is weakly coupled. This situation of very weak coupling is hard to reconcile with 
the enhancement of the spin susceptibility [48] but an additional argument against weak 
coupling is given by the unusual behavior of the transverse transport.

As far as the transverse transport is concerned, a temperature dependence such as 
αρ 21)( −≈ TTc  can be anticipated in the 1-D regime (T>T*) [86] if the density of states of a 

Luttinger liquid is governing the density of excited quasiparticles at high temperature. The 
weak coupling value for ρK  derived from the temperature dependence of the longitudinal 

transport and the optical data would imply 0≈α  and consequently a metal-like temperature 
dependence for )(Tcρ  which is at variance with the data.  

If we take now the quarter filled hypothesis n=2, then the fit of the experimental data 
would lead to 23.0=ρK and α=0.64 [83]. This value for ρK  agrees fairly well with the ¼ 

filled scenario and W = 12000K (from band structure calculations and plasma edge 
measurements), 1200 −=∆ cmρ  (from FIR data) and U/W = 0.7 (which is in fair agreement 

with the enhancement of the spin susceptibility at low temperature) [48]. Such a strong 
coupling value for ρK  implies that a system such as 62 PF(TMTSF)  lies at the border between 

a 1D Mott insulator and a Luttinger liquid though slightly on the insulating side. 
Since studies of parallel and transverse transport have been carried on in 

62 PF(TMTTF)  under pressure this latter compound provides the possibility to study the 
gentle evolution from Mott insulation to Luttinger liquid induced by pressure. Turning to the 
evaluation of the correlation coefficient from the temperature dependence of cρ  and the law 

αρ 21)( −≈ TTc  which is expected to hold in the regime of uncoupled Luttinger chains we end 

up fitting the data for 62 PF(TMTTF)  in the pressure domain around 12 kbar, figure 14, with 

very small values of ρK  (large values of α) which are not compatible with the value 

23.0=ρK  derived from FIR and NMR data [48]. Consequently, we are forced to accept that 

the preexistence of a Mott gap cannot be forgotten and that the excitation of single particle 
through the remnence of the Mott gap of the order of 220K in 62 PF(TMTSF)  is still the 
dominant factor for the temperature dependence of the transverse transport along c [86] with a 
transverse resistivity behaving as ( )TTTc /exp)( 21

ρ
αρ ∆∝ − . The neglect of the Mott gap may 

become a valid approximation at higher pressures. 
Since the Mott -Hubbard gap varies exponentially with ρK , even a small variation of 

the ratio between the Coulomb interaction and the bandwidth under pressure can explain a 
large decrease of ρ∆2  moving from the left to the right in the generic phase diagram. Both 

optical and transport data give K10008002 −=∆ ρ  in 62 PF(TMTTF)  at ambient pressure 

[67]. The difference between ρK  for selenium and sulfur compounds ( 18.0=ρK  for the 

latter material) can be afforded by the difference of their bare bandwidths as the on-site 
repulsion being a molecular property is likely to be less sensitive to pressure than the 
intermolecular overlap along the stacking axis. The lesson from this section is that all 
members in the phase diagram X(TM)2  are indeed 1-D confined Mott insulators with a 
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correlation gap evolving rapidly under pressure due to the pressure-induced band broadening. 

62 PF(TMTSF)  under ambient pressure looks like a 1-D metal at high temperature because the 
temperature is large compared to the Mott gap . This compound remains a metal below the 
cross-over temperature T* only because one dimensional carriers become deconfined by a 
transverse coupling which becomes then larger than the Mott gap [53]. 

2.4.6 Pseudogap and zero frequency mode 
It is also most illuminating to have a look at the conductivity in the far infrared regime. A 
large gap of order 1000K is observed in the frequency dependence of the FIR conductivity of 
sulfur compounds [57]. This is in line with the activation energy of the DC conductivity in 
those compounds. However, the surprise arose for selenium compounds which behave 
apparently like normal metals as far as DC transport is concerned in spite of the marked gap 
observed in the FIR regime at low temperature. The apparent normal behaviour of the 
resistivity varying quadratically in temperature for 42 ClO(TMTSF)  or 62 PF(TMTSF)  above 
the SDW transition could lead to the misleading conclusion of a 2 or 3-D Fermi gas in which 
the temperature dependence of the transport is governed by e-e scattering. However, the 
analysis of the conductivity in terms of the frequency reveals quite a striking breakdown of 
the Drude theory for single-particles. The inability of the Drude theory to describe the optical 
conductivity has been noticed by a number of experimentalists working on X(TMTSF)2  with 

X= 4ClO , 6PF or 6SbF  [87]. When the reflectance of 42 ClO(TMTSF)  in the near-infrared is 
analyzed with the Drude model in the whole range of temperatures from 300 down to 30K the 
electron scattering rate is found to decrease gradually from 114105.2 −× s  at room temperature 

to 114103.1 −× s  at 30 K [88]. Even if the RT value is not far from the value from DC 

conductivity, a drastic difference emerges at low temperature as DCσ  increases by a factor 
about 100 between RT and 30K [42] as compared to the factor 2 for the optical lifetime.  

An other striking feature of the optical conductivity has been noticed when the 
Kramers-Krönig transformation of the reflectance is performed in a broad frequency domain 
for 42 ClO(TMTSF)  as well for all conducting materials at low temperature. Given the usual 

Drude relation πτωσ 4/2
pDC =  between transport lifetime and plasma frequency data (the 

plasma frequency has been found nearly temperature independent [88,56]) and the measured 
resistance ratio for aρ  of about 800 between RT and 2K obtained in good quality 

measurements, the Drude conductivity in the frequency range 140 −≈ cm  should amount to at 

least 14000 −Ωcm  [89,90]. The measured optical conductivity is at most of the order of 
1500 −Ωcm  [89]. Consequently, the rise in the conductivity as 0→ω  has been taken in 

42 ClO(TMTSF)  as well as in the other salts with 6PF or 6SbF  as an evidence for a hidden 
zero frequency mode. This mode is actually so narrow that it escapes a direct determination 
from K-K analysis of the reflectance which is limited to the frequency domain above 110 −cm .
Estimates of the mode width have been obtained using the DC conductivity and the oscillator 

strength 2
pΩ  of the mode using the Drude relation πτσ 4/2

cpDC Ω=  where pΩ  is measured 



204

from the first zero crossing of the dielectric constant. This procedure gives 1005.0 −=Γ cmc

( 1910/1 −≈ sτ ) and 109.0 −cm  at 2 and 25 K respectively in 42 ClO(TMTSF)  [90]. The 
confirmation of a very long scattering time for the DC conduction has also been brought by 
the rapid suppression of Tc by non-magnetic defects in the non conventional superconductor 

42 ClO(TMTSF)  leading to 113.0 −=Γ cmc  at low temperature [91] meaning that the electron 
lifetime at low temperature is actually much longer than the value inferred from a Drude 
description.

Fig. 17. Far infrared data of 42 ClO(TMTSF)  from reference 90. The dashed line is the Drude 

behaviour with 15.3/1 −= cmτ  and 1410 −= cmpω .

There is now a wealth of experimental evidences showing the development of a narrow 
frequency mode in the Mott gap of 42 ClO(TMTSF)  and related conducting compounds. 

From FIR data in 62 PF(TMTSF) , it has also been shown that the narrow mode carries only a 
small fraction (a few percent) of the total spectral weight [83,56] but it is this mode which 
explains the very large value of the DC conduction observed at low temperature [47]. 

2.4.7 The symmetry of the anions 
Although most of the physics of organic conductors is governed by the organic molecules, the 
anions , the presence of which is essential for electric neutrality may in some case suppress 
the stability of the conducting phase. As a matter of facts the possibility for X(TM)2

compounds having non centro-symmetrical anions to undergo a structural phase transitions 
can modify the band structure and the topology of the Fermi surface. Anions such as 4ClO ,

4ReO , 3NO , SCN  have two equivalent orientations corresponding to short and long contacts 

between Se (resp. S) atoms of TMTSF  (resp. TMTTF) molecule and a peripheral 
electronegative atom of the anion. Consider the case of 42 ClO(TMTSF) , the anion lattice 
orders at 24K leading to a superstructure of the Se-O contacts with a wave vector 

( )0,1/2,0=Aq  here expressed in units of the reciprocal lattice vector [92,66]. The periodic 
potential thus created connects two Fermi points along the b direction and opens a gap which 
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doubles the unit cell along that direction. The folding of the Fermi surface that results 
introduces two warped Fermi surfaces near Fk± . Anion lattice superstructure has thus 
important consequences on the one-particle spectrum and in particular the nesting properties 
of the Fermi surface. This plays an important role in the efficiency of electron-electron 
interactions at low temperature and on the nature of the ground states. It also controls the 
stability of the superconducting phase in 42 ClO(TMTSF)  below 1.2 K at ambient pressure 
when long range orientation is defective. The variety of features induced by a magnetic field 
such as the so-called quantization of the Fermi surface nesting in the spin-density-wave phase 
ordering namely, field induced spin density wave phases (FISDW) [93,94,95,96,97,98], and 
the Lebed resonances [99] is also sensitive to the symmetry of the anions. This is particularly 
manifest when it is compared to compounds with spherical anions such as 6PF  or 6AsF  for 
which the absence of alteration of the Fermi surface via anion ordering enables for example 
the stabilization of spin-density-wave long-range order in zero magnetic field even under 
ambient ambient pressure. As previously mentioned, the anion potential produced by 
spherical anions like 6PF  and 6AsF  leads to a modulation of the charge along the organic 
stack with the same periodicity as the dimerization [100]. It may independently contribute to 
the half-filled character of the band and then enhances the strength of electron-electron 
interaction at low temperature [54]. 
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For other compounds with a non-centrosymmetrical anion like 4ReO , the structural 

ordering is different and takes place at ( )21/2,1/2,1/=Aq ; its impact on the electronic 
structure, however, turns out to be stronger since the anion potential at this wave vector 
creates a gap over the whole Fermi surface which is so large in amplitude (~ at ) that it leads to 
an insulating state although not due to the existence of strong electron-electron interactions. 
The application of hydrostatic pressure is then required to restore the metallic state with 
anions ordered according to ( )0,1/2,1/2=Aq  and the possibility of stabilization of 

superconductivity as in 42 ClO(TMTSF)  [102,103]. The use of an helium gas pressure 
experiment allowing depressurization at low temperature, see fig. 18, has shown that the 
actual interplay occurs between SC and SDW as observed in 62 PF(TMTSF)  as well. 

The case of 32 NO(TMTSF)  is quite special since it is the only member among 

X(TM)2  salts where superconductivity cannot be stabilized although the SDW ground state 

is suppressed by a pressure of 7 kbar [104,105]. What makes 32 NO(TMTSF)  peculiar is the 

existence of an ordering of the triangular anions with the wave vector ( )1/2,0,0=Aq  at 45K
which is responsible for a change of the electronic structure from a nearly flat Fermi surface 
at high temperature to a 2D semimetallic one below TAO [106]. While the SDW ground state 
can be easily suppressed under pressure, the ordered anion state survives up to high pressures 
as illustrated by a strong anomaly of the resistivity [104,103] lowering the large density of 
states at the Fermi level needed for the stabilization of superconductivity. 

2.5 Some features of the superconducting state 

We shall not talk about the detailed features of the insulating (spin-Peierls or magnetic) 
ground states of the X(TM)2  diagram which can be found in various reference articles and 
textbooks [32] but shall devote some space to the discussion of the superconducting state 
itself and to the interplay between superconductivity and antiferromagnetism which remains 
the dominant peculiarity of the X(TM)2 phase diagram. 

2.5.1 The superconducting transition 
We intend to review briefly some physical features related to the onset of the superconducting 
state in X(TMTSF)2  limiting ourselves only to some of the experiments which have been 

used to characterize this state. The observation of superconductivity in the X(TMTSF)2

series requires the extended use of high pressure [41,107] with the notable exception of 

42 ClO(TMTSF)  which is superconducting under ambient pressure [42] and 32 NO(TMTSF)
which never becomes a superconductor even under pressure [106]. For all cases the first 
evidence for superconductivity has been provided by a drop of the resistivity below the 
critical temperature and the suppression of this drop under magnetic field. We shall focus the 
presentation on the two members of the X(TMTSF)2  series which have attracted most 
attention ; 

i) 62 PF(TMTSF)  , because this has been the first superconductor to be found by 
transport measurements [14] and confirmed by magnetic shielding [108,109] and also because 
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the electronic properties of the 1-D electron gas on the organic stacks are only weakly (if at 
all) affected by the centrosymmetrical anions,  

ii) 42 ClO(TMTSF) , because it is the only member on which some experiments such 
as specific heat [110] or Meissner expulsion [111] have been performed [111,112]. However, 
the study of the superconducting state in 42 ClO(TMTSF)  is facing the problem of the 4ClO
anions ordering at 24K doubling the periodicity along the b-axis [113]. Consequently, great 
care must be taken to cool the sample slowly enough in order to reach a well ordered state (R-
state) at low temperature otherwise superconductivity is faced to its great sensitivity to 
disorder which will be discussed below.  

The limitation for 62 PF(TMTSF)  is quite different. It is the proximity under pressure 
between SDW and superconducting phases which prevents the study of an homogeneous 
superconducting state unless the pressure is well above the critical pressure suppressing the 
SDW phase (vide-infra).
Other evidences of superconductivity have been provided by magnetic and calorimetric 
studies. First, a confirmation of the superconducting state in 62 PF(TMTSF)  under pressure 
has been carried out using an AC susceptibility experiment showing a signal below 1K
indicative of a transition into a diamagnetic state [108]. The Meissner effect ( i.e., flux 
expulsion on cooling in a field) has subsequently confirmed the bulk nature of 
superconductivity (under 17.7 kbar) as well as the strongly anisotropic character of the critical 
fields [109]. The Meissner effect has been measured in more details in 42 ClO(TMTSF)  since 
superconductivity in that compound does not necessitate high pressure [111,114].These 
studies have led to a measurement of the lower critical fields, namely )(10,1,2.01 OeH c =
along the respective a, b and c directions [111]. Combining lower critical field determinations 
with the thermodynamical field, the derivation of anisotropic and very large Landau-Ginzburg 
parameters shows that these materials are strong type II superconductors. 

Fig. 19. 42 ClO(TMTSF) , the electronic C/T versus T [110]. 
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The anisotropic character of the electronic structure already known from the 
anisotropy of the optical data in the normal phase is reflected in a pronounced anisotropy of 
the critical fields 2cH  measured along the three principal directions in 42 ClO(TMTSF)  [112, 
115, 116, 117]. The linearity of the critical fields with temperature in the vicinity of the Tc
suggests an orbital limitation in the Ginzburg-Landau formalism for the critical field and rules 

out a Pauli limitation which would favour a ( ) 2/1/1 cTT−  dependence [115,118]. However, 
the a/b anisotropy measured from upper critical fields is at least a factor two below the 
anisotropy derived from plasma edge studies. The interpretation of the upper critical fields in 

X(TM)2 is still waiting for an answer since several experimental results seem to imply that 
critical fields values could overcome the Pauli limit at low temperature by factors two or more 
[119,120]. At this stage great care must be taken to measure the critical field in an 
homogeneous superconducting phase as we shall discuss below.

The specific heat of 42 ClO(TMTSF)  in a 42 ClO(TMTSF)  versus T plot, figure 19, 
displays a very large anomaly around 1.2K [110]. Above 1.22K, the specific heat obeys the 
classical relation in metals 2/ TTC βγ +=  where 215.10 −−= KmolmJγ , ( 

414.11 −−= KmolmJβ  ) corresponding to 111.2)( −−= moleVstatesEN F  for the two spin 

directions. The specific heat jump at the transition amounts then to 67.1/ =∆ cTC γ i.e. only 
slightly larger than the BCS ratio. The behaviour of C(T) in the superconducting state leads to 
the determination of the thermodynamical critical field OeH c 244 ±=  and the single particle 

gap K4=∆2 . Tc is depressed at a rate of 11.1 −OemK  when a magnetic field is applied along 
the c* axis [121]. Comparing the value of the density of states derived from the specific heat 
and the value of the Pauli susceptibility [122] lends support to a weak coupling Fermi liquid 
picture (at least in the low temperature range) [48]. The thermal conductivity along the chains 
of 42 ClO(TMTSF)  as a function of temperature [123], presents the characteristics of a 
nodeless gap superconductor. The data in the superconducting state were successfully 
analyzed in the framework of a conventional Bardeen-Rickaysen-Tewordt (BRT) theory [124] 
where the only fitting parameter is the ratio cBTk/)0(∆ . The best fit is obtained for 

3.2/)0( =∆ cBTk . On the other hand, using the classical phonon gas equation phsphph lvc
3

1=κ

where the ph index stands for the phonon contribution, vs is the sound velocity and cph is the 
lattice specific heat, the authors estimated that the phonon mean-free path reaches 

µml ph 100=  at 200mK. 

2.5.2 Superconductivity under pressure 

The pressure dependence of Tc is admittedly a remarkable feature for the X(TMTSF)2

compounds since it is pressure which enabled organic superconductivity to be discovered. As 
far as 62 PF(TMTSF)  is concerned, the strong pressure dependence observed above 10 kbar 

(Tc is only 0.2K under 24 kbar [125]) leads to a Gruneisen constant 11ln/ln =TTc δδ  at 9

kbar [125] using the compressibility data at 16 kbar [126], 1%7.0/ln −= kbarPV δδ . This 
value of 11 is indeed larger than what has been derived for tin (7), the classical 
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superconductor which reveals the strongest sensitivity to pressure. The stability of 
superconductivity in 42 ClO(TMTSF)  is even more dramatic since then 36ln/ln =TTc δδ
[127] using the compressibility of 1%1 −kbar  measured for 62 PF(TMTSF)  at ambient 

pressure [126]. However, this remarkable sensitivity of Tc in 42 ClO(TMTSF)  might actually 
be related to the very specific problem of anion ordering in this compound as it has been 
suggested from the recent study of the sensitivity of Tc against the presence of non-magnetic 
disorder [91]. Anion ordering reveals an uprise of the ordering temperature under pressure 
[128,24,127] which can be derived from the pressure dependence of a small kink in the 
resistivity , the signature of the ordering, moving from 24 up to 26.5 K under 1.5 kbar [128] 
and even up to 41K at 11kbar [129]. Connected to this uprise under pressure, there exists a 
slowing down in the dynamics needed for the ordering of the anions. Hence, high pressure 
studies require a special attention to the cooling rate which must be kept low enough to allow 
anion ordering at low temperature. Consequently, the decrease of Tc under pressure may be 
the consequence of two effects: an intrinsic modification of the electronic structure and the 
influence of imperfect anion ordering as discussed in Sec.2.6.1. The slowing down of the 
anion dynamics may also provide an explanation for the discrepancy between high pressure 
data showing the signature of anion ordering up to 8 kbar [24] and the absence of ordering 
claimed from the interpretation of magneto-angular oscillations [130]. 

SDW

SC

M

SDW/SC

SDW

SC

0 2 4 6 8 10

1

10 M

SDW/M p (kbar)

T
 (

K
)

p (kbar)

8 9 10 11

T
 (

K
)

0.5

2

5

1

10

Fig. 20. Coexistence between SDW and Superconductivity in 62 PF(TMTSF)  in the vicinity 
of the criticial pressure for the suppression of the SDW ground state [133]. 

2.5.3 Interplay between superconductivity and antiferromagnetism
The likeliness of superconducting domains appeared to be important already in the early days 
of organic superconductivity as Greene et al. [131] in the first repetition of organic 
superconductivity in 62 PF(TMTSF)  suggested the possibility of a coexistence of SDW and 
SC states. Furthermore, they attributed the strong depression of the critical temperature with 
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pressure to a filamentary superconductivity. On the other hand, EPR studies performed by 
Azevedo et al. [132] concluded that in the whole pressure range of existence, the 
superconducting phase is an homogeneous phase. The interplay between superconductivity 
and the spin density wave has been recently carefully revisited in 62 PF(TMTSF)  [133]. At 

ambient pressure, 62 PF(TMTSF)  exhibits a phase transition towards a spin-density wave state 

with a critical temperature KTSDW 12≈ . As pressure is increased, TSDW decreases and falls 

down rapidly above P=6 kbar [134]. For kbarP 9≥ , superconducting features appear below 
1.2K. The critical temperature remains more or less constant up to kbarPP c 4.9=≥  where 
the SDW state disappears and at higher pressures, the superconducting critical temperature, 
Tc, decreases monotonically with increased pressure as shown in figure 20. For kbarP 5.9≥ ,
superconductivity can be reasonably considered as homogeneous with a low temperature 
critical current density along the a-axis, 2.200 −= cmAJ c . However, for kbarP 4.9≤ , the 
critical current decreases by four orders of magnitude in less than 1kbar while the critical 
temperature remains constant. This experimental observation is in favor of a phase 
coexistence of the SDW and SC states with a superconducting fraction of the sample 
increasing with pressure. In addition, Lee et al. [135] observed a strong enhancement of the 
upper critical field for H//c as pressure is decreased below Pc, a phenomenon which was 
already noticed by Brusetti et al. [121] in 62 AsF(TMTSF) . 

Similar features have also been observed in 62 PF(TMTTF)  [136] and 42 BF(TMTTF)  
[137,138]. When the SDW state is present at high temperatures, the superconducting critical 
temperature remains more or less constant in these Fabre salts and the upper critical field is 
shown to be enhanced by a factor of nearly ten. Table 2 summarizes the upper critical field for 
H//c in different quasi-1D organic superconductors and for different pressures. Similarly to 

62 PF(TMTSF) , the critical current strongly increases with pressure, in 42 BF(TMTTF) , as 
shown in figure 21. For the lowest pressures, strong spikes in the dV/dI versus current 
characteristics are clearly visible. This is an apparent signature of filamentary 

Table 2. Critical temperature and upper critical field of various quasi-1D organic 
superconductors for different pressures. h stands for homogeneous superconductivity 
(obtained at high pressures), i for inhomogeneous superconductivity in the phase coexistence 
regime. (*= US pressure scale). 

Compound Pressure Coexistence Tc cH c //20µ Reference 

11 kbar h 1.2K 0.15T [121] 
62 AsF(TMTSF)

8.5 kbar i 1.1K 0.35T [121] 
10.5 kbar h 1.1K 0.15T [13] 

62 PF(TMTSF)
5.5 kbar* i 1.1K 1T [135] 
61.4 kbar h 1.3K 0.08 T [141] 
52.6 kbar i 2.0K 0.57 T [141] 62 PF(TMTTF)
47.3 kbar i 2.2K 0.75 T [141] 
38.5 kbar i 1.2K 0.08 T [142,143] 

42 BF(TMTTF)
33.5 kbar i 1.1K 2 T [142,143] 
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Fig. 21. dV/dI versus current characteristics as a function of pressure in 42 BF(TMTTF) . From 
[137]. 

Fig. 22. Comparison of transport characteristics in 42 BF(TMTTF)  (left) from 
refs.137,138,142 and in SWNT ropes (right) from ref.140 as a function of temperature, 
magnetic field and applied current. 
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superconductivity as these observations are similar to previously reported data on Sn whiskers 
[139] and more recently in ropes of single wall carbon nanotubes (SWNT) [140]. Figure 22 
presents a direct comparison of the different electrical characteristics of superconductivity in 

42 BF(TMTTF)  and in SWNT ropes. The similarities are striking and the only difference is 
the zero field critical temperature which is three times larger in 42 BF(TMTTF)  than in SWNT 
ropes.
 The interplay between superconductivity and an insulating state is a common feature 
in many strongly correlated electron systems. Among organic superconductors, a special 
attention has been focused on quasi-two dimensional organic superconductors of the 

XTTF)-(BEDT- 2κ  family. In these compounds, superconductivity competes with an 
antiferromagnetic phase and a Mott insulator state [144,145]. At low temperature, a 
quantitative determination of the superconducting fraction as a function of pressure has been 
obtained in ( )[ ]ClCNNCuTTF)-(BEDT- 22  using NMR and AC susceptibility [144]. 
However, even at ambient pressure, this salt exhibits some traces of superconductivity as 
shown by all electrical transport measurements performed along the conducting planes [146]. 
This discrepancy may be explained by the fact that NMR probes only domains with sizes 
larger than the magnetic penetration depth. In ( )42 SCNKHgTTF)-(BEDT- ,
superconductivity appears below a charge density wave state with a tendency for an increase 
of the onset critical temperature as pressure is lowered [147]. The tendency of evolution of the 
upper critical field as a function of pressure [148] is similar to the observations in 

62 PF(TMTSF) . More recently, in the Mott insulator, 22 IClTTF)-'-(BEDTβ ,
superconducting features were shown to appear above 70kbar with a critical temperature 
about 14.2K, nearly constant up to 90kbar while the high temperature insulating state 
disappears only above 82kbar [149]. In inorganic materials, such phase competition involving 
superconductivity has also been observed in a wide range of compounds such as 3NbSe  
[150], heavy fermions [151,152,153,154] and cuprates [155]. A more complete review can be 
found in ref. 156. However, in these systems and in the XTTF)-(BEDT- 2κ
superconductors, whenever sufficient data are available, a strong enhancement of the upper 
critical field is not observed to the best of our knowledge. Forgetting superconductivity, 
Metal-Insulator phase coexistence is a common feature in electronic systems. For example in 
cuprates [157] or valence mixed oxides such as 32OV  [158], antiferromagnetism may coexist 
with metallic stripes. As far as organic materials are concerned, various states can coexist and 
the phenomenon has been often observed when charge ordering (CO) is present. For example, 
Spin-Peierls (SP)-charge ordering phase coexistence has been clearly identified in the Fabre 
salts [63] as shown in figure 11. Another important example is 42 ReO(TMTSF)  where 

different anion orderings are present, fig.18. The ( )21/2,1/2,1/  insulating anion ordering 
coexists under pressure with the ( )0,1/2,1/2  metallic anion ordering as shown by X-ray 
diffraction [102]. Furthermore, at low temperatures, when the insulating order is suppressed, 
SDW-SC phase coexistence is also observed [103].  

Various theoretical models have been developed in strongly correlated electron 
systems for the interplay between superconductivity or metal and antiferromagnetism. Such 
models range from microscopic models to Landau expansions. Microscopic models based on 
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the Coulomb-Coulomb interaction through the Mott-Hubbard Hamiltonian predict the 
formation of stripes where the different orders alternate. These stripes have been clearly 
observed in cuprates [157] and extensively studied in these materials and we therefore refer 
the reader to the chapters of the present book devoted to cuprates for detailed references and 
informations. 

As far as superconductivity is concerned in the quasi-1D organic conductors, the 
existence of superconducting stripes between SDW domains at the microscopic scale is likely 
to be excluded as the observed non linear transport measurements suggest superconducting 
domain sizes of the order or larger than the coherence length which is much larger than a 
typical interchain distance ( figure 21 ). More experiments would be useful to rule out 
completely this possibility. An other model to explain this phase coexistence is to consider 
that the phenomenon occurs in the real space. The model discussed in detail in ref. 133 
explains most experimental features of SC-SDW (or metal-SDW) phase coexistence. This 
model is applicable to any second order phase transition and takes into account a phase A 
whose stability versus a phase B strongly depends on an extensive parameter u (in the 
thermodynamic sense) as shown in figure 23. Eventually, at low temperatures, the phase B 
can condense into an ordered phase C, but, for simplicity, we will skip this phase. If phase 
coexistence exists in a small range of parameter u larger than uc, the fraction of phase B is 
denoted c and this part is characterized by a parameter u=uB, the fraction of phase A is 
therefore 1-c and we have BcA uuu >>  in these regions. In most cases, u is the volume and 
we will suppose that u is for example one of the lattice parameters. At the lowest order, when 

phase coexistence occurs, the energy gain is given by A
A u

u

F δ
∂

∂
 while the cost of elastic 

energy is proportional to ( )( ) ( )221 BA ucuc δδ +−  where uuu AA −=δ , BB uuu −=δ  and AF
is the free energy of phase A as a function of temperature. As a result, if the phase transition 
is abrupt which means that AF  varies strongly enough with u, phase coexistence may occur 
even for a second order phase transition. The introduction of the third phase C does not 
change the conclusion [133]. These simple predictions explain the observed phase coexistence 
in organic superconductors : when superconductivity is involved, the phase A is the SDW 
phase, phase B is the metallic phase and phase C the superconducting phase and the driving 
parameter is the b lattice parameter which decreases with increasing pressure and controls the 
unnesting of the Fermi surface. This model may be extended to the CO-SP transition where 
phase A is the charge ordered phase, phase B is again the metallic phase and phase C the spin-
Peierls phase [159]. The driving parameter is now the a lattice parameter which also decreases 
with increasing pressure and controls the interaction along the conducting chains so the 
charge disproportionation. In both cases, the experimentally determined critical temperature 
for phase C (SC or SP) is experimentally shown to be nearly constant when phase coexistence 
occurs for the ordered phases. Anion ordering coexistence might be understood also in the 
framework of this model. This simple model also predicts the shape of the domains to be 
slabs or stripes of width which depends on the applied pressure : the sample is formed of slabs 
with alternating parameters uA and uB. A more complete model would require taking into 
account the interface energy between the domains of different order parameters. However, 
various domain topologies can be expected [160] and filamentary superconductivity is 
therefore plausible at low concentrations of metal or superconductivity.  
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Fig. 23. Left : generic phase diagram for the competition of two phases A and B. The phase 
transition is supposed to be of second order. Right: the real phase diagram showing the phase 
coexistence. (Adapted from ref. 133). 

Fig. 24. Slab arrangement of superconducting and insulating (SDW) sandwiches for H//c.
From [162]. 

Around uc, the slab geometry is the most plausible and has been detailed by Lee et 
al.[135,161,162] ( figure 24). The authors consider that slabs of alternating SDW and SC 
orders appear parallel to the applied magnetic field. Upon increasing magnetic field, the 
reduction of the critical temperature, Tc is due to the energy cost of the introduction of 
interfaces between the SC and SDW phases and screening currents. The formation of slabs is 
characterized by slab thicknesses d and dI of the SC and SDW slabs respectively, the surface 
tension, γ and the magnetic penetration depth, λ. The deduced form of the upper critical field 
as a function of the critical temperature Tc is :

( ) 2/3
02 ccc TTH −∝

γ
λ

  (6) 

where Tc0 is the zero field critical temperature. The authors effectively observe the T3/2

dependence for H//a or H//b but a T2 dependence for H//c. This model explains in a very 
simple way the observed divergence of the upper critical field. 

On the other hand, the strong enhancement of the upper critical field can be 
understood as we deal with anisotropic type II superconductors. In a strongly anisotropic 
quasi-2D superconductor, when the field is applied parallel to the superconducting planes, the 
upper critical field is strongly enhanced. Usually, in the inorganic high Tc superconductors, 
the out of plane coherence length is about 0.05 nm while the interlayer distance is about 1.2 to 
1.5 nm depending on the different compounds so that a high-Tc superconductors can be 
understood as a Superconductor-Insulator-Superconductor (SIS) stack. Similar values are 
observed in the quasi-2D organic superconductors of the XTTF)-(BEDT- 2κ  family and 
these compounds can be understood as SIS stacks also [163]. The advantage of both quasi-1D 
and quasi-2D organic superconductors is that the upper critical field is reachable 
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experimentally in all cristallographic directions [164,119,161]. For instance, in 

32 ITTF)-(BEDT-κ , the upper critical field when the field is applied perpendicular to the 
plane is about 0.2 T and the upper critical field when the field is applied parallel to the 
superconducting layers is about 8 T [165]. These values are quite similar to the measured 
values in 62 PF(TMTSF)  [164,119,161] except the critical temperature which is about 4K in 
the BEDT salt. However, the measurements of the upper critical field for H//a or H//b' in 

62 PF(TMTSF)  are always performed in a region of pressure so close to the critical pressure 
that the enhancement of the upper critical field may be connected to this phase coexistence 
[161]. This is a real possibility as their measured upper critical field for H//c is much larger 
than the expected 0.1-0.15T for homogeneous superconductivity [166,164]. On the other 
hand, in the sister compound 42 ClO(TMTSF) , the large value of the upper critical field for 
H//b' is not associated with an upward curvature of the upper critical field line except at ultra 
low temperatures [166]. The enhancement of the upper critical field observed in all quasi-1D 
organic superconductors for H//c when the pressure is decreased may then be attributed to a 
partial or a full penetration of the magnetic field in the insulating (SDW) regions of the 
sample. Indeed, the magnetic field will penetrate partly in the superconducting regions 
creating usual Abrikosov vortices and also in the SDW regions in which vortices like 
Josephson vortices [167] may appear. As penetration of the field is favored in the insulating 
regions, the effective magnetic field which penetrates the superconducting regions is reduced 
so the observed upper critical field is enhanced. As pressure is further decreased, the size of 
the SC domains can reach the coherence length as shown in 42 BF(TMTTF)  ( fig. 21) and the 
magnetic field will fully penetrate the insulating regions and the upper critical field might be 
about its value for an homogeneous superconductor with H//a or H//b. In a certain way, 
decreasing the pressure in a sample at the SDW-SC border (so decreasing the SC fraction of 
the sample) is equivalent to rotate the strongly anisotropic homogeneous superconductor in a 
magnetic field from the situation H//c to the aligned situation where H//a or H//b.

2.6 Peculiarities of the superconducting coupling 

2.6.1 Pairing symmetry 
Very little is still known experimentally regarding the symmetry of the superconducting 
pairing in 1D organic superconductors. An early theoretical work of Abrikosov [168] 
performed within the self consistent approximation has concluded that both scenarios could 
be envisaged for quasi one dimensional (Q-1D) conductors namely, singlet or triplet spin 
pairing depending on the properties of the electron-electron interaction. It was also anticipated 
that the stability of the triplet state would be very sensitive to the presence of non magnetic 
impurities. An other approach based on the exchange of antiferromagnetic fluctuations 
between neighbouring chains has led to an exotic d-like pairing [169]. This model is singlet in 
the spin sector and leads to a superconducting gap which exhibits a sign reversal along the 
open Fermi surface of these Q-1D conductors. Experiments available up today are unable to 
settle without ambiguity the question of the pairing symmetry in organic superconductors. 
Key experiments are uncomplete. Among those experiments we can cite the determination of 
the Knight shift below the critical temperature and a possible existence of a Hebel-
Slichter(HS) coherence peak, the crossing or not of the Pauli limit for special alignment of the  
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Table 3. Characteristics of superconductivity of two members of the XTTF)-(BEDT- 2κ
family. ⊥20 cHµ  denotes the extrapolated upper critical field at T=0 when the magnetic field 

is applied perpendicular to the conducting planes. //20 cHµ  denotes the extrapolated upper 
critical field when the magnetic field is applied parallel to these conducting planes.(*: the 
transition to zero resistivity is called the melting line and lies in the superconducting state but 
confusion between the two definitions is made sometimes) 

 Br NCS 
Tc 11.6 K 9.4 K 

⊥20 cHµ 10 T [170] 5.2 T [171] 

//20 cHµ  ( resistivity kink) 40 T ? [172,173] 35 T[173,174,175] 

//20 cHµ  ( zero resistivity )* > 28 T [172] 26 T [175] 

BCS
PH0µ 21.3 T 17.3 T 

NMR Knight shift  Singlet SC [170, 176]  
NMR 1/T1 T3 law [170,176,177]

Specific heat (Cv/T) T2 law [178] 
Exponential [179] Exponential [179,180] 

Thermal conductivity  Power law [181,182] 
Tunnelling  [183] (nodes) 

Penetration depth Power law [184,185,186] 
Exponential [189] 

Power law [184,185,187,188] 
Exponential [190,191] 

magnetic field with respect to the crystallographic axes or the low temperature variation of 
various quantities such as thermal conductivity, specific heat and penetration depth. Among 
organic superconductors, two families have attracted most interest : on the one hand, the 
genuine Bechgaard salt 62 PF(TMTSF)  and the R-state of 42 ClO(TMTSF)  and on the other 

hand the strongly two dimensional XTTF)-(BEDT- 2κ  family (for a recent review, see ref. 
34,35). Before discussing in large details, the pairing symmetry of the quasi-1D organic 
systems, it is important to list some characteristics of the 2D organic superconductors which 
have been intensively studied since it may in turn imply important remarks on the 
experimental data in the quasi-1D organic superconductors. Table 3 summarizes what is 
known in this family for the most studied members of the family : 

( )[ ]BrCNNCuTTF)-(BEDT- 22  (Br in short) and ( )22 NCSCuTTF)-(BEDT-  (NCS in 
short).

At first sight, all these results seem incompatible as the upper critical field for a 
magnetic field applied parallel to the planes is twice the Pauli (or Clogston-Shandrasekhar 
[192,193]) paramagnetic limit and implies necessarily a spin-triplet pairing. Such 
observations have been confirmed in ( )[ ]ClCNNCuTTF)-(BEDT- 22  under pressure [194]. 
This is in contradiction with all the NMR measurements performed by many groups which 
supports a spin-singlet superconductivity. On the other hand, the question of the presence or 
the absence of nodes in the superconducting gap remains open but recent penetration depth 
measurements may reconcile all groups [195] as the disorder induced by the terminal ethylene 
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groups of the TTF-BEDT  molecules might induce additional density of states at low energy. 
However, the data can be compatible if the Pauli limit is reestimated. Indeed, the critical field, 
HP which gives the Pauli limit is given by [192] : 

20

2 Pec HU χµ
=   (7) 

where Uc is the superconducting condensation energy density and χe is the finite metallic 
Pauli spin susceptibility. Using the standard BCS theory in the weak coupling limit, this leads 
to the well-known formula :

cB
BCS
PP TkHµHµ 84.100 ==   (8) 

Including strong coupling effects [196] or changing the symmetry of the order parameter from 
s to d-wave pairing [197] does not change strongly the factor 1.84 and cannot explain the 
observed 3.7 prefactor. On the other hand, many-body effects can renormalize the mass of the 
carriers and enhance the value of HP [196]. Zeeman splitting may also be taken into account 
and the value of g affects also the Pauli limit. In the TTF-BEDT salts, Zuo et al. [175] take 
another point of view and consider a theory-independent model and determine HP from 
experimental data using equ.7. They obtained THµ P 5300 ±=  which is in fair agreement 
with the experimental data. An alternative explanation is to consider an inhomogeneous 
superconductivity and the existence of a Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) [198,199] 
state at high fields [174,34]. 

We now go back to the quasi 1D organic superconductors 62 PF(TMTSF)  and 

42 ClO(TMTSF) . Table 4 summarizes the available data.  
In these two Bechgaard salts, the amount of experimental results is rather limited and 

futhermore experiments have often been carried out by a single group only. Here again, the 
Pauli limit is much less than the upper critical field along the a or b' directions. Forgetting 
about models for a while we can perform the same estimate as in the TTF-BEDT  salts :  

Table 4. Characteristics of superconductivity of 62 PF(TMTSF)  at 9.5kbar and 

42 ClO(TMTSF)  at ambient pressure. dcH 20µ  denotes the upper critical field when the 
magnetic field is applied along the direction d. The values of the upper critical fields 
correspond to the 'kink' of the transition. 

62 PF(TMTSF)  @ 9.5kbar 42 ClO(TMTSF)  @ 1 bar

Tc 0.9 K 1.2 K 

ccH 20µ 0.2 T [13] 0.16 T [111] 

'20 bcHµ 7 T ? [164] 4-5 T[116,117,166,120] 

acH 20µ 5 T ? [164] 0.25 T [116,117] 

BCS
PH0µ 1.8 T 2.2 T 

NMR Knight shift  Triplet SC [200]  
NMR 1/T1 T3 law [201] 

Specific heat (Cv)  nodeless [110] 
Thermal conductivity  nodeless [123] 

Tunnelling [202] [203] 
Penetration depth   
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using the thermodynamical critical field determined through specific heat measurements 
[110]: OeHth 44=  and assuming that thH  is the same in the 6PF  and in the 4ClO  salt (a 

plausible assumption), using the spin susceptibility 143.1 −= molemueχ  [200], we get 

THµ P 4.20 ≅  with a large error bar but it still remains somewhat larger than the BCS value 
given in table 4. We can first notice that the obtained value is much closer to the BCS value 
than in the XTTF)-(BEDT- 2κ  salts and that all experimental determinations of the 
superconducting gap through specific heat, thermal conductivity or tunnelling 
[110,123,202,203] lead to the ratio 3.01.2/)0(2 ±≈∆ cBTk .

We first discuss the case of 62 PF(TMTSF) . The fact that the NMR Knight shift (or 
spin susceptibility) shows no variation below the critical temperature1 and that the upper 
critical fields for H//a or H//b' are far above the Pauli limit have been taken as a strong 
support in favor of a triplet pairing in the quasi-1D organic superconductors. However, this is 
not so simple at it might be. In particular, in 42RuOSr  (for a review, see ref. 204) where 
triplet superconductivity seems plausible also from NMR Knight shift data, the upper critical 
field, when the field is applied parallel to the superconducting planes, is still far below the 
Pauli limit. On the other hand, as shown before in the XTTF)-(BEDT- 2κ  salts, an upper 
critical field above the BCS Pauli limit is not the signature of triplet superconductivity. So 
both conditions are not necessary to support triplet superconductivity. Moreover, in 1D 
organic superconductors, the upper critical field for H//a or H//b' has always been determined 
through resistivity criteria until recently [120]. However, for these field orientations, the 
'normal' state above typically 1 T is no longer metallic but insulating [166,164]. So, for these 
particular field orientations (but may be for other field directions as well), there is a metal-
insulator-superconductor 'imbroglio' in the magnetic field-temperature phase diagram which 
looks like the pressure-temperature phase diagram near the SDW-metal transition at zero 
field. In this sense, the possibility of insulator-superconductor (metal) phase coexistence 
should not be excluded : the magnetic field would be now the experimental driving parameter 

1 NMR Knight shift data coupled with resistance measurements obtained in ref. 200 had been taken 
as strong arguments in favour of triplet SC in 62 PF(TMTSF) . To be sure that the injected energy by 
the rf pulses is not enough to drive the sample into the normal state, the authors measured the time 
relaxation of the resistance at a time t>1msecond and extrapolated the value of the resistance back 
to t=0 allowing an evaluation of the sample temperature. One strong criticism that might be 
highlighted is that the 'dead time' of about 1 msecond is much larger than the NMR time scale 
measurement ( ondsµ sec50≈ ) and can be large enough for the sample to relax from the normal state 
back to the superconducting state after the heat pulse. To check this point, non-linear resistivity 
measurements have been performed and even with short pulse length, the resistive superconducting 
transition can be observed during the pulse together with a rapid relaxation [143]. 
Therefore, the results of ref. 200 would have been more convincing if the sample resistance had 
been measured simultaneous to the rf pulses which means a time resolution for the resistance 
measurement better than 1 µsecond as the sample may relax very rapidly. However, the question 
still remains open as thermalisation may strongly vary from one experiment to another. As also 
mentioned by thermal conductivity data [123], the phonon mean free path is quite large at low 
temperatures and even with a weak electron-phonon interaction, a fast thermal equilibrium of the 
electrons can be achieved. 
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and would also explain the divergence (at least the upward curvature) of the upper critical 
field using the slab geometry model developed by Lee et al. [135]. Similar to the phase 
coexistence already discussed, the effective magnetic field seen by the superconducting 
regions could be much lower than the applied field. This possibility has also been extensively 
discussed in the framework of the FFLO model to explain the possibility of reentrant 
superconductivity for fields larger than the paramagnetic (Pauli) limit [205,206]. An 
alternative or complementary explanation of the divergence of the upper critical field is that 
the temperature of the 'resistance peak' observed in resistance versus temperature 
measurements is no longer the superconducting critical temperature but an insulator-metal 
critical temperature as the mean free path for the electrons may increase at low temperatures 
in these ultra-pure materials that are the quasi-1D organic superconductors. Such metal-
insulator-metal transitions have been already observed in clean 2D electron gas at the metal-
insulator border in such a low temperature range [207,208,209]. In our 1D materials, the 
origin of this insulating phase is still a mystery and understanding of this phase still a 
challenge in this field. 

As far as 42 ClO(TMTSF)  is concerned, the situation appears no more clear. The 
specific heat data [110] can be fully analyzed in the framework of a fully developed gap. The 
thermal conductivity data [123] are also not compatible with a gap function vanishing on any 
point of the Fermi surface. However, NMR relaxation measurements performed down to Tc/2
by Takigawa et al. [201] suggested the existence of nodes. It can be argued that the observed 
power law in this temperature range may be not enough to conclude for the existence of nodes 
in the superconducting gap. 

However, a nodeless gap is not necessarily associated to s-wave superconductivity and 
Hasegawa and Fukuyama [210,211] showed that a pseudo-triplet gap with no nodes is 
possible. On the other hand, the divergence of the upper critical field for H//b' is not fully 
understood and ideas developed for 62 PF(TMTSF)  may also be pertinent. The main 

difference between the two salts namely the possibility for the existence of nodes in the 6PF  

salt and their absence in 4ClO  could be related to the anion ordering of the latter salt at 
24K[212,213]. This anion ordering doubles the unit cell along the b direction so modifies the 
Fermi surface and in turn replaces the two-sheets Fermi surface by a four-sheets surface. 

The quantum states of the partners entering into the formation of a Cooper pair of a 
BCS s-wave superconductor are related to each other by a time reversal symmetry. Hence no 
pair breaking is expected from the scattering of electrons against spinless impurities [216]. 
Experimentally, this property has been verified in non-magnetic dilute alloys of s-wave
superconductors and brought a strong support for the BCS model of conventional s-wave
superconductors. However, the condition for time reversal symmetry is no longer met for the 
case of p-wave pairing and consequently Tc for these superconductors should be strongly 
affected by even a small amount of such non-magnetic scattering. It is the extreme 
dependence of the critical temperature of 42RuOSr  [204] on non-magnetic disorder which has 
provided besides Knight shift data a strong support in favour of triplet superconductivity in 
this compound. 
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2.6.2 Superconductivity and non-magnetic defects 
The remarkable sensitivity of organic superconductivity to irradiation [215,216] has led 
Abrikosov to suggest the possibility of triplet pairing in these materials [168]. Although 
irradiation was recognized to be an excellent method for the introduction of defects in a 
controlled way [217], defects thus created can be magnetic [218] and the suppression of 
superconductivity by irradiation induced defects as a signature of non-conventional pairing 
must be taken with "a grain of salt" since local magnetic moments can also act as strong pair-
breakers on s-wave superconductors. Several routes have been followed to introduce an 
intrinsically non-magnetic perturbation modulating the potential seen by the carriers on the 
organic stacks. Substituting TMTSF  for TMTTF  on the cationic stacks of X(TM)2 salts non 

disorder has been achieved with 6PF  [43] and 4ClO  salts [219]. However in both situations 
cationic alloying induces drastic modification of the normal state electronic properties since 
the SDW transition of 62 PF(TMTSF)  is quickly broadened and pushed towards higher 
temperature upon alloying [220].  

Leaving the cation stack uniform, scattering centers can also be created on the anion 
stacks with the solid solution x4x)(142 )(ReO)(ClO(TMTSF) −  where Tomi  et al. first 

mentioned the suppression of superconductivity upon alloying with a very small 
concentration of 4ReO  anions [221]. In the case of a solid solution with tetrahedral anions 

such as 4ClO  or 4ReO  one is confronted to two potential sources of non-magnetic disorder 
which act additively on the elastic electronic lifetime according to the Mathiessen's law. First 
the modulation due to the different chemical natures of the anions and second a disorder due 
to a progressive loss of long range ordering at TAO in the x4x)(142 )(ReO)(ClO(TMTSF) −  solid 

solution although X-ray investigations have revealed that long range order is preserved up to 
3\% 4ReO  with a correlation length Åa 200>ξ  [222]. Studies of superconductivity in 

x4x)(142 )(ReO)(ClO(TMTSF) −  conducted under extremely slow cooling conditions have 

shown that Tc is a fast decreasing function of the non-magnetic disorder [91] where the 
residual resistivity along the c* axis has been used for the measure of the disorder in the 
alloys with different concentrations , figure 25. The suppression of Tc must be related to the 
enhancement of the scattering rate in the solid solution. Since the additional scattering cannot 
be ascribed to magnetic scattering according to the EPR checks showing no additional traces 
of localized spins in the solid solution the data in figure 25 cannot be reconciled with the 
picture of a superconducting gap keeping a constant sign over the whole Fk±  Fermi surface. 
They require a picture of pair breaking in a superconductor with an unconventional gap 
symmetry. The conventional pair breaking theory for magnetic impurities in usual 
superconductors has been generalized to the case of non-magnetic impurities in 
unconventional materials and Tc reads [223,199], 
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with Ψ being the digamma function, 02/ cBTkτα =  the depairing parameter, τ the elastic 
scattering time and Tc0 the limit of Tc in the absence of any scattering. From the data in figure 
25, the best fit leads to KTc 22.10 =  and a critical scattering for the suppression of 



221

Fig. 25. Superconducting critical temperature as a function of the residual resistivity for 
samples with different amounts of disorder either chemical (nR) or orientational (nQ) [91]. 
The solid line is a least square fit of the digamma pair-breaking function to the data which 
reaches zero at 88.0=α .

superconductivity of 144.1/1 −= cmcrτ , pscr 5.3=τ  (following the definition of α).

Accordingly, 1/τ amounts to 113.0 −cm  ( ps40=τ ) in the pristine 42 ClO(TMTSF)  sample. 
The sensitivity of Tc to non-magnetic disorder cannot be reconciled with a model of 
conventional superconductors. The gap must show regions of positive and negative signs on 
the Fermi surface which can be averaged out by a finite electron lifetime due to elastic 
scattering. As these defects are local the scattering momentum of order Fk2  can mix + and - 

Fk  states and therefore the sensitivity to non-magnetic scattering is still unable to tell the 
difference between p or d orbital symmetry for the superconducting wave function. A 
noticeable progress could be achieved paying attention to the spin part of the wave function. 
In the close vicinity of Tc orbital limitation for the critical field is expected to prevail and 
therefore the analysis of the critical fields close to Tc [118] not necessarily implies a triplet 
pairing. When the magnetic field is oriented along the intermediate b-axis, violations of the 
Pauli limitation have been claimed in the 62 PF(TMTSF)  [119] and recently 42 ClO(TMTSF)
[120] superconductors. However, it must be kept in mind that in all these experiments 
performed under transverse magnetic field the electronic structure is profoundly affected by 
the application of the field (as an electron localization is observed at low temperature) and it 
is still unclear whether the superconducting phase remains homogeneous under strong 
transverse field. Older data in 42 ClO(TMTSF)  [117] are not in contradiction with the picture 
of singlet pairing but no data were given below 0.5K, the temperature domain where it would 
be most rewarding to see how Hc2 compares with the Pauli limit when H is perfectly aligned 
along the a axis. 
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3. CONCLUDING REMARKS 

Organic superconductivity in quasi-one dimensional Bechgaard salts belonging to the large 
class of X(TM)2 compounds is a direct outcome of the constant quest for superconducting 
materials at high temperatures. Although the critical temperature of one dimensional organic 
superconductors is still fairly modest in the one Kelvin range, these materials have provided a 
wealth of new physical phenomena. One dimensionality of the electronic spectrum is a 
common feature to all conductors of the X(TM)2  series as shown by anisotropic optical and 
transport properties. Furthermore, the one dimensionality together with electron-electron 
Coulombic interactions are responsible for the Mott localization observed at high temperature. 
This is due to the Umklapp scattering of the electrons in a quarter filled-band conductor. Such 
an electron localization can be suppressed in the X(TM)2  series via the enhancement of the 
interchain overlap either chemically in different compounds or by the application of an 
hydrostatic pressure giving a way to a metallic state and in turn to superconductivity at low 
temperature. In addition, the metallic phase is characterized by the unsuitability of the 
classical Drude model to explain the very peculiar behaviour of the frequency dependent 
conduction with a narrow zero frequency mode which is observed in a far infrared pseudogap. 
Organic superconductivity is certainly non conventional with sign changes of the gap over the 
Fermi surface as required by the unusually large sensitivity of the superconducting state to 
non magnetic defects. However, a final answer discriminating between p-triplet and d-singlet 
pairings should await more experimental studies. In addition, the X(TM)2  family shows a 
clear case of phase coexistence at the border between insulating-itinerant antiferromagnetic 
and superconducting ground states. Organic conductors gather most of the relevant problems 
in modern condensed matter physics. This 25 years old subject still holds a very promising 
future.
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CHEMICAL DESIGN OF COPPER-OXIDE SUPERCONDUCTORS: 
– HOMOLOGOUS SERIES AND OXYGEN ENGINEERING – 

M. Karppinen and H. Yamauchi 

Materials and Structures Laboratory, Tokyo Institute of Technology, 
Yokohama 226-8503, Japan 

1. INTRODUCTION 

Two-dimensional CuO2 planes in which copper atoms nominally possess an intermediate 
valence value between II and III have appeared to be essential for superconductivity of copper 
oxides with holes as charge carriers. Contrary to this, in n-type superconductive copper oxides, 
copper atoms have an intermediate valence state of I/II. In both cases, control over the charge 
carrier concentration has been achieved by tuning the precise mixed-valence value of copper 
atoms in the superconductive CuO2 plane(s). In terms of valence tuning, structures allowing 
for oxygen nonstoichiometry are advantageous. At the same time, within the conductive 
copper-oxide framework the charge has to be uniformly distributed between each copper-
oxygen polyhedron to ensure itinerancy of the charge carriers. Therefore high electrical 
conductivity is expected only in CuO2 planes that consist of equivalent Cu-O polyhedra. In 
line with this, high-Tc superconductivity occurs in layered structures built up with (i)
conductive copper-oxide layers in which the oxygen content is stoichiometric and (ii) spacing 
layer(s) with oxygen and/or cation nonstoichiometry, i.e. tunable charge. 

In the structure of the first high-Tc superconductor, (La,Ba)2CuO4±δ [1], a single CuO2 plane 
is combined with a [(La,Ba)O1±δ/2]2 double-layer block only. Since this discovery, a variety of 
superconductive copper-oxide phases with a number of different layers being involved have 
been synthesized. Depending on the piling sequence of the layers various structure blocks 
with different characteristics in terms of charge balance and doping are formed. Based on the 
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types of layers involved, the structures of superconductive and related layered copper oxides 
have successfully been classified into “two main categories” [2,3], and further understood as 
members of different “homologous series” [4-6], viz. Chapter 2. With such a large number of 
superconductive copper-oxide phases synthesized and thoroughly characterized, it has 
become easier to recognize the “yet-missing” phases and design the strategies for searching 
for such. It has also become possible to find various trends and draw general conclusions 
related to the functions of the different structure blocks in terms of redox characteristics and 
charge balance, as being reviewed in Chapters 3 and 4, respectively. Here one of the key 
concepts is “oxygen engineering” [7]. It is also important to recognize that, even though ideal 
rather than real structures are considered for the purpose of classification, it is the small and 
delicate deviations from the ideal structures that control the material properties such as 
charge/carrier distribution and superconductivity [6,8,9]. Such factors and their fine-tuning 
are shortly discussed in Chapter 5. 

2. STRUCTURAL CATEGORIZATION

Copper-oxide superconductors are all derived from an oxygen-vacancy-ordered perovskite (P) 
block, Qn-1CunO2n, in which oxygen-free Q metal layers alternate with vacancy-free CuO2

planes. Piling such superconductive Qn-1CunO2n blocks with other structural units, i.e. other 
types of perovskite block, rock-salt (RS) layers and/or fluorite (F) layers, results in a c-axis-
elongated multi-layered unit cell known for high-Tc superconductors. Depending on the 
involvement of the differently structured layers the existing superconductive copper-oxide 
phases are categorized into two main categories: Category-A contains the phases which are 
built up with P- and RS-structured layers only, whereas the phases of Category-B contain F-
structured layers as well (Fig. 1) [2,3]. Within the two categories, the phases are further 
divided into homologous series on the basis of the number and cation composition of the 
layers in the nonsuperconductive portion of the structure, i.e. “blocking block”.  

2.1. Homologous Series of Category-A 

As shown in Fig. 1, the structures of Category-A phases contain alternating MmOm±δ “charge-
reservoir” blocks with m units of MO1±δ/m layers (M = Cu, Bi, Pb, Tl, Hg, Al, Ga, C, B, etc.)
and superconductive Qn-1CunO2n blocks with n CuO2 planes and n-1 Q metal layers [Q = Ca, 
rare-earth element (R)] [4]. The MmOm±δ and Qn-1CunO2n blocks are separated from each other 
by a single AO layer (A = Ba, Sr, La, etc.) such that the structure repeats the layer sequence of 
AO-(MO1±δ/m)m-AO-CuO2-(Q-CuO2)n-1 and the stoichiometry of the phase is given by 
MmArQn-1CunOm+r+2n±δ. Each such phase is denoted in an unambiguous way by M-m(A)r(Q)(n-
1)n or in short M-mr(n-1)n. Sometimes it is also useful to indicate the crystallographic 
structure of the charge-reservoir block, e.g. RS or P, and/or the possible halogen substituent, 
X, using the somewhat longer formula of M-m(A)r(Q)(n-1)n[X]:RS/P [6]. 
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Fig. 1. Schematic illustration of crystal structures of Category-A (left) and Category-B (right) 
multi-layered copper oxides. 

In Table 1, the multi-layered M-mr(n-1)n copper-oxide structures together with some 
representative compounds are arranged in the order of increasing m (0 ∼ 3), r (1, 2) and n (1 ∼
4). Note that, as far as the structures known to exist at the moment are concerned the table 
could be continued up to n = 9 [10]. In each M-mr(n-1)n phase with m > 0 the number of AO
layers between two superconductive Qn-1CunO2n blocks sandwiching the charge-reservoir 
block is fixed at r = 2. Also in the case of m = 0, superconductive phases have been so far 
obtained only for r = 2, i.e. the “zero” 02(n-1)n phases (see Section 2.1.3). To be able to 
include the “not-yet-superconductorized” 01(n-1)n phases in the general classification scheme, 
we, however, consider r as a variable having two possible values of 1 and 2, with the 
condition that: r = 1 or 2 for m = 0 and r = 2 for m ≥ 1 [6]. For r = 2 and odd m values, i.e. m = 1
and 3, the unit cell possesses primitive (P) symmetry and contains only one M-m2(n-1)n
formula unit, while for even m values, i.e. m = 0 and 2, the unit cell is doubled along c axis to 
contain two M-m2(n-1)n formula units. At the same time P symmetry changes to body-
centered (I) symmetry. 

By definition, MmArQn-1CunOm+r+2n±δ or M-m(A)r(Q)(n-1)n phases for which the AO-
(MO1±δ/m)m-AO portion is common, form a homologous series [4,6]. In order to establish a 
homologous series, realizing at least (the first) three members experimentally may be 
considered as a proper requirement. This is partly based on the belief that the phase-formation  
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Table 1. Multi-layered copper-oxide structures of Category-A: MmArQn-1CunOm+r+2n±δ or M-
mr(n-1)n, together with representative compounds as arranged in the order of increasing m, r
and n. Here, in terms of n the table extends only up to n = 4 even though phases up to n = 9
have been experimentally detected. Also note that when n → ∞, the formula ends up with 
0011 which is the name for the so-called “infinite-layer” structure (see Section 2.3). 

01(n-1)n 02(n-1)n M-12(n-1)n M-22(n-1)n M-32(n-1)n

0101 0201 M-1201 M-2201 M-3201
LaCuO3 (La,Sr,Ba)2CuO4 HgBa2CuO4 Bi2Sr2CuO6 (Pb2/3Cu1/3)3(Sr,La)2CuO6

 Sr2CuO4 Tl(Ba,Y)2CuO5 Tl2Ba2CuO6

 Sr2CuO2F2

0112 0212 M-1212 M-2212 M-3212
BaY(Cu,Fe)2O5 La2SrCu2O6 HgBa2CaCu2O6 Bi2Sr2CaCu2O8 (Pb2/3Cu1/3)3Sr2(Y,Ca)Cu2O8

 Sr2CaCu2O6 TlBa2CaCu2O7 Tl2Ba2CaCu2O8

 Ba2CaCu2O6 CuBa2YCu2O7

 Sr2CaCu2O4F2

0223 M-1223 M-2223 M-3223
 Sr2Ca2Cu3O8 HgBa2Ca2Cu3O8 Bi2Sr2Ca2Cu3O10 (Cu,C,Ba)3Ba2Ca2Cu3O9

 Ba2Ca2Cu3O8 TlBa2Ca2Cu3O9 Tl2Ba2Ca2Cu3O10

 Sr2Ca2Cu3O6F2 CuBa2Ca2Cu3O9

0234 M-1234 M-2234 M-3234
 Sr2Ca3Cu4O10 HgBa2Ca3Cu4O10 Tl2Ba2Ca3Cu4O12 (Cu,C,Ba)3Ba2Ca3Cu4O11

 Ba2Ca3Cu4O10 TlBa2Ca3Cu4O11

  CuBa2Ca3Cu4O11

mechanism for phases with n ≥ 3 in the same homologous series is the same, but most likely 
different from those of phases with n = 1 and 2. 

By the end of year 1992 only four homologous series fulfilling the above definitions, i.e.
Bi-2(Sr)2(n-1)n [11-13], Tl-2(Ba)2(n-1)n [14,15], Tl-1(Ba)2(n-1)n [16] and Tl-1(Sr)2(n-1)n [17], 
had been verified, but since January 1993 many other homologous series have been 
discovered. All these later series, with the exception of Hg-1(Ba)2(n-1)n [18,19], are obtained 
only through high-pressure (HP) synthesis [20,21]. The best established examples of these 
HP-synthesized series are: 0(Sr)2(n-1)n [22], Cu-1(Ba)2(n-1)n [23,24], Pb-1(Sr)2(n-1)n [25,26],
(Cu,C)-1(Ba)2(n-1)n [27], (C,B)-1(Sr)2(n-1)n [28], Al-1(Sr)2(n-1)n [29], Ga-1(Sr)2(n-1)n [30], B-
1(Sr)2(n-1)n [31], [(Cu,C)2/3Ba1/3]-3

(Ba)2(n-1)n [32], (Cu,S)-1(Sr)2(n-1)n [33], (Cu,P)-1(Sr)2(n-
1)n [34], (Hg,Tl)-2(Ba)2(n-1)n [35,36], 0(Sr)2(n-1)n[F] [37,38], (Cu,Ge)-1(Sr)2(n-1)n [39],
(Cr,Cu)-1(Sr)2(n-1)n [10], (Cu,V)-1(Sr)2(n-1)n [40], (Cu,N,C)-1(Sr)2(n-1)n [41] and 0(Ba)2(n-1)n
[42-44]. In the following Sections 2.1.1-2.1.4, some of these series are discussed in more 
detail. 
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From the knowledge accumulated for the various homologous series of Category-A, we 
make the following four empirical observations: 

(1) For phases with n ≥ 3, the Q-cation site is solely occupied by Ca [4]: both isovalent and 
aliovalent substitution attempts for Ca have all been unsuccessful so far. 

(2) No trace of oxygen is detected in the Q-cation layer. (Here the nature seems to favour 
the occurrence of high-Tc superconductivity, as it is believed that even small amounts of 
excess oxygen atoms in the Q layer would be detrimental for the superconductivity!)  

(3) Within each homologous series, the highest Tc belongs to the n = 3 member [6]. 
(4) M-m(Ba)2(n-1)n phases show higher Tc’s than the corresponding M-m(Sr)2(n-1)n phases 

[45]. 

It is amazing to note that even though these simple empirical facts are rather widely 
recognized, they have not been completely understood from the fundamental chemistry and/or 
physics points of view. This applies especially to the first three points. The last one is 
understood by the smaller size of Sr as compared to Ba (viz. Section 3.2): the smaller Sr-O 
layer puts the CuO2 plane(s) under compressive stress that then results in stronger in-plane O-
Cu-O buckling and thereby in the lower Tc values.

2.1.1. M-m2(n-1)n:RS phases 

The Bi-based phases comprised the first homologous series, i.e. Bi-2(Sr)2(n-1)n:RS. For this 
series only the first three members, i.e. Bi2Sr2CuO6+δ (Bi-2201), Bi2Sr2CaCu2O8+δ (Bi-2212) 
and Bi2Sr2Ca2Cu3O10+δ (Bi-2223), have been experimentally verified [11-13]. The real 
structures of the Bi-22(n-1)n phases are more complex than those suggested by the basic model 
of Fig. 1. The origin of this is in the mismatch between the preferred ab-plane dimensions of the 
CuO2 and BiO1±δ/2 layers, which leads to an incommensurate structural modulation due to atomic 
rearrangements and incorporation of excess oxygen in the Bi2O2±δ charge-reservoir block [46]. 
Moreover, the ”lonely” s2 electron pair of trivalent bismuth requires extra space around the BiIII

ion, and thus contributes to the deformation of the Bi-O coordination sphere. 
Simultaneous replacements of Bi and Sr by Tl and Ba yielded the first thallium-based 

homologous series, Tl-2(Ba)2(n-1)n:RS [14,15]. For the n = 3 member of this series a Tc value 
was recorded that for the first time exceeded 130 K [47]. The Tl-1(Ba)2(n-1)n:RS series in 
which the charge-reservoir block is a single layer of TlO1±δ was the first homologous series of 
the m = 1 type [16]. Later another thallium-based series, Tl-1(Sr)2(n-1)n:RS [17], and many 
other series including the record-high-Tc series Hg-1(Ba)2(n-1)n:RS [18,19] have been 
discovered at m = 1.

In principle the Hg-1(Ba)2(n-1)n:RS phases are isostructural with the corresponding Tl-
1(Ba)2(n-1)n:RS phases. However, the oxygen coordination polyhedra around the trivalent Tl and 
the divalent Hg atoms are quite different, since the oxygen site of the MO1-δ layer is almost fully 
occupied in the case of thallium but more than 50 % vacant in the case of mercury, i.e. δ > 0.5 for 
the HgO1-δ charge-reservoir block [48]. Thus, Hg atoms in the Hg-1(Ba)2(n-1)n:RS phases 
possess a two-fold linear oxygen coordination commonly observed for Hg atoms in HgII

compounds. In the BaO layer, the oxygen atom (apical oxygen) is shifted from the ideal rock-
salt position to the vicinity of the HgO1-δ block, while the barium atom is rather close to the 
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CuO2-(Q-CuO2)n-1 block. As a result of this crystallographic feature, the CuO2 plane just 
beneath the Ba plane is nearly flat [48]. This may be considered as one of plausible 
explanations to rationalize the fact that for each n, it is the Hg-based phase that possesses the 
highest Tc value. Most profoundly, for the n = 3 member of the Hg-1(Ba)2(n-1)n series the record 
values of Tc are as follows: 135 K [19] and 138 K [49] for nonsubstituted and fluorine-
substituted samples, respectively, as measured under ambient pressure, and > 150 K [50] and 
166 K [51] for the same compositions, respectively, when measured under high pressures. 

After the Hg-1(Ba)223 phase was recognized to possess the highest-ever-recorded value of 
Tc, efforts were made to synthesize Hg-based phases with m = 2 [35,36], since among the 
thallium copper oxides the m = 2 phases possess higher Tc values than the corresponding m = 1
phases. However, the Tc values recorded for Hg-2223 never exceeded those for Hg-1223. 

2.1.2. M-m2(n-1)n:P phases 

The most thoroughly characterized superconductive compound, YBa2Cu3O7-δ or the so-called 
“Y-123” phase [52], has a multi-layered structure with the layer sequence, BaO-CuO1-δ-BaO-
CuO2-Y-CuO2, and thus a single CuO1-δ chain with an oxygen-deficient perovskite-type 
arrangement of the Cu and O atoms as the charge-reservoir constituent. The initial dream to 
insert additional CuO2 planes (and additional Q layers to fulfill the charge-neutrality 
condition) into the YBa2Cu3O7-δ structure in order to increase Tc in this system became true 
when the n = 3 ∼ 6 phases of the Cu-1(Ba)2(Ca)(n-1)n:P series were discovered utilizing HP 
synthesis techniques [23,24]. As had been expected, the highest Tc value achieved for the Cu-
1223 phase, i.e. ~120 K [53-55], clearly exceeded that of YBa2Cu3O7-δ. Even more 
importantly, this discovery demonstrated that the YBa2Cu3O7-δ compound is not just an 
“exceptional” phase but an n = 2 member of the Cu-1(Ba)2(n-1)n:P homologous series, and 
should thus be called as Cu-1212:P or CuBa2YCu2O7-δ [4,6]. 

The lead-based compound (Pb2/3Cu1/3)3Sr2(Y,Ca)Cu2O9±δ [55] was the first 
superconductive copper oxide with a three-layer charge-reservoir block, i.e. m = 3. In the 
middle CuO1±δ layer of the PbO-CuO1±δ-PbO charge reservoir, the extra oxygen atoms 
arrange at perovskite positions to form a CuO2 plane when 1±δ ≈ 2, and the phase may thus be 
expressed as (Pb2/3Cu1/3)-3212:P. The (Pb2/3Cu1/3)-3201:P phase has also been synthesized 
and found to superconduct [57,58], whereas the higher (n ≥ 3) members of the (Pb2/3Cu1/3)-
32(n-1)n:P series remain to be discovered yet. On the other hand, m = 3 superconductors with 
n = 3 ∼ 5 were stabilized through HP synthesis in the Ba-Ca-Cu-C-O system, i.e.
[(Cu,C)2/3Ba1/3]-32(n-1)n for which the three-layer charge-reservoir block obeys the layer 
sequence of (Cu,C)O1-δ/2-BaO-(Cu,C)O1-δ/2 [32].

 2.1.3. “Zero” 02(n-1)n phases and their water derivatives 

Among the different Category-A superconductors, those with an A2Qn-1CunO2+2n or 02(n-1)n
structure are unique in the sense that they lack the MmOm±δ charge-reservoir block. Due to the 
lack of the charge reservoir these phases are called “zero” phases [59]. The first high-Tc

superconductor of Bednorz and Müller [1], i.e. (La,Ba/Sr)2CuO4 with the layer sequence of 
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AO-AO-CuO2 (A = La, Ba, Sr), is nothing but the first superconductive zero copper-oxide 
phase, i.e. 0201. Note that several nonsystematic names for this structure have been used as 
well, including “214”, “K2NiF4” and “T”. In a 02(n-1)n structure in general, adjacent CuO2-
(Q-CuO2)n-1 superconductive blocks are separated from each other by a rock-salt-type (AO)2

double layer only (Fig. 2). The rock-salt-type atomic arrangement of the (AO)2 double layer 
causes the successive AO-AO-CuO2-[Q-CuO2]n-1 units to be translated by ½ in the [110] 
direction of the primitive tetragonal unit cell such that the unit cell contains two 02(n-1)n
formula units and accordingly possesses body-centered symmetry.  

Fig. 2. Derivation of the zero 02(n-1)n crystal structure from the general M-m2(n-1)n
structure of Category-A. 

The first complete zero homologous series was discovered in 1993 in the Sr-Ca-Cu-O 
system, i.e. Sr2Can-1CunO2+2n or 0(Sr)2(Ca)(n-1)n phases with n = 2 ∼ 4 [22]. These phases are 
obtained by means of HP (~5 GPa) synthesis only. Later, Ca-free analogs were reported to 
exist as well, i.e. Sr2Srn-1CunO2+2n or 0(Sr)2(Sr)(n-1)n [60]. Note that the n = 1 member is 
common for both series, 0(Sr)2(Ca)(n-1)n and 0(Sr)2(Sr)(n-1)n. Also note that the formula of the 
Sr2Srn-1CunO2+2n phases may alternatively be written as Srn+1CunO2+2n to emphasize that they 
are oxygen-deficient Ruddlesden-Popper [61] phases, An+1TnO3n+1±δ (T = transition metal). 

The Ba-based zero series, Ba2Can-1CunO2+2n [0
(Ba)2(n-1)n], was discovered more recently. 

The n = 2 ∼ 4 members have been experimentally verified to exist in bulk form in HP-
synthesized samples [42-44], whereas the n = 1 member has so far been obtained in a thin-film 
form only [62] (see Fig. 3 for the crystal structures). For the n = 3 member remarkably high Tc

values up to ∼126 K are detected [42]. In Fig. 3, plotted is the lattice parameter c against the 
number of CuO2 planes for both the 0(Ba)2(n-1)n [c = (8.9 + 6.5 n) Å] [43,44] and the 0(Sr)2(n-
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1)n [c = (7.6 + 6.55 n) Å] [63] series. The two c - versus - n lines lie in parallel but separated 
by ~1.3 Å from each other. This c parameter difference of ∼1.3 Å of corresponding Ba2Can-

1CunO2+2n and Sr2Can-1CunO2+2n phases is precisely accounted for by the difference in the 
ionic radii (r) [64] of the nine-coordinated Ba2+ and Sr2+ ions: 8 [r(Ba2+) - r(Sr2+)] = 8 (1.47 -
1.31 Å) = 1.28 Å. (There are four BaO layers in the unit cell.) 

Fig. 3. Crystal structures of the first four members of the Ba2Can-1CunO2+2n or 0(Ba)2(n-1)n
series, and the c - versus - n relation for these 0(Ba)2(n-1)n phases and their water-derivatives 
[43,44], and also for the Sr analogs, 0(Sr)2(n-1)n [63], for reference. 
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Besides the pure oxides, also oxyhalogenides of the 02(n-1)n structure, i.e. phases in 
which the AO-layer oxygen site is substituted by fluorine or chlorine, have been synthesized 
[37,38,65,66]. These phases are rather more stable than the corresponding oxide zero phases. 
Here one should recognize that among the 02(n-1)n phases, those which do not contain 
halogen ions or trivalent A-site cations are extremely highly oxidized, at least nominally [6]. 
For example for (Sr/Ba)2Ca2Cu3O8 [0(Sr/Ba)2(Ca)223], the nominal value of Cu valence is as 
high as 2.67 if the phase is assumed to be stoichiometric in terms of oxygen content. For the 
Ba-based phase, the presence of oxygen vacancies was ruled out by means of wet-chemical 
redox analysis that corroborated the high nominal valence state of copper [67]. The highly 
oxidized nature of the 0(Sr/Ba)2(Ca)(n-1)n phases is along with the fact that they are obtained 
only under highly oxidizing conditions. Another manifestation is that they (especially the Ba-
based ones [42-44]) have been found to be highly unstable in open air. In the most plausible 
way, the high overall oxidation state of these phases would be understood by the presence of 
highly oxidized “peroxide-type” O- species in the (AO)2 double layer.  

Fig. 4. Schematic illustration of the phase transformation of Ba2Ca2Cu3O8 (0223) into its 
water derivative, H-m223. Also shown are x-ray diffraction patterns to demonstrate the speed 
of the phase transformation when an as-HP-synthesized 0223 sample is exposed to H2O/N2

gas: the 31-min pattern is indexed for the H-m223 phase [68]. 
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Interestingly, even though the 0(Ba)2(Ca)(n-1)n phases are not stable in open (humid) air, 
they do not actually decompose but rather incorporate water into their zero charge-reservoir 
blocks (see Fig. 4 for the case of n = 3). The incorporation results in the formation of well-
defined derivative phases with an expanded c-axis lattice parameter, i.e. 5.4 ∼ 5.7 Å longer 
than that of the parent phase, and a charge-reservoir block that presumably consists of 
hydrogen and oxygen atoms only [42-44] (see Fig. 4 for a possible charge-reservoir structure). 
For the derivative of the 0(Ba)2(Ca)23 phase, superconductivity was verified (Tc = 78 ∼ 90 K 
[42,67,68]), while in the cases of the other derivatives some ambiguity has remained in terms 
of their superconductivity properties. In Fig. 4, the speed of the phase transformation is 
illustrated by the sequence of x-ray powder diffraction patterns collected for an as-HP-
synthesized 0(Ba)2(Ca)23 phase upon exposing it to humid air [68]. Among the Sr-analogs, i.e.
0(Sr)2(Ca)(n-1)n, a similar phase transformation (though much slower) has been so far 
confirmed for n = 3 [69].

Among the water-derivatives, wet-chemical redox analysis has so far been carried out for 
the derivative of the 0(Ba)2(Ca)23 phase [67]. The result clearly indicated a considerably lower 
(overall) oxidation state for the H-m(Ba)2(Ca)23 derivative in comparison to that of its 
0(Ba)2(Ca)23 parent. Therefore, it is believed that the driving force for the fast phase 
transformation of the 0(Ba)2(Ca)(n-1)n phases is their strong tendency to be reduced. Moreover, 
since accommodation of neutral H2O molecules alone should not change the oxidation state of 
the phase, it is believed that additional protons are incorporated as well. Here it is interesting 
to refer to the newly discovered “watery” CoO2-layer-based superconductor, NaxCoO2-δ⋅yH2O
[70]: for this layered superconductor too, the presence of excess protons has been suggested 
[71,72]. 

2.1.4. “Zero” 01(n-1)n phases 

The partly virtual r = 1 or 01(n-1)n series may be considered as the parent series for all the 
layered copper oxides of Category-A. So far the two first members of this series have been 
realized, but both of them have remained to be “superconductorized” yet. The first member at 
n = 1 is the LaCuO3-δ perovskite [73] with single CuO2 planes and LaO layers only, i.e. 0101, 
whereas the second (n = 2) member is the Ba-R cation-ordered BaR(Cu,Fe)2O5+δ double 
perovskite [74], i.e. 0112. 

Various efforts have been made to induce superconductivity in the three-dimensional 
LaCuO3-δ perovskite phase [75-77]. All of these efforts have been unsuccessful so far. By 
oxygen stoichiometry tuning the average valence of copper can be continuously varied in the 
range of II and III, i.e. 0 ≤ δ ≤ 0.5, but introduction of oxygen vacancies results in a mixture of 
five-coordinated CuII and six-coordinated CuIII rather than uniformly mixed-valent CuII/III [77]. 
Tetravalent-for-trivalent cation substitution at the La site with oxygen-stoichiometric 
composition would in principle promote a three-dimensional network of mixed-valent CuII/III.
However, solubility limits for the possible tetravalent cations, e.g. CeIV and ZrIV, are far too 
low for the (La,Ce/Zr)CuO3 phase to reach a valence value close to +2.2 for copper [75,76]. 
On the other hand, with the oxygen-deficient stoichiometry at δ = 0.5, SrII-for-LaIII

substitution has been successfully accomplished and shown to result in hole-doped copper–
oxygen ladders, but not in superconductivity [78]. 
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An n = 2 member of the 01(n-1)n series, i.e. the BaR(Cu,Fe)2O5+δ double perovskite, has 
so far been stabilized only with some portion of the copper site being occupied by iron. In 
order to increase the solubility limit of copper in the (Cu,Fe)O2 planes, application of ultra-
high pressures was found advantageous [79].  

2.2. Homologous Series of Category-B 

Layered copper-oxide structures containing a fluorite-structured layer-block of B-[O2-B]s-1

[B = (Ce,R)] are defined to form Category-B [2,5,6]. The first high-Tc superconductor to 
contain fluorite-structured layers was discovered in the Ce-Nd-Sr-Cu-O system as early as 
1988 [80,81]. The so-called T* structure of this (Ce,Nd,Sr)2CuO4 compound is a 1:1 piling of 
La2CuO4 (T structure [82,83]) and Nd2CuO4 (T’ structure [84]) type slabs with a layer 
sequence of [(Nd,Sr)O-(Nd,Sr)O]RS-[CuO2]P-[(Ce,R)-O2-(Ce,R)]F-[CuO2]P, where the 
subscript, RS, P or F, refers to the structure type of the corresponding layer/block. The second 
copper-oxide superconductor with the F-structured layers was found soon after [85], i.e.
(Ce,Nd)2CuO4 of the bare T’ structure. These first Category-B phases are zero phases, i.e.
they lack the charge-reservoir block [59]. In an analogy to the Category-A phases, in 
Category-B as well the two RS-structured AO [A = e.g. (Nd,Sr)] layers may sandwich an 
additional MmOm±δ charge-reservoir block (M = Cu, Bi, Pb, Tl, Hg, etc.; 0 ≤ m ≤ 3). This 
results in multi-layered structures with a layer sequence of [AO]RS-[(MO1±δ’)m]P/RS-[AO]RS-
[CuO2]P-[(Ce,R)-O2-(Ce,R)]F-[CuO2]P, as was illustrated in Fig. 1. The third Category-B 
superconductor, i.e. Cu(Ba,R)2(Ce,R)2Cu2O9±δ [86] with a layer sequence of [(Ba,R)O]RS-
[CuO1±δ]P-[(Ba,R)O]RS-[CuO2]P-[(Ce,R)-O2-(Ce,R)]F-[CuO2]P, is such a charge-reservoir-
containing phase. 

With later discoveries, it has turned out that all the aforementioned three phases are just 
examples of a larger group of multi-layered copper oxides that contain F-structured layers 
between two adjacent CuO2 planes and have a stoichiometry of MmA2kBsCu1+kOm+4k+2s±δ or M-
m(A)(2k)(B)s(1+k) [or M-m(2k)s(1+k) in short] [2,5,6]. Here m = 0, 1, 2, 3, ..., s ≥ 1 and k = 0 or 
1, with the conditions that for k = 0, m = 0, and for k = 1, m ≥ 0. Within Category-B, phases 
with the [AO]-[(MO1±δ/m)m]-[AO] blocking block fixed but the number, s, of the fluorite-
structured cation layers varying form a homologous series [5,6]. In Table 2, Category-B 
structures together with some representative compounds are given. 

An interesting point to note is that whereas each Category-A phase has only one type of 
(nonsuperconductive) blocking block besides the superconductive block that contains the 
CuO2 planes, Category-B phases have two distinct blocking blocks (refer to Fig. 1). One of 
these blocks is the common [AO]RS-[MO1±δ/m)m]P/RS-[AO]RS (A = Ba, Sr, etc.; M = Cu, Pb, Tl, 
Hg, etc.) block with/or RS- and P-structured layers. This block is glued (through AO layers) to 
the adjacent CuO2 planes by sharing the “apical” oxygen atoms of the CuO5 pyramids that 
constitute the CuO2 planes. The other blocking block of (Ce,R)-[O2-(Ce,R)]s-1 (valence states, 
CeIV and RIII, are assumed) is then inserted between the basal planes of the CuO2-plane 
pyramids, and is of the F structure. In both categories, blocking blocks are believed not only 
to provide (proper) spacing between the superconductive CuO2 planes but also to control the 
hole-doping level of these planes. 
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Table 2. Multi-layered copper-oxide structures of Category-B: MmA2kBsCu1+kOm+4k+2s or M-
m(2k)s(1+k) together with representative compounds as arranged in the order of increasing m,
k and s. Note that in terms of s, the table could be continued up to 7. Also note that the 0212, 
M-1212, M-2212 and M-3212 phases belong to Category-A as well. 

00s1 02s2 M-12s2  M-22s2 M-32s2

0011 0212 M-1212  M-2212 M-3212 
(Sr,Nd)CuO2 La2SrCu2O6 HgBa2CaCu2O6 Bi2Sr2CaCu2O8 (Pb2/3Cu1/3)3Sr2(Y,Ca)Cu2O8

 Sr2CaCu2O6 TlBa2CaCu2O7 Tl2Ba2CaCu2O8

 Ba2CaCu2O6 CuBa2RCu2O7

 Sr2CaCu2O4F2 RuSr2RCu2O8

0021 0222 M-1222  M-2222 M-3222 
(Nd,Ce)2CuO4 (Nd,Sr,Ce)2CuO4 Cu(Ba,Eu)2(Ce,Eu)2Cu2O9 Bi2Sr2(Ce,Gd)2Cu2O10 (Pb2/3Cu1/3)3Sr2(Ce,Eu)2Cu2O11

  CoSr2(Ce,Y)2Cu2O9

  RuSr2(Ce,R)2Cu2O10

  (Hg,W)Sr2(Ce,R)2Cu2O9

  (Cu,Mo)Sr2(Ce,Y)2Cu2O9

M-1232   
  (Pb,Cu)Sr2(Ce,Ho)3Cu2O11

  (Fe,Cu)Sr2(Ce,Y)3Cu2O11

  CoSr2(Ce,Y)3Cu2O11

  (Hg,W)Sr2(Ce,Eu)3Cu2O11

  (Cu,Mo)Sr2(Ce,R)3Cu2O11

M-1242   
  (Fe,Cu)Sr2(Ce,Y)4Cu2O13

Versatile understanding of high-Tc superconductivity and the behavior of materials 
showing this phenomenon is not possible without extending the understanding over both the 
categories of layered copper-oxide phases. For Category-A phases, the amount of 
accumulated experimental data is huge and accordingly various relations among the layer 
piling, crystallographic fine-structures, doping and superconductivity characteristics have 
been fairly well uncovered. As compared to the Category-A phases, those of Category-B have 
been much less investigated and therefore remained rather poorly understood. For example, in 
the known phases of Category-B, m varies from 0 up to 3, whereas s can be increased even up 
to 7 or 8 (though single-phase bulk samples have been realized only up to s = 3) [87-89]. 
Phases with s ≥ 3 are rather rare and up to very recently none of them had been 
superconductorized [90]. At the same time, no definite explanation had been given why these 
phases do not show superconductivity [91]. In the following Sections 2.2.1-2.2.4, some of the 
Category-B phases are discussed in more detail. 
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2.2.1. Zero phases 

Within Category-B, four zero structures have been experimentally verified. The structure 
adopted by (Ce,Nd,Sr)2CuO4 should be denoted 0222 [2,5,6]. This 0222 phase together with 
the different 0212 phases that are common with Category-A (viz. Tables 1 and 2) comprise 
the first two members of the series 02s2. On the other hand, the (Ce,Nd)2CuO4 phase is the s =
2 member of the 00s1 series, whereas the so-called infinite-layer structure of (Sr,R)CuO2

(discussed in detail in Section 2.3.) is the s = 1 member, i.e. 0011, of this series. 
The most interesting feature of the 00s1 phases of (Sr,R)CuO2 (s = 1) and (Ce,Nd)2CuO4

(s = 2) is that they are the only two phases among the high-Tc superconductive copper oxides 
that have not holes but electrons as charge carriers. These are also the only two phases that 
lack the rock-salt-type AO layers and thus the apical oxygen atoms. Here it is worthwhile to 
note that successful synthesis of the “so-far-virtual” 0031 phase would help us to clarify 
whether the n-type superconductivity is a universal/unique feature of the 00s1 series. Actually, 
one of the important challenges yet remaining is to elucidate the role of the “apical oxygen” 
or “apical anion” in the occurrence of high-Tc superconductivity. 

2.2.2. Superconductive M-12s2 phases 

The Cu-12s2 homologous series is one of the most interesting target systems for deeper 
understanding of Category-B phases. The first member, Cu-1212, is nothing but the prototype 
superconductor, CuBa2RCu2O7±δ (“R-123”; note that the s = 1 phase of Category-B is equal to 
the corresponding n = 2 phase of Category-A), the second member, Cu-1222, is the first 
charge-reservoir-containing Category-B superconductor [86], whereas the third member, Cu-
1232, very recently turned out to be the first “triple-fluorite-layer” superconductor [92]. 

The first samples of the Cu-1222 (s = 2) phase were obtained with the stoichiometry of 
Cu(Ba,R)2(Ce,R)2Cu2O9±δ or Cu-1(Ba,R)222: the highest Tc of 43 K was achieved for an R = Eu
sample synthesized under ambient pressure but oxygenated under elevated O2 pressures [86]. 
The role of the trivalent R substituent at the A (= Ba) site was to stabilize the structure. The 
Cu-1222 structure is also stabilized for A = Sr by substituting the charge-reservoir Cu partially 
by a higher-valent element, e.g. (Cu,Mo)Sr2(Ce,Y)2Cu2O9±δ [92,93]. With Sr at the A site, the 
Cu-1222 structure is formed even without structure-stabilizing substituents, i.e.
CuSr2(Ce,Y)2Cu2O9+δ, though only under high O2 pressures [94]. At least with the original 
composition, Cu(Ba0.67Eu0.33)2(Ce0.33Eu0.67)2Cu2O9±δ, the Cu-1222 phase is rather flexible for 
oxygen-content control. By means of a set of deoxygenation (in N2) and oxygenation (under 
high O2 pressures) annealing treatments the hole-doping level of the phase could be 
continuously adjusted from a nondoped (nonsuperconductive) state to a slightly overdoped 
state. For the optimally-doped sample Tc was found at 62 K [95]. For the same sample, the 
average valence of copper was determined to be ∼2.2 from Cu L-edge XANES spectroscopy 
data [95]. In comparison to the average value of Cu valence in optimally-doped Cu-1212, i.e.
∼2.3 in CuBa2RCu2O6.95, the value obtained for Cu-1222 looks unexpectedly low. However,  
O K-edge XANES data revealed that in Cu-1222 [at least with the cation stoichiometry of 
Cu(Ba0.67Eu0.33)2(Ce0.33Eu0.67)2Cu2O9±δ] holes are distributed in a way that the CuO2 plane 
gets more holes than the CuO1±δ charge reservoir [95], whereas the situation is opposite in 
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Cu-1212 [6,96] (see Section 4.1). Therefore, the CuO2-plane hole concentration in optimally-
doped Cu-1222 may not be much different from that in optimally-doped Cu-1212. 

The Cu-1232 structure was also realized long time ago, i.e. multi-phase samples of 
CuSr2(Ce,Ho)3Cu2O11+δ and nearly single-phase samples of (Cu,M)Sr2(Ce,Ho)3Cu2O11+δ (M  =
Pb, Fe, Al) [97-99]. None of these samples containing the s = 3 phase, however, showed 
superconductivity, which was for long time rather believed to be the general characteristics of 
phases with s ≥ 3. Recently single-phase (Cu,Mo)-1(Sr)232 samples were synthesized with the 
composition of (Cu0.75Mo0.25)Sr2(Ce0.67Y0.33)3Cu2O11±δ. As-synthesized samples of (Cu,Mo)-
1(Sr)232 were not superconductive either, but superconductivity was successfully induced in 
these air-synthesized samples by means of high-pressure oxygenation carried out in a cubic-
anvil-type high-pressure apparatus at 5 GPa and 500 oC in the presence of Ag2O2 as an excess 
oxygen source. Moreover found was that with increasing ratio of Ag2O2 to the (Cu,Mo)-1232 
phase the c-axis lattice parameter gradually decreased and Tc increased up to 53 K [92]. 
Together with the phases, (Cu,Mo)-1(Sr)212 and (Cu,Mo)-1(Sr)222, this new s = 3 phase forms 
a homologous series of (Cu,Mo)-1(Sr)2s2. With the parameter s increasing from 1 to 3 the 
members of the (Cu,Mo)-1(Sr)2s2 series have two adjacent CuO2 planes separated from each 
other by a single R-cation layer for s = 1, a “double-fluorite-layer” block of (Ce,R)-O2-(Ce,R)
for s = 2, and a “triple-fluorite-layer” block of (Ce,R)-O2-(Ce,R)-O2-(Ce,R) for s = 3. In Fig. 5, 
the highest so-far obtained Tc value for these three phases is plotted against s. Tentatively it 
seems that once the two pyramidal CuO2 planes are separated from each other with a 
somewhat thicker blocking block, further increase in the thickness of this block does not 
necessarily decrease the Tc value. To corroborate this, the first “quadruple-fluorite-layer” 
superconductor should be hunted. 

Fig. 5. Tc versus s for the homologous series (Cu,Mo)-12s2. The given Tc values are the 
highest values so far obtained for these phases [92], but not necessarily optimized yet. 
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2.2.3. Ru-12s2 magnetosuperconductors 

The ruthenium-based Category-B phase, Ru-1222, was the first to show “coexistence of high-
Tc superconductivity and high-TC ferromagnetism”, first in RuSr2[(Eu,Gd)0.7Ce0.3]2Cu2O10-δ

samples [100]. Later the Ru-1212 phase (RuSr2GdCu2O8-δ) was shown to be another 
“magnetosuperconductor” [101]. Very recently the third (s = 3) member of the homologous 
series, Ru-12s2, was successfully synthesized [102]. As a potential new magneto-
superconductor, its further characterization is now highly awaited. Even though the Ru-12s2
phases have received continuous attention since the first indication of their possible magneto-
superconductivity [103], further discussion is omitted within the scope of the present 
contribution.

2.2.4. Nonsuperconductive M-12s2 phases 

Various M-12s2-type phases have been experimentally observed even up to s = 7 (for M =
(Fe,Cu) [88]). However, most of these phases have yet remained to be superconductorized. 
For example, for (Fe,Cu)-12s2 only the s = 1 member (that actually does not contain fluorite-
structured layers) is superconductive. 

Among the nonsuperconductive Category-B phases, the Co-1(Sr)2(Ce,Y)s2 homologous 
series forms one of the most well-established systems: all the three first members are readily 
obtained in single-phase forms through solid-state-synthesis in air [104]. (The first two 
members have been known for a long time [105-108].) Like in any other (ideal) homologous 
series of Category-B, the three first members of the Co-12s2 (s = 1, 2, 3) series differ from 
each other only in terms of the (Ce,Y)-[O2-(Ce,Y)]s-1 layer block between two identical CuO2

planes. The precise cation and oxygen contents [104] as well as crystallographic features 
[109] are well established for the as-air-synthesized samples: all the three phases are 
essentially stoichiometric in terms of oxygen content, i.e. δ ≈ 0 for the CoO1+δ charge-
reservoir. They are also all nonsuperconductive. At δ = 0, the charge reservoir of all of them 
consists of zigzag chains of corner-linked CoO4 tetrahedra that run diagonally relative to the 
perovskite base [109]. By means of high-pressure oxygenation it is possible to gradually dope 
the phases with holes [110]. Utilizing Cu L-edge XANES spectroscopy it is possible to follow 
changes in the valence state of copper accordingly. It has been found that the positive charge 
induced by oxygen loading is not completely directed into the CuO2 planes but is rather 
effectively trapped by the charge-reservoir Co atoms. For Co-1212 (CoSr2YCu2O7+δ)
superconductivity appears in the samples when the valence of copper exceeds 2.1, whereas for 
Co-1222 [CoSr2(Ce0.25Y0.75)2Cu2O9+δ)] and Co-1232 [(CoSr2(Ce0.67Y0.33)3Cu2O11+δ)] the 
CuO2-plane hole concentration does not increase strongly enough for superconductivity to be 
induced [110]. Thus, depending on the system, the charge balance between the charge 
reservoir and the CuO2 plane may be affected differently upon increasing the F-block 
thickness, s: for Co-12s2 the balance shifts to the charge-reservoir direction, whereas an 
opposite trend was suggested for Cu-12s2 (cf. Section 2.2.2).



270

Fig. 6. Crystal structure of the infinite-layer or 0011 phase. 

2.3. “Infinite-Layer” Phases 

The naming schemes for the two categories, A and B, are consistent at common limits. As 
already discussed, the s = 1 phases of Category-B are identical to the corresponding n = 2
phases of Category-A. Here, it is interesting to note that the so-called “infinite-layer” 
superconductor, (Sr/Ca,R)CuO2 [111], that consists of an infinite stacking of oxygen-free Q or 
B cation layers and CuO2 planes only (see Fig. 6), can be alternatively imagined as the 
“infinite” limit (n → ∞) of the M-mr(n-1)n structure of Category-A (Table 1) or as the 
“parent” (s = 1) of the M-m(2k)s(1+k) structure (at m = 0 and k = 1) of Category-B (Table 2). 
In both cases, the structure is consistently denoted 0011 [5,6,59]. 

With the SrCuO2 stoichiometry the 0011 structure with an infinite, two-dimensional 
stacking of CuO2 planes and oxygen-vacant Sr layers along the c axis, is obtained through 
high-pressure synthesis only. (When synthesized at ambient pressure the same stoichiometry 
adopts a structure in which copper atoms are arranged with oxygen atoms in quasi-one-
dimensional, edge-sharing double chains.) The infinite-layer structure is obtained also at 
ambient pressure but only in a narrow compositional range of Ca0.86Sr0.14CuO2 [112]. With the 
Ca0.86Sr0.14CuO2 composition the infinite-layer phase is semiconductive. Under high pressures 
the composition range of Q in the infinite-layer phase, QCuO2, is much wider [113], i.e. Q
may contain Sr, Ca, Ba, La, Pr, Nd, Sm and Gd [111,114-121]. The QCuO2 samples 
containing trivalent R ions are electron-doped superconductors with a large Meissner volume 
fraction and Tc = 40 ∼ 43 K, being quite independent of the R content [111,114-121]. These 
samples are typically synthesized under reducing conditions. On the other hand, much higher 
Tc values of 90 ∼ 110 K were reported for HP-synthesized Ba-Sr-Cu-O and Sr-Ca-Cu-O 
samples obtained under oxidizing conditions [122,123]. However, the phase(s) responsible for 
superconductivity are believed not to be of the 0011 structure [124].

As was discussed in Section 2.1., it has been an “empirical fact” that the cation Q must be 
divalent Ca in a superconductive Qn-1CunO2n block for the M-mr(n-1)n phases containing 
more than two CuO2 planes, i.e. n ≥ 3 [4,6]. In this sense the 0011 phase in which the oxygen-
free cation layer may contain not only trivalent (as discussed above) but also monovalent 

…
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cations as in (Ca,Li)CuO2 [125], is an obvious exception. Here note that the (Ca,Li)CuO2

samples that were p-type doped did not show superconductivity. 

2.4. Other Types of Layered Copper Oxides

Besides the tens of different crystal structures/phases that belong to the aforementioned two 
categories, A and B, there are yet a handful of phases that can not be counted as members of 
Category-A or Category-B homologous series. One of these is the RBa2Cu4O8-δ or “R-124” 
phase that was first detected as an intergrowth in “R-123” or Cu-1212 thin films [126]. Later 
it was revealed that R-124 is rather more stable than R-123 at lower temperatures [127]. The R
site may be occupied not only by Y but also by various other rare-earth elements [128]. Using 
the general Category-A naming scheme, the “124” structure may be written as Cu-2212, 
though the charge-reservoir block structure, in which CuO4 squares share their O-O edges to 
form two parallel CuO chains, belongs to neither P nor RS type. In this kind of shear-type 
charge-reservoir structure in which the Cu atoms on the different chains are shifted from each 
other by the Cu-O distance such that each oxygen atom is bonded to three different copper 
atoms in the Cu2O2 double chain, is very rigid in terms of oxygen-content variations; wet-
chemical redox analysis confirmed δ ≈ 0 for variously synthesized samples [129], in contrast 
to the single CuO1-δ chain of the Cu-1212 phase. Note that no other members of the “virtual 
homologous series, Cu-22(n-1)n,” have been synthesized. The related “247” phase has an 
ordered structure consisting of alternative piling of the “123” and “124” structures along the c
axis of the both structures. 

Various layered copper oxycarbonate phases containing CO3
2- groups have also been 

synthesized, such as CSr2CuO5 [130]. The basic structures of CSr2CuO5 and related oxy-
carbonate phases may be expressed as members of the homologous series, C-12(n-1)n.
However, since the neighbouring charge-reservoir units characteristically tend to combine 
each other, the sizes of crystallographically defined unit cells of these copper oxycarbonates 
are much larger than a single cell containing only one C-12(n-1)n formula unit. For CSr2CuO5,
for example, the unit cell consists of eight C-1(Sr)201 formula units [131]. Among the 
oxycarbonates, (C,Cu)(Sr,Ba)2CuO5 or C-1(Sr,Ba)201 was the first to show super-conductivity 
[132]. Also the n = 2 oxycarbonate phase was superconductorized with the stoichiometry of 
(C,Cu)-1(Sr)2(Y,Ca)12 [133]. Later various Bi-, Tl- and Hg-based oxy-carbonate 
superconductors have been successfully synthesized [134-136]. Utilizing high-pressures for 
the synthesis it has also been possible to synthesize higher-n phases, e.g. (C,Cu)-1(Ba)2(Ca)(n-
1)n (n = 3, 4) [27], (C,Cu,Ba)-3(Ba)2(Ca)(n-1)n (n = 3 ∼ 5) [32] and (C,B)-1(Sr)2(Ca,Sr)(n-1)n [28]. 

In terms of the structural elements, not only the P, RS and F structured layers but also 
layers of other simple structures may be involved in multi-layered copper-oxide phases. This 
is true at least for the cesium-chloride (CC) structure: in Pb3Sr3Cu3O8+δCl [137] a CC-
structured block of (Pb0.5Sr0.5)-Cl-(Pb0.5Sr0.5) is sandwiched by the two CuO2 planes, whereas 
the PbO-CuOδ-PbO layer piling serves as the charge reservoir. Accordingly the formula 
should be written as (Pb2/3Cu1/3)3Sr2(Pb0.5Sr0.5)2Cu2O8+δCl to show the relation to the 
categorized structures. Moreover, immediately seen is a further possibility to design a novel 
homologous series as expressed with the layer sequence of [PbO-CuOδ-PbO]P-[SrO]RS-
[CuO2]P-{(Pb0.5Sr0.5)-[Cl-(Pb0.5Sr0.5)]t-1}CC-[CuO2]P-[SrO]RS. So far no superconductivity has 
been reported for Pb3Sr3Cu3O8+δCl.
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3. REDOX TAILORING

In the multi-layered copper oxides the redox (= reduction-oxidation) state of the CuO2

planes(s) is most straightforwardly controlled by tuning the oxygen (non)stoichiometry of the 
phase. “Oxygen engineering” [7] is therefore one of the most important tools for “on-demand 
tailoring” of these materials, and should cover methods of not only precisely controlling but 
also precisely analyzing the degree of oxygen stoichiometry/nonstoichiometry. Moreover, in 
the case of a multi-layered phase it is important to elucidate the functions of individual layers 
in terms of oxygen-content tunability and charge accommodation. The various chemical 
techniques for oxygen-content analysis and their applicability have been extensively reviewed 
in Refs. [6,7,138] and thus left outside of the scope of the present contribution. In this Chapter, 
we discuss the redox tendency and oxygen-content tunability of layered copper oxides, 
whereas charge distribution and layer-specific carrier concentrations are discussed in 
Chapter 4. 

3.1. Oxygen Nonstoichiometry 

Common to all metal oxides is that the Gibbs free energy of formation becomes less negative 
with increasing temperature [139]. In other words, metal oxides tend to be reduced (i.e. lose 
oxygen) when the temperature is increased. Obviously, if the partial pressure of oxygen is 
decreased the temperature at which the reduction occurs becomes lower. For some metal 
oxides, e.g. Ag2O2 [7], reduction to the metallic state occurs even in air at reasonably low 
temperatures, while for others temperatures much higher than what can be achieved by 
ordinary techniques are required for complete reduction. For a majority of metal oxides, 
reduction occurs in one or two discrete steps, each step corresponding to an integer oxidation 
number of the metal concerned. Only for some transition metal oxides oxygen non-
stoichiometry, i.e. continuous variation in oxygen stoichiometry, is possible [6,7]. The variation 
range furthermore depends on the specific crystal structure. In each case oxygen tends to 
incorporate back upon cooling. Only if the cooling is carried out in an (essentially) oxygen-
free atmosphere an oxygen-deficient sample is obtained [6,7,140,141]. On the other hand, 
according to thermodynamics it is impossible to synthesize metal oxides with an intermediate 
oxygen-content value in an oxygen-containing atmosphere just by “controlling the annealing 
time” or using “rapid cooling from a high temperature”. Such treatments - though sometimes 
employed - would end up with a mixture of oxygenated and reduced phases but not with 
homogeneous intermediate oxygen content throughout the whole sample. 

Oxygen nonstoichiometry and thereby mixed copper valency are common characteristics 
to the simple perovskite, LaCuO3-δ (0101 phase), and the whole family of the multi-layered 
copper oxides derived from the perovskite structure. The fully-oxygenated LaCuO3-δ (δ ≈ 0) 
perovskite itself (obtained through HP synthesis only) loses oxygen gradually within 0 ≤ δ ≤
0.5 upon annealing in an inert atmosphere [77]. Consequently it is possible to synthesize a 
series of LaCuO3-δ samples with oxygen contents precisely controlled by the choice of 
annealing temperature, i.e. temperature-controlled oxygen-depletion (TCOD) [6,7,140-143]. 
By performing such a TCOD annealing in a thermobalance allows one to in-situ
thermogravimetrically (TG) monitor the amount of depleted oxygen [77], see Fig. 7(a). 
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Moreover, initially the choice of the proper annealing temperature is conveniently established 
on the basis of the TG data. 

Fig. 7. TCOD annealings carried out in inert gas for (a) LaCuO3-δ (0011), (b)
Cu(Ba,Sr)2RCu2O7-δ (Cu-1212), and (c) CuBa2Ca2Cu3O9-δ (Cu-1223), to obtain oxygen-
depleted samples. 
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In a similar manner samples of the Cu(Ba,Sr)2RCu2O7-δ or Cu-1212 phase (“oxygen-
deficient triple perovskite”) with any intermediate oxygen-content value within 0 < δ < 1 (i.e.
∆δ ≈ 1) are conveniently prepared through TCOD annealings carried out in a thermobalance in 
an inert atmosphere at prefixed temperatures [140-143], see Fig. 7(b). The TCOD method 
works equally well for other superconductive copper oxides too. In Fig. 7(c), examples of 
TCOD annealing curves are shown for the HP-synthesized CuBa2Ca2Cu3O9-δ or Cu-1223 
phase (“oxygen-deficient quadruple perovskite”) [54,55]. Here it should be noted that only the 
second weight-loss step seen in the TG curves is due to the oxygen loss from the Cu-1223 
phase; the first step is due to decomposition of the leftover Ag2O/Ag2O2 that exists in the 
samples since Ag2O2 is used as an excess-oxygen source in the HP synthesis to promote the 
phase formation. The two weight-loss steps are distinguishable and from the total weight loss 
observed in the temperature range from 300 oC to 420 oC (second weight-loss step) the 
amount of removable oxygen in the Cu-1223 phase is calculated at ∆δ ≈ 0.4 [54,55]. For the n
= 4 member of the Cu-12(n-1)n series, i.e. the Cu-1234 phase or the “oxygen-deficient 
quintuple perovskite”, no detectable changes in oxygen content are seen upon different 
normal-pressure annealing treatments, i.e. ∆δ ≈ 0 [144]. It may thus be concluded that within 
the homologous series, Cu-12(n-1)n, with increasing number of consecutively stacked CuO2

planes in the superconductive block the amount of removable oxygen decreases. Empirically, 
this seems to apply to other (Category-A) homologous series too. 

The wide-range oxygen-content tunability seen for many of the copper-oxide super-
conductors is commonly explained by their perovskite-derived structures. In line with this, 
among the superconductive copper oxides most prominent changes in oxygen content are 
detected for the Cu-1212:P (∆δ ≈ 1.0) and (Pb2/3Cu1/3)-3212:P (∆δ ≈ 1.8 [145]) phases in 
which the charge reservoir consists of perovskite-type CuO1-δ and Pb2CuO2+δ blocks, 
respectively, whereas the phases with a RS-type charge reservoir are much less flexible for 
oxygen-content tuning, e.g. for the Hg-1(Ba)2(n-1)n:RS phases with n = 1 ∼ 3, ∆δ as achieved 
by normal-pressure annealings is around 0.15 [146]. At the same time it is interesting and 
rather important to note that even though the superconductive CuO2-(Q-CuO2)n-1 block has an 
ordered-oxygen-vacancy perovskite structure the oxygen content of it does not show even a 
slightest deviation from 2n, i.e. the oxygen content changes occur in the MmOm±δ charge-
reservoir block only. 

3.2. Layer-Matching and Redox Characteristics 

Manipulation of the composition and the sequence of the different layers in the unit cell 
provides us with a chemical means of controlling the extent of compression or tension of the 
CuO2 planes and further the redox characteristics of the phase. As the first criterion, to 
facilitate coherent connections between adjacent layers and therewith the phase formation the 
naturally preferred ab-plane dimensions of the different layers should match well enough. 
[Such “preferred ab-plane dimensions” are estimated based on the empirical room-
temperature ionic radii (r) of the constituent elements at an assumed valence state (V) and 
coordination number (CN)]. The so-called “tolerance factor” (t) [147] gives us a quantitative 
measure of the bond-length mismatch across an interface of the two different layers. In the 
structures of superconductive copper oxides (both categories), the outermost CuO2 plane of 
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the superconductive block is connected to the MmOm±δ charge-reservoir block via an AO layer, 
i.e. -MO1±δ/m-AO-CuO2-. Since the nonstoichiometric MO1±δ/m layer is (in most cases) quite 
flexible in terms of the ab-plane dimension, the degree of mismatch between the AO and 
CuO2 layers is assumed to be most essential to the phase stability. For each layer-pair, t by 
definition equals to 1 at ideal matching. Thus, for the interface between the RS-type AO layer 
and the P-type CuO2 plane, t is given by: 
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In terms of the phase stability, small deviations from the ideal matching are allowed. 
However, such deviations tend to lead to structural distortions and/or nonstoichiometry. An 
MmA2Qn-1CunOm+2+2n±δ or MmA2kBsCu1+kOm+4k+2s±δ phase typically responds to internal stress 
caused by layer-mismatch by adjusting the oxygen nonstoichiometry and thereby the redox 
state of copper in the CuO2 plane(s): under compression (t < 1)/tension (t > 1) the CuO2 plane 
tends to be oxidized/reduced to shorten/lengthen the expected ionic radius of CuII/III

[148,149]. From the t value calculated at a stoichiometric composition, redox tendency of the 
phase may thus be predicted/rationalized [6,45]. Besides the changeable oxygen content, the 
Jahn-Teller effect provides an additional degree of freedom for copper-oxide (CuII: t2g

6eg
3)

phases to adjust the ab-plane dimension, as it enables the four in-plane Cu-O bonds to become 
shorter at the expense of the two out-of-plane Cu-O bonds [148,149]. 

Table 3. Tolerance parameter, t, calculated using the tabulated values of ionic radii, r [64], for 
some layered copper-oxide structures. Also given is the redox tendency, i.e. either δ > 0 
(tends to be oxidized) or δ < 0 (tends to be reduced), as predicted from the t value. 

Structure r [Å] t δ
LaCuO3+δ rLa(III;12) = 1.36; rCu(III;6) = 0.54; rO(-II) = 1.40 1.01 < 0 

La2CuO4+δ rLa(III;9) = 1.22; rCu(II;6) = 0.73; rO(-II) = 1.40 0.87 > 0 

HgBa2CuO4+δ rBa(II;8) = 1.42; rCu(II;6) = 0.73; rO(-II) = 1.40 0.94 > 0 

TlBa2CuO5+δ rBa(II;9) = 1.47; rCu(III;6) = 0.54; rO(-II) = 1.40 1.05 < 0 

CuBa2YCu2O7+δ rBa(II;10) = 1.52; rCu(II;5) = 0.65; rO(-II) = 1.40 1.01 < 0 

Bi2Sr2CaCu2O8+δ rSr(II;9) = 1.31; rCu(II;5) = 0.65; rO(-II) = 1.40 0.93 > 0 

In Table 3, t values calculated for some representative superconductive and related 
copper-oxide phases are given together with the redox tendency as predicted for the phases on 
the basis of the obtained t value: for t > 1, δ is expected to be < 0, and vice versa. In the 
LaCuO3 perovskite the CuO2 plane is attached to a LaO layer in which the A-site cation, LaIII,
has a large CN value of 12 and accordingly a large ionic radius. The obtained t value of 1.01, 
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i.e. slightly higher than unity, is in accordance with the strong tendency of LaCuO3 to be 
reduced [77]. When the AO layer is connected from the other side to another AO layer [as in 
the 02(n-1)n phases] or an MO1±δ/m layer [as in the M-m-2(n-1)n phases] rather than directly to 
the next CuO2 plane (as in LaCuO3 of the 0011 structure), the number of nearest-neighbour 
oxygen atoms about the A cation is less than 12 owing to the smaller number of oxygen atoms 
in the MO1±δ/m/AO layer as compared to their number in the CuO2 plane. For example, in 
La2CuO4 with a layer sequence of LaO-LaO-CuO2, LaIII is 9-coordinated and CuII has an 
octahedral coordination with CN = 6. Here t becomes 0.87. The fact that t < 1 means that the 
CuO2 plane in La2CuO4 is under compression and the compound thus accepts excess oxygen. 

Alkaline earths, BaII and SrII, are the most common A-site cations in the superconductive 
copper oxides. With A = Sr, the AO layer is usually too small to match perfectly with the CuO2

plane, i.e. t is significantly smaller than unity (see Table 3). Moreover, since a spherical 
coordination sphere is favoured by the alkaline earths due to their s-orbital bonding, SrO 
layers (and to some extend BaO layers too) in layered structures of the AO-(MO1±δ/m)m-AO-
CuO2-(Q-CuO2)n-1 type tend to be buckled such that the oxygen atom is shifted towards the 
MO1±δ/m layer. This effect is especially pronounced in phases with strongly oxygen-deficient 
MO1±δ/m layers. As the degree of SrO-layer buckling increases the ab-plane dimension 
prefered by it decreases, and the mismatch becomes more severe. Increasing the amount of 
excess oxygen in the MmOm±δ charge-reservoir block increases the CN of the A-site Sr and 
thus enhances the stability of an MmSr2Qn-1CunOm+2+2n±δ phase. There are three reasons for this. 
Firstly - as already discussed above - when the buckling diminishes the ab dimension 
preferred by the SrO layer increases. Secondly, effective size of Sr increases when the CN 
about it increases. Thirdly, the excess oxygen increases the oxidation state of copper in the 
CuO2 plane and thereby makes the plane compressed. 

Fig. 8. Gradual shift of oxygen occupation from the characteristics O(1) position to the O(5) 
position with increasing Sr-substitution level in the Cu(Ba1-xSrx)2YbCu2O6.95 samples of the 
Cu-1(Ba,Sr)2(R)12 phase [151]. Note that the overall oxygen content remains essentially constant.  
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Along the above scenario, it was found that when Ba is partially substituted by the 
smaller Sr in the Cu-1(Ba,Sr)2(R)12 system the charge-reservoir oxygen shifts partly from the 
characteristic b-axis O(1) site to the a-axis O(5) site [150,151], as shown in Fig. 8. This is to 
satisfy the need for Sr to possess - against the Pauling’s first rule - a higher CN than that 
required by Ba. In other words, in each unit cell where the A site is occupied by Sr, the 
tendency is towards the both oxygen sites to be occupied, whereas for the Ba-containing unit 
cells even the b-axis site is less occupied than in the Sr-free samples. An outcome is that the 
Sr-for-Ba substitution partly breaks the charge-reservoir copper-oxygen chains. This is 
believed to cause a decrease in the number of mobile holes in the charge-reservoir block and 
be the origin for the suppression of magnetic irreversibility (Hirr) characteristics that is seen 
for the Cu-1(Ba,Sr)2(R)12 phases as a consequence of increasing Sr content [150,151]. 

3.3. Hole Doping Level 

Obviously, hole concentration of a CuO2-plane, p(CuO2), is related to the “chemical” valence 
state of copper, i.e. p(CuO2) = VCu - 2. Therefore, for an MmA2Qn-1CunOm+2+2n±δ phase one may 
calculate the value of p(CuO2) from the cation and oxygen stoichiometry values, m, n and δ,
and the cation valence values, VM, VA and VQ, as follows [6,7]:

n

VnVmVnm
CuOp QAM δ2)1(2224

)( 2

±−−−−++
=  . (2)  

However, there are some uncertainties. Firstly, Eq. (2) assumes the same hole-concentration 
value for each CuO2 plane across the superconductive CuO2-(Q-CuO2)n-1 block [6,8].
Secondly, even though the valences of cations A and Q can be guessed with good confidence 
(e.g. II for Ca, Sr, Ba and III for R) that is not necessarily the case with all the charge-
reservoir constituents, as many of them (e.g. M = Cu, Bi, Pb and Tl) are likely to possess 
mixed-valence values [138] (see Chapter 4). Thirdly, Eq. (2) gives an estimation for the 
“excess positive charge” in the CuO2 planes, but this may not be exactly equivalent with the 
concentration of “mobile hole carriers”. 

Nevertheless, from Eq. (2) it is clear that the MmOm±δ block acts as a positive charge 
reservoir that “absorbs” part of the holes from the AO-CuO2-(Q-CuO2)n-1-AO block. Actually, 
for the known M-m(A)2(Q)(n-1)n phases, charge of the MmOm±δ block is always positive, the 
magnitude varying from 0 to 2 [6,7]. A decrease in the positive charge of the charge reservoir 
increases the average hole concentration of the CuO2 planes. The unusually high oxidation 
state of the zero (SrII,BaII)2CaII

n-1CunO2+2n phases is also evident from Eq. (2) that reduces for 
the given composition to: p(CuO2) = 2 / n. Thus at n = 3, the average nominal Cu valence is as 
high as 2.67 [67]. Here it is interesting to recall that the overall oxidation state of an M-
m(A)2(Q)(n-1)n superconductor may also be unusually low, i.e. the average valence of copper 
may be lower than II, even though the CuO2 plane(s) are doped with holes. An example is 
(Pb2/3Cu1/3)3Sr2(Y,Ca)Cu2O8.0 [152-154]: the CuO2-plane copper atom with CN = 5 is at a 
mixed-valence II/III state, whereas the charge-reservoir copper atom with CN = 2 is 
monovalent. (The valence of lead is II.) Another example of a similar situation is the oxygen-
deficient, CaII-for-RIII substituted CuBa2(Y,Ca)Cu2O6.0 phase [143,155,156]. 
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4. CHARGE/CARRIER DISTRIBUTION

From bond-valence-sum (BVS) calculations for differently oxygenated samples of Hg-12(n-
1)n and Tl-22(n-1)n (n = 1, 2) an interesting observation was made: it seems that only in the 
underdoped region the changes that occur in the actual CuO2-plane hole concentration upon 
oxygen loading follow the value calculated for p(CuO2) from Eq. (2) (on an assumption that 
the valence of Hg/Tl remains constant), whereas in the overdoped region the actual p(CuO2)
is much smaller than that estimated with Eq. (2) [8,157]. Experimentally a similar observation 
was made for various n = 1 and 2 phases from optical conductivity data [158]. Also theoretical 
calculations for Hg-1201 pointed out to the same direction [159]. Such behaviour is explained 
by accommodation of (either mobile or localized) holes in the charge-reservoir block. The 
capability of the charge-reservoir block to accommodate holes is easily understood for phases 
in which the M cation is likely to exhibit variable oxidation states, e.g. CuI/II/III, BiIII/V, PbII/IV,
TlI/III and even Hg0/II [6,138,141]. 

Therefore, we conclude that before it is possible to establish a valence value for copper 
from a result of oxygen content analysis [through Eq. (2)], precise valence values of the other 
possibly multi-valent cations have to be determined. Moreover, in the M-m2(n-1)n phases 
with n ≥ 3 (of Category-A) there are at least two types of inequivalent CuO2 planes in the 
superconductive CuO2-[Q-(CuO2)n-1] block, i.e. outer (pyramidal) and inner (square-planar) 
CuO2 planes, among which holes are likely to be inhomogeneously distributed [6,8]. Full 
understanding of high-Tc superconductors would not be possible unless we are able to 
measure the distribution of charge/carriers among all the different layers. However, powerful 
experimental tools to detect layer-specific hole concentrations are yet to be deviced [6]. In 
this Chapter, some illustrative examples of successful approaches and systems for which it is 
possible to analyze and/or control the charge/carrier balance are high-lighted. 

4.1. XANES Spectroscopy 

At present, x-ray absorption near-edge structure (XANES) spectroscopy is one of the few 
(and probably most straightforward) techniques for the studies on individual cation valences 
and layer-specific hole concentrations: it definitely probes local concentration of holes as the 
x-ray absorption spectrum is determined by electronic transitions from a selected atomic core 
level to the unoccupied electronic states near the Fermi level. For the superconductive copper 
oxides, absorption measurements at both the Cu L and the O K edges have been found 
effective. Due to the dipole selection rule, the Cu L2,3-edge absorption spectrum is governed 
by transitions from the Cu 2p1/2,3/2 core levels into the hole states of Cu 3d character. On the 
other hand, in the O K-edge spectrum, the O 2p hole states are accessible. 

As an illustrative example, in Fig. 9 shown are Cu L2,3-edge XANES spectra for a series 
of CuBa2YCu2O7-δ samples with different oxygen contents [160]. The narrow peak centered at 
∼931 eV (in the L3 area) is due to divalent copper, whereas its high-energy shoulder about 
∼932 eV arises from trivalent copper [96,156,161]. Similar features have been observed for 
many other p-type doped copper-oxide superconductors, e.g. 0201 [162] Bi-22(n-1)n [163-
166], Tl-22(n-1)n [167,168], Hg-12(n-1)n [169-171], Cu-1223 [55] and (Pb2/3Cu1/3)-3212
[154]. With decreasing oxygen content in CuBa2YCu2O7-δ the relative intensity of the 
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shoulder decreases as the portion of CuIII decreases. Parallel with this an additional peak 
emerges about ∼934 eV. This is due to monovalent copper (with CN = 2) in the CuO1-δ charge 
reservoir [96,154,156,172,173]. From the relative spectral intensities of the three peaks, 
accurate estimates are obtained for the (relative) amounts of CuI, CuII and CuIII and thereby 
for the average valence state of copper. In the case of the Cu-1212 phase (and other phases 
with more than one type of Cu atoms) the information from the L-edge XANES data, however, 
is not enough to explicitly reveal the actual CuO2-plane hole concentration. Here absorption 
measurements at the O K edge may be utilized to gain layer-specific information, see Fig. 9 
for a fully-oxygenated CuBa2YCu2O6.92 sample for example. The pre-edge peak about ∼528.5 
eV is the well-known signature of hole states in the p-type doped CuO2 planes in high-Tc

superconductors [55,96,151,154,156,165,166,169]. For Cu-1212, partly over-lapping with this 
peak we can distinguish another lower-energy pre-edge peak at ∼527.5 eV. This is due to the 
hole states in the CuO1-δ charge reservoir [96,151,156]. By fitting these peaks, layer-specific 
hole concentrations are obtained. In CuBa2YCu2O6.92, the CuO0.92 charge reservoir is more 
heavily doped with holes than the CuO2 plane. 

Fig. 9. Left: Cu L2,3-edge XANES spectra for a series of CuBa2YCu2O7-δ samples with 
different oxygen contents, 7-δ [160]. Right: Pre-edge portion of the O K-edge XANES 
spectrum and its fitting for the CuBa2YCu2O6.92 sample. Note that the spectral weight due to 
the CuO2-plane hole states corresponds to two copper-oxygen planes, whereas that of the 
CuO1-δ charge reservoir corresponds to one copper-oxygen layer only. 
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4.2. Cu-1212: CuBa2RCu2O6.93

For the known superconductive copper-oxide phases having a trivalent rare earth element as a 
constituent a common feature has been that any one of the RIII ions is changeable by most of 
the others. Such “isovalent” or “size-only-dependent” cation substitutions may be used for 
fine-tuning the hole distribution. Here note that by replacing an RIII ion by another the overall 
hole concentration remains constant if the oxygen content is kept constant, but the distribution 
of holes among the different layers over the unit cell is likely to be influenced. For a  series of 
Cu-1(Ba)2(R)12-phase samples of CuBa2RCu2O7-δ with the oxygen content, 7-δ, precisely fixed 
at 6.93(1), the isovalent smaller-for-larger RIII substitution was found to result in an inter-
block hole shift from the BaO-CuO1-δ-BaO blocking block to the superconductive CuO2-R-
CuO2 block [150,174]. Since fully-oxygenated samples of the Cu-1(Ba)2(R)12 phase are in a 
slightly overdoped state, such an increase in the CuO2-plane hole concentration decreases the 
Tc value slightly as it makes the phase more heavily overdoped. At the same time, the 
distribution of holes over the unit cell becomes more homogeneous, which should be an 
advantage in terms of the Hirr characteristics [6]. Indeed, it was found that by means of 
decreasing the size of the R constituent it was possible to gradually enhance the Hirr property 
[174]. For the sample with the smallest R constituent, i.e. CuBa2(Yb0.6Lu0.4)Cu2O6.92, record-
high Hirr(T) values were achieved [174]. In Fig. 10, plotted is the 77-K Hirr value against the 
ionic radius, r(RIII), for the entire CuBa2RCu2O6.93(1) sample series. Also given is the p(CuO2)
value as estimated for the Cu-1(Ba)2(R)12 system through BVS calculation. 

Fig. 10. Left: 77-K Hirr characteristics for a series of CuBa2RCu2O6.93±0.01 samples [174]. 
Right: p(CuO2) versus r(RIII) for “fully-oxygenated” CuBa2RCu2O7-δ samples, where the 
p(CuO2)’s are from BVS calculation (neutron powder diffraction data used are from Ref. 
[175]). 
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4.3. (Cu.Mo)-1232: (Cu0.75Mo0.25)Sr2(Ce0.67R0.33)3Cu2O11+δ

Having the results obtained for the CuBa2RCu2O7-δ (Cu-1212) system (Section 4.2.) in mind, 
one may wonder what happens if Y is replaced by other Rs in the newly-discovered (Cu,Mo)-
1232-phase superconductor, (Cu0.75Mo0.25)Sr2(Ce0.67Y0.33)3Cu2O11+δ [92]. In Fig. 11, the Tc

value for a series of similarly HP-oxygenated (Cu0.75Mo0.25)Sr2(Ce0.67R0.33)3Cu2O11+δ samples 
is plotted against r(RIII) [176]. For the same samples Cu L-edge XANES data confirmed that 
the average valence of copper remains constant within the entire r(RIII) range. For these 
(Cu,Mo)-1232 samples Tc increases with decreasing r(RIII). For Cu-1212, a hole shift was 
found to occur from the CuO1-δ charge reservoir to the CuO2 plane when the size of the R
constituent was decreased. Now, assuming that for the (Cu,Mo)-1232 phase too, holes would 
be gradually shifted from the (Cu,Mo)O1±δ charge-reservoir block to the CuO2 plane with 
decreasing r(RIII), one comes to a conclusion that the (Cu0.75Mo0.25)Sr2(Ce0.67R0.33)3Cu2O11+δ
samples studied must be underdoped. This is actually what can be concluded also from the 
fact that Tc monotonically increased upon loading these samples with increasing amounts of 
oxygen [92,176]. Here, for comparison, one should recall that for the RBa2Cu4O8.0 series (“R-
124” or Cu-2212) Tc also largely increases with decreasing r(RIII) [177]; at the same time it is 
known that the R-124 phases are underdoped (unless part of the RIII ions are substituted by 
divalent calcium). 

Fig. 11. Tc versus r(RIII) for a series of (similarly) HP-oxygenated (Cu,Mo)-1232-phase 
samples of (Cu0.75Mo0.25)Sr2(Ce0.67R0.33)3Cu2O11+δ [176]. 

4.4. Bi-2212: Bi2Sr2(Y,Ca)Cu2O8+δ

In the case of the Bi-2212 phase, difficulties in determining the CuO2-plane hole 
concentration arise from the fact that, besides copper, bismuth also exhibits mixed valence 
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x

Fig. 12. Upper: wet-chemical redox analysis results for sample series, Bi2Sr2(Y1-xCax)Cu2O8+δ,
i.e. oxygen excess, δ, nominal Cu valence, VCu,nom [calculated from δ through Eq. (2) 
assuming BiIII], and the actual valences of Cu and Bi, VCu and VBi. Lower: Cu L-edge XANES  
analysis results for the valence of Cu in the same samples (for comparison, VCu,nom and VCu are 
replotted from the upper figure).[165] 

high-valent copper and bismuth species, i.e. CuIII and BiV, and thus the oxygen content of the 
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another redox experiment, i.e., Fe2+/Fe3+ coulometric titration. This experiment yields 
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stoichiometry of the phase. The analysis can yield valence values with a high precision of 
±0.01, but at the same time it requires sample dissolution prior the analysis. Therefore it is 
important to corroborate the wet-chemical valence-analysis results by analyzing the same 
samples by means of a direct (though often less accurate) solid-state analysis technique such 
as XANES spectroscopy. For Bi-2212 both Cu L-edge and O K-edge data are highly useful 
[165]; here we refer only to the former results. 

Figure 12 summarizes the results from both wet-chemical redox analysis and Cu L-edge 
XANES analysis for a Bi-2212-phase sample series, Bi2Sr2(Y1-xCax)Cu2O8+δ, in which holes 
are gradually doped through the aliovalent cation substitution, CaII-for-YIII [165]. From wet-
chemical redox analysis, it is revealed that the amount of excess oxygen, δ, decreases 
continuously from 0.52 to 0.25 when the Ca content, x, increases from 0 to 1. As the CaII-for-
YIII substitution proceeds, both copper and bismuth are oxidized concomitantly even though 
δ decreases: VCu increases from 2.03 to 2.14 and VBi from 3.00 to 3.13. In other words, holes 
are induced not only in the superconductive CuO2 plane but also in the Bi2O2+δ charge 
reservoir. The variation range of VCu as determined from the Cu L-edge XANES data is 2.04 -
2.15, in good agreement with the wet-chemical analysis results. In Fig. 12, also given is so-
called nominal Cu valence, VCu,nom; it is calculated from the determined value of δ through 
Eq. (2) assuming that Bi is trivalent. It is clearly seen that the actual valence of Cu 
significantly deviates from the VCu,nom value thorough the sample series. This underlines the 
importance of precise determination of the M cation (here Bi) valence state in order to 
properly understand the doping state of superconductive copper oxides in general. 

Fig. 13. Tc versus (real) p(CuO2) for sample series, Bi2Sr2(Y1-xCax)Cu2O8+δ: VCu is an average 
of the experimental values determined from wet-chemical and Cu L-edge XANES analyses 
[165]. 
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After determining the actual valence state of copper in the Bi2Sr2(Y1-xCax)Cu2O8+δ
system, we may furthermore establish the real Tc versus p(CuO2) (≡ VCu - 2; see Section 3.3). 
relation for the Bi-2212 phase (doped with holes through the CaII-for-YIII substitution), as 
shown in Fig. 13, where VCu has been taken as an average of the values determined from wet-
chemical and XANES analyses. Most interestingly, the threshold CuO2-plane hole 
concentration for the appearance of superconductivity is determined at 0.06(1) [165], to 
coincide with the value previously established for the (La,Sr)2CuO4±δ system [179,180]. Here 
it should be emphasized that among the variety of M-m2(n-1)n phases only a handful, e.g.
(La,Sr)2CuO4±δ (0201), CuBa2RCu2O7-δ (Cu-1212), Bi2Sr2(R,Ca)Cu2O8+δ (Bi-2212) and 
(Tl0.5Pb0.5)Sr2(R,Ca)Cu2O7±δ ((Tl,Pb)-1212) [179-183], allow us to experimentally observe 
the actual appearance of superconductivity adjacent to the insulator-metal boundary. At the 
same time, the actual VCu or p(CuO2) values are straightforwardly obtained (from the cation 
and oxygen stoichiometry parameters) only for (La,Sr)2CuO4±δ.

4.5. Bi-2223: (Bi,Pb)2Sr2Ca2Cu3O10+δ

For the three-CuO2-plane Bi-based superconductor, Bi2Sr2Ca2Cu3O10+δ (Bi-2223), partial Pb-
for-Bi substitution is commonly employed to enhance the otherwise sluggish and incomplete 
phase formation. Despite the apparent importance of Pb in (Bi,Pb)-2223, the actual role of it 
and its effect on the charge balance were not investigated until very recently. Rather 
intuitively valence states of II for Pb and III for Bi had been assumed, and accordingly 
believed that such a substitution should increase the concentration of holes in the CuO2

planes. Recent careful oxygen-content and cation-valence analyses, utilizing a similar 
combination of wet-chemical redox titration and XANES spectroscopy techniques as 
described in Section 4.4 for the Bi-2212 phase, however, showed that this very intuitive 
scenario is not correct [166]. Table 4 summarizes results for two air-synthesized samples, 
Bi2Sr2Ca2Cu3O10+δ and (Bi0.85Pb0.15)2Sr2Ca2Cu3O10+δ.

Table 4. Redox characteristics for air-synthesized (Bi1-xPbx)2Sr2Ca2Cu3O10+δ samples [166]: 
δ, VBi, VPb, VCu, p(SB+CR) (= holes per formula unit) and p(CR) (holes per charge reservoir) 
from wet-chemical redox analysis, and VCu* (= average Cu valence) and p* (= average CuO2-
plane hole concentration) from Cu L-edge/O K-edge XANES data,  respectively. 

x δ p(SB+CR) p(CR) VBi VPb VCu VCu* p*

0.00 0.28 0.56 0.14 3.07 - 2.14 2.07 0.14 

0.15 0.19 0.68 0.41 3.07 2.97 2.09 2.05 0.09 

From coulometric Cu+/Cu2+ titrations, the amount of excess oxygen is found to decrease 
upon Pb substitution from δ = 0.28 for the pristine (Pb-free) sample to δ = 0.19 for the Pb-
substituted one. However, counting the excess holes as those beyond the valence states of 
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BiIII, PbII and CuII, the total number of holes per formula unit, p(SB+CR), is obtained at 0.56 
for Bi2Sr2Ca2Cu3O10.28 and at 0.68 for (Bi0.85Pb0.15)2Sr2Ca2Cu3O10.19. Thus, despite the lower 
oxygen content the Pb-substituted sample is in overall more strongly doped with holes (= 
excess positive charge) than the pristine Bi-2223 phase. These holes, however, are mostly 
located in the (Bi,Pb)2O2+δ charge reservoir. This is concluded from coulometric Fe2+/Fe3+

titrations. For the Pb-free sample, VBi is seen to be not precisely III but 3.07. For the Pb-
substituted sample, the method yields the total number of holes in the (Bi0.85Pb0.15)2O2.19

charge reservoir. Assuming that the valence of Bi remains constant (at 3.07) upon Pb 
substitution, an estimation is obtained at 2.97 for VPb in (Bi,Pb)-2223. In Table 4, also given 
is the total amount of positive charge (in excess with respect to BiIII and PbII) in the charge 
reservoir: upon Pb substitution p(CR) increases from 0.14 to 0.41. (The degree of localization 
of these holes is not known from this analysis.) At the same time, the average value of VCu,
calculated as: VCu = [p(SB+CR) - p(CR)] / 3, decreases from 2.14 to 2.09. Thus, as judged 
from the results of wet-chemical redox analyses, Pb substitution does not increase but rather 
decreases the average Cu valence/CuO2-plane hole concentration in (Bi,Pb)-2223. From 
Table 4, seen is that the Cu L-edge and O K-edge XANES data for the same two samples 
confirmed this trend (despite some deviation in absolute values) [166]. 

4.6. Inequivalent CuO2 Planes 

For understanding the roles of individual CuO2 planes of the n ≥ 3 phases of Category-A, we 
should be able to accurately and reliably determine the distribution of charge/carriers among 
the inequivalent CuO2 planes of the CuO2-[Q-(CuO2)n-1] block. However, no single 
experimental tool has been established to accomplish direct probing of local hole amounts of 
individual CuO2 planes. For example, O K-edge XANES spectroscopy, that has been 
successfully employed in hole distribution analysis of the various the n = 2 phases (cf.
Sections 4.1 - 4.4), has not been made selective enough to distinguish the different oxygen 
sites among the inequivalent CuO2 planes of n ≥ 3 phases [169,184]. Since the n = 3 phases are 
the highest Tc superconductors, we should not give up our efforts to search for solutions to 
this challenging task 

Indirectly, experimental fine-structure data, preferably extracted from neutron diffraction 
experiments, may be used to calculate charge balances from interatomic distances. Although 
various approaches have been reported [185-187], the BVS concept [188-192] provides us 
with most versatile possibilities [6,8]. It is worthwhile to recognize that for the n ≥ 3 phases 
precise position of the Q cation (= Ca) between the different CuO2 planes the superconductive 
CuO2-(Q-CuO2)n-1 block crucially controls the (inhomogeneous) distribution of holes among 
these planes: shifting the position of Ca atom towards the outer, pyramidal CuO2 plane increases 
the hole concentration in the inner, square-planar CuO2 plane, and vice versa [6,8]. Here the 
most interesting fact to note is that for all the known Category-A copper oxides with n = 3, the 
position of Ca is always closer to the oxygen atom of the outer CuO2 plane than to that of the 
inner CuO2 plane. This could be a manifestation of the relatively higher hole concentration of 
the inner portion of the CuO2-(Q-CuO2)n-1 block [6,8]. 
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5. FINE-STRUCTURE AND SUPERCONDUCTIVITY

As stated in previous Chapters, there are yet many simple but not-yet-solved questions, such 
as: 

– Why the value of Tc that corresponds to the optimized hole concentration varies so widely 
among the more-than-hundred different copper-oxide superconductors known to date? 

– Why it is always the n = 3 phase within each homologous series of Category-A that 
exhibits the highest Tc value? 

– What are the real roles of apex oxygen, CuO2-plane buckling, in-plane Cu-O bond length, 
etc.? 

An early dream seems to be already forgotten to find a single structural parameter that could 
explicitly determine the Tc value of all the copper-oxide superconductors. On the other hand, 
accumulated empirical knowledge tells us that the high-Tc superconductivity characteristics 
have strong correlation with various crystal-chemistry parameters. The difficulty in 
understanding these correlations arises from the fact that the various chemical and fine-
structural parameters that probably together govern the superconductivity characteristics are 
highly interrelated. Therefore it is impossible to have a single parameter to vary without 
affecting the others, and further to interpret the effects of the varied parameter without taking 
the variations of the other correlated parameters into account. Therefore, to assess the 
relationships between the atomic arrangements and superconductivity characteristics, 
techniques of “chemometrics” or “statistical multivariate data analysis” should be useful. The 
first such approach was reported in 2001 [9]: the relations between structural variables, such 
as the cation-oxygen bond lengths and bond angles, and the value of Tc were successfully 
modeled and qualitatively evaluated for a large number of Cu-1(A)2(Q)12 samples with widely 
varied compositions. 

Fig. 14. Statistical multivariate data analysis result: observed versus predicted Tc for a series 
of “home-made” Cu(Ba,Sr)2(R,Ca)Cu2O7-δ (Cu-1212) samples. The data set consists of 62 
samples, each described by multiple (up to 38) structural/chemical parameters [9,193]. 
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The first multivariate data analysis results demonstrated that the value of Tc is well 
explained by real-spatial crystal-chemistry parameters only (Fig. 14). This may be taken as 
one of the manifestations of the essential importance of chemistry rules and tools for 
understanding, on-demand tailoring and new-material design of high-Tc superconductive and 
related multi-layered strongly-correlated-electron oxides not only in the past but in the future 
too.
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OXYGEN IN HIGH-TC CUPRATE SUPERCONDUCTORS 

J. L. Tallon 
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and Victoria University of Wellington, P.O. Box 31310, Lower Hutt, New Zealand. 

1. INTRODUCTION 

It goes without saying that oxygen plays a vital role in the structure and properties of cuprate 
high-TC superconductors (HTS). That is clear from the very fact that superconductivity 
originates in the corner-shared square-planar CuO2 planes which are common to all HTS [1]. 
Central as this fact is to the modern understanding of HTS physics, it continues to be 
questioned in some quarters [2]. However, there can be no doubt that superconductivity (SC) 
does develop exclusively in the orbitals which comprise the CuO2 plane. Heavy substitutional 
disorder can be injected into any of the non-CuO2 layers with little or no effect on Tc or 
superfluid density, ρs [3]. But the incorporation of disorder at the Cu or O site of the CuO2

plane is pathological and both Tc and ρs are suppressed exactly as expected for a d-wave order 
parameter in the unitarity limit [4,5]. Perhaps more significantly, superconductivity has been 
demonstrated in a single CuO2 plane in layer-by-layer MBE-deposited thin films[6].  

So it is clear that oxygen is a key component of the structural matrix in which SC 
originates. But is that all? Or does it play a more intimate role in the essential physics of 
superconductivity? Just how important is the role of oxygen may be assessed from the 
following: 
(a) the exchange interaction from which the antiferromagnetism (AF) of the undoped parent 
compound derives is mediated via O 2p orbitals [7]. Short-range AF in some form, perhaps 
dressed by phonons, probably mediates the Cooper pairing; 
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(b) the doped hole carriers that pair up to form the superconducting condensate have a 
dominant O 2p character [8,9]; 
(c) the onset, beyond optimal doping, of mixed O 2pz character associated with apical 
oxygens [10] appears to signal the closure of the pseudogap, the onset of coherent c-axis 
transport [11] and the demise of superconductivity (SC). Tc begins an abrupt fall; 
(d) internal stress between the Cu-O bonds in the CuO2 planes and the structural matrix in 
which they reside governs both the thermodynamic stability [12] of the compounds and the 
maximal Tc achievable [13];  
(e) oxygen non-stoichiometry plays a central role in determining doping state and carrier 
concentration; at the same time slow oxygen diffusion provides a severe limitation to our 
ability to fully control doping (and especially to achieve full oxygenation);  
(f) and, the use of oxygen isotopes allows powerful probes of the electronic state. These 
include 17O NMR measurements of spin susceptibility and spin relaxation, and 
(g)  18O isotope effects in both the pairing strength given by the SC gap, ∆0, and in the 
condensate strength given by ρs, the superfluid density.  

Here we review these various important features that underscore the central role of 
oxygen in both the fundamental physics of HTS cuprates and their applied technology. 

2. STRUCTURE 

HTS cuprates are members of a class of defect layered perovskite oxides which are known to 
be subject to substantial oxygen nonstoichiometry. These cuprates are no exception. They 
comprise corner-shared square planar CuO2 layers stacked, in perovskite fashion, one, two, 
three or four layers thick which are then separated by “blocking layers” which may be ionic, 
molecular, organic or, in the case of the bismuth, thallium and mercury families a rocksalt 
structure such as Bi2O2 or Tl2O2. There are many variations of these structures and they are 
thoroughly summarized by Hazen [1]. Because they are layered they tend to be electronically 
very anisotropic with quasi-two-dimensional electron dynamics in-plane and tunneling or 
Josephson characteristics normal to the plane. 

2.1 YBCO family 

Fig. 1 shows an important subgroup represented by YBa2Cu3O7-δ, YBa2Cu4O8, and 
Y2Ba4Cu7O15-δ, where Y may be yttrium or any of the lanthanide rare earth elements. They 
will be referred to as Y-123, Y-124 and Y-247, and the pure compounds have maximal Tc

values of 93.5K, 81K and 95K [14,15], respectively. In the first of these the layer sequence is 
CuO1-δ–BaO–CuO2–Y–CuO2–BaO–CuO1-δ where δ may range from 0 to 1 depending upon 
annealing conditions. The value of δ determines, amongst other things, the carrier 
concentration. When δ=0 and the material is fully ordered the CuO layer forms one-
dimensional chains extending in the b-direction. So the material is formed of  –CuO2–Y–
CuO2– bilayers of fixed stoichiometry separated by blocking layers of –BaO–CuO1-δ–BaO– 
with variable oxygen stoichiometry. The CuO chains are conductive and as a consequence 
YBa2Cu3O7 has additional in-plane anisotropy that plays an important role in the high critical 
current density (Jc) achievable in this material, especially in a magnetic field. The structure is 
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an orthorhombic tripled defect perovskite with structure Pmmm and lattice parameter c ≈ 3b ≈
1.17nm. Annealing this compound at elevated temperatures in, for example, reduced oxygen 
partial pressure (pO2) results in egress of oxygen from the chain layers. Quantification of the 
equilibrium state is discussed in §5.1. When δ=1 the material is fully oxygen deficient in the 
chain layer and therefore now tetragonal with a = b. The Cu1 atoms in the “chain layer” are 
monovalent Cu+ and the addition of a single O atom to this layer converts the adjacent Cu 
atoms to divalent Cu++ and as a consequence there are no holes initially doped into the CuO2

layers by introducing a small random distribution of O atoms in the “chain layer”. Only when 
there is sufficient density to form chain segments exceeding two coppers in length does hole 
doping occur. This will be examined in more detail in §4.3 and §5.1. The development of 
chain segments and the impact of ionic radius of the rare-earth has been investigated in detail 
by Lutgemeier et al. using NQR [16]. At intermediate values of δ, orthorhombic Y-123 tends 
to twin because chains can randomly nucleate in either direction and twinning also provides a 
means of releasing stress in a sintered body of randomly oriented grains. These twins cause a 
defect potential within the CuO2 planes that can significantly affect normal state and 
superconducting properties.

Fig. 1. The structure of Y-123, Y-247 and Y-124 showing square pyramid oxygen 
coordination about the planar Cu atoms and linear CuO chains in the b-direction. Y-123 has 
single chains, Y-124 double chains and in Y-247 single and double chains alternate.  

 The Y-124 material has a double chain (or ladder) extending in the b-direction with each 
chain offset by b/2. This causes a doubling of the unit cell length to 2×1.37 = 2.74 nm. The 
double chain is very stable and as a consequence stoichiometric. Annealing of this compound 
at elevated temperatures in reduced oxygen partial pressure does not result in egress of 
oxygen from these double chains. This condition applies right up to the stability boundary 
shown in Fig. 2 where Y-124 decomposes to CuO + YBa2Cu3O7-δ, with some equilibrium 
value of δ. The decomposition is very rapid and can be used to effectively introduce pinning 
defects to enhance Jc [17]. Because of its fixed stoichiometry, Y-124 has a fixed doping state 

c

a
b
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irrespective of thermal history and as a consequence is a useful material for undertaking 
oxygen isotope effect studies because two parallel exchanged samples (one with 16O and one 
with 18O) will assume exactly the same doping state during the exchange anneal. The fixed 
stoichiometry, combined with absence of twinning, means that Y-124 generally is the most 
defect-free HTS. This is most important for NMR studies where electric field gradients and 
chemical shifts due to disorder can seriously broaden out the resonance as in the Bi family or 
La2-xSrxCuO4 (referred to as La-214). 

Fig. 2. The oxygen phase diagram for the Y/Ba/Cu/O system with Y-247 composition. The 
line O/T marks the orthorhombic/tetragonal transition in Y-123 and the line A-A′ marks the 
phase boundary between Cu2O and CuO. The line below this shows where Y-123 decomposes 
to Cu2O + Y2BaCuO5 (referred to as 211). 

 Y-247, as shown in Fig. 1, is an ordered intergrowth system comprising alternating layers 
of Y-123 and Y-124. As expected the oxygen nonstoichiometry is confined to each of the 
single chains in the Y-123 blocks [14] and the double chains in the Y-124 blocks provide a 
preferred direction which ensures absence of twinning as the single chains load up oxygen. 
We will see in §7 that the double chains in combination with ordered single chains provide for 
a very high superfluid density, and this compound as a consequence has the highest 
irreversibility field, for its doping state, of all HTS. Fig. 2 shows the stability domains for the 
three compounds, together with the location of the orthorhombic/tetragonal transition in Y-
123 (marked O/T), the decomposition line for Y-123 to suboxides, and the boundary (A-A′)
between Cu2O and CuO. It is fortunate that Y-247 has a small stability window at 1 bar 
oxygen pressure between 860 and 870°C. This allowed synthesis of this compound at 
atmospheric pressure [14] and the low-temperature synthesis material exhibits a remarkably 
high Tc ( = 95K). In contrast, high pressure synthesized Y-247 showed rather low Tc values 
(40 – 60K) [18]. 
 The fully oxygenated Y-123, Y-247 and Y-124 compounds form a series with doping 
states of 0.19, 0.16, and 0.13 holes per planar Cu, respectively. Interestingly (though not 
significantly) these compounds reside almost precisely on critical doping, optimal doping and 
1/8th doping respectively. They have Tc values of 91K, 95K and 81K respectively and 
stoichiometric YBa2Cu3O7 is lightly overdoped with Tc,max = 93.5K. When fully 
deoxygenated, Y-123 and Y-247 have doping states of 0 and 0.065 holes per planar Cu with 
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Tc values of 0 and 25K [14], respectively. The five compounds Y-123, Y-247 and Y-124 with 
δ=0 and 1 represent a set of model compounds, each quite free of disorder. 

2.2 BSCCO family 

These, like the thallium- and mercury-based HTS, form a Ruddleston-Popper series of 
homologous compounds with single, bilayer, trilayer and tetralayer CuO2 stacks separated 
usually by Ca ions. The general formula is approximately Bi2.1Sr2Can-1CunO4+2n+δ, n=1, 2, 3, 
4,… [19] and these possess Tc,max values of 32, 95, 109 and 112K, respectively. The utility of 
the BSCCO family is that the Bi2O2+δ blocking layer is relatively wide with weak van der 
Waals bonding between the BiO sheets. This gives these materials a micaceous or graphitic 
character with a slip system that allows deformation induced texturing. By rolling composite 
tapes from BSCCO in silver tube a high degree of grain alignment can be achieved with 
atomically smooth “railway junction” grain boundaries [20] which can support high Jc values. 
The Bi-2223 (n=3) material is currently the only HTS material which is manufactured 
commercially in long lengths for magnet, cable, transformer and motor applications.  

Since the charge transfer that induces hole doping in the CuO2 multi-layers comes only 
from the Bi2O2+δ layer with its excess oxygen, the doped hole concentration is distributed over 
the n layers and thus is progressively diluted as n increases. The homologous series thus 
moves from the overdoped side back to the underdoped side of the generic Tc phase curve as n
increases [21]. As noted in the formula there seems to be excess Bi, which may account for a 
structural modulation along the b-axis with superlattice length ≈ 4.5a [19], and in addition 
some Bi can substitute on the Sr site. For n=1 and 2 some Sr and Ca can intersubstitute [1]. 
This makes for a complex defect distribution and the broad NMR linewidths clearly evidence 
this disorder. Of interest to us here is the location of oxygen in the Bi2O2+δ blocking layer. 
The natural Bi-O bondlength of ~ 0.22 nm is significantly less than the ideal value enforced 
by the Cu-O bond (0.192×√2 = 0.27nm). As a consequence each oxygen atom sits closer to 
one in-plane Bi neighbour than the other three [22] and the excess oxygen, denoted by δ,
results in a curious structural modulation [23]. The dominant structure of the Bi2O2 layer is a 
rocksalt packing (two interpenetrating FCC lattices) with the distorted oxygen locations as 
noted above. But every 2.57nm the structure reverts to a strip of pseudo-perovskite packing as 
shown in Fig. 3 [24]. It is in this layer that the labile oxygen may be adjusted in order to  

Fig. 3. The modulated structure of the BiO plane. Narrow periodic strips of oxygen-deficient 
pseudo-perovskite pack in a ‘rocksalt’ sheet. Large atoms denote oxygen and smaller atoms 
are Bi3+. In the perovskite strips the smallest atoms denote Bi5+.
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control the doping state of the CuO2 layers [25]. The combination of variable doping via 
oxygen content and cleavability under UHV to render pristine surfaces has allowed extensive 
characterization of the electronic properties of Bi2Sr2CaCu2O8+δ using e.g. ARPES [26], 
scanning tunneling microscopy [27] and transport properties [28]. 

3. ELECTRONIC STRUCTURE 

The magnetism, normal state transport properties and SC in HTS cuprates derive from 
electron dynamics within hybridised Cu 3d and O 2p orbitals. The electronic configuration for 
Cu is 3d9 and the degeneracy of these orbitals is first broken by the octahedral crystal field to 
produce an upper eg level comprising dx2-dy2 and dz2 orbitals and a lower t2g level arising from 
degenerate dxy, dyz and dzx orbitals. Further, the Jahn-Teller distortion pushes back the apical 
oxygen lifting the degeneracy of the dx2-dy2 and dz2 orbitals, raising the energy of the former 
above the latter. (It also lifts the dzx level above that of the dxy and dyz orbitals). 

Fig. 4. The density of states scheme for HTS cuprates at low doping. LH and UH are the 
lower (occupied) and upper (unoccupied) Hubbard Cu 3d bands, NB is the non-bonding O 
2pσ band and ZRS is the Zhang-Rice singlet band for doped holes. 

The nine 3d electrons fill all lower levels and could, in principle, leave the dx2-dy2 band half 
filled and hence metallic. However, strong on-site Coulomb repulsion results in a splitting of 
the dx2-dy2 band into an empty upper Hubbard (UH) band and a full lower Hubbard (LH) band 
separated by the Mott-Hubbard gap, U. Hence the undoped state is an insulator with a single 
spin, s=½, localized on each Cu site and its ground state is antiferromagnetic (AF). This is 
illustrated schematically in Fig. 4. 

Early studies [8,9] showed that when holes are doped into the CuO2 layer they reside 
within the oxygen O 2pσ orbitals. This occurs because the HTS cuprates are charge-transfer 
insulators in which, as shown in Fig. 4, the energy separation ∆ between the non-bonding O 
2pσ orbitals and the UH band is less than the separation of the LH and UH bands. The charge 
transfer gap, ∆, is governed by the difference in Madelung energy between a hole on an O and 
a hole on a Cu and hence is a function of the crystal structure and the CuO bond length. This 
variability is confirmed by infrared spectroscopy [29,30]. At the same time, the single spin 
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residing on each Cu site may be viewed as a localized hole on the Cu 3d orbitals. Zhang and 
Rice showed that strong hybridization results in doped holes on O 2p orbitals forming a 
singlet state with the localized Cu hole such that the doped hole is distributed over the four 
adjacent in-plane oxygen orbitals. This yields the Zhang-Rice singlet band shown in Fig. 4 as 
the highest occupied states. Optical transitions between the ZRS band and the UH band may 
be observed at about 2eV [31]. 

At low doping it is known that AF correlations lead to an attractive interaction between 
holes. As a consequence the lightly doped Mott insulator is unstable with respect to phase 
separation of spins and doped holes and this can lead to the formation of nanoscale stripes in 
which spins assemble into antiphase AF strips separated by charged domain walls on which 
the holes are located. Evidence for such stripes has been educed from inelastic neutron 
scattering [32] and NMR [33]. A second possibility is that the attractive interaction between 
holes afforded by the AF background leads to pairing and a d-wave SC state [34]. And yet a 
third possibility is that the spin gap associated with the formation of stripes overcomes 
coulomb repulsion and leads to SC pairing [35]. These possibilities will be discussed in more 
detail below. 

4. DOPING 

4.1 Control of doping state 

The doped carrier concentration in HTS may be controlled by alteration of their cation or 
anion stoichiometry or by atomic substitution of altervalent species. Thus, for example, 
substitution of Sr2+ for La3+ in La2-xSrxCuO4 introduces holes which have a dominantly O 2p 
character, that is, they reside substantially but not fully on the in-plane oxygen orbitals. This 
provides for a doping state given by p = x holes per Cu which is fixed from synthesis. At 
higher levels of x>0.2 the as-prepared compound tends to be a little oxygen deficient and full 
oxygen stoichiometry is only achieved by slow-cooling and annealing in oxygen following 
the last synthesis step. Post synthesis variation of the doped hole concentration may also be 
achieved by electrochemical insertion of excess oxygen in compounds of the form La2CuO4+δ.
Here the doping is not continuous but appears to proceed in discrete steps called staging. 
There is a miscibility gap for 0 ≤ δ ≤ 0.055 [36]. 
 For the remaining HTS the doping state is usually adjusted by annealing the sample in a 
controlled oxygen partial pressure at a particular temperature to achieve oxygen equilibrium, 
and then quenching the sample, preferably into liquid nitrogen. Since 1987 we have annealed 
in a vertical furnace with a magnetic release that drops the sample into liquid nitrogen in order 
to rapidly freeze in the oxygen state. The oxygen exchange rate can be so high, especially in 
low density samples, that quenching is absolutely necessary to ensure uniform oxygen (and 
hence doping) concentration across the sample. Changes in oxygen content can be determined 
rather accurately simply by mass change or by titration [37]. An alternative method is to 
anneal in a sealed quartz tube with a suitable oxygen getter or source [38] and single crystals 
may be annealed in such fashion with a polycrystalline pellet that has been annealed and 
quenched. In this way the oxygen content of the crystal may be adjusted to that already 
established for the pellet. 
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4.2 Doping phase diagram 

In spite of their variable band structure HTS cuprates appear to follow a universal phase 
behaviour with doping which is summarized in Fig. 5 [39,40]. This seems to arise from the 
dominant strong correlations that over-ride band-structure considerations. The undoped state, 
p=0, corresponds to an AF insulator with 300K < TNeel < 400K, and as holes are doped in 
magnetic correlations are frustrated and TNeel falls rapidly to zero at p≈0.05.
Superconductivity spans the range 0.05 < p < 0.27 with Tc rising up and down a roughly 
parabolic phase curve given by [21] 

Tc = Tc,max [1 – 82.6 (p-0.16)2]  (1) 

Fig. 5. The universal phase diagram for hole-doped HTS superconductors showing a region of 
antiferromagnetic (AF) ordering at low p and superconductivity (SC) at higher doping. The 
normal state pseudogap energy scale T* = Eg/kB falls to zero at critical doping p = pcrit = 0.19 
holes/Cu. There is a spin-glass state at intermediate doping and the system progresses towards 
a “normal” Fermi liquid at high doping. 

This relation seems to be satisfied by the broad class of hole doped HTS cuprates. Short-range 
AF correlations continue to persist across at least half of this phase curve but apparently die 
out rather abruptly around a critical doping state, pcrit ≈ 0.19 holes/Cu. In this region 
quasiparticles are heavily damped, presumably due to scattering from AF spin fluctuations 
near the (π,0) ‘hot spots’ on the Fermi surface. With increasing doping the material proceeds 
from a strongly correlated systems towards a more Fermi-liquid-like electronic system and  
(π,0) quasiparticle lifetimes lengthen out rather abruptly at pcrit [41]. The ‘optimal doping’ 
state where Tc = Tc,max occurs at p = popt ≈ 0.16 holes/Cu and the so-called ‘underdoped 
region’ refers to hole concentrations less than this value while the ‘overdoped region’ refers to 
values exceeding popt. In the neighbourhood of p ≈ 0.125 the Tc phase curve exhibits an 
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anomaly associated with the freezing out of spin/charge stripe fluctuations. The possible role 
of these stripes in the pseudogap and pairing interaction will be discussed further in §9. 
  Across the underdoped region the normal state (T > Tc) exhibits a gap in the density of 
states that results in a T-dependent spin susceptibility and a loss of spectral weight that is 
evident in most normal-state and SC physical properties. This is referred to as the pseudogap 
though its origins remain uncertain. The pseudogap causes a reduction in Tc and in superfluid 
density, even at T=0, and so must arise from an independent correlation that competes with 
SC. This is most evident from intrinsic tunneling studies which expose the SC gap on the 
flanks of the pseudogap with each having very different doping dependence. The SC gap is 
states-conserving and, in BCS fashion, closes at Tc, while the pseudogap is non-states-
conserving and remains unaltered on passing through Tc. The energy scale of the pseudogap, 
Eg, decreases with increasing doping and closes abruptly at p = pcrit, as shown in Fig. 5 by the 
line T* = Eg/kB. It is evident then that the pseudogap is closely linked to short-range AF 
correlations and the incoherent quasiparticles at (π,0). It should be noted that this summary 
reflects the views of the author and a consensus on these points is yet to be established [40]. 

4.3 Measuring the doping level 

In the case of La2-xSrxCuO4 the doped hole concentration is just given by p = x. But for most 
other HTS compounds the doping state cannot be directly determined in this way. For 
example, the Y-123 compound has both CuO2 planes and CuO chains in which doped holes 
may reside. Indeed, the latter takes the major fraction. It is not straightforward to deduce the 
planar hole concentration even though the total doped hole concentration per unit cell can be 
deduced from e.g. titration measurements.  

There are, nonetheless, several available approaches to this problem. Consider the fully 
deoxygenated Ca-doped Y-123 compound Y1-xCaxBa2Cu3O6. Because the Cu1 atoms in the 
chain layer are Cu1+ and remain so irrespective of Ca content then the doping level in the 
CuO2 planes is just p=x/2. The thermoelectric power (TEP) of this compound and other HTS 
follows a universal dependence upon p which allows a simple two-minute measurement of the 
room temperature TEP to determine the doping state [42]. The countable doping state in 
Y1-xCaxBa2Cu3O6 allows an absolute scale to be established for the TEP which can then be 
applied to the other cuprates. In addition the universal SC phase curve given by eq. (1) may be 
inverted to determine p and the result always agrees rather closely with that obtained from the 
TEP [39]. This is not exact because all the cuprates exhibit some degree of phase curve 
anomaly near p=1/8 probably due to the formation of spin/charge stripes. 

A further method that works in the case of some HTS is the use of bond valence sums 
(BVS) [43].  Most use has focused on the Cu BVS: 

VCu = j exp [- (rj-ro)/0.37] (2)  

Here rj are the bond lengths for the oxygen atoms neighbouring the Cu atom of interest and ro

is a characteristic length for Cu-O bonds tabulated by Brown and Altermatt [44]. The sum is 
over the set of neighbours which is usually 6, 5 or 4. In the spirit of this approach, for planar 
coppers, p = VCu – 2. However, in view of the dominantly O2p character of the doped holes it 
has been argued that the oxygen BVS must also be included in any estimate of the total doped 
hole concentration [13]. Thus we introduce the parameter V_ such that 
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p ≈ V_ = 2 + VCu – VO2 – VO3  (3)  

where O2 and O3 are the two oxygen sites in the CuO2 plane. This allows for the possibility 
that VO2 ≠ VO3 when there is in-plane anisotropy, as in the case of Y-123, Y-124 and Y-247. 
This scheme seems remarkably successful in the case of Y1-xCaxBa2Cu3O7-δ as is shown in 
Fig. 6 for x = 0, 0.1 and 0.2 [39]. This shows the relation between p (i.e. V_) and δ for each 
case and we note in particular the fact we have already noted, namely that the doping is 
independent of δ when δ is close to 1 i.e. close to full deoxygenation. In our view each of 
these curves must be bodily displaced up by about ∆p ≈ 0.01 holes/Cu. This is evidenced at δ
= 1 where p should be x/2. This scheme works well when, as in the present case, there is only 
weak internal stress arising from mismatch between natural bondlengths. But it fails when this 
internal stress is large. Thus, V_ is a measure of the total hole density and we can introduce an 
additional parameter, V+, that is a measure of its relative distribution between Cu and O 
orbitals. 

Fig. 6. The variation of p, estimated from the BVS parameter V_, with oxygen deficiency in 
Y1-xCaxBa2Cu3O7-δ. Values of x are shown for each curve. Near full oxygenation the curves 
are linear with slope 0.21 holes/oxygen while as δ→1 the hole density is independent of δ.
Actual values of p are probably 0.01 larger in all cases. 

The V+ parameter is given by: 

V+ = 6 – VCu – VO2 – VO3  (4)  

V+ is also a measure of stress in the CuO2 plane in the sense that negative values indicate a 
compressive stress (as well as stronger copper character in the doped holes) while positive 
values indicate an in-plane tensile stress (as well as stronger oxygen character in the doped 
holes). It emerges that the optimal Tc value correlates rather well with V+ such that Tc,max is 
greatest under tensile stress and strong O2p character. This is summarised in Fig. 7 and one 
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may thus construct a 3-dimensional topographic map of Tc(V_,V+) which incorporates both 
the doping dependence and stress-dependence of Tc. This is strongly peaked at Tc(0.16,0.3) in 
a manner rather suggestive of the near proximity of a quantum critical point. These basic 
ideas were subsequently independently inferred by the group of Bianconi [45]. This suggests 
a strategy of stretching the Cu-O bond length by substitution of a larger cation in the blocking 
layers of an HTS cuprate. It is for this reason that Tc,max for the L-123 system increases with 
increasing lanthanide radius [46]. On this basis we expect that the highest Tc,max achievable in 
a cuprate system would be for HgRa2Ca2Cu3O8. The attendant complications of radioactive 
radium have thus far prevented the synthesis of this compound! 

Fig. 7. The correlation of Tc,max with the bond valence sum parameter V+. Negative values of 
V+ correspond to a compressive in-plane stress and holes tending to reside more on Cu 3d 
orbitals while positive values correspond to a tensile in-plane stress and holes tending to 
reside more on oxygen 2p orbitals. 

An interesting outcome of this correlation concerns the thermodynamic stability of 
cuprates. All of the compounds plotted in Fig. 7 were synthesized and their phase stability 
was investigated at the line A-A′ in the phase diagram shown in Fig. 2. This is the stability 
boundary between Cu2O and CuO and annealing across this boundary has been used to 
synthesize high quality thin films of YBa2Cu3O7-δ [47]. It was found [12] that all HTS 
compounds between the two vertical dashed lines in Fig. 7 decomposed at the phase boundary 
A-A′ where CuO would decompose to Cu2O. Those compounds outside of these dashed lines 
were stable to much lower pO2 or higher temperature. Because those compounds within the 
lines have little stress exerted on the CuO2 planes by the blocking layers the stability appears 
to be determined primarily by the CuO2 layer which decomposes at A-A′. Those compounds 
lying outside of the lines experience a strong tensile or compressive stress on the CuO2 layers 
and here the stability seems to be determined primarily by the blocking layers. These 
materials thus survive to well below the A-A′ boundary. Y-123 is an exception, presumably 
because of the CuO1-δ chains. 
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5. OXYGEN ORDERING 

5.1 CuO chain ordering in Y-123 

As noted, the Y-123 structure progresses from tetragonal structure, when δ is near unity, to an 
orthorhombic structure when δ is small due to the ordering of oxygen into CuO chains 
extending in the b-direction. This transformation is via a second-order phase transition. 
Twinning may diminish or even nullify the macroscopic orthorhombicity but the material will 
remain microscopically orthorhombic. Twinning in orthorhombic single crystals may be 
removed by applying a uniaxial stress at elevated temperature (350–400°C) in oxygen. 
Viewed under polarized light microscopy one may observe an abrupt transition to the 
detwinned state. The crystal must then be cooled while maintaining the applied stress. Such 
detwinned crystals have been used for optical, magnetotransport, magnetization and inelastic 
neutron scattering studies to probe the effects of in-plane anisotropy on electron dynamics.   

Oxygen ordering and equilibrium stoichiometry may be simply described as follows [48]. 
At the microscopic level we may define the ideal chain oxygen sites as O1 with fractional 
occupancy x1 and the ideally vacant sites as O5 with fractional occupancy x5. When δ ≈ 1 an 
inserted oxygen atom may equally reside in an O1 or O5 site with binding energy, ε. As δ is 
reduced with oxygen loading, sites will initially be randomly occupied but eventually adjacent 
O1 and O5 sites will be faced with the prospect of joint occupancy. A repulsive interaction εr

tends to minimize such contiguity and it is this that promotes the development of extended 
chain segments and the onset of orthorhombicity. The oxygen equilibrium state can be 
calculated using a Bragg-Williams mean-field order/disorder calculation which results in the 
following two general relations [48]: 

[x1/(1-x1)][x/(1-x)] = (p/p0)
1/2 exp[ (ε-zx5εr)/kBT ]  (5)  

[x5/(1-x5)][x/(1-x)] = (p/p0)
1/2 exp[ (ε-zx1εr)/kBT ]  (6)  

where x is the total occupancy and z (=4) is the nearest-neighbour coordination number. 
Above the orthorhombic/tetragonal transition, TOT, we have x1 = x5 = x/2 so that 

x2/[(2-x)(1-x)] = (p/p0)
1/2 exp[ (ε-0.5zxεr)/kBT ]  (7)  

and the OT transition occurs at 

kB TOT =  ¼ zεr x(2-x).  (8)  

This provides a rather good description of the observed behaviour for Y-123. Fig. 8 shows 
calculated constant-composition plots in the oxygen-partial-pressure/temperature Arrhenius 
diagram (lines) with experimental data points from Gallagher [49]. The dashed curve and 
square data points delineate the calculated and experimental OT transition line. The overall 
agreement is excellent. 
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Fig. 8. Constant oxygen composition plots for YBa2Cu3O7-δ calculated using eqs. (5) and (6) 
and OT transition line calculated using eq. (8). Data is from Gallagher [49].  

Fig. 9. Site occupancies x1 and x5, and total chain-oxygen content, x, calculated using eqs. (5) 
and (6) for pO2 = 1 atm (solid curves) and 0.01 atm (dashed).

It is also instructive to consider the temperature dependence of the compositions x1, x5 and x.
These are shown in Fig. 9 for oxygen partial pressures of 1 atm and 0.01 atm. We note that 
full oxygenation does not occur until below 380°C so that no amount of annealing at higher 
temperatures will achieve this result. More importantly full oxygen ordering does not occur 
until below 100°C. This has major implications for ensuring high Jc because the doping state 
is not so much dependent upon the total oxygen content as the degree of ordering. Full chain 
order ensures maximal charge transfer to the CuO2 planes. The repulsive energy εr is greatest 
when the in-plane lattice parameters a and b are smallest, as for example when Y is replaced 
by a smaller lanthanide rare-earth element such as Er, Tm, Yb or Lu. These compounds 
exhibit the best oxygen ordering while in the larger lanthanides increasing occupation of the 
O5 site occurs and the charge transfer is accordingly diminished. 
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5.2 Other ordered phases 

This kind of calculation has been refined to allow for repulsive interaction between nearest 
interchain O1 sites. This leads to an additional form of oxygen ordering known as “ortho-II” 
in which, for δ=0.5, every second chain is empty and the intervening chains are full and 
ordered [50]. This presents a superlattice doubling of the a-parameter. Other ordered 
structures are observed when e.g. δ = 0.333 corresponding to one empty and two full chains 
[51]. Again, ordered phase single crystals like this can be detwinned [52] and these provide 
very high quality crystals which are relatively free of oxygen disorder and its associated 
perturbations to physical properties. 

5.3 The Y-247 and (Y,Ca)-123 compounds 

It was a surprise in the first synthesis of Y-247 at atmospheric pressure that these materials 
were superconducting with Tc ≈94K on removal from the furnace without cooling [14]. These 
were porous due to low temperature synthesis (865ºC) using KNO3 as a reaction rate 
enhancer. As a consequence they loaded oxygen very rapidly, merely in the process of 
removal from the tubular furnace, at temperature. By annealing in a vertical furnace, 
quenching into liquid nitrogen and measuring mass change, the value of δ in Y2Ba4Cu7O15-δ,
was found to be the same as the value of δ in YBa2Cu3O7-δ [14], thus indicating that the 
equilibrium thermodynamics for oxygen loading is the same in the single chains of Y-247 as 
it is in Y-123. However, for several years since the first discovery of Y-247 it was found [53] 
to have a much lower Tc than the values (92-95K) noted above. This proved to be due to the 
formation of [100] 90º rotation twins in the intermediate Y-123 compound where the c-axis 
unit cell built onto three a-axis unit cells [54,55], thus hindering oxygen diffusion and 
preventing full oxygenation. These samples all tended to be underdoped. A further problem 
was found with the incorporation of CO2 molecules into the chain layer [56]. This is a 
significant materials issue for all Y-123, Y-247 and (Y,Ca)-123 materials for CO2 molecules 
block the chain layer and thus hinder oxygen diffusion. Any sample that is removed from the 
controlled atmosphere of its synthesis oven and exposed to the atmosphere tends to take up 
some CO2. It may initially be merely adsorbed, but if reannealed in a closed environment the 
CO2 becomes incorporated into the chains and it is then difficult to fully oxygenate the chains. 
This is not readily noticeable in Y-123 because Tc is on the 90K plateau so there is little 
change in Tc with a small amount of oxygen deficiency. But there is a serious reduction in e.g. 
critical current density. In the case of Y-247 it results in underdoping [57] with a clear 
reduction in Tc and, on the other hand, (Y,Ca)-123 samples cannot be so fully overdoped with 
a consequent increase in Tc. This is a central issue with the synthesis of high-quality YBCO 
materials and it particularly frustrates ability to achieve heavily overdoped samples of 
Y0.8Ca0.2Ba2Cu3O7-δ. Samples must be oxygen loaded during synthesis and if they are 
deoxygenated and reoxygenated they must be reheated under oxygen to T > 970 ºC, rapidly 
cooled to ≈ 700 ºC, then very slow cooled under oxygen without removal at any stage from 
the furnace. The effect of Ca substitution is to displace the curves in Fig. 9 to lower T (by 
about 40ºC). They must therefore be annealed at lower temperature than pure Y-123 and 
typically ~ 350ºC. The lower temperature nominally results in a significantly lower diffusion 
rate (due to thermal activation) except for the fact that Ca-substitution typically enhances the 
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oxygen diffusion coefficient by a factor of ~ 100 [58]. Nonetheless, because the samples are 
synthesized at such high temperature, they are very dense and their final anneal in oxygen at ~ 
350 ºC should last for at least a week.

6. OXYGEN DIFFUSION 

Because oxygen loading and equilibration is essential to the optimization of HTS cuprates, 
and particularly so in Y-123 like materials, the issue of oxygen diffusion becomes 
exceedingly important. The fact is that the oxygen diffusion coefficient is sufficiently low that 
single crystals or dense polycrystalline ceramics may take many weeks, even months, to 
oxygenate. Oxygen diffusion has been directly measured in single crystals [59,60] by 
exposure to 18O gas at a given temperature and pO2. The concentration of 18O has then been 
measured by SIMS as a function of depth by progressive ion milling. From the concentration 
profile the diffusion coefficient may be deduced for those annealing conditions. The process 
is then continued for a variety of temperatures or pressures.

Another technique is that of ultrasonic relaxation. Because the displacement of an oxygen 
atom from an interchain O5 site to an intrachain O1 site results in a local elongation of the b-
axis the application of an oscillatory longitudinal stress causes local hopping of oxygen atoms 
between the two sites. This leads to a Debye relaxation which exhibits a peak in the 
mechanical damping when the characteristic relaxation rate corresponds to the frequency of 
the applied stress. In this way the hopping rate may be measured and the self-diffusion 
coefficient deduced [61,62].  

Such measurements have been carried out using an ultrasonic composite oscillator [63]. 
This comprises a long assembly of 70mm quartz drive and gauge crystals, a 300mm-long 
spacer fused quartz rod and a 50mm long rod-shaped HTS sample, usually a polycrystalline 
sintered ceramic. The components are precisely cut to the same resonant frequency, glued end 
to end and the fused quartz spacer allows the placement of the sample in a furnace while the 
quartz drive and gauge crystals are maintained at room temperature. In this arrangement the 
drive crystal is activated at ∼ 40 kHz and the strain in the gauge crystal is detected by an 
induced voltage across electrodes formed orthogonal to those on the drive crystal (to 
minimize electrical pickup). The gauge voltage is amplified, re-phased and fed back into the 
drive crystal in closed-loop mode. The system thus automatically adjusts to its resonant 
frequency which of course changes as the elastic modulus of the HTS sample alters with 
change in temperature or pO2. Measurements with and without the sample allow 
determination of the variation in sample modulus and the ratio of the gauge to the drive 
crystal voltage yields the mechanical damping of the system and thus of the sample. 

Fig. 11 shows the Young’s modulus determined in this way for YBa2Cu3O7-δ [63]. It 
reveals a cusp in the stiffness arising from orthorhombic fluctuations near the O-T transition. 
Repeating the experiment with a torsional composite oscillator (with both sample and spacer 
rod of cylindrical shape) allows measurement of the shear or rigidity modulus. This also 
reveals a marked softening near the O-T transition associated with strain fluctuations of the 
type ε22 – ε11. The shift in the O-T transition with variation in pO2 is evident in the figure by 
the shift in the cusp, depending upon ambient atmosphere. 
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Fig. 11. Young’s modulus, E, and shear modulus, G, for YBa2Cu3O7-δ using longitudinal or 
torsional oscillators at ~ 40 kHz. Solid curves: measurements in air. Curves (a) and (b) are for 
pO2 = 0.01 atm and 1.0 atm, respectively. The cusp results from orthorhombic fluctuations 
near the O-T transition which is seen to shift with pO2.

Fig. 12. Oxygen self diffusion coefficient determined for LnBa2Cu3O7-δ in an ultrasonic 
composite oscillator at 40 kHz from the Debye relaxation. Ln = Y, Gd, Nd and La.   

The mechanical damping peak associated with the Debye relaxation allows a 
determination of the relaxation time, τ. The oxygen self-diffusion coefficient is calculated 
from D = ƒ 2 /2dτ, where ƒ is the correlation factor, of order unity,  (= 0.276 nm) is the hop 

distance between adjacent O1 and O5 sites and d (=2) is the dimensionality of the diffusion. 
Diffusion coefficients measured in this way are shown in Fig. 12 as a function of 

temperature for four different lanthanide rare earths. This shows a marked increase in 
diffusivity with increasing size of the rare-earth element as one might expect due to the 
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expansion of the lattice and a consequent reduction of the energy barrier to hopping between 
sites. Other estimates of the diffusion coefficient for Y [59] agree well with the above results 
and confirm a very slow diffusivity. A fully dense sample just 1mm thick should take a year 
to fully oxygenate and equilibrate. The fact that this can be achieved in a matter of weeks 
illustrates the presence of structural defects which assist in-diffusion. A further point of 
practical import is the fact that the oxygen diffusion coefficient through silver at all times 
exceeds that in these Y-123 like systems. For wire applications HTS are frequently coated or 
canned in silver and their final equilibration requires in-diffusion of oxygen. The oxygen 
permeability of silver is an important factor in its selection. 
 Oxygen diffusion along the c-axis of Y-123 has also been measured using SIMS [59], and 
Dab is found to exceed Dc by a factor exceeding 107. This is not surprising given the fact that 
oxygen must traverse the CuO2 bilayer in which the central Y layer is completely devoid of 
oxygen and the O2 and O3 sites are very strongly bound. These facts allows selective 
exchange of planar, apical or chain sites with the 18O isotope and the ability to probe partial 
isotope effects associated with each of these sites [64]. This will be discussed further in §9.3. 

7. OXYGEN AND SUPERFLUID DENSITY 

7.1 Uemura relation 

The superfluid density, ρs(T) = λab
-2 = µoe

2 (ns/m*), is a fundamental SC parameter describing 
the density of Cooper pairs and the robustness of the SC condensate. Here µo is the vacuum 
permeability, e the electronic charge, ns is the pair density, m* is their effective mass and λab

is the in-plane London penetration depth. ρs is a measure of the phase stiffness of the 
condensate [65] and plays a major role in governing the irreversibility field [66]. Careful 
measurement of the T-dependence of ρs has helped establish the d-wave symmetry of the HTS 
order parameter [67]. As to its magnitude, Uemura has inferred a linear relation between Tc

and ρs that has been interpreted by some as indicating the Bose-Einstein condensation of 
preformed bosons [67]. Emery and Kivelsen took the view that the superfluid density is so 
low in the cuprates that phase fluctuations prevent the establishment of a phase-coherent state 
at the mean field Tc

MF and it is not until a lower temperature, the observed Tc, that long-phase 
phase coherence sets in [65].  In this picture Tc is naturally linear in the phase stiffness, ρs, and 
the phase-incoherent state is identified with the pseudogap that extends across the underdoped 
regime. This Uemura relation was shown to be sustained across a broad range of HTS 
cuprates as well as extending across the underdoped regime for many of these. There are 
several problems with these inferences and we note just those associated with the data itself. 
Firstly, it was observed that, after passing through a maximum, the superfluid density 
surprisingly falls rapidly on the overdoped side when p exceeds pcrit [68]. Consequently, 
within this picture one would expect the pseudogap to open up again in that region, contrary 
to observation. (This backtracking behaviour is unexpected as the carrier density continues to 
increase in the overdoped region. It has been interpreted in terms of developing pairbreaking 
[68], but we will see in §8 that low-temperature NMR Knight shifts and specific heat reveal a 
full nodal gap with no activated quasiparticle states).  Secondly, it is beginning to emerge that 
the linear Uemura relation is not in fact satisfied by the cuprates [69]. In fact the specific heat 
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shows that the phenomenology is more consistent with k-space pairing of carriers within ∆0 of 
EF (i.e. the BCS picture) rather than Bose-Einstein condensation of real-space pairs [70]. 

7.2 Chain-layer superfluid density 

When we consider the detailed doping dependence of ρs in Y-123 and related materials we 
find a broad plateau near optimal doping that is not observed in other cuprates [71]. This is 
associated with incorporation and ordering of the last 10% of chain oxygens and occurs in a 
region where Tc changes little while ρs about doubles. This certainly cannot be understood 
within the Uemura picture. In order to understand this we note that the CuO chains contribute 
significantly to the conductivity of Y-123 (and of Y-124) giving rise to a marked in-plane 
anisotropy [72]. The NMR spin-lattice relaxation rate 1/63T1 associated with the chain Cu 
atoms is fast when the chains are fully ordered [73] indicating a metallic environment and 
suggesting that the chains are metallic. A two-band (plane+chain) picture gives a good 
representation of the in-plane anisotropy of the conductivity [73], and infrared reflectivity 
shows a strongly enhanced conductivity when the electric field is aligned along the b-axis, 
consistent with the DC conductivity [74]. If indeed the electronic carriers on the chains are 
mobile then they may contribute to the condensate density by proximity effect, and this is 
indeed what is found. For b-axis electron dynamics the effective superfluid density is 
enhanced over that for a-axis dynamics. For a randomly oriented sample one observes the 
geometric mean ρs which is enhanced over that for other chain-free cuprates at the same 
doping state.
 The oxygen concentration dependence of these effects was determined by investigating a 
series of samples of Y1-xCaxBa2Cu3O7-δ with different x values in which the doping state was 
controlled to be the same [71]. Because the bare planar superfluid density is a strong function 
of hole concentration it is essential to maintain all comparative samples at the same doping 
state. A convenient common value is optimal doping, p = 0.16 hole/Cu. Thus for each value 
of x the value of δ is adjusted to achieve optimal doping. As x increases so does the optimal 
value of δ and the chains are progressively destroyed. In this way the additional contribution 
to ρs arising from the chains may be determined. 
 The superfluid density may be measured using transverse-field muon spin relaxation 
(µSR) where the muon spin depolarisation rate σ(T) is directly proportional to ρs according to 

σ(T) = 7.09 × 10-4 [λab(T)]-2  (9)  

where σ is in µs -1 and λ is in nm.  Fig. 13 shows the zero-temperature depolarization rate σ0

as a function of δ determined in this way for Y1-xCaxBa2Cu3O7-δ. The first three data points are 
for x=0, the next five are for optimally doped samples with x = 0, 0.03, 0.06, 0.13 and 0.2, and 
the last data point is for brominated YBa2Cu3O6.2 with Tc = 92K. As the chain contribution to 
the superfluid density is progressively destroyed σ0 falls to a plateau at 2.95 µs -1 which 
represents the plane contribution only. This corresponds to a value λa = 155 nm which is 
consistent with other optimally-doped bilayer cuprates without chains. Under the assumption 
that the total effective in-plane superfluid density is the geometric mean of the two in-plane 
components, then for λc >> λa we have λeff 

-2 = λa
 -1 λb

 -1. This allows λb to be calculated as a 
function of oxygen deficiency, δ, and this is plotted in the insert in Fig. 13. It falls to as low as 
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λb = 80nm as δ→0. These results agree nicely with measurements by Basov et al. of the 
penetration depth using infrared reflectivity on detwinned single crystals of Y-123 [74]. These 
authors found λa = 160nm and λb = 100nm. Their value of λb is larger than the µSR value 
(80nm) obtained for polycrystalline samples and this may be attributed to incomplete oxygen 
loading, typical of single crystals. 

Fig. 13. The depolarization rate (∝ superfluid density) as a function of δ in optimally-doped 
Y1-xCaxBa2Cu3O7-δ. The plane contribution, only, is shown by the dashed line. Inset: λa and λb

values determined from this data assuming λeff
2 = λa × λb .

7.3 Irreversibility field 

In summary, the chains in Y-123 afford a large enhancement in superfluid density arising 
from the additional proximity-induced condensate on the conducting chains. It is this that 
produces the large irreversibility field in this compound. The compounds Y-124 and Y-247 
also exhibit a strong enhancement in superfluid density arising here from the double chains in 
the former and the combination of double and single chains in the latter [71]. It is of note that 
the irreversibility field in Y-247 is as high as in Y-123 (11 Tesla at 0.75Tc) even though the 
former has a significantly lower doping state. Were Y-247 to be doped up to p = pcrit using 
e.g. Ca substitution for Y then it is likely to exhibit the highest irreversibility field of any of 
the cuprates. 
 These ideas can be tested in a surprisingly effective manner. A simple tunneling model of 
c-axis transport shows that the c-axis resistivity is proportional to exp (+db/ξ) where db is the 
block layer spacing which separates the CuO2 bilayers and ξ is a c-axis correlation length. 
Within a simple decoupling model of the irreversibility field in which the thermal energy 
exceeds the Josephson coupling between layers one finds that the irreversibility field is [75]: 

Hirr (T) ∝ exp (– db/ξ) × ƒ(T/Tc) (10)  

where ƒ(T/Tc) is a universal function of T/Tc. Fig. 14 shows Hirr (0.75Tc) plotted against the 
block layer spacing, db, for a variety of HTS cuprates all carefully controlled to optimal 
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doping, and this relation appears to be well satisfied. This statement is qualified by the 
following. Because of the proximity-induced superconductivity on the chains in Y-123 the 
effective block layer spacing is not the 0.84nm separating successive bilayers but the 0.42nm 
separating a bilayer from the adjacent chain layer. It is the latter number which is plotted in 
Fig. 14 while the former evidently does not satisfy eq. (10). If this idea is correct then it may 
be tested by destroying the chains while keeping the doping state fixed and investigating the 
consequent reduction in irreversibility field. This may be achieved in Y0.8Ca0.2Ba2Cu3O7-δ.
When adjusted to optimal doping one finds δ≈0.39 and the heavy oxygen deficiency, 
according to Fig. 13, should substantially eliminate any chain superfluid density. The block 
layer spacing for this compound should then effectively be the true spacing, db = 0.84nm. For 
this sample Hirr(0.75Tc) dropped significantly. This is the data point annotated Ca-123 in Fig. 
14 and it lies lower on the correlation curve, consistent with eq. (10). Similarly, the data point 
annotated Br-123 refers to YBa2Cu3O6.2Br0.8. This is a sample which was deoxygenated to 
δ=0.8 (and therefore non-SC) then annealed in Br gas to intercalate 0.8 Br atoms per formula 
unit. Bromination is a doping process which reestablishes optimal doping with SC occurring 
at Tc = 92K but, again, the chain SC is extinguished. This data point, like that for Ca-123, is 
consistent with an inert chain layer and a resultant block-layer spacing of 0.84nm. 

Fig. 14. The irreversibility field at 0.75 Tc for optimal doped cuprates as a function of block-
layer spacing, db. Ca-123 denotes Y0.8Ca0.2Ba2Cu3O6.61 and Br-123 denotes YBa2Cu3O6.2Br0.8.
For Y-123 db is taken to be 0.42nm, the chain-to-plane distance.

8. 17O NMR 

Spin dynamics clearly play a central role in the physics of HTS cuprates. Superconductivity in 
these materials straddles the region, between the AF insulator and the metallic region, where 
short-range AF fluctuations persist. Scattering of quasiparticles from these fluctuations results 
in heavy quasiparticle damping near the (π,0) zone boundary [76]. The formation of these 
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“hot spot” sections of the Fermi surface is intimately associated with the pseudogap and 
strongly affects c-axis electron dynamics. AF fluctuations are thought to play a role in the 
pairing interaction: a magnetic resonance appears with the onset of SC [77] and the q-width of 
magnetic excitations has been correlated with Tc [78]. The magnetic spectrum has been 
extensively studied by NMR and by inelastic neutron scattering, which can access the full q
and ω dependence of the dynamical susceptibility. NMR is more limited in the spectral 
information it can access but it gives important information at the AF wavevector qAF = (π,π)
and at q = (0,0). Moreover, though the Knight shift and spin-lattice relaxation rate, T1

-1, are 
effectively zero frequency measurements the spin-spin relaxation rate, T2G

-1, may be 
expressed (via a Kramers-Kronig transformation) as an integral over all energy. Thus 
comparison of T1

-1 with T2G
-1 may be used to deduce spectral weight shift from low to high 

energy [79]. In addition, NMR is a local probe which has the capacity to explore the local 
susceptibility e.g. in the neighbourhood of substituent atoms.  

8.1 Knight shift 

The nuclear spin Hamiltonian contains a dominant term arising from the Zeeman coupling of 
nuclear spins to the external applied field. This gives a nuclear resonance at the Larmor 
frequency, ωL, which is very low in comparison with the quasiparticle fluctuations rates. (For 
this reason one considers ωL to be effectively zero). The local field is modified by the induced 
local hyperfine field which is proportional to the applied field. As a consequence the nuclear 
resonance is shifted away from ωL and the normalised shift is referred to as the Knight shift. 
In general, the magnetic hyperfine shift tensor, Kαα, has spin, orbital and diamagnetic 
components but for the cuprates the latter is negligible and the orbital part is T-independent,
so we focus just on the spin component which is related to the spin susceptibility as follows: 

Kαα = Aαα χαα / gα µB.  (11)  

Here Aαα is the hyperfine field, χαα is the static spin susceptibility, gα is the electronic Landé 
factor and µB is the Bohr magneton. In the cuprates Kαα and χαα are quite strongly T-
dependent, and in the underdoped region they decrease effectively to zero as T→0. This is 
contrary to normal metals for which Pauli spin susceptibility is constant, reflecting a constant 
density of states (DOS). For a Fermi liquid the static spin susceptibility, χs, is given by: 

dE
E

Ef
ENBs

∞

∞− ∂
∂−= )(

)(2 2µχ   (12)  

where N(E) is the DOS and f(E) is the Fermi function. Thus the strong reduction in the 
normal-state (NS) Knight shift observed in HTS with decreasing T may be interpreted as due 
to the opening of a gap in the DOS and this is generally referred to as the pseudogap (less 
frequently as the “spin gap”). Use of a Fermi liquid approach is very much open to question in 
strongly correlated systems but χs is dominated by the nodal regions of the Fermi surface well 
away from the so-called “hot spots” near (π,0). Here quasiparticles are long-lived with well-
defined momentum and energy. This assumption is confirmed by the observation that χs and 
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the electronic entropy, Sel are linearly related according to Sel = aW χs T, as expected for a 
Fermi liquid [70]. Here aW is the Wilson ratio for nearly free electrons. 

8.2 Spin-lattice relaxation 

When nuclear spins are magnetically perturbed they relax back to thermal equilibrium due to 
fluctuations in the magnetic hyperfine field. This couples the spins to the lattice and the 
relaxation rate may be written as [80]: 
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Here we have dropped the tensorial notation. A(q) are the hyperfine coupling form factors, the 
subscript or superscript n refers to the particular nucleus (n = 63 for 63Cu or 17 for 17O) and 
χ''(q,ωo) is the imaginary part of the dynamical spin susceptibility. For the HTS cuprates the 
form factors in 1/63T1 maximise at qAF ≡ (π,π) [81] while χ''(q,ωo) also maximises at qAF.
Therefore 1/63T1T is dominated by the response at the AF wavevector. Values of the 
relaxation rate are rather large due, as is generally believed, to scattering from 
antiferromagnetic (AF) spin fluctuations. As a consequence 1/63T1T adopts a Curie-like 1/T
dependence at high temperature. At a lower temperature this quantity passes through a 
maximum then falls rapidly as shown by the two curves for Y-124 in the inset to Fig. 17. This 
temperature is often taken as the spin-gap or pseudogap opening temperature and is 
distinguished from the pseudogap opening temperature determined from the T-dependent
Knight shift, but this will be seen to be misleading. 
 In contrast, the form factor for 17O (like that for 89Y) is peaked at q = (0,0) and falls to 
zero at qAF [81]. It is thus insensitive to AF correlations and so provides a test for the 
Korringa relationship, K2T1T = const, that is satisfied by normal metals. In fact it seems that 
1/17T1T satisfies a linear scaling with 17K(T) so that both quantities reflect the T-dependence of 
the spin susceptibility. 

8.3 Single-spin fluid 

In the early days of HTS studies there was considerable debate as to whether the cuprates 
could be described by a simple one-band Hamiltonian [82] or whether both Cu and O bands 
should be incorporated. As noted in §3 Zhang and Rice introduced the idea of a single-spin
fluid comprising Z-R singlets. Here the doped hole localizes on the four nearest-neighbour 
oxygens and hops from one hub Cu to the next in the same fashion as hopping in the single-
band t-J model. The discovery that the T-dependence of the 89Y Knight shift scaled with the 
static susceptibility [83] confirmed this picture, since Y couples to the spin susceptibility via 
the O2 and O3 orbitals. Then, Takigawa et al. [84] showed that the T-dependence of the 
various tensor components of the 63Cu and 17O Knight shifts all scaled with χs(T), thus further 
validating the single-spin fluid model. We thus can presume that 17K(T), 63K(T) and 89K(T)
each scale with the spin susceptibility and we will see examples of this in the following 
figures in this section. 
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8.4 Pseudogap 

It was Alloul et al. [83] who first showed that the 89Y Knight shift was systematically reduced 
with decreasing temperature and doping suggesting the occurrence of a gap in the NS DOS. 
Specific heat measurements by Loram et al. [70] revealed exactly the same behaviour for Sel/T
and, as noted, these authors demonstrated the nearly-free electron scaling of Sel/T with χs.
From this they argued that the observed gap is a gap in the quasiparticle spectrum not merely 
in the spin spectrum and that it is pinned to the Fermi level for all doping levels. The gap 
energy Eg decreases with increasing doping, falling abruptly to zero at p = pcrit = 0.19 
holes/Cu in the lightly overdoped region [85,40]. This, amongst other data, has led to the 
proposal that the physics of HTS is dominated by quantum fluctuations above a quantum 
critical point at pcrit [86]. At this doping level the resistivity is linear down to the lowest 
temperatures above Tc and various properties including the Knight shift exhibit scaling 
behaviour with the scaling separatrix lying at pcrit. In Fig. 15 we summarise the doping and 
temperature dependence of the spin susceptibility determined using 89Ks(T) [87]. According to 
the above discussion such data could equally have been deduced from the oxygen 17Ks(T). The 
NS data was modeled then extrapolated to T=0 to infer the expected behaviour if pairing 
interactions were suppressed. In the pseudogap regime, based on tunneling data, a triangular 
gap that fills with increasing T was assumed, giving 

89Ks  =
89Ks

0 × {1 - ε-1 tanh(ε) × ln[cosh(ε)] } ,  (14)  

where ε = Eg/2kBT. For p > pcrit the Knight shift was assumed to adopt a Kondo-like T-
dependence ∝ 1/(T+θ).
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Fig. 15. Color contour plot of the Knight shift, 89Ks(T), for Y1-xCaxBa2Cu3O7-δ in the normal 
state extrapolated to T=0. The plot is a composite from data for x = 0.1 and 0.2 as indicated. 
The closure of the pseudogap is seen at p ≈ 0.18. Note also the filling of the pseudogap below 
p=0.12, possibly due to stripe formation. 

The closure of the pseudogap around p ≈ 0.18 can be seen (it has been artificially displaced 
down by 0.01 hole/Cu in the smoothing process for forming the colour contours) and 
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interestingly one can also see the filling of the pseudogap for p < 0.12, possibly associated 
with stripe formation. For p > pcrit there is a peak in χs associated with the low-energy pile up 
in DOS possibly associated with the Fermi energy crossing a van Hove singularity (vHS) at 
higher doping [26]. 

8.5 Antiferromagnetic fluctuations 

The persistence of short-range AF fluctuations at higher doping beyond the Néel state results 
in a strong peak in the NS dynamical susceptibility that is observed in inelastic neutron 
scattering. This peak is centred on q = (π,π) (except in La-214 where the peak has an 
incommensurate split suggestive of stripe correlations) and its amplitude decreases with 
increasing doping, disappearing at pcrit [88], as will be seen in Fig. 18. This in itself suggests 
that AF fluctuations die out at critical doping and while the large background could conceal 
persistent magnetic correlations beyond pcrit it is clear that something pathological occurs in 
the susceptibility at this point. In contrast, in the SC state an AF resonance mode is observed 
centred on 41meV which does persist beyond pcrit [89, 90]. One way to view this is that, in the 
NS, spin-flip scattering of mobile carriers effectively reduce the spin lifetime to zero while, in 
the SC state, the absence of scattering extends the spin lifetime. 
 The strong peak in the dynamical susceptibility led Millis, Monien and Pines (MMP) to 
propose a phenomenological enhanced susceptibility given by [91]: 
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where Γ0 is the (T-independent) effective bandwidth, β is a parameter which in the original 
MMP formalism was just χs(T), ξ is the AF correlation length in units of the lattice parameter 
a, and ωSF is the paramagnon frequency. The first term in the eq. (15) is the Fermi liquid term 
while the second is the enhanced susceptibility, peaked at qAF due to the AF correlations. 
 The MMP susceptibility provides us with the means now to understand the relation-
ship between the Knight shift (for any nucleus – 63Cu, 17O or 89Y) and the relaxation rates 
17T1

-1 and 63T1
-1. By substituting eq. (15) in eq. (13), taking the limit ξ >> 1 and allowing for 

the q-dependence of the form factors one may show that 63T1T = a1ωSF/β and 17T1T = 
a2Γ0/χs(T). If we take β = χs(T) as originally suggested by MMP and note that ωSF ∝ T then: 

1/63T1 ∝ χs(T) ∝  1/17T1T ∝ 17Ks(T) ∝ 63Ks(T) ∝ 89Ks(T).  (16)  

We will show that these are all satisfied. Evidently, the way to interpret 1/63T1T is as (1/T)×
χs(T), where the first factor reflects the presence of AF correlations. Thus, in the underdoped 
region a Curie T-dependence is observed at high T, with a peak and strong reduction at low T
reflecting the pseudogap in the second term, χs(T). We point out that many workers have 
deduced a T* point where χs(T) first reduces and a second (lower) T*2 where 1/63T1T reaches 
a maximum. In this way they construct an upper and a lower pseudogap temperature. But eq. 
(16) shows that, to be consistent, one must determine T*2 as the point where 1/63T1T first 
departs from a Curie T-dependence. When this is done T*2 is identically equal to T*.
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Fig. 16. Comparison of the T-dependence of (17T1T)-1 (crosses) with (63T1)
-1 (circles) and 

17Ks(T) (triangles) for YBa2Cu3O6.63.

Fig. 17. Comparison of (63T1)
-1 (triangles) with 89Ks(T) (circles for 16O, crosses for 18O) for Y-

124 illustrating that both of these quantities have the same T-dependence and are proportional 
to χs(T). No oxygen isotope effect is evident in 89Ks(T).  Inset: (63T1T)-1 for Y-124 with 
oxygen isotopes 16O ( ) and 18O (•).

Fig. 16 shows the T-dependence of 63T1
-1, (17T1T)-1 and 17Ks for YBa2Cu3O6.63 together 

with the curve eq. (14) for a triangular gap. The data is from references [84] and [92]. It is 
evident that these quantities are all proportional, thus confirming eq. (16). Here the linewidths 
are quite broad and so the correspondence in Fig. 16 is not especially precise. However, Raffa 
et al. [93] have carried out very precise NQR measurements of (63T1)

-1 on Y-124 which, of all 
the cuprates, is probably the most free of defects and disorder. Their data is plotted as 

100 150 200
19

20

21

2

3

4

100 200 300 400
-100

-50

0

50
1/

63
T

1T
   

[s
-1
K

-1
]

T  [K]

1/
63

T
1   

[m
s-1

]

-89
Y

 N
M

R
 S

hi
ft 

 [p
pm

]

Temperature [K]



320

triangles in Fig. 17. By way of comparison, the circles show magic-angle-spinning 89Y NMR 
shift data for Y-124 which have extremely narrow linewidths (100 Hz). The precise corres-
pondence between (63T1)

-1 and 89Ks(T) in what are probably the most accurate measurements 
available of these two quantities, strongly supports the analysis leading to eq. (16).  
 The inset in Fig. 17 also shows the same (63T1T)-1 data for samples exchanged with 16O
and 18O. There is an apparent isotope effect here from which the authors inferred an isotope 
effect in the pseudogap. However, our magic-angle spinning 89Y Knight shift data for 18O
exchanged Y-124 (crosses) showed no discernible isotope shift thus clearly negating the 
possibility of an isotope effect in the pseudogap. In view of the fact that 63T1T = a1ωSF/χs(T)
this implies that the observed isotope effect in the inset to Fig. 17 must rather be one in ωSF.
Further, because the isotope effect equals that observed in the value of Tc [94] this implies, 
rather suggestively, that the isotope effect in Tc equals the isotope effect in ωSF, giving strong 
credence to a spin fluctuation pairing mechanism. We return to oxygen isotope effects in §9. 

Finally in this section we consider the ratio 17T1/
 63T1. As noted, the Curie-like T-

dependence of 1/63T1T at high-temperature is viewed as a signature of AF correlations. Now, 
La-214 exhibits Curie-like behaviour across the entire overdoped region [95] thus suggesting 
the persistence of spin fluctuations throughout this region. However, reference to eq. (16) 
shows that this can be misleading because 1/63T1T ∝ (1/T)× χs(T). For overdoped La-214, χs

exhibits a strong and growing upturn at lower temperatures [96]. Though weaker, this is also 
present in other HTS cuprates as shown in Fig. 15. This clearly makes ambiguous the 
inference of AF correlations from the T-dependence of 1/63T1T. A better route is to consider 
the ratio 17T1/

63T1. Because 63T1T = a1ωSF/χs(T) and 17T1T = a2Γ0/χs(T), then 17T1/
63T1 = 

a2Γ0/a1ωSF which is independent of χs. The effects of both the pseudogap and the proximate 
vHS are thus effectively removed in this ratio and we are left with a measure of the AF 
fluctuation spectrum alone.  More generally, 

17T1/
 63T1  = a4 <1 + fq

2 >q  = a4 [1+CAF/ T ]  (17)  

where fq is the ratio of the right-hand term in eq. (15) to the left-hand term and the average is 
over q. CAF thus measures the strength of AF correlations in the normal state. The value of 
CAF has been extracted by fitting [97] the data for the T-dependence of 17T1/

 63T1 for Y-123, 
Y-124 and oxygen-deficient Y-123 and its p-dependence is plotted in Fig. 18 (diamonds). 
This falls progressively towards zero at pcrit suggesting that the pseudogap itself is intimately 
associated with short-range AF correlations which disappear abruptly at critical doping (at 
least on the NMR time scale of 10-7 s). This appears to be consistent with inelastic neutron 
scattering. Bourges [88] has integrated χ''(qAF,ω) up to 50 meV to obtain the total AF weight 
for a variety of Y-123 single crystals with different oxygen contents. Converting the δ values 
to p-values using Fig. 6 we plot his data (circles) in Fig. 18. The linear fall to zero at pcrit again 
indicates that AF correlations die out at pcrit. If they do not then something pathological must 
occur in the doping dependence of χ''(q,ωo) at this point. This is also borne out by 
susceptibility measurements on induced moments in Zn-substituted Y-123. Though Zn is non-
magnetic Alloul et al. [98] consider that a moment is induced on the four nearest Cu 
neighbours due to the local frozen AF background. We plot in Fig. 18 the square of their 
measured effective moment (×6000) and this also progresses towards zero at pcrit , again 
suggesting the demise of the background AF correlations at this point. 
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Fig. 18. Plot of the doping dependence of CAF determined from eq. (17) for Y-123 and Y-124 

(diamonds). In addition the total AF weight given by ′′
meV

AF dE
50

0
),( ωχ q  from Bourges [88] 

is plotted ( ) and the square of the effective Zn moment (×).

8.6 Phase separation 

As noted, the HTS cuprates exhibit a tendancy to phase separation. At low doping isolated 
holes are unstable in the AF background and tend to segregate onto domain walls [99]. The 
parent compound La2CuO4+δ exhibits staging and a miscibility gap in the range 0.01 < δ < 
0.055 [36]. Overdoped La2-xSrxCuO4, when slow-cooled, can exhibit phase separation into 
optimal and strongly overdoped phases [100]. This can be avoided by quenching from high 
temperature then subsequently oxygenating at lower temperature. 
 We have already noted in Fig. 15 the abrupt filling of the pseudogap for p < 0.12 
holes/Cu presumably associated with stripe formation, but the corollary is that, across the 
remaining region up to p = 0.19, the pseudogap is a full gap at T = 0 (as determined from the 
normal-state data) and in the SC state a full gap is observed across the entire domain for p > 
0.12 [87,101]. Phase separation into SC and NS regions would result in normal quasiparticle
excitations that would show up as gap-filling at low T. On the other hand phase separation 
into SC and insulting regions would result in a reduction of the normal state γ ≡ Cp/T. This 
quantity remains constant independent of T and p, across a broad doping range [101]. There is 
therefore no evidence of phase separation in specific heat measurements for samples with p > 
0.125. Further, we will see in §9 that scattering in the presence of phase separation should 
introduce an isotope effect in the superfluid density. This is absent in the overdoped region 
suggesting that any phase separation in the materials studied (La2-xSrxCuO4) is insignificant. 
 17O Knight shift studies on overdoped Y0.8Ca0.2Ba2Cu3O7-δ present the same picture. Fig. 
19 shows 17Ks(T) for a sample with p = 0.23 holes/Cu and Tc = 55K [102]. The precipitate fall 
in the oxygen NMR shift is evident at Tc and significantly, it drops to a value equal to the T-
independent orbital shift at T = 0 indicating the presence of a full gap. The only way in which 
phase separation could occur, while the spin part of 17Ks(T→0) remains zero, is if the phase 
separation is nanoscale, with spatial scales ~ ξ0 (=1.7nm). Then proximity effects in the NS 
regions may induce a gap. But in this case one would expect excessive fluctuations at Tc,
which are found to be absent [101]. 
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Fig. 19. The T-dependence of the 17O NMR Knight shift for the central ( ) and first satellite 
(•) line for overdoped Y0.8Ca0.2Ba2Cu3O7-δ with p ≈ 0.23. Also shown is the 89Y shift (∆).
There is no gap filling due to phase separation into SC and NS 

 We certainly recognize the propensity for phase separation in the HTS cuprates but the 
strong evidence for electronic homogeneity in a number of samples and at various doping 
levels, especially for p > 0.12 holes/Cu, show that inhomogeneity is not a universal property 
of these materials and therefore may only play an incidental role in their central physics. 

9. OXYGEN ISOTOPE EFFECTS 

9.1 Introduction 

The discovery of an isotope effect in Tc for Sn by Allen et al [103] was the key observation 
leading to the development of the BCS theory of superconductivity and in particular phonon-
induced Cooper pairing. The isotope exponent α(E) in any given property E is defined as 
α(E) = – (∆E/E)/(∆M/M) where M is the isotopic mass. The property E in conventional SC is 
either Tc or the SC gap parameter, ∆0. But in HTS one may also contemplate an isotope effect 
in the pseudogap energy scale, Eg, (which, as noted above, we reject) and surprisingly an 
isotope effect was discovered in the superfluid density, ρs [104]. In conventional BCS 
superconductors α(Tc) ≈ 0.5 reflecting the fact that the energy scale for the pairing derives 
from phonon exchange. With the discovery of HTS there was early interest in establishing a 
possible role for phonons in these materials and the oxygen isotope effect was investigated by 
several groups [105,106]. Typically, identical samples are annealed in separate quartz tubes 
containing 16O and 18O oxygen gas mounted side by side in a furnace to ensure identical 
thermal history. The samples may be annealed at ~750°C and several repeat anneals may be 
used to ensure nearly complete oxygen exchange, depending upon the size of the sample 
relative to the volume of gas in the tube. Samples then must be slow cooled to ensure 
complete oxygenation. The degree of exchange can be measured directly from the mass 
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change or indirectly from the shift in oxygen phonon modes using Raman spectroscopy. 
Usually, following measurement of the magnitude of the isotope effect one carries out a back 
exchange to the other isotope to be sure of the absence of systematic differences between the 
two tubes. Measurements of α(Tc) for several HTS are summarized in Fig. 20 for different p
[107]. The isotope exponent is seen to be small around optimal doping but, with underdoping, 
α(Tc) was found to increase and ultimately diverge as Tc → 0. The overdoped region remains 
uncertain as to whether α(Tc) remains constant or grows with further reduction in Tc.

Fig. 20. The isotope effect α(Tc) as a function of hole concentration for several HTS, from 
ref. [107]. The curve shows the calculated value assuming a competing pseudogap with a bare 
value of α(∆0)≈0.05.

9.2 Effect of pseudogap 

The rise in α(Tc) with underdoping occurs because of the opening of the pseudogap which 
reduces (eventually to zero) the magnitude of the SC order parameter and the value of Tc. The 
observation of an isotope effect in ρs is unexpected because, according to Leggett’s theorem 
[108], ρs is rigorously just the total integrated spectral weight of the free carriers i.e. the total 
carrier density divided by the effective electronic mass. Thus ρs should be isotope 
independent. But in the presence of a pseudogap (and in the presence of impurity scattering) 
both Tc and ρs develop a strong isotope dependence and both diverge as Tc → 0. According to 
this model α(ρs) reduces to zero as p→pcrit and the pseudogap closes. We develop the theory 
as follows. The pseudogap is an approximately triangular gap in the NS DOS and we have 
elsewhere calculated its effect on weakening the SC state [69]. One finds Tc → 0 when Eg →
2.397kBTc

0, where kB is Boltzmann’s constant and Tc
0 = Tc(Eg=0). Consider therefore the 

scaled gap parameter ζ=Eg/(2.397kBTc
0). As ζ increases with underdoping Tc(ζ) reduces at 

first slowly then more rapidly as ζ→1 and Tc→0. In contrast ρs(ζ) falls rapidly at first then 
slows as ζ→1. Let us define the functions h and g given by ρs(ζ)/ρs0 = h(ζ) and Tc(ζ)/Tc0 = 
g(ζ). Then the isotope effects in ρs and Tc are given by 

α(ρs) = – ζ (h′/h) α(Tc0)  (18)  
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and
α(Tc) = [1 – ζ (g′/g)] α(Tc0) .  (19)  

where α(Tc0) (≈0.05) is the bare isotope effect in Tc in the absence of the pseudogap. 
Eliminating α(Tc0) we find 

α(ρs) = ζ (h′/h ) [1 – ζ (g′/g)]-1 α(Tc) .  (20)  

We plot α(ρs) against α(Tc) calculated in this way by the solid line in Fig. 21. The effects of 
impurity scattering are calculated in exactly the same way and the result is almost identical to 
this line. Notably, at the left hand limit, α(ρs) falls to zero when the pseudogap closes but 
α(Tc) remains finite and falls to 0.05. The value of α(ρs) may be determined from the isotope-
induced fractional change in slope of the magnetization curve (= α(ρs) – α(Tc)) while α(Tc) is 
obtained from the isotopic fractional change in Tc.  Experimental values determined in this 
way are shown in the figure for La2-xSrxCuO4 and for Y-123 and Y-124 (see ref. [109] for 
more details). The agreement with the canonical pseudogap behaviour is excellent and, in 
particular, is consistent with the vanishing of α(ρs) at pcrit.

Fig. 21. α(ρs) plotted versus α(Tc). The line is calculated for a pseudogap competing with SC. 
The left-hand end corresponds to p > pcrit where the pseudogap is absent. Both α(ρs) and α(Tc)
diverge as the pseudogap suppresses Tc to zero. 

The data is Fig. 21 intentionally omits values for La2-xSrxCuO4 where p = x = 0.125. This 
is the so-called 1/8th point where, in this compound, various anomalies are observed that are 
generally interpreted in terms of the formation of nanoscale spin/charge “stripes”. In this 
picture doped holes are unstable in the AF background and spatially separate to form AF 
strips separated by linear domain walls on which the holes reside with 50% occupancy. This 
yields the following sequence …• ↑ ↓ ↑ ↓ ↑ ↓ • ↑ ↓ ↑ … which has a wavelength of 8a
and corresponds to a doping level of 1/8 holes/Cu. It is believed that objects like this fluctuate 
in space and time in the neighbourhood of this doping state and freeze out at low temperature. 
Further, it has been proposed that these stripe fluctuations may be the microscopic origin of 
the pseudogap [35]. When we measure the isotope effects for La2-xSrxCuO4 in this doping 
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range we observe the huge anomaly shown in Fig. 22. This breaks away sharply from the 
canonical pseudogap behaviour, presumably because of the strong electronic coupling to the 
lattice in the presence of the stripe-induced charge and spin density waves. Most importantly, 
it shows that stripes and pseudogap are unrelated because of the anomalously non-canonical 
behaviour observed near p = 1/8 holes/Cu. That these stripe objects are largely confined to the 
La-214 system is illustrated by the fact that the upward triangle in Fig. 22 is Pr-substituted Y-
123 with doping state very close to p = 1/8 holes/Cu. This data points sits on the canonical 
pseudogap line with no suggestion of the stripe-induced anomaly. 

Fig. 22. The isotope effect in the superfluid density plotted versus α(Tc) as in Fig. 20 but now 
including data for La2-xSrxCuO4 near p = 1/8. The numbers annotating the data points are the 
Sr composition expressed as 100x.

9.3 Site selective isotope effects 

The huge difference in oxygen diffusion coefficient in Y-123 between in-plane and out-of-
plane migration [59] opens up the potential for selective isotope exchange of oxygen sites. 
Because the activation energy for c-axis diffusion is larger than that for ab-plane diffusion the 
ratio Dab/Dc grows rapidly with decreasing temperature and below 400ºC exceeds 107 (and is 
probably more like 1010). At the same time ab-plane diffusion occurs along the CuO1-δ chains 
so that if the radius, r, of the grains is small enough (and a low enough temperature is 
employed) oxygen can diffuse along the entire length of chains before they have diffused 
0.42nm from the chain layer to the plane layer. The necessary condition is that (r/0.42)2 << 
(Dab/Dc) i.e. r << 40 µm. Thus a polycrystalline sample sintered at relatively low temperature 
to ensure small grain size may be annealed at 350ºC in 18O for an extended period (≥ 150 
hours) to achieve dominantly 16O on the CuO2 planes and 18O on the chains and apical sites. 
We can refer to this as 16Op

18Oca. Alternatively, a sample may be annealed at elevated 
temperature to ensure full 18O exchange, then annealed at 350ºC in 16O to invert the isotope 
distribution, giving 18Op

16Oca. These shifts in distribution can be tracked using Raman 
spectroscopy. Fig. 23 shows the Raman scattering spectrum for a single crystal of 
YBa2Cu3O6.8 fully exchanged with either 16O or 18O. Mode ‘a’ refers to antiphase motion of 
the planar O2 and O3 atoms while mode ‘b’ is associated with motion of the apical oxygen. 
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This mode is sensitive to oxygen stoichiometry and its shift may be used as a measure of 
oxygen content [110]. Mode ‘c’ (absent in the fully oxygenated state) is a chain oxygen mode 
arising from oxygen defects and the associated loss of inversion symmetry. In the figure these 
modes are all shifted by the ratio (16/18)1/2. Site-selective substitution results in a shift only of 
the apical and chain modes or only of the planar mode. Examples of such site selective Raman 
spectra are given in the paper by Khasanov et al. [64]. 

Fig. 23. The Raman spectra for YBa2Cu3O6.8 with 16O (bordering shaded region) and 18O
exchange, showing the (16/18)1/2 shift in phonon modes. Mode ‘a’ is the out-of-phase motion 
of the in-plane O2 and O3. Mode ‘b’ is the bond-stretching mode for the O4 apical oxygen 
and mode ‘c’ is a chain oxygen defect mode.

These authors recently carried out site-selective isotope exchange in Y0.6Pr0.4Ba2Cu3O7 and by 
determining the change in superfluid density using µSR concluded that both α(Tc) and α(ρs)
are, within errors, governed completely by the mass effect on the CuO2 planes only. They 
obtain α(Tc) = 0.331(36) for 18Opac, 0.297(33) for 18Op

16Oca and -0.007(29) for 16Op
18Oca,

while  α(ρs) = 0.56(9) for 18Opac, 0.61(8) for 18Op
16Oca, and 0.07(8) for 16Op

18Oca. Data such as 
this clearly refutes claims [2] that SC arises outside of the CuO2 planes. These results are also 
quantitatively consistent with the canonical pseudogap behaviour summarized in Fig. 21 and 
reflect the absence of any stripe-like anomaly in this Y,Pr-123 system. 

10. CONCLUSIONS 

And so we conclude this brief sketch of some of the oxygen effects in HTS cuprates. 
Evidently oxygen plays an important role in the basic physics of the normal and SC states and 
has proved a useful tool via NMR and isotope effects to probe the electronic correlations 
which are present in these materials. Because it is labile it has proved an enormously useful 
means to reversibly alter doping state and thus has led to the discovery of the universal doping 
phase behaviour of these materials. In many metallic systems this objective can only be 
achieved through the application of high pressure, as for example in the case of the heavy 
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fermion systems. But it is probably the case that this ease of doping in HTS materials has led 
to the surprising lack of high pressure studies on the cuprates. Certainly there have been many 
studies of the pressure dependence of Tc and this reveals a dominant pressure-induced charge 
transfer from the block layers to the CuO2 layers [111]. But beyond that, very few studies 
have addressed the pressure dependence of the excitation spectrum. In particular pressure 
offers a means to control the exchange coupling between Cu spins via oxygen orbitals and it 
is a point of great interest as to what is the effect on the universal phase behaviour when the 
magnetism is altered in this way. This kind of study could reveal important aspects of the role 
of short-range magnetism in the pairing mechanism as well as the nature of the pseudogap 
state and the relative importance of stripes as a competing correlation. Evidently there is still 
much scope for further investigation in this heavily-studied class of fascinating materials. 
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1. INTRODUCTION 

The investigation of the occurrence of and interaction between various cooperative 
phenomena in a solid has long been an important part of condensed matter physics research. It 
helps elucidate the very nature of the various phenomena and provides additional degrees of 
freedom for device designs. Among the phenomena, superconductivity and magnetism are of 
particular interest because of their known antagonistic natures, especially when coexistence is 
detected. For decades, they have attracted great attention from condensed matter physicists, 
both theoretical and experimental. Superconductivity and magnetism interact via exchange 
and electromagnetic interactions between conduction electrons and the local moments in the 
same compound. As early as 1956, Ginzburg [1] examined the electromagnetic effect on 
superconductivity and concluded that ferromagnetism suppresses superconductivity leading to 
a reduction of the superconducting transition temperature Ts, and that a uniform 
superconductivity and a ferromagnetic order cannot coexist. Later, Matthias et al. [2] found in 
1958 that the exchange field in a magnetically ordered state aligns the spins of the Cooper 
pairs and thus breaks the pairs. Pair-breaking and thus superconductivity suppression due to 
exchange scattering between the superconducting electrons and the local moments were 
pointed out by Abrikosov and Gor’kov in 1960 [3]. On the other hand, Anderson and Suhl [4] 
found in 1959 that superconductivity suppresses magnetism and a nonuniform magnetic 
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structure with a proper wave vector can exist in a superconducting state. Doping a 
superconductor with a magnetic rare-earth element was first employed by Matthias in 1958 
[2] to explore the interaction between them. In the ensuing 18 years, great progress was made 
and a region of coexistence at very low temperatures was predicted by extrapolation and later 
observed at a low enough temperature. However, the possible formation of magnetic clusters 
in an otherwise superconducting background often complicated the explanation of the 
observation. This doubt was removed only after the discoveries of the superconducting 
tertiary rare earth compounds (RRh4B4, RMo6S8, and RMo6Se8, where R = rare-earth) in 1976 
by Matthias et al. [5] and Fischer et al. [6]. In addition to the superconducting transition at Ts,
these compounds undergo a ferromagnetic transition at TC or an antiferromagnetic transition 
at TN on further cooling, depending on the strength of the exchange interactions of the rare-
earth elements. They display a wide variety of complex interplays between these long-range 
orders that include the coexistence of superconductivity and antiferromagnetism, and the 
exclusion of superconductivity from ferromagnetism leading to the appearance of a re-
entrance transition and the intriguing existence of an inhomogeneous ferromagnetic order in 
the superconducting state within a narrow temperature range below TC [4, 7–9]. The 
inhomogeneous ferromagnetic order has been predicted to have the spiral structure [10], the 
domain structure [11], or the spontaneous vortex structure [12]. It should be noted that while 
the superconducting and the different magnetic orders do coexist in the same compound, not 
all occur at the same temperature range. Only the antiferromagnetic and the inhomogeneous 
ferromagnetic orders coexist with the superconducting order in the same temperature range in 
some of these compounds. For instance, the spiral and domain magnetic structures have been 
reported to appear in some superconducting tertiary rare-earth compounds but over only a 
narrow temperature region below TC [13, 14], except for HoMo6Se8, where superconductivity 
and ferromagnetism coexist below TC to the lowest experimental temperature [15]. No clear 
experimental evidence for the spontaneous vortex state has ever been reported in this class of 
compounds, known as magnetic superconductors where Ts > TC or TN.

A spontaneous vortex state is supposed to appear in a Type II superconductor when the 
demagnetizing field Hd = 4πM originated from the spontaneous magnetization M is greater 
than the lower critical field Hc1 but smaller than the upper critical field Hc2 of the coexisting 
superconductivity. As a result, Hd cannot be expelled from and thus trapped inside the sample 
when the sample enters the superconducting state. The trapped field is expected to be 
quantized and to form the spontaneous vortex state in the superconducting state. This is the 
coexistence of the superconducting and ferromagnetic orders in its true sense, albeit the latter 
is nonuniform. Meissner effect, the salient signature of a superconductor below Ts, will then 
be absent and cannot be detected. In the ferromagnetic superconductors discussed above, Ts

is always higher than TC. The exact evolution of the macroscopic Hd in the superconducting 
ambient, however, remains non-trivial [e.g. Leo Radzihovsky et al., Phys. Rev. Lett. 87 
(2001) 27001]. The situation becomes more comprehensible for materials that enter the 
ferromagnetic state at a higher TC before they become superconducting on further cooling to 
below Ts. Compounds that exhibit a magnetic transition at a temperature Tm (either TC or TN)
higher than their Ts therefore will serve as an ideal platform for the search for the spontaneous 
vortex state. 

In an attempt to broaden the high temperature superconducting (HTS) material base and to 
further improve the flux pinning force, two general groups of ruthenocuprate compounds, 
RuSr2(R,Ce)2Cu2Ox (Ru1222) and RuSr2RCu2O8 (Ru1212), where R = rare-earth, were 
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synthesized and found to be superconducting with a Ts up to ~ 30’s K in 1995 by modifying 
the layered YBa2Cu3O7 (or YBCO = CuBa2YCu2O7 = Cu1212) [16]. Both Ru1222 and 
Ru1212 compounds have a tetragonal symmetry with a space group I4/mmm and P4/mmm, 
respectively. Ru1222 can be regarded as the result of substituting the CuO linear-chain layer, 
the BaO layer, and the Y layer in YBCO with the RuO2 square-planar layer, the SrO layer and 
the (R,Ce)2O2 fluorite-type layer block, respectively, while Ru1212 can be regarded as the 
result of replacing the CuO linear-chain layer, the BaO layer and the Y layer with the RuO2

square-planar layer, the SrO layer, and the R layer, respectively, as shown in Fig. 1. They 
were later found to be weak ferromagnets with a magnetic onset temperature Tm above Ts, i.e. 
up to ~ 180 K for Ru1222 and ~ 133 K for Ru1212. These compounds with their TC > Ts were 
first called superconducting ferromagnets (SCFMs) by Felner [17] to differentiate them 
from the ferromagnetic superconductors with their TC < Ts, discussed earlier. The discovery 
of these SCFMs has attracted intense interest over the past few years. The appearance of 
magnetism and superconductivity in Ru1212 and Ru1222 does not seem to be surprising in 
view of the layer blocks of [(RuO2)(SrO) = RuSrO3] and [(CuO2)(R)(CuO2)] in the 
compounds, since the former represents the itinerant ferromagnet RuSrO3 with a TC ~ 160 K 
and the latter is the active component of the superconductor YBCO with a Ts ~ 93 K. While 
the simultaneous occurrence of superconductivity and magnetism in these compounds has 
been established, many issues remain open [18]. They include the absence of a bulk Meissner 
effect, the large variation in Ts, the nature of the magnetic state, the nature of the 
superconducting state, and the possible occurrence of the spontaneous vortex state in this 
fascinating class of compounds. In this article, we shall address these issues in the following 
sections: Synthesis, Superconductivity and Granularity, Magnetism, and Meissner State and 
Spontaneous Vortex Phase. 

2. SYNTHESIS 

Although Ru1222 [RuSr2(R,Ce)2Cu2Ox] was the first SCFM discovered [17], Ru1212 
(RuSr2RCu2O8) appeared to attract more attention at least at the beginning of the extensive 
study on these compounds. This may have something to do with the simpler structure and the 
almost fixed doping level in Ru1212 (Fig. 1). Almost all studies on Ru1212 reported the 
detection of a dc magnetization (M) rise below a temperature Tm, a diamagnetic shift in both 
the ac magnetic susceptibility (χac) and zero-field-cooled dc magnetic susceptibility (χdc,ZFC),
a change of slope in the field-cooled dc magnetic susceptibility (χdc,FC), and a resistivity (ρ)
drop near Ts, suggesting a magnetic transition at Tm and a superconducting transition at Ts, as 
schematically shown in Fig. 2 [18–21]. However, the salient signature of a superconducting 
transition, i.e. a bulk Meissner effect characterized by a large diamagnetic shift, ≈ -1/4π, in 
the χdc,FC, is missing. When a diamagnetic shift of χdc,FC was observed later in some samples, 
it was extremely small and only noticeable under very low fields, but as a slight change in the 
slope dχdc,FC/dT [22]. In contrast with Tm, the Ts varies greatly from report to report. The 
differences have been attributed to impurity, grain size, oxygen disorder, and doping level. 
For example, both the small grain sizes comparable to or smaller than the magnetic 
penetration depth and strong pinning forces should suppress the χdc,FC observed. The small or 
absent Meissner signal and the low Ts are often attributed to deficiencies in sample 
preparation. It is therefore essential to verify the sample quality. 
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Fig. 1. Crystal structures of Ru1212 (left) and Ru1222 (right). For Ru1222 only one-half of 
the unit cell is shown. 

Fig. 2. Schematic temperature dependence of the field-cooled (FC) and zero-field-cooled 
(ZFC) magnetic susceptibilities χ and the resistivity ρ of RuSr2GdCu2O8.

In spite of the different Ts and the presence or absence of the small superconducting 
diamagnetic signals, however, all samples investigated were reported to be carefully prepared 
and to be pure to within the resolution of x-ray diffraction. Unfortunately, no consensus 
emerged concerning the underlying reasons for the diverse observations. A systematic 
investigation has been carried out on factors related to compound synthesis that affect the Ts,
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χdc,FC, and ρ. The factors include the particle size of the precursors before calcination, the 
particle size of the material prior to sintering, the temperature and time duration of sintering, 
the cooling speed after the sintering, and the annealing atmosphere. Since Ru1212 and 
Ru1222 are very similar, except that Ru1222 is less robust against the loss of oxygen than 
Ru1212, only results for Ru1212 are summarized and reviewed here. 

As for most previous experiments, the synthesis method employed by us for the 
preparation of polycrystalline samples is the standard solid-state reaction. For Ru1212, high 
purity starting materials RuO2, SrCO3, Gd2O3, and CuO are individually preheated to 600–
800 °C for 12 h to remove any possible absorbed H2O and CO2. The thoroughly mixed oxides 
with a cation ratio Ru:Sr:Gd:Cu = 1:2:1:2 then undergoes the following treatment: 1) 
calcination at a temperature Tcalc for a time period of tcalc; 2) pulverization followed by 
compaction; 3) sintering at a temperature Tsint for a time period of tsint; 4) repeating steps 2 
and 3 several times; 5) final sintering at a temperature Tsint,1 for a longer time period tsint,1 in 
an oxygen atmosphere before cooling at a specific temperature-time profile to room 
temperature; and an optional step 6) annealing at a temperature Tann in a specific atmosphere. 

The samples so prepared are subjected to a series of characterizations: x-ray diffraction, 
and electrical, magnetic, and thermoelectric measurements. The Tcalc has an effect on the 
formation of Ru1212 as exemplified by the XRD patterns in Fig. 3 for two sets of samples 
after step 1 at different Tcalc’s. An increase in Tcalc from 960 to 1000 °C reduces the SrRuO3

impurity phase from 40% (a) to 20% (c). Repetitive pulverization and sintering followed by a 
long time sintering at the same final temperature do remove the impurity completely in both 
samples (spectra b and d in Fig. 3). According to our observations, we have chosen a Tcalc =
960–1000 °C to calcinate our samples for the present study. Samples prepared under such a 
Tcalc followed by repetitive pulverization and sintering exhibit the pure Ru1212 phase with the 
basic structural, magnetic, electric, and thermoelectric properties shown in Fig. 4, similar to 
those of the previously published results. The Ru1212 sample has a tetragonal symmetry with 
space group P4/mmm and lattice parameters a = 3.8375(8) Å and c = 11.560(2) Å. The 
scanning electron microscopy data show grain dimensions of a few µm and energy dispersive 
spectroscopy displays uniform composition across the sample. The magnetic properties at low 
temperatures depend on the magnetic field used for the measurements. For most of the 
ceramic samples cooled in a field  10 Oe, the χdc,FC rises sharply at Tm  ~ 132 K, indicating a 
magnetic transition, and continues to increase with further cooling at a much slower rate and 
flattens out below ~ 30 K. On warming after zero-field-cooling under a field below 10 Oe, the 
χdc,ZFC displays a diamagnetic signal at 4 K, corresponding to a shielded volume fraction up to 
100%, bends over at Ts ~ 30 K, increases only slightly above Ts, and merges with χdc,FC at a 
temperature slightly below Tm (Fig. 4a). The difference between χdc,FC and χdc,ZFC between Ts

and Tm shows that there exists a magnetic hysteresis and thus a ferromagnetic M in this 
temperature region. From room temperature to ~ 70 K, ρ decreases with cooling, but 
increases slightly below 70 K before reaching a small maximum at ~ 52 K followed by a 
precipitous drop starting at ~ 45 K and reaching zero at ~ 30 K (Fig. 4b). The Seebeck 
coefficient S increases with cooling from room temperature, exhibits a broad maximum at 
~ 200 K, and decreases almost linearly with temperature below 150 K. S decreases more 
rapidly below 50 K and reaches zero slightly above ~ 30 K where ρ = 0 (Fig. 4b). It should be 
noted that the superconducting transition defined by χdc,ZFC and ρ of the pure Ru1212 samples 
in general is broad with a width ~ 15–20 K, similar to the Ru1212 data previously published 
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[20, 21, 23–25]. Fine structures are apparently discovered within this broad transition as one 
plots dρ/dT vs. T in the inset of Fig. 4b, which shows two peaks, indicative of two transitions 
at T1 and T2 < T1, which are tentatively attributed to intragrain and intergrain transitions, 
respectively, for reasons to be given later. 

Fig. 3. X-ray spectra of two samples of RuSr2GdCu2O8 synthesized at 960 °C (a, b) and 1000 
°C (c, d). The dot indicates reflections assigned to the Ru1212 structure. Crosses show the 
presence of SrRuO3. The spectra a and c are measured immediately after step 1; b and d, after 
step 5, long time sintering at 1065 °C.

Fig. 4. (a) Magnetic susceptibility, M/H, of RuSr2GdCu2O8 at 7 Oe for field cooling (FC) and 
zero field cooling (ZFC). (b) Resistivity (line) and thermoelectric power (circles) of 
RuSr2GdCu2O8. The inset shows the derivative, dρ/dT.
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Low Tcalc leads to a higher level of the SrRuO3 impurity phase and repetitive pulverization 
and sintering are required to remove the impurity, as was pointed out earlier (Fig. 3). 
However, the lower Tcalc of 960 °C appears to give a lower ρ and higher Ts than the Tcalc of 
1000 °C after proper processing. This is exemplified by two samples that are synthesized 
according to the following steps (the first step is calcination and the rest are sintering): (Tcalc,
16 h)  (1015 °C, 10 h)  (1060 °C, 10 h)  (1060 °C, 10 d), where h = hours and d = days 
with Tcalc = 960 and 1000 °C, as shown in Fig. 5 as a solid line and a dashed line, 
respectively. It is evident that ρ is enhanced and the superconducting transition is shifted 
downward in parallel by 5 K by increasing the Tcalc from 960 to 1000 °C (Fig. 5). The same 
downward shifts were detected in T1 and T2. Since the intergrain phase lock does not depend 
only on the superconducting transition of the grain but also on the physical and chemical 
conditions in the grain boundaries, the fact that T1 and T2 are shifted in parallel by different 
Tcalc is puzzling. 

Fig. 5. Resistivities of two samples calcinated at (a) 960 °C and (b) 1000 °C. Inset: 
Temperature derivative of resistivity.  

While repeated grinding after calcination and before sintering is usually expected to promote 
homogeneity and produce better samples as for the HTS cuprates, they do not show 
noticeable improvement in the superconducting properties of Ru1212. It is surprising to find 
that repeated grinding actually results in lowering T1and T2, although it also reduces the .
The effect is displayed in Fig. 6 where results for samples that are repeatedly ground (dashed 
line) and ground once (solid line) are shown. The parallel shifts of T1 and T2 are again 
evident. 

Prolonged annealing is considered to be good for enhancing formation, promoting order, 
reducing strain, and thus helping to achieve better samples. Indeed, this is the case for 
Ru1212. Fig. 7 shows the results of two samples prepared according to the following two 
processing schedules (the first step is calcination and the rest are sintering): a) (960 °C,16 h) 

 (1015 °C, 24 h)  (1060 °C, 24 h)  (1065 °C, 14 d); and b) (960 °C, 16 h)  (960 °C, 
12 h)  (1015 °C, 16 h)  (1060 °C, 24 h)  (1065 °C, 14 d)  (1070 °C, 4 d). Additional  
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Fig. 6. Effect of grinding on the resistivity of RuSr2GdCu2O8. (a) Frequently reground 
sample; (b) ground only after the calcination step. Inset: Temperature derivative of resistivity.  

Fig. 7. Effect of sintering and annealing on the resistivity of RuSr2GdCu2O8. (a) Sample 
prepared according to our standard procedure; (b) including additional steps of sintering and 
annealing. Inset: Temperature derivative of resistivity.  

grinding and sintering steps and prolonged annealing reduce  and raise T2 but barely affect 
T1, consistent with the idea that these steps improve the connectivity of the samples but 
cannot account for the observations mentioned above. 
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Fig. 8. Influence of particle size of the precursor powders. (a) Coarse-grain powder; 
(b) mixed fine- and coarse-grain powder; (c) fine grained powder. Inset: Temperature 
derivative of resistivity.  

The particle size of the starting material for sintering is known to influence the chemical 
homogeneity, density, and microstructure of the final product. We have decided to determine 
its effect on the superconducting properties of Ru1212. Calcinated ruthenocuprate is 
grounded to powder of different sizes, and compressed and sintered by the same temperature-
time schedule. Results of three samples are shown in Fig. 8: (a) prepared from coarse grains; 
(b) from intermediate coarse grains; and (c) from fine grains. While samples from fine grains 
have the highest density, they possess the lowest T1 and T2. However, the coarse grain sample 
shows the highest T1 and T2. The observation suggests that pulverization can introduce 
unfavorable grain boundaries and microstructures to the superconducting properties of 
Ru1212.

Since the microscopic grain structure appears to affect the superconducting properties it is 
expected that the cooling process to room temperature (RT) after finishing the sample 
synthesis at 1060 °C will be important. As shown in Fig. 9, one sample (a) was slowly cooled 
at 15 °C per hour to 900 °C and from 900 °C to RT at 150 °C per hour; and the other sample 
(b) was slowly cooled (15 °C/h) all the way down to 400 °C and then faster to RT. It is clear 
from Fig. 9 that sample (b) exhibits a much higher transition temperature, indicating that the 
slow cooling between 900 and 400 °C enhanced the superconducting properties. Both the 
intragrain T1 and the intergrain T2 are shifted by about 6 K. Since the x-ray spectra of both 
samples are nearly identical, the higher Ts’s of sample (b) should be due to improvements of 
the intergrain connectivity and the microscopic grain structure.  

The influence of post-sintering annealing in different atmospheres was investigated and 
the results are summarized in Fig. 10. The parent sample (a) was synthesized in the following 
sequence (the first step is calcination and the rest are sintering): (960 °C, 16 h)  (1015 °C,
25 h)  (1060 °C, 10 h)  (1065 °C, 7 d). After the synthesis was finished three pieces of  
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Fig. 9. Resistivity data for two samples subjected to different cooling procedures. (a) Slow 
cooling from 1060 to 900 °C; (b) slow cooling from 1060 to 400 °C. Inset: Temperature 
derivative of resistivity.  

Fig. 10. Comparison of the resistivity (A) and its derivative (B) for samples annealed in 
different atmospheres. (a) No additional annealing; (b) annealed in oxygen; (c) annealed in 
air; (d) annealed in argon (note the reduced scale for this curve, right axis).  

this sample were annealed once again at 600 °C for 24 h in different atmospheres: oxygen (b); 
air (c); and argon (d). The  data (Fig. 10) for samples (a) and (b) are almost identical, i.e. 
annealing in oxygen does not change the superconducting properties (neither T1 nor T2),
although it reduces the normal state . However, annealing in air (sample c) clearly reduces 
T2 and the zero-  temperature, indicating degrading grain boundaries and intergrain coupling. 
These detrimental effects are enhanced by annealing in argon (sample d). The high 
temperature resistivity tends to become semiconducting (Fig. 10, sample d) as a result of 
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dominating grain boundary resistance. However, the intragrain transition at T1 is barely 
affected as indicated by the vertical dashed line in Fig. 10. The decrease of the intergrain 
superconducting transition temperature, T2, can be understood assuming a depletion of the 
oxygen content in the grain boundaries if samples are annealed in other than pure oxygen 
atmosphere. Therefore, T2 is not associated with the bulk superconducting effect since the 
intragrain transition remains unchanged after the annealing.  

It is evident that, depending on the synthesis conditions, the Ts of Ru1212 can change by 
10 to 15 K. Although changes in intergrain coupling may account for the large T2 difference, 
the variation of T1 has to be attributed to the alteration in the carrier density of the compound 
if T1 represents the transition temperature of the grains as assumed. For the cuprate high 
temperature superconductors, a universal Tc - carrier density relation has long been 
established. Similarly, a universal Tc - room temperature thermopower (S) was also obtained. 
This is not surprising since the carrier density is closely related with S. Therefore, we have 
measured the S of Ru1212 with different Tc’s processed under different conditions. The 
values of S are spread in a narrow band between 65 and 77 µV/K. According to the universal 
Tc - S relation, the relatively small differences in S cannot account for the large differences in 
T1 and T2 (Fig. 11). This leads us to the conclusion that the carrier density for all of our 
samples is about constant and the change of the transition temperature for different synthesis 
conditions cannot be explained in terms of the doping effect. The observation is in accordance 
with thermogravimetric analysis [19] showing that the oxygen deficiency in Ru1212 systems 
is very small and not sensitive to annealing conditions. The foregoing discussion is based on 
the assumption that the superconductivity in Ru1212 compounds is a bulk state and not due to 
minor impurity phases, which is supported by x-ray diffraction and EDX measurements that 
do not show any impurity phase within the resolution of a few percent.

Fig. 11. Thermoelectric power at ambient temperature versus intergrain (T1) and intragrain 
(T2) transition temperatures. The universal S(Ts) relation is shown by the dotted line, 
assuming a maximum Ts ≈ 90 K.
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From the above, it is clear that, indeed, the samples used in reported studies are pure as 
claimed and the spread of Ts’s cannot be caused by variation of carrier density. This is in 
strong contrast to assertions that factors associated with the oxygen content and detailed 
synthesis are responsible for the large Ts variation reported. Our observation suggests that the 
Ts’s reported do not reflect the change of the superconducting properties of the bulk Ru1212. 
Although the transition observed at T2 and assigned to an intergrain phase-lock transition can 
be understood, the large change in T1 without the corresponding change in S or carrier density 
casts a serious question on the nature of the so-called intragrain superconducting transition at 
T1. In other words, the superconducting grains may have further microstructures within them.

3. SUPERCONDUCTIVITY AND GRANULARITY 

The absence of a bulk Meissner signal in χdc,FC initially led us to question the bulk nature of 
superconductivity in Ru1212 [18]. To address the question, we have examined Ru1212 (as 
well as Ru1222) samples optimally prepared and characterized by XRD to be phase-pure to 
the XRD resolution (Fig. 12) using EDS, showing them to be chemically homogeneous to 
within ~ 1 µm, and SEM, showing them to possess grains of dimensions 1–5 µm. However, 
given the resolution of XRD of a few percent, it remains to be seen if the possible presence of 
superconducting filaments associated with a minor superconducting impurity phase, such as 
the Ru-stabilized YSr2Cu3O7, in the Ru1212 samples can exist beyond detection by our XRD. 
We decided to determine the electrical homogeneity of the samples by measuring 
magnetically the superconducting current density Jc of samples of different particle sizes d 
ranging from 0.01 to 1 mm at 5 K. The results are displayed in Fig. 13. Jc is found to be 
constant, suggesting that the sample is electrically homogeneous to within ~ 10 µm and its 
superconductivity cannot be caused by superconducting impurity filaments at least down to 
this dimension. Specific heat anomaly was also detected [23, 26] in Ru1212 and Ru1222, 
confirming unambiguously that the superconductivity in these compounds is bulk. 

In a Type II superconductor such as Ru1212, flux pinning can reduce the size of the 
Meissner signal. For strong flux pinning, the Meissner effect can be completely suppressed. 
To remove the pinning effect as well as the magnetic background of Ru1212, we have 
determined the reversible magnetization (Mr) of Ru1212, which is obtained as Mr  (M+ + M-

)/2, where M+ and M- are the magnetizations measured from the increasing and decreasing 
field branches of the M - H loop, respectively. The Mr of a SCFM has two components, one 
(Ms) due to superconductivity and the other (Mm) due to ferromagnetism.  

To discriminate between Mm and Ms, we have measured the Mr of both the 
superconducting Ru1212 and the nonsuperconducting Ru1212Zn (RuSr2GdCu1.94Zn0.06O8),
which has a Tm similar to the superconducting Ru1212, at 5 K below Ts and 50 K above Ts.
The superconducting component of the reversible magnetization (Ms) of Ru1212 at 5 K is 
thus obtained as Ms = [Mr(Ru1212 at 5 K) - Mr(Ru1212Zn at 5 K)] - [Mr(Ru1212 at 50 K) - 
Mr(Ru1212Zn at 50 K)]. The results of Ms as a function of field are shown in Fig. 14. No 
Meissner effect greater than a few percent of that of a bulk superconductor is detected at a 
field as low as 0.25 Oe. The Ms at 5 K of the underdoped superconducting YBCO with a Ts ~ 
40 K is also shown in the same figure for comparison. If the superconductivity in Ru1212 is 
similar to that in the underdoped YBCO, the Ms - H of Ru1212 can be obtained from the 
YBCO data by shifting the H axis by Hd = 4 M ~ 400 Oe, as indicated by the vertical dashed  
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Fig. 12. The XRD pattern of Ru1222 and that of Ru1212Gd. The dots are data and the solid 
lines are the Rietveld refinements.  

Fig. 13. ∆M and Jc as functions of particle size. 
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Fig. 14. The reversible magnetization associated with the superconductivity of Ru1212Gd 
(filled symbols) and YBCO (open squares)  

line. However, this is clearly not the case. Instead, Ru1212 exhibits negligible diamagnetic 
shift, not more than 1–2% of that for YBCO with a comparable Ts, demonstrating the absence 
in Ru1212 of the bulk Meissner effect that is a common characteristic feature of bulk 
superconductors. Granularity of Ru1212 with the presence of microdomains inside the crystal 
grains of dimensions comparable to or smaller than the penetration depth is therefore 
proposed to account for the absence of a bulk Meissner effect. 

The existence of crystal grains of 1–5 µm in Ru1212 polycrystalline samples is revealed 
by the SEM data and by the appearance of two superconducting transitions at T1 and T2,
designated as the intragrain and intergrain transition temperatures, respectively (Fig. 4). The 
two transitions so designated are expected to show different responses to the external pressure 
and magnetic field applied, with dT2/dP being more positive than dT1/dP and dT2/dH more 
negative than dT1/dH. This is because of the large pressure-induced improvement in grain-
grain contact and the accompanying enhancement in intergrain Josephson coupling, as well as 
the greater field effect on the weaker intergrain Josephson coupling than on the intragrain one. 
We have measured the pressure effects on T1 and T2 of Ru1212 both resistively and 
magnetically. While both are found to increase with pressure, T2 rises at a rate of 1.8 K/GPa, 
about two times that of T1 as displayed in Fig. 15, as expected and consistent with the 
designation of T2 as the intergrain phase-lock transition temperature. The magnetic field is 
found to suppress both T1 and T2, but at a higher rate for T2, as expected. However, even the 
suppression rate of T1 of ~ 100 K/T at low H (Fig. 16) is unexpectedly large for a bulk 
superconductor. The overall field dependence of T1, therefore, should be very different from 
what has been predicted by the Ginzburg-Landau theory for a homogeneous bulk  
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Fig. 15. Pressure dependence of the intragrain (T1, open symbols) and intergrain (T2, solid 
symbols) transition temperatures of RuSr2GdCu2O8.

Fig 16. Field dependence of the intragrain superconducting transition temperature T1 from 
resistivity (open triangles) and ac susceptibility (solid circles) measurements. Inset: Ginzburg-
Landau theory for a homogeneous bulk superconductor.  
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superconductor as shown in the insert of Fig. 16. This strongly suggests that T1 may also be a 
phase-lock transition temperature between microdomains within the crystal grains. We 
conjecture that these microdomains are coupled as a Josephson junction array and the 
interdomain coupling is sensitive to the magnetic field applied. The large dT1/dH observed 
can thus be understood. 

In fact, similar granularity has been widely observed. The suggested existence of domains 
within the crystalline grains should be reflected in the existence of at least two different 
length scales. It is known that the diamagnetic shift of the real part of the ac magnetic 
susceptibility ' is a measure of the volume shielded by the connected superconducting path. 
For a granular superconductor, ' will decrease drastically with pulverization when the 
particles size reaches the characteristic length scale, but much slower after that. 

The ' of several Ru1212 powder samples from the same ingot with particle sizes ranging 
from 0.3 to 3×104 µm are shown in Fig. 17. On cooling, '(T) of the solid sample of 
dimension of 3 mm first displays two anomalies: a small peak at ~ 42 K and then a rapid drop 
at ~ 32 K. By comparing the resistivity data, the two anomaly temperatures are identified as 
T1 ~ 42 K and T2 ~ 32 K for the interdomain and the intergrain phase-lock transitions. The 
diamagnetic shift below T2 is found to decrease as the particle size is reduced to ~ 10 µm, 
while ' between T2 and T1 remains unchanged. However, when the particle dimension is 
decreased to below ~ 10 µm, the overall drop of ' below T1 decreases. When the particle size 
is ~ 0.3 µm, ' continues to increase with the decrease in temperature and shows no magnetic 
sign of superconductivity. The results show that there exist two length scales in our Ru1212 
sample: one greater than ~ 10 µm and the other much smaller than ~ 10 µm. The change of 
the diamagnetic shift with particle dimension is in agreement with the crystalline grain size 
under SEM, i.e. about 10 µm. The further decrease (or even absence) of the superconducting 

Fig. 17. '(T) of Ru1212Gd powders with different particle sizes. From top to bottom: 0.8, 3, 
8, 20, and 40 µm, and a 3 mm bulk ceramic.
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signal with the size below 10 µm may thus have to be attributed to a penetration depth  much 
larger than 0.3 µm. The actual superconducting transition temperature To, therefore, should be 
higher than T1.

We have therefore decided to determine and analyze the  of the crystal grains by 
measuring the ' of the Ru1212 samples with particles of different sizes d from the same ingot 
between T2 ~ 32 K and T1 ~ 42 K, as shown in Fig. 17. ' for these samples at 5 K decreases 
from +0.007 for d ~ 40 µm powder sample to -1/4  for d ~ 3 mm. However, ' between 32 
and 42 K remains unchanged with d decreasing to ~ 10 µm. We deduced  from ' using the 
relation for a magnetically aligned powder sample ' = -3/(8 )[1-6( /d)coth(d/2 ) + 12( /d)2]
~ (1/500)(d/ )2 for d < 2 . For randomly oriented powder samples of ours, a geometric factor 
of 1/3 has to be included to account for the high anisotropy of superconductivity in cuprate 
HTS. The ' of Ru1212 samples with particles of d = 0.3, 0.8, 1.5, 3, and 8 µm are shown in 
Fig. 18. ' between 32 and 42 K starts to move up as d < 8 µm. It is interesting to note that 
values of the ' of the 0.3 and 0.8 µm powder samples are almost the same and appear to be a 
continuation from the magnetic background from above 42 K, suggesting a  >> 1 µm. The 
magnetic background (solid line in Fig. 18) was estimated from the ' of the 0.8 µm powder 
sample. A (0) ~ 3 µm is consequently deduced based on the '/d2 of the 0.8, 1.5 and 3 µm 
powder samples. The estimated uncertainty is less than 10%, mainly arising from the 
uncertainty in d. An even longer penetration depth up to 30 µm was also obtained from '
below T2, using samples with particle sizes > 10 µm, reflecting the microstructure of the 
samples due to the crystal grains in the sintered ceramics. The observation of two different  

Fig. 18. ' of Ru1212 powders with sizes of : 0.3 µm; : 0.8 µm; : 1.5 µm; G: 3 µm

and F: 8 µm.
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length scales in Ru1212 ceramic samples is therefore a result of the two different 
microstructures in the samples, i.e. typical crystal grains of micron size in ceramic material 
and unusual domains of submicron size within the crystal grains. The submicron domains 
may originate from phase separation that occurs quite commonly in cuprate HTS.  

As mentioned earlier, Ru1212 is rather robust against the loss of oxygen and thus carrier 
density. However, affinity of oxygen in Ru1222 is less than that in Ru1212. As a result, the 
superconducting properties of Ru1222 can be adjusted to a greater extent by high pressure 
oxygen annealing. We have therefore investigated the Ru1222 samples to determine if 
submicron domains are common in ruthenocuprates. Methods similar to those described 
above for Ru1212 are used to determine the granular microstructures within the crystal grains 
of Ru1222.

Fig. 19. χdc,FC (open symbols) and χdc,ZFC (filled symbols) for the as-synthesized Ru1222 
sample (circles) and that after 300 atm. O2 annealing for 8 h (triangles).  

In contrast to most Ru1212 samples, the dc,FC  of Ru1222 ceramic samples at fields below 
~ 50 Oe shows a small but relatively sharp diamagnetic drop at a transition temperature, as 
defined by the inflection point in dc,FC(T). This transition temperature exhibits a systematic 
rise from 26 to 40 K with increasing oxygen intake, as exemplified by the dc,FC and dc,ZFC of
two Ru1222 ceramic samples in Fig. 19: one as-synthesized (a) and the other after annealing 
in 300 atm oxygen at 600 K for 8 h. It is designated as T1 for the intragrain transition, since a 
second transition, arising from intergrain coupling at T2 below 20 K is also easily detected, 
especially in the ac ' of these samples at very low field. This relatively weaker intergrain 
coupling of the Ru1222 ceramic seems to be typical in previously published reports, where a 
less than 100% shielding in dc,ZFC was observed. To estimate the carrier density, the 
thermoelectric power S was measured. Using the universal Ts - carrier density and Ts - 
S(300 K) relations, the increase in carrier density due to the high pressure oxygen annealing 
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could only result in a Ts increase of < 6 K, which is much smaller than the 14 K Ts difference 
observed between samples (a) and (b). Adopting the procedure developed for Ru1212, the 
penetration depth  is deduced from the d dependence of ' for samples annealed. Similar to 
Ru1212, (0 K) > 0.5 µm is relatively large and (0 K) for sample (a) is about twice as large 
as that for sample (b). Ts has been shown to vary linearly with 1/ 2 and to cross the origin in 
the Ts versus 1/ 2 plot for bulk cuprate HTS, known as the Uemura line. The 1/ 2 dependence 
of T1 of Ru1222 ceramic samples with different oxygen contents is shown in Fig. 20. While a 
linear dependence is observed, the line is shifted to the left-hand side of the Uemura line, 
suggesting that microstructures must exist inside the Ru1222 grains and that Josephson 
couplings exist between these microstructures, which may be designated as domains, as for 
Ru1212. A large dT1/dH ~ 100 K/T is also observed in Ru1222, further supporting the 
existence of domain structure in Ru1222. 

Fig. 20. T1 vs. 1/λ2 for annealed Ru1222 samples. 

From the above studies, it is concluded that the ruthenocuprate SCFM’s unusual granular 
nature with two length scales is found to be responsible for the absence of the bulk Meissner 
effect and for the appearance of multiple superconducting transitions in the compounds. 
Although single-crystal ruthenocuprates will remove the intergrain phase-lock transition, 
single crystallinity may not be able to overcome the interdomain weak links and the 
associated unusually long penetration depth. With the additional presence of the 
ferromagnetic component in ruthenocuprates, the appearance of a novel superconducting state 
is not impossible. 



350

4. MAGNETISM 

The magnetic structure of Ru1212/Ru1222 is the key to understanding the coexistence of 
magnetism and superconductivity. Such coexistence, on the one hand, can be well 
accommodated with existing theoretical models if the Ru spins are antiferromagnetically 
(AFM) aligned. The antiferromagnetic ordering of the R = Gd, Nd, or Er in the 
superconducting RBa2Cu3O7-δ, for example, is experimentally established and theoretically 
well understood [27]. According to the band-structure calculations, on the other hand, the 
superconducting order parameter may have to either be spatially modulated, i.e. in so-called 
FFLO state, or totally suppressed if the Ru spins are ferromagnetically ordered [28, 29]. 
Actually, the calculated exchange splitting of the carriers would be 26 meV or higher, a 
significant value compared to the superconducting gap [28]. The spin dependency of the 
carrier momentums at the Fermi surface, therefore, makes the Cooper pairs possess large net 
wave vectors, i.e. the order parameter will either rapidly oscillate in the ab planes at the length 
scale of a few tens nm or alternate the sign from layer to layer [28]. It should be pointed out 
that such non-negligible coupling between the RuO- and the CuO2-layers is in line with both 
the proximity superconductivity observed in the chains of YBa2Cu3O7 and the mixing Ru 
valences reported [30, 31]. It has been further pointed out that even the d-wave 
superconductivity in the CuO2 planes is very unstable against such exchange splitting [29]. In 
the case of canted antiferromagnetism, the situation is less clear, although a spatial 
modulation of the superconductivity, i.e. an FFLO state, seems to be unavoidable. However, 
the most likely FFLO state [28], the so-called π phase, seems to be in disagreement with 
experiment [32]. 

Unfortunately, the experimental situation is similarly controversial. Two major 
microscopic probes, i.e. powder neutron diffraction (NPD) and zero field nuclear magnetic 
resonance (ZFNMR), suggest different magnetisms while both claim that the magnetic 
structure is homogeneous [31, 33]. Similar contradictions exist in the macroscopic 
magnetization [17, 34-36], the ESR [37], the µSR [38], and the Mössbauer spectrum [17] 
observed. On the other hand, the magnetic structures suggested by a given probe are 
surprisingly consistent among various groups even when the samples measured vary 
significantly. This suggests, in our opinion, that the key is the data interpretation rather than 
the sample-to-sample variations or the data uncertainties.  

Three sets of NPD data, for example, have been reported thus far about the spin structures 
of Ru1212Gd, Ru1212Y, and Ru1212Eu, respectively [33, 39, 40]. In all three cases, the G-
type antiferromagnetic spin order is suggested with the ordered spin ≈ 1 µΒ/Ru along the c 
direction (Table 1). The possible minor ferromagnetic component is suggested to be < 0.1, 
0.28(8), and < 0.3 µΒ/Ru, respectively.  

Two detailed 99,101Ru ZFNMR experiments have also been carried out for Ru1212Y and 
Ru1212Gd, respectively (Table 2) [31, 42]. Despite some details, the two data sets are in good 
agreement: both show a signal enhancement (compared with paramagnetic salts) of 100–200; 
a mixture of Ru4+ and Ru5+ with the moments of 0.9 and 2 µΒ/Ru, respectively; and, 
especially, an in-plane spin alignment. The in-plane alignment suggested is in line with the 
ferromagnetic resonance (FMR) data [37]. The valence mixture suggested is also in 
agreement with both the macroscopic magnetization and the x-ray absorption near-edge
structure (XANES) [35, 43].  
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Table 1. Summary of the NPD data 

compound AFM aligned 
spins (µΒ/Ru)

spin direction FM component 
µΒ/Ru

FM moment based on 
the spontaneous 
magnetization  

Ru1212Gd 1.18(6) c  < 0.1  ≈ 0.28 [41] 
Ru1212Y 1.15(9) c 0.28(8) ≈ 0.2 [38] 
Ru1212Eu ≈ 1 c  < 0.3 0.08 

Table 2. Summary of the ZFNMR data 

compound ordered spins µΒ/Ru Orientation* signal 
enhancement 

Ru1212Y Ru4+ and Ru5+ in-plane 200 
Ru1212Gd 0.9 (Ru4+, 40%) and

2 (Ru5+ , 60%)
in-plane 100 

*Based on the interference between the hyperfine field and the electric 
field gradient at the Ru site. 

It is interesting to note that the magnetic structure sensed by the ZFNMR is qualitatively 
different from those by the NPD data. Even the spin orientations differ by 90°. This is the 
very reason that Tokunaga et al. call for a re-examination of the NPD data [31]. However, the 
conclusion of the c-oriented spin alignment is repeatedly confirmed in two later independent 
NPD experiments, including one on the same Ru1212Y ceramic as that examined by ZFNMR 
[39, 40]. This contradiction, it should be pointed out, cannot be accommodated even in canted 
antiferromagnetic models, and it directly challenges the widely held belief that the magnetic 
structure of Ru1212/Ru1222 is microscopically homogeneous.  

Similar controversies also exist for the observed remnant magnetization, which 
consistently shows a spontaneous moment of Ru1212Gd larger than that sensed in NPD 
(Table 1); for the magnetic susceptibility, which leads to a positive Curie-Weiss temperature 
[35]; and with the FMR data, which suggest an internal field ≈ 600 G (a dipole field far larger 
than that expected if the sample is a homogeneous canted antiferromagnet) at the Gd site [37]. 

It is interesting to note that such discrepancies have previously been reported in 
manganites. An early neutron diffraction investigation found that the magnetic structure of 
La0.35Ca0.65MnO3 can be described as homogenously antiferromagnetic [44], although a later 
ZFNMR/NMR investigation discovered that up to 8% of the compound is actually 
ferromagnetically aligned [45]. The conflict is interpreted as the result of the “biased” 
sensitivities of the probes. The lines in the diffraction data, in principle, will be suppressed or 
even disappear if the size of the coherent scattering domains is comparable to the wavelength 
used, ≈ a few Å in most neutron diffraction measurements. Mesoscopic phase separation with 
the possible ferromagnetic species a few nm thick, therefore, may well escape the detection as 
demonstrated in the case of La0.35Ca0.65MnO3. The amplitude of the ZFNMR signals, on the 
other hand, is essentially the transition probability of the nuclear spins under the rf excitation 
field, which will be either enhanced (proportional to the magnetic anisotropy in the case of 
ferromagnets) or suppressed (by a factor proportional to the exchange field in 
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antiferromagnets) by the ordered local electron spins. A moderate enhancement factor ≈ 10 in 
La0.35Ca0.65MnO3 already makes the resonance corresponding to the minor ferromagnetic 
phase the dominant one. In the case of Ru1212, the larger enhancement factor may explain 
the absence of the expected lines corresponding to the c-oriented antiferromagnetically 
aligned spins observed in the neutron diffraction. 

Many investigations, however, placed an emphasis on evidence for homogeneous 
magnetic structures and argued against possible mesoscopic phase separation. One of the 
strongest pieces of evidence is the reported 1/(TT1) suppression of the 101Ru ZFNMR signal 
below Tc, which is similar to that of 63Cu [31]. Such suppression of the relaxation indeed 
demonstrates that the carriers in the RuO layers, whose coupling with 101Ru dominates the 
relaxation, experience the superconduting transition. As demonstrated both experimentally 
and theoretically, however, a mesoscopic phase separation may also be able to satisfy such a 
constraint if the size of the nonsuperconducting species is comparable to the coherence length 
[46, 47]. It is interesting to note that another 101Ru 1/TT1 peak was observed around 20 K, 
where the resistance R reaches zero. This has been interpreted by the authors as a presumed 
transition between the spontaneous vortex phase and the Meissner state [31]. In our opinion, 
however, this R = 0 temperature is nothing but a phase-locking transition of the ceramic 
samples as demonstrated by many groups [24, 36, 48]. The assumed SVP - Meissner 
transition should actually not happen in ceramic Ru1212/Ru1222 samples, where the 
condition of λ >> d makes the lower critical field Hc1 determined by the T-independent grain 
diameter d instead of the T-dependent penetration depth λ [49, 50]. Instead, plasma 
oscillations may occur along weak links during the phase-locking transition [33], which 
stimulates the rf ZFNMR relaxation. The large amplitude of this 20 K 1/TT1 peak in such a 
case suggests that a significant part of the 101Ru sensed by ZFNMR is actually in proximity of 
the weak links, an indication that the ZFNMR signal may come disproportionately from a 
small part of the sample.  

The data on various Ru1222 compounds, fortunately, offer a clue to the puzzle: as pointed 
out by Felner et al., the magnetic transition in various single-phase Ru1222R samples is 
multi-stage in nature [17, 48]. The main jump in the field-cooled magnetization, for example, 
appears around TM1 ≈ 90 K in a Ru1222Gd sample. Noticeable FM-like steps, however, 
appear up to TM ≈ 160 K under H < 100 Oe and merge into the main jump at higher fields 
(Fig. 21) [34]. The hyperfine field at the Ru site, probed by 57Fe Mössbauer spectroscopy, 
further suggests that the spin order actually begins above 160 K, almost twice the TM1 [17]. 
This multistage transition has been interpreted either as the flips of the canting angle in the 
homogeneous magnetic models or as a multistage precipitation of the ferromagnetic clusters 
in the phase-separation models [34, 51]. 

Experimental verifications, therefore, are needed. Felner et al. observed that the M(H) of 
Ru1222 becomes reversible but highly nonlinear, i.e. with a non-zero extrapolated 
interception between TM1 and a higher temperature ≈ TM. Below TM1, the magnetization 
further becomes irreversible, and therefore FM-like [48]. By interpreting the nonlinear M(H) 
as a field-induced spin cant in antiferromagnets, they suggested that the magnetic state 
between TM1 and TM is antiferromagnetic but evolves into a canted state below TM1.

To explore the issue, we measured the isothermal M(H) at various temperatures and found 
that the H dependence of the magnetization can be fitted to the well known Langevin function 
coth(µH/kBT) - kBT/µH of superparamagnetic particles with an additional linear term  
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Fig. 21. The field-cooled M/H of a Ru1222Eu sample under fields (from top to bottom: 0.005, 
0.01, 0.1, 1, 2, and 5 T). The multistage transition is clear below 0.01 T, but merges into a 
broad one at higher fields.  

Fig. 22. (a) M vs. H for Ru1222Eu at 70, 80, 90, 100, 110, 120, and 130 K from top to 
bottom. Symbols: data. Solid line: fit to the Langevin function with a linear term (see text). 

(b) The estimated cluster size in the Ru1222Eu sample (•) and in Ni ( ). Inset: The 
saturation moment m of the proposed magnetic species in Ru1222Eu.  
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Fig. 23. The relaxation of the Ru1212Eu sample after a sudden field increase from H = 0 to 
5 Oe 

associated with the contributions from ions other than Ru (Fig. 22a), where µ is the full 
moment of the clusters [34]. The µ so deduced suggests that the cluster size is already 
noticeably large near TM, continuously increases with further cooling, and becomes 
nondetectably large around TM1 (Fig. 22b), precisely what the phase-separation model 
expected. 

It should be noted that such a highly nonlinear M(H) is a common property of 
Ru1212/Ru1222. Several previous investigations, however, interpret it as either a short-range 
correlation or due to a peculiar magnetic anisotropy that is small in-plane but very large in the 
c-direction [35]. To verify the superparamagnetic cluster nature, the relaxation of the 
magnetizations was also measured [34]. The balance between the thermal energy and the 
barrier associated with the magnetic anisotropy would determine the relaxation rate, and 
noticeable relaxation should be observed only in a narrow time window of (10–15)⋅kBT/Hµ,
i.e. only for clusters with 10–104 µB with the typical time window of 10–1000 sec. Indeed, the 
relaxation can be clearly seen even below TM1, demonstrating that the ferromagnetically 
aligned Ru spins are in clusters smaller than 104 µB, i.e. 1000 nm3 using the aligned spin 
amplitude of 1–2 µB/Ru (Fig. 23). This may explain why neutron diffraction persistently 
underestimates the ferromagnetic component in Ru1212/Ru1222. The observation is also in 
rough agreement with the spin-glass behavior, which is essentially interacting ferromagnetic 
clusters, of Ru1222Gd as reported by Cardoso et al. [52], where similar relaxation and a 
systematic frequency dependency of the ac susceptibility is observed.  

There are also some indications about the antiferromagnetic ordering in Ru1212/Ru1222. 
As pointed out by Butera et al., the high field susceptibility of Ru1212Eu shows an 
antiferromagnet-like maximum at a temperature slightly above the temperature where a 
ferromagnet-like transition appears in the field-cooled magnetization [35]. 
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Fig. 24. The T dependence of the Ru contribution to the 1/χ = H/MFC. : at 1 T; : at 5 T; 

G: the differential susceptibility at 5 T. Solid line: the Curie-Weiss fit. Inset: 1/χ between 200 

and 400 K. •: data. Solid line: the C-W fit.  

To further verify the situation, we studied Ru1222Eu. A similar trend appears: an 
antiferromagnet-like minimum of the inverse susceptibility appears around 100–150 K even 
in raw data. However, the ferromagnet-like jump in the field-cooled magnetization is at a 
much lower temperature of 65 K [34]. The two transitions seem to be separated by more than 
50 K. The contributions from Eu are further calculated and subtracted from the magnetization 
measured (Fig. 24). The high temperature susceptibility 1/χ deviated from the C-W fit 
significantly below 180 K and the deviation increases with the field. Such deviation typically 
suggests the appearance of either spin clusters or short-range magnetic correlations, as 
demonstrated above based on the nonlinear M(H) and the relaxation. The trend, however, 
evolved with further cooling. A minimum of the inverse differential susceptibility clearly 
appears around 120 K, indicating AFM transitions (Fig. 24). To identify the AFM transition, 
we follow Fisher’s argument that the magnetic specific heat is proportional to ∂(Tχ)/∂T on 
rather general grounds [53]. A broad peak does appear in the ∂(Tχ)/∂T at 5 T, but with the 
corresponding Néel temperature at 104 K in the sample, i.e. the antiferromagnetic transition 
appears 40 K above the ferromagnetic transition in the same sample (Fig. 24). 

Very recently, a zero-field µSR measurement of Ru1222Gd showed that there are several 
different muon stop sites corresponding to different possible magnetic transitions. Although 
the raw data show anomalies at 200, 95, and 77 K, the authors suggest that the 95 K and 77 K 
anomalies may actually be the same transition due to the limited resolution [38]. Between 77 
and 200 K, the magnetically ordered species occur only in 20% of the volume. This is strong 
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evidence that phase separation does occur in Ru1222, and in good agreement with the above 
analysis of Ru1222Eu [34]. In particular, the deduced volume fraction, ≈ 15%, of the 
magnetic clusters is in a good agreement with our estimated fraction, ≈ 20%, of the 
ferromagnetic clusters. The Néel temperature, ≈ 104 K, estimated above may correspond to 
the 95 K anomaly observed.  

However, the situation in Ru1212 remains in debate. In addition to the above ZFNMR and 
NPD data, an early zero-field µSR investigation [41], in which the data can be well fit as in a 
homogeneous ferromagnet, was frequently used as evidence for a homogeneous magnetic 
structure. We, however, would argue that the corresponding resolution, i.e. with the 
sensitivity of ≈ 10–20% of the sample volume and an H-resolution ≈ 20% of 720 G given by 
the authors, may miss the possible ferromagnetic clusters with a volume fraction of 10–20%. 
Actually, the authors of Ref. 41 concluded that the dipole field of ferromagnetically aligned 
Ru spins with the assumed in-plane orientation might produce an internal field at the expected 
muon stop sites that may also be consistent with the internal field of 720 G observed, i.e. the 
internal field of the AFM species.  

To address the issue, we compared Ru1212Eu and Ru1222Eu, as well as doping the Ru 
with Cu [54]. An obvious similarity between Ru1212Eu and Ru1222Eu is the highly 
nonlinear M(H) far above TM1. The Langevin function of superparamagnetic particles is again 
used to estimate the cluster size. It should be noted that later evidence suggested that the 
interactions between these clusters, which cause irreversible glass behaviors [52], need to be 
considered. These interactions, however, may affect the equilibrium magnetization less 
severely, and can only make the apparent cluster size larger, i.e. the deduced size can still 
serve as an upper size limit [55]. The size so deduced suggests that the clusters in Ru1212Eu 
are almost one order of magnitude smaller than that in Ru1222Eu at the same reduced 
temperature (Fig. 22b and the x = 0 sample in Fig. 25a), which may explain their differences 
in the macroscopic magnetizations. The essential features, however, are rather similar. The 
relaxation far above TM1, for example, can also be observed in Ru1212Eu if a proper 
condition is created, i.e. to prepare an initial state deviating from the equilibrium as far as 
possible. In our case, clear relaxation is observed after setting H = 0 after a field-cooling 
procedure (Fig. 25b). 

The absence of a multi-stage transition in undoped Ru1212 is also a puzzle. The Cu-
doping, therefore, is used to adjust the competition between the antiferromagnetism and the 
ferromagnetism. We estimated the two magnetic transitions through the macroscopic 
magnetization, i.e. using the peaks in the low-field dM/dT and the high-field d(Tχ)/dT for the 
ferromagnetic and antiferromagnetic transitions, respectively (Fig. 26a). The specific heat is 
also used to verify the deduced transition temperature (Fig. 26b). The data suggest that the 
coincidence of the two transitions in the undoped Ru1212Eu is an accident, and that the 
multistage feature appears with the Cu doping. It is interesting to note that the separation 
between the two transitions in both Ru1212 and Ru1222 actually follows the same trend with 
the change of the ferromagnet-like transition temperature (Fig. 26c).  

The magnetization data, therefore, suggest a rather similar magnetic structure in both 
Ru1212 and Ru1222: spatially separated ferromagnetic nanoclusters and an 
antiferromagnetically coupled matrix. A bulk antiferromagnetic transition occurs in the matrix 
while the ferromagnetic clusters experience a global transition through the intercluster 
interactions. These two transitions may be independently adjusted through doping.  
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Fig. 25. (a) Cluster sizes for samples with •: x = 0; : x = 0.05; : x = 0.10; and : x = 0.15 
and for F: as-synthesized Ru1222Eu (×4). Inset: The isothermal M(H) of the x = 0 sample. 
(b) Relaxation of the remnant magnetizations at 160, 150, 140, and 130 K (from top to 
bottom) after field cooling at 50 Oe.  
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Fig. 26. (a) Magnetizations of the (Ru1-xCux)Sr2EuCu2O8 samples. For x = 0, F: MFC(5 Oe); 

+: H/MFC(1 T); •: 1/χRu only; solid line: C-W fit. For x = 0.1, : MFC(5 Oe); : 1/χRu only.

(b) Spin entropy. F: the magnetic Cp/T of the x = 0 sample; : that of the x = 0.1 sample; 

solid line: ∂(Tχ)/∂T of the x = 0 sample; dashed line: that of the x = 0.1 sample. (c) The 
evolution of the separation between the two transitions, TAM - TM, with the FM-like transition 

TM. •: Cu-doped Ru1212Eu; : Ru1212Eu of Butera et al. (Ref. 35); : annealed 

Ru1222Gd; G: as-synthesized Ru1222Eu.  
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5. MEISSNER STATE AND SPONTANEOUS VORTEX PHASE 

The competition between superconductivity, which expulses the field to reduce the free 
energy of the supercurrents associated, and ferromagnetism, which leads to a spontaneous 
demagnetizing field of 4πM0, extends to macroscopic electrodynamics. Spontaneous vortex 
phase (SVP) should be formed when the spontaneous magnetization is larger than the lower 
critical field Hc1 associated with the superconductivity. This is based on a rather general 
thermodynamic argument, and should not be affected by details such as the possible phase 
separation discussed above. Especially in the case of Ru1212/Ru1222, where the 
ferromagnetic spin order is established at the magnetic transition temperature TM far higher 
than Tc, SVS seems to be inevitable slightly below Tc. Many previous investigations, 
therefore, attributed most unusual observations to the possible SVP in Ru1212/Ru1222. In 
particular, a transition between SVP and Meissner state was proposed for the sudden increase 
of the MFC [22], the peak in the ZFNMR 1/TT1 of 101Ru [31]. However, later data indicated 
that the proposed transition may simply be an intergrain phase-locking transition [24, 36, 48]. 
Whether SVP exists in Ru1212/Ru1222, therefore, need to be directly verified. 

A procedure was developed to extract the equilibrium magnetization associated with the 
superconductivity. A small piece of Pb was added in the SQUID probe 5 cm below the 
Ru1212Eu sample to measure the local field in situ. The residual field of the SQUID 
magnetometer was deduced to a few mG before every zero-field measurement. The 
interference between the Pb piece and the sample are negligible within the 4-cm scanning 
length used. The estimated H uncertainty is ≈ 0.001H + 1 mG. A Ru1212Eu was then crushed 
into single-grain powder with the average particle size ≈ 5 µm to avoid the complications 
associated with intergrain coupling. The intragrain Tc appears at 23.5 K. The sample was first 
cooled from 150 K > TFM to 32 K > Tc under a chosen field H1, which determines the FM-
domain alignment. The external field was then switched to H0  0 at 32 K >> Tc, followed by 
a dc-magnetization (M1) measurement from 40 K to 8 K. The field was then increased to H2 
at 6 K. The zero-field-cooled magnetization (MZFC) and the field-cooled one (MFC) were 
consequentially measured in a thermal cycle of 8 to 40 K (ZFC branch) and 40 to 8 K (FC 
branch). A typical data set in a powder sample of Ru1212Eu with H1/H0/H2 being 
0.5/-0.025/0.614 Oe, respectively, is show in the inset of Fig. 27. It is interesting to note that 
the M1 differs from both the MZFC and the MFC only by a constant offset C above Tc. This 
suggests that M1 + C may serve as a good estimation of the FM background below Tc. The 
SC contributions ( ), therefore, are taken as (MZFC - M1 - C)/(H2 - H0) and (MFC - M1 - 
C)/(H2 - H0) for the ZFC and FC branches, respectively. These two ’s, however, are almost 
the same (inset, Fig. 26). This leads us to believe that the data obtained, in the FC branch for 
example, are actually the equilibrium superconductivity properties under the external field H2 
and the corresponding demagnetizing field 4πΜ1.

Features resembling the lower critical fields can be seen clearly in Fig. 27 around 8 Oe. 
Below 8 Oe, the ∆χ is H-independent within an experimental resolution of a few percent, 
suggesting that the major part of the sample is in a Meissner state. The apparent vortex-entry 
field, however, seems to be temperature-independent up to 22 K ≈ 0.9Tc. The intragrain 
penetration depth λ of the same sample, on the other hand, has been measured and shows a 
more-than-three-fold increase, i.e. from 2 µm at 5 K to 6 µm at 20 K, over a narrower 
temperature range [50]. To explore the issue, the Ru1212Eu powder was classified according 
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to the particle size, and the ∆χ’s of three sets with the average particle sizes of 3.5, 2.1, and 
1.5 µm, respectively, were measured (Fig. 28). Our data demonstrate that the apparent Hc1

changes significantly with the particle size, i.e. from 8 to 50 Oe.  
Such d-dependent-only Hc1 has been previously observed in mesoscopic superconducting 

samples [49]. The vortex entering in Type-II superconductors is essentially the result of a 
free-energy competition between the magnetostatic part and the vortex-associated 
supercurrent part. When the energy cost of creating a vortex is only weakly dependent on the 
sample size d if d >> ξ, the magnetostatic-energy gain varies as (d/λ)2 when d ≤ λ, where ξ is
the coherence length [49]. In the case of Ru1212/Ru1222, the unusually large λ and the 
ceramic samples used, therefore, make the case for resembling the scenario of mesoscopic 
superconductors. A direct result of the observation is that the proposed SVP-to-Meissner state 
transition cannot occur, and the unusual properties previously associated with it have to be 
reconsidered.

The status of the Ru1212/Ru1222 ceramic samples below Tc, therefore, appears to be 
rather exotic even without an external field, and different from both traditional Meissner state 
and the SVP. With the average demagnetizing field ranging from 0–30 Oe, the sample may 
actually be a mixture, with some large grains in the SVP state but the smaller ones in the 
Meissner state. Such a mixture, although independent of the temperature directly, may make 
the apparent magnetic properties somewhat between those predicated for the SVP and those 
of the traditional Meissner state. 

Fig. 27. The dc ∆χ at the FC branch. The horizontal lines represent the ac susceptibility with 
the excitation field of 0.1 Oe. Open symbols: with Hdm = 0; Filled triangles: with Hdm = 10 G 
at 8 K. The statistic uncertainties are smaller than the symbol size when there is no error bar 
attached. Inset: The M1 ( ), MZFC (F) and MFC ( ) with H1/H0/H2 being 0.5/-0.025/0.614 
Oe, respectively.  



361

Fig. 28. The dc ∆χ in the FC branch at 8 K for powders with average particle size d = 3.5 ( ),
2.1 ( ) and 1.5 ( ) µm.

6. CONCLUSIONS 

The synthesis conditions as well as the magnetic and superconducting properties of 
superconducting ferromagnets, Ru1212 and Ru1222, have been extensively investigated. The 
superconducting properties depend very sensitively on the synthesis conditions, especially the 
1050 °C long-time heat treatment. We show that the superconducting transition temperatures 
of RuSr2GdCu2O8 can be changed by varying the synthesis conditions, although the carrier 
density is barely affected. The intragrain superconducting transition and the intergrain phase-
lock temperatures are clearly distinguished in resistivity experiments and in ac-susceptibility 
measurements of sorted powders of different average particle size. 

Several magnetic phase transitions starting as high as 180 K have been observed in 
Ru1222. We show that the major magnetic order in both compounds, Ru1212 and Ru1222, is 
antiferromagnetic in nature with a small ferromagnetic (FM) component detectable at lower 
temperature in Ru1222 but at the AFM temperature in Ru1212. We argue that the latter 
coincidence of the AFM transition and the FM moment in Ru1212 is accidental and that the 
experimentally observed small FM moment is due to the formation of nanometer-sized FM 
clusters. The superconducting state develops in microscopic AFM domains existing within 
the single grain. The observed onset of superconductivity at a critical temperature T1 with an 
extremely small Meissner signal can then be understood as a phase-lock transition between 
superconducting domains of nanometer size. This can also explain the unusually large 
magnetic penetration depth observed in recent experiments. 
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The superconducting state was investigated for sorted powders of RuSr2EuCu2O8 and it is 
concluded that mesoscopic superconductivity, spontaneous vortex phase, and Meissner state 
have to be considered in a ceramic sample with varying grain size to understand the exotic 
properties of superconducting ferromagnets. 
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1. INTRODUCTION 

After the revolutionary discovery of superconductivity in high Tc oxide materials by Bednorz 
and Muller [1] in 1986, discovery of superconductivity in intermetallic quaternary 
borocarbide [2, 3, 4, 5, 6] is a landmark in the field of superconductivity. The discovery 
revived research in superconductivity in intermetallics for a variety of reasons and led to the 
new subject of superconductivity and magnetism in quaternary borocarbides. The field 
quaternary borocarbides originated with the discovery of superconductivity at an elevated 
temperature Tc ~12-15 K in Y-Ni-B-C system at TIFR, Bombay (Mumbai), India 
[2, 3, 4, 5, 6] followed by the findings of superconductivity in Y-Pd-B-C system (Tc ~23 K) 
[7] and in RNi2B2C (R = Y, Lu, Tm, Er, Ho) (Tc ~15.5 K, 16 K, 11 K, 10.5 K, and 8 K, 
respectively) [8, 9]. In this review we present briefly our experiments that led to the discovery 
of superconductivity in Y-Ni-B-C and an outline of subsequent developments indicating 
certain unique aspects of superconductivity and its interplay with magnetism in quaternary 
borocarbides. Several experiments studies which emphasize unusual superconducting 
properties of these materials are presented. We particularly stress upon the two most 
important features of these materials, namely, the energy gap and the flux line lattice. Several 
review articles and publications [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 

*  DAE-BRNS Senior Scientist 
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Fig. 2. Specific heat (C/T vs T2) of the
material with nominal composition
YNi2B3C0.2. The anomaly around 13 K
confirms the occurrence of bulk supercon-
ductivity in the sample (from Ref.. 4). 

Fig. 1. Temperature dependence of resisti-
vity ( ) and magnetic susceptibility ( )
(measured at 6 kOe) of our sample of
YNi4B as a function of temperature. The
anomaly at ~12 K is due to trace
superconductivity (from Ref. 3). 

 26, 27, 28, 29] are suggested for detailed information on a variety of phenomena in 
borocarbides.

2. DISCOVERY OF SUPERCONDUCTIVITY IN Y-Ni-B-C SYSTEM 

The discovery of superconductivity in quaternary borocarbides arose out of our investigations 
of the intermetallic series RNi4B (R = rare earth, Y) [2, 3, 4, 5, 6], [30, 31, 32, 33, 34,35]∗.

The historic results on our argon arc melted sample of essentially single phase YNi4B, 
which initiated this new field of quaternary borocarbides, is shown in Fig. 1. The non zero 
resistance drop around 12K and the drop in dc susceptibility around the same temperature is 
due to occurrence of trace superconductivity (~2%) in this sample, as confirmed by the 
observation of diamagnetism at low magnetic fields below 12K. Heat capacity of the material 
did not rule out bulk superconductivity, as the Sommerfeld coefficient was nearly zero. The 
results were found to be reproducible with Tc ~12 - 15 K [3, 5, 6] though the resistance drop 
was not the same in several independently prepared batches of YNi4B (using starting 
materials from different sources) (elements with nominal purity > 99.9%, except for B which 
was 99.8%). Powder x-ray diffraction pattern and electron microprobe analysis (EPMA and 
EDAX) indicated the sample to be highly homogeneous and did not reveal any significant 
impurity phases [3]. Therefore, initially it was speculated that superconductivity in this 
material might be related to the crystallographic superstructure of YNi4B [3]. Finding of 
superconductivity in YNi4B was a remarkable and surprising result as: (i) till then, only a few 
Ni containing superconductors were known and in all these cases Tc was less than 4.2 K (ii) 
Ni is known to suppress superconductivity even in small concentrations, e.g., 2% Ni 
suppresses Tc of Lu2Fe3Si5 from ~6 K to ~2 K [36], and (iii) Only a few intermetallics are 
known with Tc > 10 K [37], which may be considered high Tc for intermetallics. 

∗ Refs. 30 – 35, give several details that are not given in Refs. 2 – 6. 
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As the drop in resistivity was different in different batches of YNi4B, we pursued the 
possibility of superconductivity arising from a phase of Y-Ni-B system, other than YNi4B. 
Accordingly, we synthesized (by arc melting) materials with various compositions YxNiyBz

(those reported in the phase diagram of Y-Ni-B system as well those not reported) and 
investigated them for superconductivity. In this process three more materials (nominal 
composition, YNi2B3, YNi3B2 and YNi4B3) were found exhibiting superconductivity around 
the same temperature [35]. Superconducting phase in all of them, however, was still only a 
minor fraction of the materials. These results strongly suggested that superconductivity in our 
samples may be due to a phase stabilized by the presence of yet another element in our 
samples of YNi4B. Considering various impurities carbon was considered a possibility. In 
order to test this conjecture, a sample of YNi4B was re-melted with deliberate addition of 0.2 
atom fraction of carbon. The new material, YNi4BC0.2 showed dramatic result of the 
superconducting fraction being similar to a bulk superconductor [4], and unlike YNi4B, it 
exhibited zero resistance around 12 K, diamagnetic response of the bulk material increased by 
about 20 times compared to that of YNi4B and powdered YNi4BC0.2 also exhibited 
diamagnetism [4]. 

A comparison of x-ray diffraction patterns of YNi4B and YNi4BC0.2 showed that addition 
of carbon did not alter the XRD pattern except for the suppression of the line due to 
superstructure and the presence of a minor line around 2θ = 40 (intensity < 10% of 100% 
line). Careful EDAX analysis of the material showed that there were no regions that were free 
of Ni [4]. These investigations, therefore, ruled out the possibility that the observed 
superconductivity was due to Y2C3 (a high pressure, high temperature phase with the Pu2C3

structure) with Tc ~11 K [38]. Meissner signal (diamagnetic susceptibility under field cooled 
(FC) condition) at 5 K and small but distinct anomaly in heat capacity across Tc and small 
Sommerfeld coefficient were consistent with the possibility of bulk superconductivity in this 
material [4]. 

We also reinvestigated the other compositions YNi2B3, YNi3B2 and YNi4B3 which had 
shown weak superconductivity, by re-melting each of them with 0.2 atomic fraction of 
carbon. In all of them we found enhanced superconducting properties, but all of them were 
multiphase. Of these, multiphase sample YNi2B3C0.2 with Tc ~13 K showed a large Meissner 
fraction and had the maximum specific heat anomaly across Tc (Fig. 2) [4]. This confirmed 
that YNi2B3C0.2 definitely had a bulk superconducting phase [4, 5, 6]. From our EDAX 
analysis (our instrument was not sensitive to B and C) we argued that the major phase 
responsible for the bulk superconductivity in our multiphase YNi2B3C0.2 sample [4] contains 
Y and Ni in the ratio Y:Ni = 1:2. By preparing and studying samples with various 
combinations of the elements we showed that all the four elements are required for the 
formation of this new superconducting phase. All these results together established that the 
system Y-Ni-B-C has a bulk superconducting phase containing all the four elements [4, 5, 6]. 
Thus, the first quaternary intermetallic superconducting material was discovered, giving a 
new direction to research in intermetallic superconductors.

While our further efforts to synthesize the single phase material were in progress, Cava et 
al., reported superconductivity in multiphase YPd5B3C0.35 with Tc~23 K [7] and in single 
phase materials of the composition RNi2B2C, R = Y, Lu, Tm, Er, Ho (Tc  ~15.5 K, 16.5 K, 
11 K, 10.5 K, 8 K, respectively) [8]. Siegrist et al., [9] showed that the structure of LuNi2B2C
is a filled variant of the well known ThCr2Si2 tetragonal structure with C atoms located in the 
Lu (R)-planes (Fig. 3).  
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Fig. 3. Unit cell of the tetragonal
(space group I4/mmm) struc-ture of
RENi2B2C (RE = Y, rare earth)-
mate-rials (based on Fig. from Ref.
9). The oblong representation of C
atoms indicates the highly
anisotropic thermal vibrations of
C [43]. 

These developments generated excitement [39] for the 
following reasons. The observed Tc in quaternary 
borocarbides is high (> 10K) for intermetallics. Tc

~23 K in the Pd- system was the highest then known 
for bulk intermetallics. Such a high Tc has been 
observed two decades after the observation of Tc ~23 
K in thin films of Nb3Ge [40]. It is to be noted that 
bulk samples of Nb3Ge are multiphase and non 
superconducting. The highest then known Tc in a bulk 
material was 21 K in Nb3Ga [37]. Since then, MgB2

has been shown to superconduct at 39 K [41]. Apart 
from high Tc's, quaternary borocarbides have acquired 
importance also because of the exotic phenomenon of 
coexistence of superconductivity and magnetism, 
observed in TmNi2B2C [42], ErNi2B2C [42,43], 
HoNi2B2C [42] and DyNi2B2C [44,45,46,47] (Tc

~11 K, 10.5 K, 8 K & 6 K, and TN ~1.5 K, 6 K, 8 K & 
11 K, respectively). These quaternary magnetic 
superconductors appeared about two decades after the 
ternary magnetic superconductors RRh4B4 and 
RMo6S(Se)8 [48]. The quaternary borocarbide 
magnetic superconductors have high coexistence 
temperatures, known thus far, providing scope for 
detailed experiments. They exhibit certain unique 
features not observed before. Thus, discovery of 
superconductivity in the system Y-Ni-B-C is a 

landmark in superconductivity. It triggered intense activity in the general area of 
superconductivity and magnetism in intermetallics and brought out many new facets 
associated with it.

3. STRUCTURE AND MATERIALS OF QUATERNARY BOROCARBIDE FAMILY 

Majority of the members are of the type RM2B2C (R = rare earth, Y, Sc, Th, U; M = d metal) 
(not all combinations of R and M form) with LuNi2B2C-type tetragonal structure (space group 
I4/mmm) (Fig. 3). The structure is highly anisotropic with the ratio of the two lattice 
parameters of the tetragonal unit cell, c/a, being ~3. The structure is derived from the well 
known ThCr2Si2 structure with C atoms in the rare earth planes. The structure is most stable 
for Ni and the entire rare earth series form and these materials are the most investigated. 
These materials have been prepared in polycrystalline form (arc melting), single crystal form 
(by flux method [49], and floating zone method [50, 51]) and in thin film form [52, 53, 54]. It 
is the availability of large single crystals, having large electron mean free path (compared to 
the coherence length of superconductivity) which could be regarded as clean limit 
superconductor, of RNi2B2C (R = Y, rare earth) which has enabled detailed investigation of 
the physical properties of these interesting materials. 
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The structure type is intermediate between the two well known superconducting families, 
the HTSC materials and the ternary borides RRh4B4 series. The HTSC materials are 
tetragonal and layered [55] with the rare earth layer almost isolated with respect to the 
superconducting CuO plane. The RRh4B4 structure has clusters of Rh4B4 and the clusters were 
thought to be important for superconductivity in intermetallics [48]. Quaternary borocarbide 
structure is layered - can be viewed as layers of RC, and Ni2B2 [9], but normal state electronic 
properties are nearly three dimensional as indicated by band structure calculations [56] and 
almost isotropic normal state resistivity [57].

The variation of a lattice parameter in RNi2B2C (R = rare earth) series exhibits the classic 
lanthanide contraction with decreasing free R ion radius, but the c parameter increases [58]. 
This shows that the R-R bond dominates the structure, squeezing and distorting the NiB4

tetrahedron in the structure as the size of R decreases. Ni-Ni distance (2.45 Å) is shorter than 
that in Ni-metal (2.5 Å) and implies a strong metallic system.  

Since many members of RNi2B2C rare earth series (R = Dy, Ho, Er, Tm, Lu) are 
superconductors, and La being a non magnetic rare earth, one might expect LaNi2B2C to be a 
superconductor, but no superconductivity is observed down to 0.3 K [59]. This absence of 
superconductivity in this material as well as in lighter rare earths is attributed to larger ionic 
size resulting in a distortion of NiB4 tetrahedron (because of rigidity of Ni-B bonds) from the 
optimum configuration that is conducive for superconductivity. This structural distortion 
changes electronic density of states (DOS) at EF which is an important parameter for 
superconductivity. Band structure calculations show that both Tc and DOS scale the same way 
as B-Ni-B angle (a measure of distortion of the NiB4 tetrahedron) [60]. In this sense, the 
suppression of superconductivity appears to be structurally driven. The material with perfect 
NiB4 tetrahedron should have highest Tc. The NiB4 tetrahedron is closest to the perfect in 
LuNi2B2C having highest Tc in the series and far away from being perfect in non 
superconducting LaNi2B2C. The requirement of near ideal NiB4 tetrahedron for 
superconductivity has also been seen in investigations of effect of doping on 
superconductivity in YNi2B2C. As the doping concentration (or element) is changed, a linear 
relation has been obtained between Tc and unit cell volume [61]). Such a structure-Tc

relationship of this type is unusual for intermetallic superconductors [60]. However, it may be 
noted that the high Tc (~Tc,onset ~16 K) of metastable superconductor ScNi2B2C does not 
follow the above structural correlation [60].

No change in structure was observed in RNi2B2C down to 5 K [58]. a parameter of the 
unit cell changes with temperature considerably, mimicking the R-C and Ni-Ni bond. 
However, the c parameter does not change much as a function of temperature implying the 
non stretchable nature of B-B bond [62, 61]. In YNi2B2C, there is no change in structure 
under pressure up to 6 GPa at room temperature [63] 

The quaternary borocarbide system Y-Pd-B-C deserves special mention as it has a phase 
with Tc ~23 K [7], which equaled the highest Tc known for intermetallics prior to the 
discovery of superconductivity in MgB2 (Tc ~39 K) in 2001 [41]. But, it has not been possible 
to prepare single phase material of the superconducting phase. Strong signal of 
superconductivity is obtained in a multiphase material of nominal composition YPd5B3C0.35.
The superconducting phase is found to form only as a metastable high temperature phase 
which is obtained by quenching the melt. On annealing, superconductivity vanishes.  

In the absence of single phase sample, it has been difficult to identify the composition of 
superconducting phase of Y-Pd-B-C system. Indirectly, it has been inferred that the phase is 
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YPd2B2C with LuNi2B2C tetragonal structure, may be with variations in site occupancy of B 
and C [64, 65, 66, 67, 68]. One systematic study of heat treatment of YPd5B3C0.35 and 
correlation of intensities of x-ray diffraction peaks of 1221 phase with strength of diamagnetic 
signal seems to suggest that superconducting phase is cubic [69]. However, a recent work on 
micro-grain single phase specimen [70] seems to confirm the phase to be 1221-type tetragonal 
structure. Interestingly, investigations  on  the  phase diagram of the pseudo quaternary Y(Ni1-

xPdx)2B2C [71] have shown that stable and superconducting tetragonal phase can be obtained 
on substitution of Ni by Pd up to x = 0.38. In contrast to metastable YPd2B2C phase, in the 
partial substituted system, the phase is stable even after annealing up to 1300oC. But with 
increasing Pd content, Tc decreases from 15.5 K for x = 0 to 10.4 K for x = 0.4 [71]. 

The quaternary borocarbides form in homologous series (RC)m(Ni2B2)n [9] with the 
structure having more sheets of R-C layers between Ni2B2 layers. For m = 2, n = 1 only the 
heavier members (smaller ionic radius) of the rare earth series RNiBC form [9, 72, 73]. In this 
series, LuNiBC and YNiBC are superconductors with Tc ~2.9 K [74] and ~0.8 K [75], 
respectively. On partial replacement of Ni by Cu, the Tc in YNi1-xCuxBC increases to as high 
as ~9 K  (for x = 0.4) [75, 76, 77] and Tc in LuNi1-xCuxBC increases to 6.6 K [78].These are 
the only known cases in quaternary borocarbides where Tc is increased on partial substitution 
of an element. In the case of YNi2B2C, doping with Cu decreases the Tc. In YNi1-xCuxBC, the 
Tc of 9 K has been found to be very sensitive to B concentration. For B stoichiometry ≤ 0.95, 
Tc does not exceed 6 K [75].  

One compound is known for m = 3 and n = 1, but it is a nitride La3Ni2B2N3 [79] and is 
only the third material outside 1221-type, which is a superconductor (Tc ~12 K). When 
prepared in pure form, this compound is stable [80]. Neutron diffraction measurements of this 
compound indicate that N-sites are not fully occupied [81]. 

For m = 4, n = 1, two compounds have been reported, viz., Lu4Ni2B2C4 (i.e., Lu2NiBC2)
[82] and Y4Ni2B2C4 (i.e., Y2NiBC2) [83]. However, later detailed investigations have shown 
that, in Y4Ni2B2C4, between two pairs of RC layers there is a B layer, giving Lu4Ni2B3C4 [84], 
as the correct chemical composition and suggesting that a four layer RC as a unit, is perhaps 
unstable as such and needs a B layer for stability. However, recently it has been found [85] 
that the structure has a slight monoclinic distortion - Lu4Ni2B3C4 has the lattice parameters: a
~5 Å, b~5 Å, c~27.4 Å, β ~93. It has also been reported [85] that this structure is very likely a 
stable one, and a large number of borocarbide compounds can be formed with many rare earth 
and d metal combinations. This seems to be the only structure in quaternary borocarbides 
which has a Fe member.  

One member of the series m = 3 and n = 2, Y3Ni4B4C3 has been reported to form and is 
claimed to be a superconductor with Tc ~12 K [86]. Our studies confirm the formation of the 
phase but not in phase pure form. We believe that the reported superconductivity originates 
from the presence of 1221 phase in their sample. Recently, structures with m = 5, n = 6 
(Y5Ni6B6C5) or with m = 5, n = 8 (Y5Ni8B8C5) have been reported to exist locally as 
metastable phases in as cast / annealed samples of YNi2-xB2-xC [87]. From the observation of 
stacking faults, possible occurrence of structures with m = 2, n = 3 (Y2Ni3B3C2) and m = 4, 
n = 7 (Y4Ni7B7C4) have also been claimed [87]. 

About 60 materials of the quaternary borocarbide family are known of which about 20 are 
superconductors, many of them having Tc > 5 K. A list of the materials can be found in 
Ref. 22.
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Before we end this section, we point out that quaternary borocarbides may have 
boron/carbon vacancies depending on the preparation conditions and superconductivity seem 
to be somewhat sensitive to these vacancies. Positron annihilation studies [88] in YNi2B2C
have indicated the presence of carbon vacancies and 11B NMR experiments [89] have shown 
two sets of signal below Tc, one shifting with temperature and the other remaining same as 
that above Tc. The unshifted signal is perhaps due to those regions which are non 
superconducting. Sensitivity of superconductivity to boron / carbon stoichiometry / vacancy is 
severe in the case of the magnetic superconductor members HoNi2B2C and DyNi2B2C (see 
below).

4. NON MAGNETIC SUPERCONDUCTORS YNi2B2C AND LuNi2B2C

YNi2B2C (Tc~15.5 K) [43, 90] and LuNi2B2C (Tc~16.5 K) [91] are type-II super-conductors 
with upper critical field Hc2(0) ~10 T. The basic superconducting parameters of these 
materials are intermediate to those of superconducting elements of type-I and HTSC oxides, 
e.g., at T→0 the penetration depth (0)~1000 Å, coherence length (0)~100 Å, and energy 
gap ∆(0)~2.2 meV [27]. Initial studies suggested that these are conventional BCS type 
superconductors. The ratio ∆C / Tc (∆C is the jump in heat capacity at Tc, and  is the 
coefficient of electronic specific heat) obtained from heat capacity measurements, is 1.8, as 
against 1.43 expected from BCS theory. Inelastic neutron scattering and tunneling 
experiments in LuNi2B2C show that superconducting energy gap is of the order of 2.5-4.5 
meV which gives ∆/kBTc in the range 2-3.5 as against the value of 1.76 from BCS theory. 
These indicate intermediate to strong coupling in these superconductors. Isotope effect on Tc

with 10B or 11B isotopes has been observed in YNi2B2C and LuNi2B2C [92, 93] supporting 
electron-phonon interaction as the mechanism of pairing. The total isotope exponent  of the 
BCS relation for isotope effect on Tc = M-  ideally should be 0.5. The value of  estimated 
theoretically (using estimates of coulomb coupling constant and Debye temperature) for 
YNi2B2C and LuNi2B2C are 0.38 and 0.41, respectively. Experimentally the partial isotope 
exponent for boron isotopes 10 and 11 were found to be 0.21 and 0.11 respectively [93] which 
is smaller than the theoretical estimate. It is therefore, expected that a reasonably large partial 
isotope effect would come from other elements in these compounds [93]. It is pertinent to 
note that a large anisotropic thermal amplitude of carbon atom has been observed in R-C 
plane of YNi2B2C [43, 94]. A rare and remarkable direct evidence of electron phonon 
interaction comes from the inelastic neutron scattering experiments on single crystals of 
YNi2B2C [95] and LuNi2B2C [96] where a dramatic change has been observed in the phonon 
spectra on the onset of superconductivity. A narrow phonon peak (Q = 0.525, 0,8; E = 4.75 
meV) is observed below Tc. It is also found that the intensity of this peak depends on the 
strength of an external field in manner similar to the temperature dependence of Hc2

confirming that this peak is associated with superconductivity [95]. While Kawano et al., [95] 
have interpreted the peak as due a new excitation, others [96, 97]  have interpreted it as due to 
narrowing of the phonon width as a result of increased phonon life time due to opening up of 
the superconducting gap. An important and interesting aspect is that the Q vector direction 
matches with that of the incommensurate vectors of magnetic ordering in RNi2B2C
family [58]. This suggests intimate relationship of superconductivity and magnetism, 
magnetic order also being controlled by conduction electrons (see below). 



400

Fig. 4. dHvA oscillations in the m-H plot in LuNi2B2C
for applied field (H) c-axis of the crystal at 2.17 K
with. The data also shows the peak effect (based on
figure from Ref. 99). 

In quaternary borocarbides, 
the dHvA oscillations have been 
seen down to unusually low 
magnetic fields (~2 T) [98]. The 
oscillations in normal state have 
been seen at relatively high 
temperatures (~10 K) [99]. Fig. 4 
shows the dHvA oscillations 
observed in a single crystal of 
LuNi2B2C [99]. The observed 
frequencies are consistent with 
band calculations. However, the 
large oscillations of F  branch 
observed both in YNi2B2C and 
LuNi2B2C are not found in the 
band structure calculations and is 
surmised that the branch may be 
due to electronic correlation 
effects [100]. Apart from 2H-

NbSe2, perhaps borocarbide is the only other ideal material with availability of crystals in the 
clean limit and having optimum superconducting parameters for detailed investigations of 
vortex lattice dynamics through peak effect [101]. Along with the dHvA oscillations, Fig. 4 
also shows the peak effect in LuNi2B2C at 2 K [99]. 

Band structure calculations show that at the fermi energy, major part of the contribution 
comes from Ni 3d electron states and the remaining contribution come from s and p electron 
states of C and B and d electronic states of Y or Lu [102,103,104,105,106,107]. The Ni-3d
band is very narrow, but B-C s-p electronic states give a broad manifold band and Lu-5d/Y-4d
band is a minority contribution. The narrow Ni-3d band produces relatively high DOS at EF

and is mainly responsible for superconductivity. Broad s-p manifold band also seems to have 
a role in superconductivity in these compounds and this is related to NiB4 tetrahedral 
geometry [103]. This also explains the absence of superconductivity in LaNi2B2C where the 
DOS at EF is only half of that in superconducting LuNi2B2C. Relationship of 
superconductivity and distortion of NiB4 tetrahedron has been discussed in the earlier section. 
The width of d-band observed in photoemission experiment of YNi2B2C [108] is narrower 
than that indicated by band structure calculations. The coefficient of electronic specific heat 
in LuNi2B2C is ~18 mJ/mol K2 which is about 1.6 times larger than that obtained from band 
structure calculation and suggests a stronger electron-phonon coupling [18]. Most band 
structure calculations show that rare earth ions are not fully ionized. However, isomer shift of 
161Dy Mössbauer resonance of superconducting DyNi2B2C is similar to that of a non metallic 
system [109] which would imply fully ionized Dy and R-C layer is insulating, thereby 
suggesting that superconductivity arises from Ni2B2 layers. 
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5. MAGNETIC SUPERCONDUCTORS - RNi2B2C (R = Tm, Er, Ho, Dy) 
AND NdPt2B2C

Occurrence of superconductivity and its coexistence with local magnetism in TmNi2B2C,
ErNi2B2C, HoNi2B2C, and DyNi2B2C, has been one of the most exciting aspects of quaternary 
borocarbides. Magnetism and superconductivity are normally, mutually exclusive phenomena. 
It is well known that dilute paramagnetic impurities would break the paired electrons 
(magnetic pair breaking) and suppresses superconductivity [110, 111]. 0.01 atomic fraction of 
Gd in La suppresses Tc of La from ~6 K to ~1 K [110]. The surprising fact about the magnetic 
superconductors of quaternary borocarbides is that superconductivity survives in the presence 
of large amount of rare earth magnetic ions. One could argue that in the magnetically ordered 
state, there is no net magnetic moment within coherence length. However, it is to be noted 
that both in ErNi2B2C and TmNi2B2C there is large temperature region (~6 K to ~11 K and 
~1.5 K to ~11 K, respectively) where superconductivity is sustained in presence strong 
paramagnetism. Heat capacity and neutron scattering studies have established bulk 
superconductivity and long range magnetic order in these magnetic superconductors 
[43, 46, 58, 112]. Superconductivity has been shown to coexist with long range 
antiferromagnetic order, in materials like RRh4B4, (R = Pr, Nd, Sm, Tm) [48]. In these cases, 
the magnetic ordering temperature (TN) is rather low (< 2 K) implying that the magnetic order 
arises essentially due to dipolar interactions between the rare earth magnetic moments and the 
conduction electrons do not take part in the magnetic order. The same is true in the case of 
HTSC materials. In fact, the magnetic ordering temperature is ~2 K, both in GdBa2Cu3O7

which is conductor and in GdBa2Cu3O6 which is an insulator, clearly showing that conduction 
electrons have no role in the magnetic order in HTSC [113]. The major remarkable property 
of the magnetic superconductors of quaternary borocarbide materials is that the materials 
show coexistence of superconductivity and magnetism with high magnetic ordering 
temperatures (TN > 5 K). The high TN implies that the magnetic order is mediated by the 
conduction electrons (through the well known Ruderman-Kittel-Kasuya-Yoshida (RKKY) 
interaction [114] in magnetism of metallic systems) which in turn implies intimate interaction 
of superconductivity and magnetism. This is a surprising and exciting situation for the 
otherwise mutually exclusive phenomena. Further, the coexistence occurs in this system in all 
the three possible kinds of competition between superconductivity and magnetism, viz.,
Tc (11 K) > TN (1.5 K) in TmNi2B2C [42]; Tc (11 K) > TN (6 K) in ErNi2B2C [42,43] i.e., in 
these two materials as one cools the material, superconductivity occurs first then the magnetic 
order; Tc (8 K) ~ TN (8 K) in HoNi2B2C [42]; Tc (6 K) < TN (11 K) in DyNi2B2C [44, 45, 46, 
47] i.e., superconductivity occurs in an already magnetically ordered lattice. With the above 
properties and with both Tc and TN occurring at accessible temperatures (> 5 K), and as well 
as the availability of large and clean single crystals make these systems ideal and model 
systems for detailed investigations of interaction of superconductivity and local 
magnetism [115]. A large body of work now exists on these magnetic superconductors. A few 
highlights are mentioned here. More detailed accounts may be found in the reviews cited in 
the Introduction section, in particular in Refs. [17, 20, 24]. 

The double reentrant behavior of HoNi2B2C in zero external magnetic field (normal T > 
~8.5 K, superconducting ~8.5 K > T > ~5.5 K, tendency to go normal ~5.5 K > T > ~4.5 K 
and finally regains superconductivity below ~4.5 K) which has not been seen earlier in any 
other system [17, 42 116]. Neutron diffraction studies of HoNi2B2C show that in the region 5-
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8 K, immediately below the magnetic ordering temperature Tm, magnetic structure is quite 
complex and below 5 K, it settles down to a commensurate antiferromagnetic 
structure [58, 117, 118]. In the theoretical calculations based on normal state electronic 
structure, electronic susceptibility has been shown to have a maximum at (q) = (0.6, 0, 0) 
[119]. In several of these magnetic borocarbides, the magnetic structure corresponds to this 
(q) wave vector which confirms that magnetic order is mediated by conduction electrons. In 

the reentrance region, the magnetic structure has an a-axis modulated component which is 
believed to be responsible for the re-entrance [118]. A theoretical model that into account 
certain band structure details has been proposed to understand the the reentrance feature and 
anisotropy of Hc2 in HoNi2B2C [120]. According to this model, it is the helical component of 
the magnetic structure (the structure has an incommensurate c-axis spiral component in the 
reentrance temperature region [118]) which is responsible for the reentrance behaviour in the 
temperature region ~6-4 K. Apart from these aspects, we also point out that in quaternary 
borocarbides, stoichiometry of B and C affects superconducting properties. In HoNi2B2C, the 
competition of superconductivity and magnetism is so delicate that the stoichiometry severely 
affects the superconductivity and the reentrance [121].  

In DyNi2B2C superconductivity sets in below TN (TN ~ 11 K, Tc ~ 6 K) [44, 45, 46, 47]. 
The other two materials where such a phenomenon has been observed are Er2Fe3Si5 (Tc

~0.9 K, TN ~2.5 K) [122] and Tb2Mo3Si4 (Tc~2K, TN~19 K) [123]. However, TN and Tc in 
DyNi2B2C are high enough to allow detailed studies of this unique situation. An important 
implication of Tc < TN is that Tc might get suppressed even by non magnetic impurities which 
had been theoretically anticipated [17, 124]. Substitution of 0.1 atomic fraction of Dy by Lu 
[125] or Y [126] depresses of Tc of DyNi2B2C by ~3 K which is as strong as Tc suppression of 
4 K due to magnetic pair breaking by 0.1 atomic fraction of Gd in YNi2B2C [127, 116]. This 
effect may be viewed as pair breaking due to creation of magnetic holes. Such an effect has 
been observed for the first time. Thus, superconductivity in materials with Tc < TN will be 
very sensitive to impurities and identifying such materials require extreme care. 
Superconductivity in DyNi2B2C is very sensitive to conditions of preparation [47] and due to 
the reason mentioned above, superconductivity was not identified in DyNi2B2C in the early 
investigations. 

Recently coexistence of superconductivity and magnetism has been established in 
NdPt2B2C system [128, 129]. Pt-based quaternary borocarbides RPt2B2C form only for lighter 
rare earth members (R = La, Ce, Pr, Nd, Y) [130]. Even in these cases, the phase purity is not 
very good. It has been shown that the phase purity can be improved if Pt is partially replaced 
by Au, such as LaPt1.5Au0.6B2C [131] or with a nominal composition such as 
LaPt2.1B2.4C1.2 [132]. In these Pt-borocarbides, superconductivity had been reported for La-, 
and Pr- compounds, but not for the Nd-compound. Earlier reports on magnetic order were 
conflicting for the Nd-compound [130, 131, 132]. Recent investigations showed 
superconductivity with Tc,onset~3 K and magnetic order ~1.7 K in samples of both 
NdPt1.5Au0.6B2C and NdPt2.1B2.4C1.2 [128, 129]. Superconductivity survives even below the 
magnetic ordering temperature [129]. Earlier studies [131, 132] suggested that Au helps in 
reducing the annealing temperature and that it does not enter the lattice. In the recent findings 
it has been found that superconductivity is more robust in Au containing samples than Au free 
non-stoichiometric single phase samples which suggests that very likely Au enters the lattice 
and plays a role in the superconductivity of the material [129].  
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Fig. 5. Heat capacity (C) of (a) YbNi2B2C and (c)
LaNi2B2C plotted in the form of C/T vs T2. (b) is the
heat capacity of YbNi2B2C after subtracting the non
magnetic contri-bution using the data of LaNi2B2C
(from Ref. 133) 

6. THE HEAVY FERMION BOROCARBIDE - YbNi2B2C

The members R = Pr, Nd, Sm, Gd, Tb of the RNi2B2C series are magnetically ordered below 
~4 K, 5 K, 10 K, 19 K, 15 K, respectively [46] and have a variety of magnetic structures [58]. 
This article being on superconductors, we do not discuss these magnetic members. Detailed 
discussion may be found in the review articles mentioned in the Introduction. However, we 
briefly discuss YbNi2B2C which though non-superconducting, is a very important member of 
the quaternary borocarbide family. Considering that the two neighbouring members of 
YbNi2B2C in the rare earth series are superconducting – LuNi2B2C (Tc~16.5 K) and 
TmNi2B2C (Tc~11 K), from the deGennes scaling systematics of Tc of magnetic 
superconductors of RNi2B2C [42] with respect to rare earth, one would expect YbNi2B2C to 
exhibit superconductivity around 12 K. However, surprisingly, YbNi2B2C does not exhibit 
superconductivity down to 2 K [133, 134]. In contrast, it is to be noted that among the 
members of RMo6S8 series, YbMo6S8 has the highest Tc (~9 K) [48].  

The resistivity of YbNi2B2C
is nearly temperature independ-
ent in the high temperature in-
terval (50 K-300 K) [133, 134] 
and a relatively sharp fall around 
50 K. The valence state of Yb is 
3+ as inferred from high tem-
perature susceptibility. The coef-
ficient  of electronic specific 
heat extrapolated from heat ca-
pacity in the temperature interval 
12-25 K of the polycrystalline 
material is ~200 mJ/mol.K2

(Fig. 5) [133] (as against a few 
mJ/mol.K2 encountered in nor-
mal metallic systems). The value 
of  may be temperature depend-
ent (as there is an upturn in C/T 
(Fig. 5)) and extrapolation of the 
data below 2 K gives even a lar-
ger value of  (~580 mJ/mol.K2).
Measurements on single crystal 
of the material yielded similar 

results [134]. These results show that YbNi2B2C is a heavy fermion system and that 4f-
electrons of Yb in YbNi2B2C are hybridized with conduction electrons resulting in a dense 
Kondo system. Temperature independent x-ray LIII edge line shape and position signifying 
single 3+ valence state of Yb [133], confirms that YbNi2B2C is not a charge fluctuation 
system but a spin fluctuation system. 170Yb Mössbauer measurements show no magnetic 
ordering of Yb ions down to 70 mK [135] indicating that spin fluctuations persist down to 
70 mK. 

Since there is no structural anomaly, the absence of superconductivity in YbNi2B2C has to 
be attributed to the moderate heavy fermion nature of the material. From the value of , the 
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Kondo temperature (TK) is estimated to be ~11 K [134] (TK is estimated to be ~25 K from 
inelastic neutron scattering results – see below) which is comparable to the superconducting 
energy scale for the system. In the competition of Kondo interactions and superconductivity, 
the later is suppressed. In fact, the effect of hybridization is so strong that even substitution of 
0.1 atomic fraction of Y by Yb in YNi2B2C (Tc~15.5 K), depresses Tc by ~12 K [127]. This is 
the largest suppression of Tc observed for Yb substitution in an intermetallics superconductor. 
This can be contrasted against the depression of 4 K by substitution of 0.1 atomic fraction of 
Y by Gd in YNi2B2C [127, 116] (substitution by Gd ion is expected to give the maximum 
depression of Tc in a rare earth series of substitution). It is relevant to note that substitution of 
0.1 atomic fraction of Y by Ce (the parent non superconducting CeNi2B2C is also a 4f-
electron hybridized system with Ce ions in valence fluctuation state with average valence 
close to non magnetic 4+ valence state) in YNi2B2C does not have as drastic effect on 
depression of Tc as Yb – the depression is ~5 K [136] which is slightly larger than that caused 
by the substitution of 0.1 atomic fraction of Y by Nd and is in the range of depression by 
lighter rare earth substitution [116]. 4f-electron hybridization is present in the case of Ce 
substitution also, as the depression in the absence of hybridization should have been less than 
that by equivalent Nd substitution. Thus, it is clear that suppression of superconductivity in 
YbNi2B2C is due to Kondo interaction and evolution of heavy fermion state.  

X-ray absorption studies on Ni edge in RNi2B2C show that Ni-d band in YbNi2B2C is less 
filled than that in other members of the series [137]. It appears that Kondo interaction may be 
causing a reduction in electron density of states at EF. Recent inelastic neutron scattering 
(INS) results [138] are also consistent with the Kondo lattice / heavy fermion nature of 
YbNi2B2C. A quasi-elastic peak with a width (FWHM) Γ = 2.1 meV was observed which 
correspond to a Kondo temperature of 25 K (kBTK = Γ). An interesting observation from INS 
is a significant increase (by a factor of two) of the crystal electric field (CEF) potential 
compared to other members of RNi2B2C series of compounds [139, 140]. This increase has to 
be due to hybridization of 4f-electrons with neighbouring atomic orbitals as there is no lattice 
distortion. The low temperature properties of YbNi2B2C have strong similarity with those of 
YbRh2Si2 which is located on the magnetic side (TN = 70 mK) of the quantum critical point 
(QCP) [141]. Absence of magnetic order in YbNi2B2C suggests that this material may be 
situated on the non magnetic side of QCP. It may be possible to tune this system to QCP by 
application of pressure. 

7. ANISOTROPY IN SUPERCONDUCTING PROPERTIES 

Even though the structure of quaternary borocarbides has high anisotropy (c/a ~3), the normal 
state electronic properties are almost isotropic [57] and initial studies indicated that YNi2B2C
and LuNi2B2C are conventional and isotropic superconductors. However, later detailed 
investigations on single crystals (in the clean limit l/  ~ 3, where  is the superconducting 
coherence length and l is the electron transport mean free path) of these materials, revealed 
unusual behaviours, such as, anisotropy of Hc2 in the basal a-b plane of the tetragonal 
structure [142, 143], square vortex lattice and its structural phase transformation [144, 145, 
146, 147, 148, 149, 150], which could be due to anisotropy in Fermi surface and / or 
anisotropy in gap function of superconductivity. Another unusual feature observed was H0.5

(instead of linear H) dependence of linear coefficient of electronic specific heat in the 



405

superconducting state of LuNi2B2C [18]. More recently, anisotropic behaviour has been 
observed in these materials in heat capacity [151] and thermal conductivity [152, 153] 
ultrasonic attenuation [154], directional point contact spectroscopy [155], etc. Anisotropy 
effects could arise from Fermi surface anisotropy or anisotropy of the superconducting gap 
function. Results from heat capacity and thermal conductivity have provided strong evidence 
for strongly anisotropic s-wave superconducting gap function in this system. The anisotropy 
reflects non local effects [156, 157, 158] which become observable when l is larger than ξ.
Quaternary borocarbides, having  ~ 100 , {   (=  / ) ~ 15, where  is the Ginzburg-
Landau parameter and  is the penetration depth}, with availability of large and good crystals 
in the clean limit with l ~ 300 , are ideal systems to study the effect of non locality and 
hence the effects of anisotropy. Symmetry of the gap function or the order parameter is an 
important and a key feature to understand the mechanism of superconductivity in a material. 
For example, if there are nodes in the gap function, it is believed that the pairing interaction 
would be unconventional and of electronic origin instead of conventional phonon mediated 
interaction. Some of the experimental results and discussions involving anisotropic effects are 
presented below. 

7.1 FLUX LATTICE AND ITS STRUCTURAL PHASE TRANSFORMATIONS 

The investigations of flux line lattice (FLL) or vortex lattice (VL) in superconducting 
quaternary borocarbides, both non magnetic and magnetic, have produced many surprising 
results, such as, the occurrence of square vortex lattice as against the usually expected 
hexagonal flux line lattice [144, 145, 146, 147], field and temperature dependent vortex lattice 
orientation and symmetry [149, 159, 160, 161, 162, 163], interaction between microscopic 
magnetic order and superconductivity [144, 147, 148]. Most of the investigations have been 
carried out through small angle neutron scattering (SANS) and a few using scanning 
tunneling microscopy (STM) [146, 150]. The favourable combination of  and l and the 
moderate value of Hc2 (compared to Hc2 in HTSC materials) has enabled investigation of non 
local effects in VL over the complete H-T plane. The observed effects have been interpreted 
in terms of the anisotropy of the Fermi surface arising from the crystal structure [160], and the 
effects arising from the anisotropy of the unconventional superconducting gap 
function [164, 165].  

In the VL observations in single crystals of superconducting borocarbides 
[144, 145, 146, 147, 148, 149, 150], with applied field H c-axis of the crystal, the 
conventional hexagonal VL is observed only at low fields (typically < ~50 mT). At higher 
fields, a square VL is observed. Though square VL has been seen earlier in materials like 
Nb [166, 167] and PbBi [168], they were observed only with respect to certain 
crystallographic orientations, whereas in the case of quaternary borocarbides, the appearance 
of square lattice is field and temperature dependent. The orientation of the VL with respect to 
crystal lattice is not arbitrary, but locks to a certain direction of the crystal. – for the 
hexagonal VL, the diagonal of the rhombus unit cell is parallel to a- or b-axes of the crystal 
lattice and for the square VL lattice, the diagonal of the square unit cell is parallel to a-axis. 
This relation of the orientation of VL to the crystal structure is a reflection of the anisotropy 
of the Fermi surface and the anisotropy of the gap-function.  
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Fig. 6. A representation of how a hexagonal lattice, solid lines and symbols, would distort,
at constant unit cell area, to match a square lattice, dotted lines and symbols, aligned along
a [110] direction, depending on the initial alignment of the hexagonal lattice. (a)
Orientation of rhombic unit cell diagonal along [¯ 110]; (b) rhombic unit cell diagonal along
[010]. Note that in (a) a decrease in makes [110] the nearest neighbour direction, while in
(b) distortion towards a square lattice corresponds to an increase in , as observed and
predicted by Kogan et al. [159]. It is also clear from this diagram that it is possible to
smoothly distort (b) to form a square lattice; hence a second order transition is possible at
H2, while it is not possible to simply shift the orientation from (a) to (b) suggesting a first
order transition at H1 (From Ref. 161). 

To explain the observed VL structure, Kogan et al., [160, 169, 170] formulated an 
extension of the London model by incorporating higher order terms (arising from the 
anisotropy of the Fermi surface) in the free energy density of the VL. These terms explicitly 
take care of effects associated with nonlocality between the fields and currents. This corrected 
model accounts well for the unusual features of the VL-phase observed in borocarbide 
superconductors. The Fermi surface anisotropy was taken into account in terms of Fermi 
velocity averages in different directions obtained from band structure calculations. As the VL 
structure goes from hexagonal to square, the angle between two sides of VL rhombic unit cell, 
the apex angle, , changes from 60° to 90°. By minimizing the free energy with respect to ,
Kogan et al., [160, 170] were able to predict the stable VL structure for a given field and 
temperature and the manner in which the structural transition would occur. The model could 
successfully explain many of the observations such as the transformation of the VL structure 
from hexagonal to square proceeding through a distortion, reorientation at a critical field H1 as 
a first order transition and then a further continuous distortion of the rhombic unit cell, finally 
stabilizing into a square lattice at a second critical field H2 [160].  

As an example, the SANS results of VL of single crystal of YNi2B2C (having enriched 
11B to reduce neutron absorption) reported by Mck. Paul et al., [161] are described here. In 
this experiment, the crystal was aligned with its a-axis vertical and measurements were made 
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Fig 7. The derived apex angle ( ) for the 
rhombic unit cell as a function of
magnetic field at three orientations of the
applied field to the c-axis. Open symbols,
on the lower branch, correspond to an
alignment of the diagonal of the unit cell
near to [110], while closed symbols,
upper branch, refer to a [100] orientation
(from Ref. 161). 

Fig. 8. Images of the diffraction pattern from the 
vortex lattice in YNi2B2C with a magnetic field of 100 
and 150 mT applied at a 10° clock-wise rotation of the 
c axis, about the vertical [100] axis, with respect to the 
applied field and the neutron beam. The splitting of 
the spots near the horizontal axis at low field has been 
removed at high field by the reorientation transition 
(from Ref. 161). 

for the three cases, with H at angle (with 
respect to c-axis in the b-c plane)  = 0° (i.e.,
H c-axis), 10°, and 30°. Fig. 6 [161] gives a 
geometrical representation of the hexagonal to 
square VL transformation and Figs. 7 and 8 
show the results. For the cases  = 0°, and  = 
10° at low field the diagonal of the rhombic unit 
cell is directed along a [110] direction (Fig. 6 
left) and the apex angle  decreases from 60°

(the value for hexagon) as the field is increased 
(H < 100 mT region in Fig. 7). Around the 
critical field H1 (~100 mT) the reorientation of 
the unit cell takes place with the rhombic 
diagonal orienting along [010] direction 
(Fig. 6 right). This reorientation transition being 
first order around the critical field, both the 
orientations co-exist. This is clearly seen from 
the dual values of  in Fig. 7 around 100-
125 mT. The splitting of the diffraction spot 
due to the presence of two orientations can be 
seen in Fig. 8 (top) for the case of  = 10°. At a 
higher field, the reorientation is complete and 
the diffraction spots are no longer split (Fig. 8 
bottom).
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The model of Kogan et al., [160] predicts that the behaviour of  (H) above H1 depends 
on  - with increasing , the field H2 at which the VL locks to a square structure (  = 90°)
would be higher and that such a transition would be of second order. Experimental results 
[161] show that for H c-axis (  = 0°), the VL becomes almost square (at H2 = 125 mT, 

 ~86°) along with the first order reorientation, and after that the VL structure remains square 
for higher fields. For  = 10°,  slowly distorts and square VL is achieved above 250 mT 
(H2~250-300 mT) as a second order transition. For the case of  = 30°, the value of  is only 
~75° at 250 mT and H2 (not observed in the range of applied field) is higher than the other two 
cases. The qualitative behaviour are consistent with the predictions of Kogan et al. [160]. 
With increasing value of , the anisotropy in the ac plane (or bc plane) would start 
dominating and the VL behaviour for  ~> 20° would be different from that for  ~< 20°.

For H a-axis of the crystal (i.e.,  = 90°), according to Kogan et al. [160], the 
orientation of the hexagonal (slightly distorted) VL is such that at low fields the diagonals of 
the rhombus unit cell would be already locked to the b (or a) and the c-axes of the crystal 
(instead of being oriented along [110] for H a-axis) and there would be no sudden 
reorientation as the field is increased (H1 does not exist). The angle  of the distorted hexagon 
would continuously change with increasing field from about 53° at low fields to  ~81.3° at H2

and remaining stable for higher fields (final stable VL not being square). The field H2 for 
 = 90° would be the highest compared to that of other values of . The VL structure 

investigations on single crystal of YNi2B2C through STM [150] have confirmed these 
predictions. It is found that for H a-axis, H2 is ~ 1 T (compared to ~0.1 T for H c-axis) 
with the stable value of  of the distorted hexagon being 85o at high field. However, while 
does change in a continuous way, as predicted, but there is still a hint of a reorientation of VL. 
In this case the reorientation being an interchange of the long and short diagonals of the 
rhombus – the longer diagonal of the rhombus is parallel to the a axis below 0.75 T, and 
above 0.85 T it is parallel to the c axis [150]. This needs confirmation and understanding. 

Further details of vortex physics have been obtained from the studies of the doped 
systems. Kogan et al., [160, 169, 170] model predicts that when the mean free path of 
electrons l becomes shorter, the hexagonal to square VL transition should occur at higher 
field. This prediction has been tested in the SANS investigations of Co (non magnetic in this 
lattice) doped single crystals of Lu(Ni1-xCox)2B2C [162]. For the undoped (x = 0) and the 
maximum doped (x = 0.09) samples, the relevant parameters were Tc = 16.0 K & 9.5 K; 
Hc2 = 9 T & 2.2 T;  0 = 1.5 µ  cm & 14.5 µ  cm, respectively. From the value of 0, the 
value of l was estimated as ~ 27 nm and 3 nm. For the intermediate concentration of doping, 
the parameters roughly scale with x. The studies revealed that not only the onset-field of 
hexagonal to square transition was found to be higher in the doped material, as predicted by 
the theory, but this field was also found to vary nearly linearly with doping. There is an 
excellent agreement between the theoretical and experimental values. The manner of square to 
hexagonal phase transition can be quantified in terms of the splitting of the VL diffraction 
peak in the process of the transition. A H0.5 dependence of the magnitude of the split in the 
course of transition predicted by the model was also found. Thus, quaternary borocarbides are 
not only ideal systems per se, but for the first time they have also given opportunity to 
suitably modify the system to bring the VL structure transitions to accessible temperature-
field regimes enabling detailed understanding of vortex physics at microscopic scale. 

The phase diagram of the VL structure has been determined for LuNi2B2C and it has been 
found that as H approaches Hc2, square VL is not stable and the structure would tend to 
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become hexagonal [149]. It has been argued that as the flux line density is increased with 
increasing field, the repulsion of vortices would increase which may lead to the VL going 
over to hexagonal structure close to Hc2 [149]. However, detailed VL studies in YNi2B2C
seems to indicate that the VL remains square close to Hc2 [163]. The structure of VL close to 
Hc2 needs further study and elucidation. 

It may be noted that the structure of VL undergoing series of transitions and resulting in 
non hexagonal lattice and going over to square lattice, has also been reasoned out on the basis 
of unconventional superconductivity having a dx2-y2 –type gap function for a system (in the 
clean limit) with cylindrical Fermi surface [164]. In this case, the anisotropy arises from the 
selective population of quasiparticles in the nodal regions of the gap. However, this treatment 
has not been applied specifically to the case of quaternary borocarbides.  

In the VL investigations of magnetic superconductors ErNi2B2C [144, 159] and 
TmNi2B2C [147, 148], all the features of VL observed in non magnetic YNi2B2C, LuNi2B2C
discussed above have been observed. In correlation with SANS results of ErNi2B2C,
signatures of square to hexagonal VL transition has also been seen in rf kinetic 
inductance [159]. Most importantly, effect of local magnetic order on the VL structure, has 
been observed both in ErNi2B2C [144] and TmNi2B2C [147]. In ErNi2B2C, below 4 K, with 
the applied field (H) (0.25 T to 0.55 T) in the direction of c-axis of the crystal, the orientation 
of the VL begins to deviate away from the direction of H, towards the direction of the a-axis, 
but still remaining in the a-c plane. The angle between the orientation of the VL and the 
direction of H increases with decreasing temperature and increasing H, the maximum angle 
being about 1° at 1.5 K and 5.5 KOe. This deviation happens because of the magnetic ordering 
appearing in ErNi2B2C. In this magnetic superconductor (Tc~11 K), antiferromagnetic order 
sets in at ~6 K and a ferromagnetic component appears below 2.4 K [171]. The internal field 
due to the onset of ferromagnetic component adds to the externally applied field and causes 
the deviation of the square VL from the applied field direction [144]. This is the first time a 
direct and clear evidence of intimate interaction and direct coupling of internal magnetic order 
with superconductivity at microscopic scale has been obtained in any magnetic 
superconductor

In the case of TmNi2B2C (Tc ~11 K and TN ~1.5 K), the VL as a function of temperature 
and magnetic field has been studied in right down into the magnetically ordered state (T 
~0.1 K) [147, 148]. This system distinguishes itself from all the other magnetic 
superconductors of the borocarbide family in terms of orientation of the magnetic moment 
(moment parallel to c-axis) and rather small magnetic q-vector (0.093, 0.093, 0.000). 
Extremely rich effects, including the simultaneous changes in the magnetic structure and the 
symmetry of the VL, have been observed in this system which is a very important observation 
in the context of interdependence of magnetism and superconductivity [148].  

Such interesting interplays of superconductivity and local magnetism at microscopic scale 
as described above in magnetic superconductors of borocarbides have not been observed 
before in any magnetic superconductor. Apart from demonstrating novel phenomena, the 
studies on quaternary borocarbides have established VL structure as an important microscopic 
tool to examine the details of superconductivity, its interaction with the crystal structure and 
magnetism. 
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Fig. 9. Temperature dependence of HC2 (T) in YNi2B2C
obtained from magnetoresistance measure-ments. Solid
squares are values of HC2 obtained from resistance vs T data
at various fields and open squares are values of HC2

obtained from resistance vs H data at various temperatures
(from Ref. 43). Note the positive curvature of HC2 near Tc.
The inset shows the temperature dependence of HC2(T) in a 
conventional type-II superconductor Gd0.2PbMo6S8.

7.2 ANISOTROPY AND SYMMETRY OF SUPERCONDUCTING GAP FUNCTION 

In the above section effect of anisotropy in quaternary borocarbides as observed in the VL 
structure was discussed. We discuss below the anisotropy effects observed in other measure-
ments and point out that some of the studies indicate that the energy gap may have extreme 
anisotropy having point nodes. Such an energy gap has not been observed before in any other 
superconducting material. 

Metlushko et al., [142] measured magnetization of LuNi2B2C with applied field H paral-
lel to the crystal axis directions <100>, <001> or <110> and found different values in differ-
ent directions. Such an anisotropy in superconducting properties cannot be understood within 
the framework of simple  London / G-L theory for s-wave superconductors. As in the case of 
VL structure of quaternary borocarbides, non local effects and anisotropy arising from Fermi 
surface and / or gap function have to be taken into account to understand the observations. 

The out of plane anisotropy, , in Hc2 (= 0.5(Hc2(T)<100> + Hc2(T)<110>) / Hc2(T) <001> ) was 
found to be ~1.16 and independent of temperature. This value corresponds to an effective 
mass anisotropy ((mmax/mmin) = 2) as 1.34 which agrees well with that predicted by band 
structure calculations [102, 172]. Jhonston-Halperin et al., [173] reported a much smaller 
value of out-of-plane anisotropy for YNi2B2C corresponding to effective mass anisotropy of 
1.01 which perhaps is the smallest anisotropy ever reported for a non cubic lattice [173] and is 
consistent with that (1.02) obtained from band structure calculations of Dugdale et al. [174]. 
However, Civale et al., [143] reported for YNi2B2C, an experimental (magnetization meas-
ured in SQUID magnetometer) out of plane mass anisotropy  ~1.15 which is consistent with 

that obtained (1.1) from the 
band structure calculations of 
D.J. Singh for YNi2B2C
[106]. The difference in the 
two experimental values may 
also be because, in one case 
the anisotropy was measured 
close to Tc (the smaller value 
in the case of Jhonston-
Halperin et al., by torque 
magnetometer where the 
reversible region of magneti-
zation was available only 
close to Tc [173]), whereas in 
the other case, it was 
measured well below Tc (the 
larger value in the case of 
Civale et al., where a much 
larger region of reversibility 
was found in their SQUID 
magnetometer measurements 
[143]).  



411

Fig. 10. Reversible magnetization Meq at T=7 K,
as a function of the angle  between the applied
field H (contained in the a-b plane) and the a
axis. The fields (in kOe) are indicated next to
each curve. The scale is the same for all of the
curves, but data at different H have been
vertically shifted. (from Ref. 143) 

Metlushko et al., [142] reported a clear angular dependence of Hc2(T) in LuNi2B2C in the 
basal plane (applied magnetic field direction varied from 0o to 95o with respect to <100> 
direction in the basal plane). The results were symmetrical with respect to 45°, effectively 
implying a four fold symmetry of magnetization in the basal a-b plane.

The in-plane anisotropy in Hc2 (Hc2(T)<100> / Hc2(T)<110>) was found to be 1.1 at 4.5 K and 
is temperature dependent (goes to 1.0 close to Tc). They also observed the positive curvature 
of Hc2(T) near Tc which is an unusual behaviour. Such a positive curvature of Hc2(T) was first 
observed by us in polycrystalline samples of YNi2B2C (Fig. 9) [43, 175] and later confirmed 
by others  in both in YNi2B2C [176] and in LuNi2B2C [142, 177, 178]. This behaviour is 
observed in single crystal of LuNi2B2C in all the three directions, H <100>, H <110>, and 
H <001> [142]. Metlushko et al., [142] could satisfactorily fit the observed temperature and 
angular dependence of Hc2(T)  in terms of a nonlocal extension of G-L equations with 
isotropic pairing interactions and anisotropic Fermi surface. The value of the Fermi velocity 
averages obtained from fitting agreed reasonably well with those obtained from band structure 
calculations. With the lowest order non-local correction the model fits well the observed 
positive curvature of Hc2(T) only in the high temperature region 1 > T/Tc > ~0.6 (Tc~16 K). 
Including a term involving T2, which takes care of next order correction for non local 
extension to G-L equation, Metlushko et al., were able to get satisfactory extended fit to lower 
temperatures also, without seriously affecting the values of the parameters obtained in the fit 

with only the first order corrections. 
We point out that other explanations 
have also been given for the positive 
curvature in Hc2, such as granularity 
[179], two bands involved in 
superconductivity with medium 
coupling between slow and fast 
electrons [180]. Effect of anisotropy of 
gap function (see below) is not ruled 
out.

More detailed measurements in 
single crystal of LuNi2B2C [181] and 
YNi2B2C (Fig. 10) [143] confirmed 
superconducting anisotropy in the basal 
plane from the observation of four fold 
symmetry in the angular dependence of 
magnetization in the basal a-b plane of 
these materials deep in the H-T plane. 
The observed angular and temperature 
dependence of magnetization in these 
materials could be interpreted well in 
terms of the earlier mentioned model of 
Kogan et al., [169]. The logarithmic 
field (H) dependence of equilibrium 
reversible magnetization Meq (which is 
the average of magnetization obtained 
in the increasing and decreasing 
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Fig. 11.  Magnetic field dependence of the electronic
thermal conductivity /T at T→0, normalized to its
value at HC2. Circles are for LuNi2B2C, squares for
UPt3 [H. Suderow et al., J. Low Temp. Phys. 108
(1997) 11], and diamonds for Nb [J. Lowell and J.B.
Souza, J. Low Temp. Phys. 3 (1970) 65]. Note the
qualitative difference between the activated
conductivity of s-wave superconductor Nb and the
roughly linear growth seen in UPt3, a superconductor
with a line of nodes. The lines are a guide to the eye
(from Ref. 152). 

branches of an isothermal loop) in the superconducting state i.e. Meq ∝ ln(H), predicted by the 
model of Kogan et al., [169], has also been seen in YNi2B2C [143]. 

More interestingly, the model of Kogan et al., [169, 181] also predicts, close to Tc (when 
measured as function of temperature in a constant field) or Hc2 (when measured as a function 
of field at a constant temperature), a change of sign in magnetization, and also predicts the 
maximum becoming a  minimum  (and vice-versa)  in  the  four  fold  symmetric  variation  of
magnetization. These have also been observed in both LuNi2B2C [181] and YNi2B2C [143], 
more clearly in the later case. In YNi2B2C, the four fold symmetric variation in magnetization 
is seen in the normal state also [143]. This is interesting and important as it shows once again 
that at least part of the observed anisotropy arises out of Fermi surface anisotropy.  

A confirmation of the significance of non local effects in the above studies has been 
obtained by investigating suitably doped materials. In the presence of scattering by impurities, 
mean free path is reduced and hence the effect of non locality is reduced. In such a case, the 
observed angular anisotropy should decrease or may even be absent. Indeed it is so, is 
confirmed in the investigation of magnetization of 6% Co doped LuNi2B2C single crystal 
(with residual resistivity of about eight times the value for the undoped LuNi2B2C) wherein 
the four fold symmetry is absent in the superconducting state [181].  

In the above, the results exhibiting anisotropy were interpreted in terms of Fermi surface 
anisotropy with the superconducting gap function being isotropic s-wave. Anomalous 

behaviour in heat capacity and 
angular dependence in thermal 
conductivity strongly point to 
superconducting gap function being 
anisotropic s wave type. Some of 
these are discussed below. 

Measurements of specific heat 
on polycrystalline and single crystal 
samples have led to important in-
formation with respect to strong ani-
sotropy of the superconducting gap 
function. Electronic heat capacity 
(T) depends on the quasiparticle 

density of states N0(H). measure-
ments of both LuNi2B2C (polycrys-
tal) [182] and YNi2B2C (single crys-
tal) [183] have shown that (T) fol-
lows a T3 behaviour below Tc, in-
stead of exponential behaviour ex-
pected for a conventional isotropic 
energy gap. Further, the magnetic 
field (H) dependence of (H)
(= NH/Hc2) in the mixed state, in-
stead of being proportional to H as 
expected for a s- wave supercon-
ductor with isotropic gap, is found to  
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be proportional to H0.5 (= N(H/Hc2)
0.5) in LuNi2B2C [18, 182] which is similar to that for d-

wave superconductors with line nodes [184]. Theoretical investigations based on d-wave
symmetry [164] also qualitatively explained the basal plane anisotropy results of Metlushko et 
al., [142] discussed above. In an indirect support to d-wave superconductivity, it was found 
[185] that in a single crystal of YNi1.6Pt0.4B2C, (H) ∝ H, as one observes in a conventional s-
wave superconductor. It is clear that because of the presence of Pt-impurities, the gap function 
has become more isotropic [185]. Further, Nohara et al., [185] also observed the positive 
curvature of Hc2(T) (mentioned earlier) near Tc. They suggest that the positive curvature of 
Hc2(T) could be understood in terms of shrinking of vortex radius with H which may be 
happening because the vortex-vortex interaction may be involving delocalized quasiparticles 
outside the vortex cores. Delocalization of quasiparticles would happen if the 
superconductivity is of d-wave type. They also found that the positive curvature of Hc2(T)
vanishes on doping with Pt which could happen because impurities could smear out the 
delocalization effect. 

Thermal conductivity measurements are important in inferring nature of gap function as 
electronic thermal conductivity in the superconducting state would have contribution from the 
low lying excitations if nodes are present in the gap function. Fig. 11 shows the results of 
thermal conductivity measurements of single crystal of LuNi2B2C [152] as a function of field 
at very low temperature (around 70 mK) along with that of the conventional superconductor 
Nb (having exponential dependence characteristic of s-wave) and the heavy fermion 
superconductor UPt3 having unconventional superconductivity with line nodes. The 
difference in thermal conductivity amongst the three is very clear and shows LuNi2B2C to be 
a class apart from others. From an analysis of the results of Nohara et al. in LuNi2B2C [186], 
and Izawa et al. in YNi2B2C [187], and from their own results, Boaknin et al., [152] estimate 
the gap anisotropy factor (∆max / ∆min) to be ~ 10. This is an unusually large value never 
encountered before (e.g., in elemental superconductors a factor of ~2 is found) [152]. By 
comparison of the result with UPt3 which is believed to have line nodes, it is expected that 
gap function in borocarbides would also have nodes and mechanism of superconductivity 
unconventional.

Later, measurements of electronic thermal conductivity along the c-axis Kzz (the heat 
current being in a direction parallel to c-axis of the crystal) in the superconducting state in 
single crystal of YNi2B2C were reported by Izawa et al., [153] as function of temperature, 
field and angle between the direction of the field and the heat current. In the angular 
dependence measurements, the field (H) was applied at an angle  with respect to the heat 
current direction (c-axis) and Kzz was measured as a function of  (the azimuthal angle of the 
field direction measured with respect to the a-axis) (see Fig. 12 [153] for the geometry). A 
clear four fold variation of Kzz in the a-b plane was found (Fig. 12) [153] which shows that 
the gap function is anisotropic and the minimum in Kzz at  = 0o and 90o indicates presence of 
nodes along [100] and [010] directions (i.e., along a and b axes). The  dependence of the Kzz

is essentially in the nature of a cusp. The magnitude of the cusp strongly depends on , for 
 = 90o, the magnitude of the cusp is maximum and decreases with decreasing  and almost 

gets smeared out at  = 45o. This cusp structure of Kzz with respect to  is sensitive to the gap 
function. The dependence of Kzz( ) on  has been calculated for gap function with s+g
symmetry having a point node [188] and for a gap symmetry with d-wave with line 
node [189].The gap structure and the functional variation of Kzz are shown in Fig. 13 [153]  
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Fig. 12. Angular variation of Kzz at H = 
1 T and T = 0:43 K (q c-axis). Kzz are 
measured by rotating H = H (sin cos ,
sin  sin , cos ) coni-cally as a function 
of  at fixed  = 90°, 60°, and 45° (see 
the inset). The crosses represent the 
data obtained under the field cooling 
condition at each angle (from Ref. 153). 

Fig. 13. Angular variation of Izz( , )
normalized by Izz(45°, ) as a function of 

at  = 90° (solid lines), 60° (dashed 
lines), and 45° (dash-dotted lines), which 
are calculated by the gap functions with 
(a) point node and (b) line node. For the 
definition of  and , see the inset of Fig. 
12. The corresponding gap functions are 
illustrated in the insets (from Ref. 153). 

(where Izz ( , ) is the angular dependent functional factor in Kzz). It can be seen that for s+g
wave symmetry, Kzz is sensitive to  whereas it is insensitive in the case of d-wave symmetry.  

The very recent point contact spectroscopy results in single crystal of YNi2B2C [155] also 
enable discrimination between d-wave and s+g wave symmetries. Fig. 14 [155] shows the 
results with current I parallel to a-axis of the crystal and I parallel to c-axis of the crystal. The 
out of plane gap anisotropy is clearly evident, the value for I parallel to c-axis is 4.5 times 
larger than that for I parallel to a-axis. Comparing the two gap function symmetries that have 
been suggested, viz., d-wave and s+g wave (see Fig. 13 for the shape of the functions), the 
large value of ∆I c /∆I a observed at low temperature suggests that the gap function has sharp 
minima in the basal plane and the gap is maximum close to the poles, which supports the s+g
symmetry for the gap function. 

These results clearly show that the gap function in YNi2B2C, and perhaps in other 
superconducting quaternary borocarbides too, has point nodes located along [100] and [010] 
directions.

Recently, Tuson Park et al., [151] have observed four-fold variation in field-angle 
dependent heat capacity in single crystal of YNi2B2C. They point out that the symmetric 
variations observed in heat capacity measurements have stronger validity as thermal 
conductivity measurements would be sensitive to Fermi surface topology. These authors 
suggest that there may be nodes in the momentum space. In such a case, four fold pattern 
would be observed for both d-wave and anisotropic s-wave gaps with nodes [151] The 
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Fig. 14. Point contact spectra at different temperatures for (a) I a-axis and (b) I c-
axis. Open circles are experimental data and solid lines are Blonder-Tinkham-Klapwijk
model fits to the spectra. The conductance curves are normalized by their respective
values at high bias (from Ref. 155). 

unprecedented s+g gap function raises questions on the pairing mechanism in 
borocarbides [153]. 

8. SUMMARY

Discovery of the superconducting quaternary borocarbide system Y-Ni-B-C has led to a new 
family of materials, quaternary borocarbides, i.e., rare earth transition metal 
borocarbides [190] (RC)m(Ni2B2)n. The series RNi2B2C (R = Y, rare earth) has been 
extensively investigated. The members of the family have a range of properties, 
superconductivity with Tc~> 10 K, coexistence of superconductivity and magnetism with high 
Tc and TN, valence fluctuation behaviour, heavy fermion behaviour etc. Apart from high Tc,
quaternary borocarbide superconductors show a variety of interesting phenomenon. Square 
vortex lattice is observed deep inside H-T plane and it undergoes remarkable symmetry 
transformations as a function of magnetic field and temperature. Anisotropy is seen in 
superconducting state in the square basal plane (a-b plane of the tetragonal lattice). 
Availability of large and good quality crystals with clean limit electronic transport has 
enabled detailed investigations and understanding of these phenomena. Anisotropic effects 
seen in detailed investigations of superconductivity in YNi2B2C and LuNi2B2C point to 
occurrence of the effects of arising due to the anisotropy in Fermi surface and anisotropic 
superconducting gap function. Present evidence strongly suggests that the gap function to be 
of the s+g symmetry having point nodes in the [100] directions. This kind of gap structure is 
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unprecedented and cannot be understood in terms of electron-phonon interaction alone. 
Magnetic superconductors of the family have given scope to investigate details of the 
interaction of superconductivity and magnetism. For the first time, an intimate interaction of 
superconductivity and magnetism has been observed at microscopic scale in ErNi2B2C.
Complex magnetic order and transformations in its structure in H-T plane in the 
superconducting state in TmNi2B2C, has given a chance for investigation of possible 
interdependence of superconductivity and magnetic order. The above mentioned 
considerations are keeping quaternary borocarbides in the forefront of research activity in 
superconductivity. 
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1. INTRODUCTION 

Since the discovery of superconductivity at 4 K in mercury by Kamerlingh Onnes in 1911 the 
search for higher transition temperatures has been the primary goal for many decades. In the 
early 1950’s B. Matthias discovered a correlation between Tc and the number of valence 
electrons per atom (R) of a large number of superconducting elements and compounds [1, 2]. 
While there was no superconducting compound with R ≤ 2 at the time Matthias showed the 
existence of a maximum of Tc(R) close to R= 4.75 [1] and a second maximum at R≈ 6.4 [2]. 
Most of the intermetallic superconductors with a high Tc exhibit lattice instabilities. The 
application of external pressure to these high Tc superconductors can drive the compounds 
towards or away from lattice instabilities by varying the principal parameters determining the 
superconducting properties (the electronic density of states at the Fermi energy, N(EF), the 
characteristic phonon frequency, and the coupling constant of electrons and phonons), and it 
can be used to tune the Tc and the superconducting properties. Almost all of the 
superconducting metallic elements show a decrease of Tc with pressure. This negative 
pressure coefficient was attributed to the volume dependence of N(EF) and of the effective 
interaction between the electrons mediated by the electron-phonon coupling [3]. However, a 
few elemental superconductors such as Tl and Re show a more complex pressure dependence 
of Tc that was explained by pressure-induced changes of the Fermi surface topology [4,5]. 
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Some aspects of the pressure dependence of Tc of low-temperature superconductors (LTS) 
will be discussed in more detail in Section 2. 

New techniques for creating higher pressures have been developed over the last couple of 
decades pushing the limits of static pressure generation to a few hundred GPa. At high enough 
pressure almost every ambient pressure structure becomes unstable and transforms into a 
structure of higher density and, frequently, of higher symmetry. Some elements or compounds 
undergo a sequence of structural transitions into several different phases under applied 
pressure. Many of these new structures are metallic and superconductivity was observed in a 
large number of high-pressure phases even when the compound was not superconducting at 
ambient pressure. Among the elements of the periodic table, superconductivity induced by 
pressure has raised the total number of superconducting elements from 29 (at ambient 
pressure) to 52 including non-metallic elements like sulfur or oxygen and alkali metals with 
only one valence electron such as Li.  

The latter alkali metal is of particular interest since it is one of the elements of the first 
column of the periodic system that should not be superconducting according to the Matthias 
rules. In 1969 Allen and Cohen [6], based on their pseudopotential calculations, proposed Li 
to be superconducting but no evidence of superconductivity has been found at temperatures as 
low as 4 mK [7]. However, it was predicted that superconductivity should occur in Li under 
high pressure with transition temperatures of up to 80 K [8]. Early high-pressure experiments 
[9] revealed a drop of resistivity in Li at 7 K between 22 and 32 GPa but the data were not 
conclusive enough to be interpreted in terms of superconductivity. Only recent measurements 
of electrical transport and magnetic properties have unambiguously shown that 
superconductivity exists in Li at pressures above 20 GPa and at temperatures up to 20 K [10, 
11, 12]. The large interest in the superconductivity in dense lithium is also motivated by the 
fact that it is the “simplest” metal with only one valence electron, no d-electrons in sight, and 
it is the superconducting element closest to hydrogen. There appears to be new hope in the 
continuous search for superconductivity in metallic hydrogen that has been predicted to 
become superconducting at high pressure with an extraordinary high Tc [13]. 

A new chapter in the ongoing search for new superconducting compounds with higher Tc

values was opened with the discovery of superconductivity at Tc’s as high as 35 K in the La-
Ba-Cu-O (LBCO) cuprate compound in 1986 [14] bypassing the highest known Tc of Nb3Ge
(Tc=23.2 K, [15]) by more then 50 %. Soon after this remarkable event Chu et al. [16] 
reported an unprecedented large positive pressure coefficient of Tc of LBCO that led the 
authors to conclude that fine-tuning of material parameters by physical and chemical means 
could lead to even higher transition temperatures. In fact, simulating the effects of external 
pressure (variation of the lattice constants) by replacing La with the smaller isovalent Y ion 
(“chemical pressure”) led to the next giant leap in raising Tc above the temperature of liquid 
nitrogen as first demonstrated in the Y-Ba-Cu-O (YBCO) cuprate [17]. A detailed discussion 
of the pressure effects in this new class of high-temperature superconductors (HTS) is given 
in Section 3. 

With all the success of high-pressure investigations in superconductivity there arises the 
question what we can learn from these experiments about the microscopic mechanisms, the 
pairing symmetry, and the validity of theoretical models. High-pressure investigations in 
conjunction with other experimental data and available theories have been found extremely 
useful leading to a deeper understanding of the superconducting state and to a possible 
discrimination between different proposed models. In Section 4 we discuss several recent 
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examples where the results of high-pressure experiments have significantly contributed to a 
better understanding of the superconductivity in specific compounds or have raised new 
questions about the mechanisms of superconductivity. 

2. PRESSURE EFFECTS IN LOW-TEMPERATURE SUPERCONDUCTORS 

Soon after the first high-pressure investigations of superconductors had been accomplished it 
became obvious that the majority of superconducting elements responded to the imposed 
pressure with a decrease of Tc. The fundamental question was raised whether pressure could 
suppress superconductivity completely if it was just increased to high enough values. The 
main difficulty at the time was the limited experimentally accessible pressure range of several 
GPa and the need to extrapolate the experimental data of Tc(p) to much higher pressures to 
estimate the Tc=0 intercept. In many cases Tc(p) turned out to be a non-linear function of p at 
higher pressures, however, it was proposed [3] that Tc was roughly linear when plotted as 
function of volume, V. The linear Tc(V) relationship was later shown to hold for a large 
number of superconducting metals and the critical pressures above which superconductivity 
cannot persist have been derived from a linear extrapolation of Tc(V) [18]. An impressive 
example of this linear Tc vs. V relation is shown in Fig. 1. Based on the extrapolation of the 
results shown in Fig. 1 and using the known compressibility data the critical pressures for Al, 
Cd, and Zn were estimated as 6.7 GPa, 3.8 GPa, and 4.1 GPa, respectively [18]. 

Fig. 1. The relative pressure shift of Tc as function of the relative volume change for a large 
number of superconducting metallic elements (Figure reproduced from Ref. [18]). 

Contrary to the suppression of superconductivity by reducing the volume (or lattice 
constants), an increase of Tc could be expected by expanding the lattice. This possibility that 
was already discussed in the 1950’s eventually led B. Matthias to enlarge the lattice 
parameters in a solid solution of NbC and NbN and to set a new record for Tc (17.8 K) at this 
time [1]. 
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2.1 The Pressure Dependence of Tc in BCS and Strong-Coupling Theory 
of Superconductivity 

The pressure dependence of Tc can be derived from microscopic theories of phonon-mediated 
superconductivity such as the weak-coupling BCS model [19] or the Eliashberg theory of 
strong-coupling superconductivity [20]. For a specific superconductor the knowledge about 
the pressure dependence of its microscopic parameters such as the average phonon frequency, 
ωD, the electronic density of states, N(EF), etc. is than needed to estimate Tc as function of 
imposed pressure. 

According to the weak-coupling BCS theory Tc is expressed by [19] 

{ }λω /1exp13.1 −= DcBTk  (1)  

kB and  are Boltzman’s and Planck’s constant, respectively, effF VEN )(=λ , and Veff is the 

effective interaction between the electrons mediated by the electron-phonon coupling. Since 
ωD commonly increases with pressure (phonon hardening) the frequently observed decrease of 
Tc with p must be due to a decrease of λ. The average value of the electronic density of states 
is expected to decrease under pressure because of the pressure-induced band broadening 
effect. However, the pressure dependence of N(E) can be very different at the Fermi energy 
EF, depending on the details and the topology of the Fermi surface in a particular compound. 
The pressure dependence of Veff is even more difficult to estimate and it needs a microscopic 
treatment of the coupled system of electrons and phonons. It should be noted that the BCS-
equation (1) applies only in the weak-coupling case when the electron-phonon coupling 
constant λ is small. 

Most superconducting elemental metals (except Al) exhibit an intermediate to strong 
electron-phonon coupling with λ of the order of 1 or larger [21] and their superconductivity is 
not well described by the weak-coupling BCS equation (1). Extending the original BCS 
theory [19], Eliashberg developed the theory of strong-coupling superconductivity [20] that 
provides, together with the pseudopotential treatment of the screened Coulomb interaction 
[22], the fundamental equations describing the physics of superconductors with phonon 
mediated pairing of any coupling strength. By solving the finite-temperature Eliashberg 
equations McMillan [23] derived an equation for the transition temperature valid in the strong 
coupling case that was later slightly modified by Dynes [24]: 
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Vc is the matrix element of the screened Coulomb interaction averaged over the Fermi 
surface, EB is the electronic bandwidth and ω0 is the cut-off (or maximum) phonon frequency. 
The electron-phonon coupling constant λ is given by [23] 

( ) ( )
2

22 )(
2

ωω
ωωαωλ

M

IENFd F==   . (4)  

α(ω) and F(ω) are the strength of an average electron-phonon interaction and the phonon 
density of states, respectively. <I2> is the average over the Fermi surface of the square of the 
electronic matrix element of the change of the crystal potential induced by a displacement of 
an atom. M stands for the atomic mass. <ωn> in equations (2), n=1, and (4), n=2, is the n-th 
moment of the normalized weight function: 

( ) ( ) 122 −= nn Fd ωωωαω
λ

ω

From equations (2) to (4) it becomes obvious that the pressure dependence of Tc is very 
complex and depends on various parameters of the electron and phonon systems. The pressure 
effects on µ* and on <I2> are frequently neglected which simplifies the evaluation and reduces 
the pressure dependence to two parameters, the density of states N(EF) and the average 
phonon energy <ω> (or <ω2>). The McMillen formula (2) has been used successfully in a 
number of examples in deriving Tc(p) from first principle calculations of the pressure effect 
on the band structure and the phonon spectrum. For example, Olsen et al. [25] have 
demonstrated that equation (2) can be used to estimate the pressure dependence of Tc for a 
number of non-transition-metal superconductors in qualitative agreement with experiments.  

The pressure dependence of the superconducting Tc of lead was investigated very 
thoroughly, experimentally [18, 26] as well as theoretically [27]. For the high-pressure 
experimentalist the use of lead as an in-situ manometer at temperatures below 7 K appeared to 
be very attractive. Since lead is easily available in high purity (99.9999 %), its 
superconducting transition is extremely sharp, and the initial pressure coefficient, 

GPaKdpdTc /386.0/ −= , is of a reasonable magnitude it has advanced to a secondary 
pressure gauge that allows the accurate pressure measurement at low temperature in various 
pressure cells. A detailed theoretical treatment of the pressure effects on Tc of lead was 
presented by Hodder [27]. Neglecting the pressure dependence of µ* in equation (2) and 
assuming a multiple-cutoff Lorentzian model [28] for the phonon density of states F(ω) the 
pressure dependence of the electron-phonon coupling constant could be related to the pressure 
dependence of the longitudinal (ωl) and transverse (ωt) phonon frequencies. The pressure 
effect on the electronic matrix element was calculated from a pseudopotential theory and 
found to be small compared with the pressure shift of the phonon energies. With the known 
values of dpd l /lnω  and dpd t /lnω  the pressure coefficient of the Tc of lead was estimated 

as 105.0/ln −−= GPadpTd c . This value is in very good agreement with the known 
experimental data [18]. 
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2.2 The Non-Linear Tc(p) of Thallium and Rhenium - Pressure Revealing Electronic 
Instabilities of the Fermi Surface 

The majority of the superconducting elements show a rather monotonous decrease of Tc with 
pressure and a linear Tc(V) as shown in Fig. 1. However, there are a few exceptions, thallium 
and rhenium, that exhibit a very unusual Tc(p). The critical temperature of thallium was found 
to increase at low pressures. It passes through a maximum at about 0.2 GPa and decreases at 
higher p [3,4]. Since no structural transition was observed under pressure it was suspected that 
the unusual Tc(p) dependence might be due to a modification of the electronic configuration 
under pressure [4]. Lazarev et al. [29] proposed a change in the Fermi surface topology as the 
possible explanation for the anomalous pressure dependence of Tc of Tl. A non-linear 
contribution to the pressure dependence of Tc was indeed shown [30] to result from a change 
of the Fermi surface topology (Lifshitz instability, [31]) from a closed surface to an open one 
by forming of a neck. This topological transition causes changes of the density of states, 
thermodynamic parameters, as well as the superconducting gap.  

A similar anomalous change of Tc, but in opposite direction, with pressure was also 
observed in rhenium [5]. Tc of Re first decreases at low pressure, passes through a minimum 
close to 0.7 GPa, and increases slightly above this pressure. Tc(p) measured for a Re single-
crystal [32] is shown in Fig. 2. 

Fig. 2. The pressure shift of Tc of a single crystal of rhenium (Figure reproduced from 
Ref. [32]). 

Based on the Tc(p) data shown in Fig. 2 and the similarity to the thallium data Chu et al. 
proposed to adopt the approach of Ref. [29] and to express the pressure dependence of Tc of 
rhenium by the superposition of a linear variation of Tc with p and a nonlinear contribution 
due to a pressure-induced change of the Fermi surface topology.  The model is supported by 
the observation that alloying rhenium with a minor amount of other metals (like osmium, 
tungsten, or molybdenum) has a dramatic effect on the anomalous Tc(p) dependence [5,32]. 
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For example, for Re-Os alloys the minimum in the Tc(p) curves shifts to lower pressure with 
increasing Os concentration and, eventually, disappears at a critical concentration of about 0.2 
%. The Tc(p) data for the Re-Os alloys are displayed in Fig. 3. At Os concentrations in excess 
of 2.75 % the pressure dependence of Tc is close to linear and can be considered as “normal”. 
A similarly strong effect was observed in Re-W alloys but, in contrast to the Re-Os alloy, the 
critical pressure defined by the minimum of Tc(p) increased quickly with the tungsten 
concentration [32]. This qualitatively different behavior can be understood by taking in mind 
that Os adds one electron thus raising the Fermi energy whereas W decreases the number of 
electrons and lowers EF. Both contributions to the pressure dependence of Tc, the “normal” 
linear decrease of Tc with p and the nonlinear part (due to the change of Fermi surface 
topology) could be separated and it was found that in pure Re the nonlinear contribution starts 
at pressures above 0.2 GPa. A more detailed discussion of the topological changes of the 
Fermi surface that will appear if the Fermi energy passes through critical points in the 
reciprocal space and its relation to the nonlinear component of Tc(p) is given in Ref. [32]. It 
should be noted that a band structure calculation for rhenium [33] revealed the existence of 
such critical points near the Fermi surface and provided evidence for the change of Fermi 
surface topology similar to that discussed above when the Fermi Energy is raised. 

The anomalous pressure shifts of Tc observed in thallium and rhenium reveal the 
important influence of the electronic structure, the density of states, and the Fermi surface 
topology on the superconducting properties of LTS. 

Fig. 3. The pressure shift of Tc for Re-Os alloys. The Os concentration in at. % is indicated by 
the numbers next to the curves. (Figure reproduced from Ref. [32]).  
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2.3 Pressure Dependence of Tc and Lattice Instabilities – The Common Electronic 
Origin of Superconductivity and Structural Transformations 

The A15 intermetallic compounds A3B have attracted attention because of the high transition 
temperatures shown (up to 23.2 K for Nb3Ge). Some A15 compounds, such as V3Si, are 
weakly coupled BCS-like superconductors but others (e.g. Nb3Sn, Nb3Ge) exhibit strong 
electron-phonon coupling and are better described by the strong-coupling theory. A number of 
A15 compounds undergo a structural phase transition at TL > Tc from the high-temperature 
cubic phase to a low-temperature tetragonal phase (although the tetragonal distortion is very 
small). A soft phonon mode has been observed in almost all A15 intermetallics with high Tc

and it is the driving force for the cubic-to-tetragonal distortion at TL observed in some 
compounds. Therefore, it was speculated that the soft phonon modes play a major role in 
stabilizing superconductivity at high critical temperatures. 

To investigate the interplay between electronic excitations and soft phonon modes leading 
to structural instabilities and its significance for stabilizing superconductivity with high Tc’s it 
is desirable to tune the structural transition temperature closer to the superconducting Tc by 
either chemical or physical means. Since the A15 compounds A3+xB1-x have very narrow 
ranges x of homogeneity it is more difficult to change TL and Tc by tuning the chemical 
composition. The application of pressure, however, was shown to be a powerful tool to 
control the cubic-to-tetragonal transition in several A15 compounds [34,35]. 

Fig. 4. The pressure shifts of TL (triangles) and Tc (circles) in V3Si. (Figure reproduced from 
Ref. [34]).  

The pressure dependences of TL(p) and Tc(p) were simultaneously measured in V3Si
single crystals [34] and a strong correlation was found between TL and Tc (Fig. 4). Whereas 
TL decreases linearly with pressure the superconducting Tc increased towards TL. At the 
critical pressure of pc≈2.4 GPa (estimated by extrapolation) both transitions happen at the 
same temperature, TL(pc)=Tc(pc), i.e. the lattice transformation is suppressed down to the 
superconducting state. The structural transition was theoretically described within the Weger-
Labbé-Friedel (WLF) linear-chain model [36] and it was shown that good agreement with the 
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experimentally derived pressure coefficient dTL/dp was only obtained for V3Si when the 
interband charge transfer under pressure was properly taken into account [37]. The calculation 
shows that the pressure effect on the electronic structure and the pressure-induced charge 
transfer from s to d-bands are essential to explain the experimental data. However, the 
experimental results shown in Fig. 4 up to 1.8 GPa are also consistent with the suggestion that 
Tc in V3Si could be enhanced by the softness of the lattice induced by pressure [38]. Within 
this model Tc(p) is expected to pass through a maximum at pc (Tc=TL) where the lattice 
softness is also at its maximum [38]. To distinguish between the proposed mechanisms for the 
lattice instability and the Tc-enhancement under pressure it appeared necessary to measure 
Tc(p) at and beyond the critical pressure pc.

V3Si is a special A15 compound in that the cubic-to-tetragonal transition can be 
suppressed depending on the sample preparation and conditions. The nontransforming (NT) 
samples show a weaker phonon softening effect and their Tc’s are found only slightly higher 
than those of transforming samples. The pressure coefficient of Tc of the NT V3Si single 
crystal, however, was shown to be positive and lower (by about 30 %) than dTc/dp of the V3Si
single crystal that exhibits the structural change from cubic to tetragonal symmetry [39]. This 
result suggests that the Tc of a transforming sample should still increase with pressure if p 
exceeds the critical value pc above which the structural instability is completely suppressed. 
Extending the experimental pressure range to 2.9 GPa Chu and Diatschenko could later 
confirm this prediction [40]. By comparing the pressure coefficients of Tc of transforming as 
well as NT V3Si single crystals it was unambiguously shown that Tc(p) of the transforming 
sample does not exhibit the maximum predicted by the soft-phonon model but it changes 
slope above pc and the pressure coefficient for p>pc was found to be very close to the value of 
the NT sample. Close to the highest pressure of this experiment a sudden drop of Tc of the NT 
sample indicated a pressure-induced phase transition, possibly into a non-superconducting 
phase, as was previously inferred from the negative pressure coefficient of the shear modulus 
[41].  

In the WLF model TL and Tc are non-monotonous functions of the number of d-electrons 
Q in the sub-band. The pressure-induced redistribution of charges between different bands 
will change Q and the position of the Fermi level. At ambient pressure EF is close to a peak of 
the density of states and the application of pressure can enhance or suppress the lattice 
instability (TL) if EF is moved either towards or away from the peak, respectively. The 
analytic dependence of the two critical temperatures TL(Q) and Tc(Q) have been calculated 
within the WLF model for V3Si and Nb3Sn [42]. It was shown that the functions TL(Q) and 
Ts(Q) exhibit a maximum at QL and Qc, respectively, and QL<Qc for V3Si and Qc<QL for 
Nb3Sn. For values of Q in between QL and Qc the changes of TL(Q) and Tc(Q) are opposite in 
sign [42]. Since pressure increases Q (charge transfer to the d-band) the p-induced increase of 
TL and decrease of Tc observed in V3Si is qualitatively understood (QL<Q<Qc). A quantitative 
analysis is given in Ref. [39]. In Nb3Sn, however, the charge transfer must result in the 
opposite changes of TL (increasing with Q) and Tc (decreasing with Q) as long as Qc<Q<QL.
The enhancement of the lattice instability in Nb3Sn and the decrease of Tc with pressure were 
in fact observed (see Fig. 5) and a qualitative interpretation of the pressure effects based on 
the WLF model was given [35]. The success of the WLF model with the inclusion of the 
pressure-induced interband charge transfer in describing the pressure dependence of TL(p) and 
Tc(p) in a number of A15 compounds unambiguously demonstrates the superior role of the 
electronic excitation spectrum with peaks or singularities of the density of states close to the 
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Fermi energy for inducing the phonon softness and lattice instabilities as well as 
superconductivity with high Tc-values. The high-pressure experiments in A15 compounds 
discussed in the last paragraphs have shed new light onto the complex problem of structural 
instabilities, superconductivity, and the electronic structure. Similar phenomena are to be 
expected in other materials where superconductivity and structural instabilities exist in close 
neighborhood. 

Fig. 5. The pressure shifts of TL (triangles) Tc (circles) in Nb3Sn. (Figure reproduced from 
Ref. [35]).  

The vanadium-ruthenium alloys close to the equiatomic composition undergo a cubic to 
tetragonal transition upon cooling. TL decreases with decreasing Ru concentration and the 
transition disappears below a critical value of Ccrit≈45.5 at.% of Ru. Just above Ccrit

superconductivity was shown to arise with a sharp peak of Tc right at the critical 
concentration [43]. From ambient pressure measurements of transport and magnetic properties 
of a series of V-Ru alloys with compositions around Ccrit it was suggested that the origin of 
the structural transition into the tetragonal phase lies in an electronic instability arising from a 
substantial reduction of the Fermi surface area and the associated decrease of the electronic 
contribution to the free energy in the tetragonal structure. Alternatively, the soft phonon 
model based upon the maximum of the lattice softness at Ccrit and its effect on the 
superconducting temperature was proposed to explain the sharp maximum of Tc [44]. High-
pressure experiments have been conducted to discriminate between the different proposals 
[45]. Fig. 6 (left graph) shows that the tetragonal phase of V0.54Ru0.46 is completely 
suppressed at a critical pressure of pc≈1.4 GPa. The pressure dependence of Tc is displayed in 
Fig. 6, right graph. At low pressures Tc increases linearly with p, it changes slope at pc and it 
increases further at a reduced rate for p>pc. This observation cannot be explained by the 
lattice softening mechanism that predicted a distinct maximum of Tc(p) right at pc but it lends 
strong support to the model of electronic instability [44,45]. 

The systematic investigation of the pressure effects on the superconducting Tc and the 
structural instabilities in various compounds have led to the proposition that the electronic 
spectrum plays the major role in both, superconducting and lattice transformations. The 
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suggestion is also supported by the correlation between the structural instability and 
superconductivity as revealed by high-pressure experiments in layered charge-density-wave 
compounds, for example 2H-NbSe2 [46]. 

Fig. 6. Suppression of the tetragonal phase in V-Ru alloys with pressure (left) and the 
pressure dependence of Tc for V0.54Ru0.46 (right). (Figure reproduced from Ref. [45]).  

3. PRESSURE EFFECTS IN HIGH-TEMPERATURE SUPERCONDUCTORS 

The discovery of superconductivity in the La-Ba-Cu-O compound system [14] with 
unprecedented high transition temperatures of 35 K has revived a tremendous activity in the 
field of superconductivity. The positive pressure coefficient frequently observed in these new 
compounds have directed scientists to synthesize new materials with even higher Tc’s. In the 
following Sections we focus our discussion on a few topics of high-pressure investigations of 
HTS. 

3.1 The Increase of Tc to New Records Under Imposed Pressure 

The very first experiment on the pressure shift of Tc of the new La-Ba-Cu-O (LBCO) 
compound revealed a surprising result. The superconducting transition temperature was raised 
above 40 K with pressure at an unusually large rate [16]. The Tc(p) data of Ref. [16] are 
shown in Fig. 7. The enormous increase of Tc(p) at pressures up to 1.3 GPa (the data at higher 
pressure are invalid since the sample was destroyed under pressure) and the missing signs of 
saturation of Tc immediately led to the conclusion that even higher Tc values should be 
achievable at higher pressures and for optimized samples. Furthermore, it became obvious 
that the superconducting phase in the LBCO system is the one with the K2NiF4 structure, i.e. 
La2-xBaxCuO4-δ [16]. With this knowledge in mind C. W. Chu et al. [47] succeeded to 
optimize the sample preparation and to synthesize compounds with the nominal composition 
La1.8Ba0.2CuO4-δ. The onset of superconductivity in these compounds increased under 
hydrostatic pressure to 52.5 K [47], a new record Tc in early 1987. 
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There are two remarkable results from the early investigations of the new class of 
superconducting compounds: (i) The superconducting phase was identified as the perovskite 
(K2NiF4) structure. (ii) Pressure increases Tc at an exceptionally high rate (more than 6 K/GPa 
in the example shown in Fig. 7). This is in contrast to many low-Tc compounds showing a 
negative pressure coefficient of Tc. The LTS with an increasing Tc(p) (such as V3Si, Section 
2.3) exhibit a much smaller coefficient dTc/dp than that observed in the La-Ba-Cu-O system.  

Fig. 7. Pressure dependence Tc(p) of the HTS superconductor La2-xBaxCuO4-y. (Figure 
reproduced from Ref. [16]).  

The large positive effect of external pressure on Tc of LBCO led to the next important step 
in the search for new superconducting compounds that eventually raised the transition 
temperature above the temperature of liquid nitrogen. In simulating the external pressure 
effect (lattice contraction) by replacing La3+ with the smaller ion Y3+ a new superconducting 
compound system, Y-Ba-Cu-O (YBCO), was synthesized with an onset temperature of Tc=93
K [17]. Interestingly, the application of external pressure did not change the Tc notably but 
rather caused a broadening of the resistive transition into the superconducting state [48]. The 
origin of this striking difference to the large pressure coefficient of LBCO was attributed to 
the presence of the large chemical pressure associated with the smaller Y3+ ions. The 
superconducting phase in the YBCO system was later identified as the tetragonal 
YBa2Cu3O6+δ and it was shown that a homologous series of isostructural compounds can be 
derived by replacing Y with different rare earth ions, such as La, Nd, Sm, Eu, Gd, Ho, Er, and 
Lu, with superconducting Tc’s all above 90 K [49]. These results are particularly interesting 
because they prove that not the size of the A-ion in the structure of A-Ba2Cu3O6+δ determines 
the high Tc but it is the layered structure with CuO2-Ba-CuO2+δ-Ba-CuO2 slabs separated by 
the A-ions and stacked along the c-axis that gives rise to the large Tc values.

In the following years other HTS compounds with even higher Tc’s have been synthesized 
with an increasing structural complexity (for a systematic review of HTS structures see Ref. 
[50]). The replacement of the (relatively expensive) rare earth ions by non-group-IIIb 
elements led to the discovery of the Tl-based superconducting compounds Tl-Ba-Cu-O 
(Tc≈90 K, [51]) and Tl-Ca-Ba-Cu-O (TCBCO, Tc>100 K, [52]) as well as the Bi-Al-Ca-Sr-
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Cu-O compound system (onset-Tc=114 K, [53]). The effect of hydrostatic pressure on Tc was 
investigated for the Bi-HTS compound. Initially, Tc increases with pressure at a rate of 3 
K/GPa, it passes through a maximum and decreases above 1.2 GPa [53]. This was the first 
time that a maximum of Tc(p) was observed in an HTS compound. 

The TCBCO high-temperature superconductors can be synthesized in different layered 
structures described by the general formula Tl2Can-1Ba2CunO2n+4-δ with e.g. n=1 (Tl-2021), 
n=2 (Tl-2122), and n=3 (Tl-2223). The ambient-pressure Tc of this series varies between 0 
and 125 K. Tl-2021 is of particular interest since it is an overdoped HTS and Tc can be 
changed between 0 and 90 K by solely varying the oxygen content. The pressure dependence 
of Tc of TCBCO (n=1,2,3) was investigated by Lin et al. [54]. For Tl-2122 and Tl-2223 the Tc

was found to increase at a moderate rate of 1.8 K/GPa and 2.4 K/GPa, respectively, in 
accordance with all previous high-pressure data of HTS. However, the pressure coefficients of 
Tc of Tl-2021 samples at different doping levels were all shown to be negative with dTc/dp
between –3.9 K/GPa and –1.4 K/GPa, depending on the doping state (or the oxygen content). 
The large negative values of dTc/dp for Tl-2021 were also reported almost simultaneously by 
Môri et al. [55] and Sieburger et al. [56]. The significance of dTc/dp<0 of a hole-doped HTS 
compound for the understanding of HTS was pointed out in Ref. [54]. In particular, the 
proposed asymmetry between the pressure dependence of Tc of hole-doped and electron 
doped HTS compounds [57] seemed not to be valid. Based on all available data for dTc/dp of 
HTS materials a correlation between dlnTc/dp and Tc, shown in Fig. 8, was shown to exist 
[50,54]. From this correlation it was proposed that there exists one pressure-sensitive 
parameter that determines Tc of all hole-doped HTS, such as the carrier concentration n or 
n/m* (m* effective carrier mass), as also suggested from Hall effect [58] and penetration depth 
measurements [59]. The carrier number dependence of Tc and its effect on the pressure 
coefficient of Tc based on a charge transfer model will be discussed in Section 3.2. 

Fig. 8. dlnTc/dp vs. Tc for a large number of HTS compounds. The data for hole-doped HTS 
(closed circles) can be grouped into two bands joining at the highest Tc’s close to dlnTc/dp=0. 
Open circles: data for electron-doped HTS. (Figure reproduced from Ref. [50]).  



472

The continuous enhancement of Tc with p of Tl-2223 observed at pressures below 2 GPa 
[54,60] suggested that even higher Tc values could be achieved in this compound if the 
pressure was further increased. For a slightly under-doped single crystal of Tl2Ca2Ba2Cu3O10-δ
Berkley et al. [61] reported an increase of Tc from 116 K (p=0) to 131.8 K at 7.5 GPa. This 
was a new record Tc at this time. 

The search for new HTS materials with even higher Tc’s culminated in 1993 with the 
discovery of the mercury based HTS compounds. After the successful synthesis of the one-
layer compound HgBa2CuO4+δ (Hg-1201) with Tc=94 K [62] Schilling et al. [63] reported 
superconductivity below 133.5 K in the three-layer system HgBa2Ca2Cu3O8+δ (Hg-1223). 
This remarkable result was immediately confirmed by other groups [64] with onset transition 
temperatures of the resistivity drop as high as 140 K. Until today no other compound has been 
found with higher superconducting temperature than Hg-1223. The positive pressure 
coefficient of Tc (dTc/dp≈1.8 K/GPa, [64]) indicated that superconductivity at even higher 
temperatures could be stabilized under high-pressure conditions. Upon further increase of the 
imposed pressure the Tc of Hg-1223 (as derived from the onset of the resistive transition) was 
shown to increase to 153 K at 15 GPa [65], 157 K at 23.5 GPa [66], and 150 K at 11 GPa 
[67], respectively. No maximum or saturation of Tc(p) was detected at the highest pressures of 
23.5 GPa although the pressure coefficient appeared to decrease with increasing p. Far higher 
pressures were needed to get to the largest possible Tc in the Hg-1223 compound. Extending 
the experimental pressure range to 45 GPa Gao et al. [68] achieved the highest ever reported 
superconducting transition temperature of 164 K in Hg-1223. The data for Tc(p) for the three 
Hg-based HTS structures, Hg-1201, Hg-1212, and Hg-1223, are shown in Fig. 9. 

Fig. 9. Pressure dependence of Tc for Hg-1201, Hg-1212, and Hg-1223. Open symbols: data 
from previous reports, solid symbols: data from the diamond anvil cell experiment. (Figure 
reproduced from Ref. [68]).  

There is clear evidence from the Tc(p) data of Fig. 9 that a maximum of Tc exists close to 
30 GPa. At higher pressures Tc finally decreases again. This tendency is characteristic for 
HTS compounds with an initial positive dTc/dp [50,69]. However, the magnitude of the Tc
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enhancement, ∆Tc(p)=Tc(p)-Tc(0), of up to 30 K is unusually large. Interestingly, ∆Tc(p) is 
nearly independent of the number of CuO2 layers, as shown in the inset of Fig. 9 where 
∆Tc(p) is plotted for Hg-1201, Hg-1212, and Hg-1223. The large ∆Tc(p) could be related to 
the enhanced compressibility (as compared to other HTS materials) of the Hg-HTS 
compounds [70]. Despite intense research to further increase the superconducting critical 
temperature of HTS by chemical or physical means the 164 K Tc of Hg-1223 under pressure 
is still, after more than one decade, the accepted record value for all known superconducting 
compounds. Whether higher Tc values can be achieved in the known HTS structures or in 
completely new compounds in the near future is uncertain and any projection has to be 
speculative.  

3.2 The Unified Phase Diagram, the Charge Transfer Model, and the Understanding 
of Pressure Effects in HTS 

Many attempts have been undertaken to understand the pressure effects in HTS materials. The 
key lies in the highly anisotropic layered structure of the HTS compounds, where 
superconductivity arises in nearly 2-dimensional CuO2 layers. With a few exceptions (like the 
LBCO-214 structures of HTS) the active CuO2 plane is next to a layer of e.g. SrO or BaO 
including an apical oxygen ion close to the CuO2 plane. This block is considered a “charge 
reservoir” since charges are transferred to the CuO2 planes via the apical oxygen resulting in 
an intermediate valence of the Cu in the active layer. Additional layers are inserted into the 
structure forming a wealth of HTS compounds [50]. The superconducting HTS compounds 
are derived from insulating parent structures by introducing hole carriers into the CuO2 layers. 
The hole density n (or the ratio n/m*) was shown to be one of the crucial parameters of HTS 
[50,58,59]. An empirical formula correlating the Tc of HTS with the hole density in the CuO2

planes was proposed by Tallon and shown to hold for a large number of HTS compounds 
[71]: 

( )2
max, 1/ optcc nnaTT −−=  , 16.0≈optn  , 6.82=a    .  (5)  

According to the parabolic dependence (5) Tc(n) exhibits a maximum at the optimal hole 
density in the CuO2 planes, nopt. Depending on the doping level the HTS compounds are 
classified as under-doped, optimally doped, and over-doped for n<nopt, n=nopt, and n>nopt,
respectively. The Tc(n) dependence adds an additional degree of freedom to the pressure 
effect on Tc of HTS. Whereas most hole-doped HTS compounds show a positive pressure 
coefficient of Tc it was demonstrated that compounds with the highest Tc values (i.e. close to 
optimal doping) exhibit a very small pressure effect only and in some over-doped cuprates 
(e.g. Tl2Ba2CuO6-δ) Tc actually decreases with pressure. A universal trend correlating dlnTc/dp
with Tc was proposed and the different magnitudes and signs of dlnTc/dp for under-doped, 
optimally doped, and over-doped HTS were attributed to a pressure-induced increase of the 
hole density due to a charge transfer from the reservoir to the CuO2 layers [54]. Further 
experimental evidence from positron lifetime investigations [50] and Hall effect 
measurements [72] under pressure provides additional support of the charge transfer model. It 
is the strength of the model that, based on the known parabolic dependence Tc(n), it explains 
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naturally the crossover of dlnTc/dp with increasing degree of doping from positive values in 
the under-doped region to negative numbers in the over-doped range. The carrier density n 
increases roughly linear with pressure and is of the order of 8 to 10%/GPa [50, 72]. Since the 
universal parabolic Tc(n) relation is symmetric around nopt (the optimal hole concentration) 
the pressure coefficient dTc/dp should be an anti-symmetric function of optnn − , changing 

sign exactly at nopt. However, experimental data indicate deviations from the perfectly anti-
symmetric dependence and additional factors have to be taken into account to understand the 
pressure effects in HTS. In particular, the suggested negative pressure coefficient of Tc for 
over-doped materials could not be experimentally confirmed for several compounds [73]. 
Neumeier and Zimmermann [74] proposed to separate different contributions to the pressure 
coefficient of Tc and postulated the following relation 
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The first term in (6) represents the part of the pressure coefficient that is not due to a 
change of carrier density while the last term takes account of the pressure-induced charge 
transfer and its effect on Tc. This equation has successfully been used to interpret the pressure 
coefficients of several HTS compounds such as Y-123, Y-124, and other rare earth-123 
superconductors [75]. It should be noted that the structure of the 214-LBCO class of HTS 
compounds is exceptional in that it has no charge reservoir layer near the CuO2 planes. 
Consequently, pressure cannot transfer charges from a reservoir to the active layer and the 
second term in (6) does not contribute. Indeed, it was reported that dpdTc /  of LBCO and 
LSCO (S for Sr) is positive over the whole doping range [50, 76] and it can be considered as a 
measure of the first term, dpdT i

c / .
Employing the parabolic relation (5) the pressure derivative of Tc can be written in the 

more general form [77] 
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The four terms of equation (7) contribute to the total pressure effect on Tc with different 
magnitude and sign, depending on the actual carrier density (under-doped or over-doped), and 

dpdTc /  can be a rather complex function. Besides the pressure-induced charge transfer it is 
not known how nopt, Tc,max, or the parameter a will change with pressure and what the 
microscopic mechanisms for the assumed changes are.  

Changes in the electronic structure as well as Fermi surface instabilities similar to those 
discussed in Section 2 for LTS compounds could also play an important role in the unusual 
pressure dependence of Tc of some HTS superconductors. The anomalous doping dependence 
of dTc/dp in La2-xSrxCuO4 and La2-xBaxCuO4 in conjunction with the anomalous isotope effect 
reported in both compounds have been interpreted in terms of an abrupt change of the Fermi 
surface topology (Lifshitz transition) [78]. In the HTS series RSr2Cu2.7Mo0.3Oy (R rare earth 
element) an abrupt change of dTc/dp with increasing rare earth ionic radius was reported and a 
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possible electronic transition was proposed [79]. Van Hove singularities (large peaks of the 
electronic density of states) are common in low-dimensional electronic structures and can 
cause abnormal behavior upon doping or application of pressure whenever the Fermi energy 
is close to the singularity. The existence of Van Hove singularities and a pressure-induced 
change of the Fermi surface topology were proposed to explain the unusual change of slope of 
dTc/dp observed in oxygenated HgBa2CaCu2O6+δ [80]. Deviations from the parabolic Tc(n)
dependence (5) as, for example, reported in HgBa2CuO4+δ [81] will also lead to a more 
complex pressure dependence of Tc than predicted by the charge transfer model. High-
pressure investigations of HgBa2CuO4+δ over a wide range of δ show indeed a change from 
linear to non-linear Tc(p) behavior with increasing δ that was ascribed to a possible pressure 
dependence of the optimal hole density nopt [77]. 

Another factor that needs to be considered in understanding how pressure affects high-
temperature superconductivity is the possible change of the oxygen arrangement in the HTS 
structure induced by external pressure. The oxygen content in most HTS compounds deviates 
from the ideal stoichiometric composition contributing to the doping of carriers. For example, 
in YBa2Cu3O7-δ not all of the possible lattice positions in the CuO-chains are occupied by 
oxygen and the mobility of oxygen ions along the chains at room temperature is substantial. 
In the oxygen-doped La2CuO4+δ the excess oxygen occupies interstitial positions and can 
easily be moved as a function of temperature or pressure. This leads to unusual but interesting 
effects such as macroscopic chemical phase separation in very under-doped La2CuO4+δ
(δ<0.05) [82]. The re-arrangement of mobile oxygen in HTS induced by pressure will be 
discussed in more detail in the following Section. 

3.3 Pressure-Induced Redistribution of Mobile Oxygen in HTS 

It is a peculiarity of HTS cuprates that the superconducting state emerges from the insulating 
state of the “parent” compound by proper doping of charge carriers. This can be achieved by 
substitution of cations with different valence and by changing the oxygen content of the 
compound. The latter doping process creates either excess oxygen occupying interstitial sites 
as in the lattice of La2CuO4+δ or oxygen vacancies as, for example, in the CuO chains of 
YBa2Cu3O7-δ. Due to its strong electrostatic potential the mobile oxygen (interstitial or along 
the chains) will interact with the hole distribution in the CuO2 planes and, if present, with 
cationic dopants of different valence. In fact, relaxation effects in HTS have been observed as 
early as 1990. Veal et al. [83] reported a strong dependence of Tc of high-temperature 
quenched single crystals and ceramic samples of YBa2Cu3O7-δ upon annealing at room 
temperature resulting in a gradual increase of the superconducting transition temperature by 
up to 15 K. The annealing effect on Tc was explained by oxygen-vacancy ordering at ambient 
temperature in the chain region of the structure. Based on a chemical valence model Veal and 
Paulikas showed a correlation between the oxygen-vacancy distribution and the carrier 
density in the active CuO2 layer explaining some peculiarities in the Tc versus δ phase 
diagram of YBa2Cu3O7-δ [84]. 

It appears natural that external pressure can have an effect on the oxygen distribution and, 
consequently, on the properties of the superconductivity and the value of Tc in HTS 
compounds. This adds additional complexity to the chapter of high-pressure effects in 
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cuprates that was not discussed in detail in the previous sections. The first indication for 
pressure-induced redistribution of oxygen ions was found in 1991 in the over-doped 
Tl2Ba2CuO6+δ [56]. In recent years similar effects have been observed in quite different HTS 
cuprates (under-doped as well as over-doped) and it is suspected that this phenomenon is 
more or less universal for high-temperature superconductors with mobile oxygen ions.  

Tl2Ba2CuO6+δ is a typical over-doped high-Tc cuprate with a maximum Tc close to 90 K at 
δ≈0.1 and zero Tc at δ≈0.22 [85]. An unusually large negative pressure coefficient, 

1183.0/ln −−= GPadpTd c , was reported for this compound close to δ=0.18 in a piston-
cylinder high-pressure clamp (pressure is applied at room temperature) [86]. However, 
Sieburger and Schilling found striking differences in the pressure dependence of Tc of 
Tl2Ba2CuO6+δ depending on the temperature at which pressure was applied. Using a He-gas 
pressure system the large negative pressure effect on Tc of Ref. [86] was confirmed when 
pressure was increased at room temperature. In contrast, the value of dpTd c /ln  was positive 
and much smaller in its magnitude (of the order of 0.01 GPa-1) when pressure was imposed 
below 100 K [56], as shown in Fig. 10. This led to the conclusion that pressure-induced 
diffusion of mobile interstitial oxygen plays a major role at high temperatures and that 
application of pressure at low enough temperatures does not change the oxygen configuration 
since any ionic diffusion process is inhibited at low T.   

Fig. 10. The relative pressure coefficient of Tl2Ba2CuO6+δ. Circles: Pressure applied at room 
temperature. Triangles: Pressure applied at low temperature. (Figure reproduced from Ref. 
[56]).  

Close to the maximum Tc (optimal doping) the two pressure coefficients (for pressure 
applied at high or low T) are almost identical so that the pressure-induced redistribution of 
oxygen does not seem to be essential close to the optimal doping level. This result was 
confirmed by Schirber et al. [87] for Tl2Ba2CuO6+δ with δ≈0 (Tc=92 K). In the δ→0 limit of 
doping there is no interstitial oxygen in the structure that could be re-arranged by high 
pressure. Consequently, the value of 1022.0/ln −= GPadpTd c  does not depend on the 
temperature at which pressure was impressed.  
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The kinetic process of pressure-induced oxygen diffusion and the typical relaxation 
behavior of Tc were investigated in detail for Tl2Ba2CuO6+δ [88]. A typical Tc-relaxation 
experiment is described in Fig. 11. Two separate relaxation processes have been identified, 
one low-temperature (LT) relaxation that appears to strongly depend on the concentration of 
interstitial oxygen δ and a high temperature (HT) relaxation process the magnitude of which 
(1 to 2 K change of Tc) was found to be independent of δ [88]. Two characteristic activation 
energies EA of 0.25 eV and 0.72 eV have been estimated for LT and HT relaxations, 
respectively. The value for the HT process is comparable with the activation energy EA=0.96
eV derived from the Tc relaxation in the quenching and annealing experiments of YBa2Cu3O7-

δ [83].  EA for the LT relaxation was shown to be independent of pressure whereas EA for the 
HT relaxation of Tc was found to increase with p [89]. The mobile oxygen ions in 
Tl2Ba2CuO6+δ are interstitial ions residing in bi-layers of Tl2O2. A hard-sphere model for the 
diffusion of interstitial oxygen along different diffusion paths was proposed in Ref. [89] and 
the authors come to the conclusion that the LT relaxation of Tc in Tl2Ba2CuO6+δ is caused by 
an intra-unit cell migration of oxygen between two equivalent sites with a low activation 
energy and a vanishing diffusion volume. In contrast, the HT relaxation was ascribed to the 
diffusion of oxygen ions between different unit cells that requires a partial expansion of the 
lattice along the diffusion path and is, therefore, characterized by the higher activation energy 
and a finite diffusion volume. 

Fig. 11. Annealing effect on Tc of a Tl2Ba2CuO6+δ single crystal (Tc=40 K). Hydrostatic 
pressure of 0.6 GPa was first applied at room temperature and then released at 55 K. 
Subsequent annealing at increasing temperatures for times indicated in the figure results in an 
increase of Tc towards its ambient value. Two distinct relaxation steps can be distinguished. 
(Figure reproduced from Ref. [88]).  
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Tc relaxations under external pressure and subsequent annealing have also been observed 
in the over-doped TlSr2CaCu2O7-δ (Tl-1212, Tc,max≈80 K) [88]. Tc decreases with increasing 
oxygen content. The pressure coefficient of Tc when pressure is applied at room temperature 
significantly depends on the doping state and changes sign from strongly negative close to 
optimal doping (high Tc) to a relatively small, but positive value at higher doping level (lower 
Tc). However, when pressure is changed at low temperature dpTd c /ln  appeared to be 
positive over the whole doping range [90]. Relaxation effects of Tc have been observed only 
at annealing temperatures exceeding 210 K. 

YBa2Cu3O7-δ was the first HTS compound with Tc above the temperature of liquid 
nitrogen [17]. A large amount of scientific work was devoted to this particular compound. In 
it’s optimal doping state (δ≈0.05, Tc=93 K) the application of pressure had a negligible effect 
on Tc [48], a property that is common for many of the optimally doped HTS compounds. With 
increasing δ YBa2Cu3O7-δ becomes under-doped and more oxygen vacancies are created in 
the CuO chains. A giant pressure coefficient dTc/dp of up to 30 K/GPa was reported for very 
under-doped YBa2Cu3O7-δ [91] (see Fig. 12) when pressure was imposed at room 
temperature. However, application of pressure below 100 K resulted in a moderate increase of 
Tc (2 to 4 K/GPa) even for the lowest doping levels. The pressure coefficients of Tc of  
YBa2Cu3O7-δ are plotted for the whole doping range in Fig. 12 and the enhancement of dTc/dp
for room temperature pressure application is very obvious. This enhancement was attributed 
to the pressure-induced ordering of the chain oxygen in analogy to the results of the annealing 
experiments of Veal et al. [83].  

Fig. 12. The pressure coefficient of Tc of YBa2Cu3O7-δ. Solid curve (open symbols): Pressure 
applied at low temperature. Broken line (filled symbols): Pressure applied at high 
temperature. (Figure reproduced from Ref. [91]).  
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The pressure-induced redistribution of oxygen was investigated in more detail with 
respect to the characteristic time relaxation of Tc at different temperatures [91,92]. Changing 
pressure abruptly at room temperature and measuring Tc at different times after storing the 
pressurized sample at 298 K a typical relaxation behavior as shown in Fig. 13 was observed. 
The Tc relaxation was suppressed for storage temperatures below 240 K [92]. The time 
dependence of Tc after each change of pressure is well described by a stretched exponential 
function, as shown for data on YBa2Cu3O6.41 [93]. The characteristic relaxation time, τ,
increases dramatically with pressure and it was suggested that the Tc relaxation is due to the 
thermally activated diffusion of O2- ions with { }TkpETp BA /)(exp),( 0ττ = . The ambient-

pressure value of EA≈0.97 eV is in excellent agreement with the data of Fietz et al. [91], Veal 
et al. [83] and with the results of 18O tracer diffusion experiments [94]. From the pressure 
dependence of EA the activation volume for diffusion could be calculated and was found to be 
close to the molar volume of O2- [93,95]. 

Fig. 13. Tc relaxation effects of an under-doped YBa2Cu3O6.58 single crystal. The sample was 
annealed at 298 K after pressure changes as indicated. (Figure reproduced from Ref. [91]).  

The observed changes of Tc in YBCO with the re-distribution of the chain oxygen was 
explained by a charge transfer to the active CuO2 layers that depends sensitively on the 
specific oxygen configuration [83,84]. This charge transfer also affects the electrical transport 
properties in the normal state. The time-relaxation of the electrical resistivity of YBa2Cu3O7-δ
observed after hydrostatic pressure was applied (or released) at room temperature followed 
exactly the same stretched exponential relaxation function as the corresponding data for Tc

with very similar relaxation times, activation energies, and migration volumes [95]. This 
obvious correlation between the relaxation of Tc and that of the normal-state resistivity 
provides evidence for the common origin of both effects. 
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The ordering of oxygen vacancies at ambient pressure was also observed near optimal 
doping in YBa2Cu3O6.95, most notably in thermal expansion measurements [96]. Upon cooling 
from high temperature a glass-like transition with distinct anomalies in the thermal expansion 
coefficients around 280 K indicates the rearrangement of the oxygen ions. The largest 
anomaly is seen in the expansivity along the orthorhombic b-axis. The kinetics of this glass 
transition is determined by the energy barrier of EA=0.98 eV [96], in agreement with other 
oxygen ordering studies discussed above. Under hydrostatic pressure the glass transition 
temperature increased at a rate of 25 K/GPa [97] supporting the assumption that pressure 
indeed facilitates the rearrangement of the mobile oxygen in the structure of YBCO. There 
arises the question why for the optimally doped YBa2Cu3O6.95 the pressure coefficient of Tc

was found to be independent of the temperature at which pressure was applied (see e.g. Fig. 
12). According to the universal phase diagram of HTS the Tc(n) inverted parabola exhibits a 
maximum at the optimal carrier density, nopt. Any pressure-induced charge transfer mediated 
by the rearrangement of the mobile oxygen should therefore have a negligible effect on Tc

since 0/ =dndTc  for n=nopt. Furthermore, the number of oxygen vacancies in YBa2Cu3O6.95

is small (δ=0.05) and the change of carrier density in the active layer can be very small at 
optimal doping although the thermal expansivities show clear anomalies [96]. Therefore, no 
relaxation effects of Tc or resistivity could be observed in the optimally doped YBa2Cu3O6.95.

The study of pressure-induced oxygen diffusion in HgBa2CuO4+δ is of particular interest 
since this compound is stable in the whole doping range. The Tc of this compound is a smooth 
parabolic function of δ covering the under-doped as well as the over-doped region of the 
phase diagram with a maximum Tc,max=97 K at δ≈0.22 [81]. dpdTc /  was found to be positive 

and of the order of 2 K/GPa as long as δ≤0.22 (under-doped to optimally doped) [77]. In the 
over-doped range (δ>0.22) the shift of Tc was relatively small and a non-linear function of 
pressure. In the experiments of Ref. [77] pressure was imposed at room temperature. 
Pressure-induced relaxation processes of Tc have also been observed in over-doped 
HgBa2CuO4+δ with typical activation energies of about 0.9 eV (comparable with values of 
other HTS compounds) and activation volumes of 11 cm3/mol [98].  

The La-214 HTS system allows for the simultaneous doping with cations (e.g. Sr2+) and 
anions (O2-) and its chemical formula is written in the general form La2-x(Sr/Ba)xCuO4+δ. It is 
important to emphasize that there is a fundamental difference between these two doping 
options. The cationic dopants (Sr2+ or Ba2+) replace the La3+ ions and reside in lattice site 
positions. Therefore, they are tightly bounded, immobile at ambient temperature, and 
randomly distributed among the La positions in the structure. We will use the notation “hard 
doping” because the dopants are literally frozen at ambient or even elevated temperatures. In 
contrast, the anionic doping by excess oxygen (notated as “soft doping” hereafter) creates 
interstitial O2- ions that are highly mobile and will adjust to the change of thermodynamic 
parameters such as temperature or pressure. In a quantum statistical sense the two types of 
doping are well distinguished by the way thermodynamic and configuration averaging is 
conducted. Since doped systems are in general “disordered” systems and many different 
configurations contribute to the partition function the configuration average has to be 
performed in addition to the usual thermal average. As pointed out by Brout [99] for the case 
of hard doping the configuration average has to be taken after the thermal average and it is 
applied to the thermodynamic potential (free energy) that was calculated for all different 
dopant configurations. In the case of soft doping, however, the sequence of averaging is the 
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opposite, i.e. the configuration average is applied to the partition function before the 
thermodynamic averaging.  

In La2-xSrxCuO4+δ the total hole density is determined by two parameters, x and δ, and the 
effects of hard and soft doping can be revealed by controlling both parameters independently. 
The crucial parameter is δ, the amount of soft excess oxygen doping, that gives rise to a 
number of interesting physical phenomena not observable in exclusively hard-doped 
compounds. Structural transitions and macroscopic phase separation have been observed in 
the super-oxygenated La2CuO4+δ [100-107]. For δ>0.05 the superconducting transition 
proceeds in two well-separated steps with two Tc’s at 15 K and 30 K, respectively, suggesting 
the possibility of electronic phase separation [100]. Interestingly, the two subsequent 
transitions appear in La2CuO4+δ and in La1.985Sr0.015CuO4+δ above the same critical hole 
density of nh≈0.085, as shown in Fig. 14. Care has to be taken in estimating the average 
carrier density in the CuO2 layers. Similar to the reduced doping efficiency of oxygen 
observed in HgBa2CuO4+δ [81] it was shown that the doping efficiency of oxygen in La2-

xSrxCuO4+δ is reduced to 1.3 holes per oxygen when the total hole density exceeds the value 
of 0.06 holes per Cu [108]. Oxygen-doped and oxygen-strontium co-doped La-214 
compounds compared at the same total carrier density (but at different δ, depending on the 
amount of Sr) exhibit very similar superconducting properties, as demonstrated in Fig. 14 
[109]. One superconducting transition is observed with Tc≈30 K in the low-doping range, 
nh<0.085. At higher doping (nh>0.085) two transitions at 15 and 30 K, respectively, are 
observed in the magnetic susceptibility. This was interpreted as a signature of electronic phase 
separation into two superconducting (hole-rich and hole-poor) states that has been predicted 
to be a general property of two-dimensional hole-like systems [110,111].  

The effect of hydrostatic pressure on the superconducting phases in the one- as well as 
two-transition regions of the phase diagram (Fig. 14) and possible p-induced oxygen 
migration effects have been investigated in La2CuO4+δ and La1.985Sr0.015CuO4+δ [109]. 
Hydrostatic pressure was imposed either at room temperature allowing the redistribution of 
the interstitial oxygen or below 100 K where oxygen diffusion is kinetically inhibited. An 
unusually large pressure coefficient, dTc/dp=10 K/GPa, was detected in the low doping range 
(nh<0.085) for pressures applied at 296 K. In contrast, the p-shift of Tc was much smaller (2 to 
3 K/GPa) when pressure was changed at low T. This remarkable difference led to the 
conclusion that pressure induces a redistribution of the soft dopants (interstitial oxygen), 
similar to the effects observed in YBCO. The extraordinary large dTc/dp in La2-xSrxCuO4+δ,
however, cannot be explained by a charge transfer from a charge reservoir to the active CuO2

layers (as in YBCO) since there is no charge reservoir in the 214-structure. Hall effect 
measurements have confirmed that the average density of free carriers does not change with 
the application of pressure [112,113]. It was therefore suggested that the pressure facilitates a 
redistribution of charges resulting in a local enhancement of the carrier density and the 
separation into hole-rich and hole-poor phases [109]. This charge separation is made possible 
by the mobile oxygen ions that adjust their distribution to provide the needed screening and to 
compensate the Coulomb repulsion between the holes in the CuO2 layers. When the oxygen 
ions are frozen in their positions and p is changed at low T the O2- act like pinning centers for 
the holes and the p-induced charge separation is largely suppressed. This explains the smaller 
dTc/dp for low-temperature application of pressure. 
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Fig. 14. Typical ac susceptibility curves in the phase diagram of La2CuO4+δ and 
La1.985Sr0.015O4+δ as function of the average hole concentration, nh. Two superconducting 
transitions are observed for nh>0.085. (Figure reproduced from Ref. [109]).  

The pressure effects on the 15 K and 30 K superconducting transitions for higher doping 
levels (nh>0.085) are opposite in sign (Tc

(15) decreases and Tc
(30) increases with p) when p is 

applied at 296 K. Changing pressure at low T (<100 K), however, barely affects the 15 K 
transition temperature but it increases Tc

(30) at a moderate rate of about 3 K/GPa. These 
differences in the pressure effects on Tc

(15) and Tc
(30) and their dependence on the temperature 

at which pressure is changed show the important role the mobile oxygen dopants play in La2-

xSrxCuO4+δ in stabilizing superconductivity. The results have been interpreted in terms of 
pressure-induced electronic phase separations. Further details can be found in Ref. [109]. 

The fundamental difference of cationic (hard) and anionic (soft) doping becomes 
drastically visible in the high-pressure investigation of very different HTS compounds as 
discussed above. Wherever doping is achieved by introducing mobile oxygen ions (or 
vacancies) the application of pressure at room temperature results in a redistribution of the O2- 

ions and an increased response of the superconducting state (e.g. enhancement of dTc/dp). The 
thermodynamically stable state under imposed pressure is characterized by a different oxygen 
configuration than the ambient-pressure state. This has to be taken into account as an 
additional dimension in the understanding of the pressure effects in HTS. When pressure is 
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applied at low temperature and oxygen diffusion is inhibited the resulting high-pressure state 
is actually away from thermodynamic equilibrium. The resulting pressure effects do not 
reflect the complex response of the superconductor to external compression that has to include 
the correlation between the hole carriers and the oxygen ions. The Tc-relaxation experiments 
discussed above therefore indicate the transition from a metastable state to the 
thermodynamically stable state at a given pressure. 

4. PRESSURE EFFECTS IN SOME UNCONVENTIONAL SUPERCONDUCTORS 

4.1 Pressure Effects in MgB2 and Isostructural Intermetallic Compounds 

Soon after the discovery of superconductivity in MgB2 at temperatures as high as 39 K [114] 
one of the most disputed questions was whether or not the superconductivity in this simple 
intermetallic compound can be understood on the basis of a phonon-mediated BCS-like 
pairing mechanism. The unusually high Tc was attributed to the strong electron-phonon 
interaction and the high phonon frequency of lattice vibrations involving mainly the light 
boron element [115]. Alternatively, Hirsch proposed an explanation in terms of a “universal” 
theory of hole superconductivity conjecturing that the mechanism of superconductivity in 
MgB2 is similar to that in cuprate superconductors and that the pairing of heavily dressed 
holes in almost completely filled bands is driven by a gain in kinetic energy. An increase of Tc

with pressure was predicted if pressure does reduce the in-plane boron-boron distance [116]. 
Evidence for hole-type carriers was indeed derived from early measurements of the 
thermoelectric power [117]. The pressure coefficient of Tc of MgB2 was first measured in a 
piston-cylinder clamp with liquid pressure transmitting medium. The results are shown in 
Fig. 15. 

Fig. 15. Effect of hydrostatic pressure on the superconducting transition temperature of MgB2.
The numbers next to the data points indicate the sequence of pressure changes. (Figure 
reproduced from Ref. [117]).  
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The pressure coefficient of Tc was found to be negative and of the order of -1.6 K/GPa 
[117] in very good agreement with calculations of the elastic and electronic properties of 
MgB2 [118]. Therefore, the theory of hole superconductivity appeared to be less favorable to 
explain the mechanism of superconductivity in MgB2. Since the pressure coefficient of Tc is 
essential to discriminate between the different proposed models for MgB2, a large number of 
follow-up high-pressure experiments have been conducted. In all experiments employing 
hydrostatic pressure dpdTc /  was found to be negative but its value scattered between –1 and 

–2 K/GPa in most investigations. The different values of dpdTc /  reported by various groups 
have been a matter of a separate discussion (see for example Ref. [119, 120]). It was 
suggested that the larger values of dTc/dp up to –2 K/GPa might be related to the sensitivity of 
the superconducting state of MgB2 to stress introduced by the freezing of the liquid pressure 
medium upon cooling [121]. However, this suggestion could not be confirmed in alternative 
experiments [122]. Instead, a correlation between “sample quality” as expressed by small 
variations of Tc and the magnitude of dTc/dp was proposed [123]. The role of defects in the 
structure of MgB2 was discussed in detail and it was found that the increase of the defect 
density results in an increase of the lattice strain, an increase of the c-axis length, a decrease 
of the resistivity ratio ( ) ( )cTK ρρ /300 , and a decrease of Tc [120,124]. The linear increase of 
|dTc/dp| with decreasing Tc could therefore be related to the increase of the defect density in 
“poor” samples [120,123]. 

The current microscopic understanding of the superconductivity in MgB2 reveals an 
unusual superconducting gap structure where supercarriers are formed simultaneously in two 
bands at the Fermi energy and two superconducting gaps of different magnitude open at Tc

[125]. This two-gap scenario was confirmed experimentally by a number of investigations 
including heat capacity measurements [126], Raman scattering [127], and tunneling 
spectroscopy [128]. To understand the pressure effects in superconducting MgB2 the p-
induced changes of the microscopic parameters of the two bands as well as the coupling 
between the bands need to be taken into account. Experimentally, the measurement of the heat 
capacity (Cp) under high-pressure conditions appears to be of interest since changes in the 
superconducting gap structure are reflected in the temperature dependence of Cp [126]. No 
such experiments have been conducted so far. 

The excitement about the high superconducting transition temperature of MgB2 initiated 
the search for similar intermetallic compounds with the same lattice structure. The most 
prominent materials found superconducting are CaAlSi and SrAlSi as well as the Ga-based 
series (Ca,Sr,Ba)GaSi [129]. These compounds are isostructural to MgB2 with Al (or Ga) and 
Si occupying randomly the boron sites in the C32 structure of MgB2. The critical temperatures 
of these new materials turned out to be moderate with the highest Tc=8 K found in CaAlSi. 
Although CaAlSi and SrAlSi are very similar electronically as well as structurally (the major 
difference is the 7.5 % larger c-axis lattice parameter of SrAlSi), the application of hydrostatic 
pressure revealed a fundamental difference of their superconducting states [130]. The 
superconducting Tc of SrAlSi decreases linearly at a rate of –0.12 K/GPa, as shown in Fig. 16. 
However, Tc of CaAlSi increases with pressure in a nonlinear way with an initial pressure 
coefficient of 0.21 K/GPa (Fig. 16). Heat capacity experiments (Fig. 17) indicate that 
superconductivity in SrAlSi is well described by the BCS theory in the weak-coupling limit, 
however, the data for CaAlSi show the typical signature of a very strong-coupling 
superconductor [21,130].  
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Calulations of the electronic band structure and the electron-phonon coupling could not 
explain the qualitative disparity in the superconducting properties of the two compounds 
[131]. It was therefore speculated [131] that a soft mode in CaAlSi could lead to an 
enhancement of the electron-phonon coupling in CaAlSi and to an unusual structure of the 
Eliashberg function [21]. The possible existence of a soft mode in CaAlSi might be an 
indication that the compound is very close to an electronic or structural instability with the 
dramatic effect on its superconductivity resulting in the “unusual” behavior discussed above. 
The experimental search for this soft mode and its consideration in a theoretical description of 
superconductivity in the C32 intermetallic compounds will facilitate our principal 
understanding of superconductivity in “unconventional” compounds. 

4.2 Pressure Control of Dimensionality in the New Superconductor NaxCoO2*yH2O

The important role of dimensionality in superconductivity has been considered for many 
decades. With the rising age of HTS cuprates other low-dimensional superconductors have 
attracted renewed attention. The recent discovery of superconductivity in the sodium-doped 
cobalt oxyhydrate NaxCoO2*yH2O (x≈1/3, y≈4/3) has raised fundamental questions about the 
role of low dimensionality, the pairing symmetry, and the unusual properties of this 
unconventional superconductor [132]. The intercalation of water molecules in between the 
CoO2 layers forces the c-axis lattice constant to expand by 77 % and increases the anisotropy 
of the structure in reducing the coupling between the CoO2 layers. It was, therefore, suggested 
that the superconductivity observed below 5 K arises in the quasi-2d CoO2 layers and 
analogies to the CuO2 layers of the HTS cuprates have been drawn [132]. Indeed, 
experimental evidence for a nodal superconducting order parameter and the existence of line 
nodes in the gap function below Tc suggests a strong similarity of the superconducting state in 
NaxCoO2*yH2O to the d-wave superconductivity in HTS cuprates [133,134]. With the weak 
interactions between the CoO2 layers the compressibility along the c-direction is expected to 
be particularly large. Application of hydrostatic pressure can be used to tune the coupling 
between the superconducting CoO2 layers and it provides vital insight into the role of 
dimensionality in stabilizing the superconducting state.  

We have found that pressure reduces the critical temperature with an unusual non-linear 
pressure dependence of Tc [135], as shown in Fig. 18. The negative dpdTc /  of 
NaxCoO2*yH2O was explained by the larger compression of the c-axis that drives the 
structure away from the two-dimensional character. Subsequent high-pressure x-ray 
investigations have confirmed our suggestion and have shown that the compressibility of the 
c-axis indeed exceeds the a-axis value by a factor of 4.5 [136]. The pressure effects on Tc and 
the lattice constants provide strong evidence for the two-dimensional character of 
superconductivity in NaxCoO2*yH2O. A further increase of the c-axis should result in higher 
Tc values and, possibly, new superconducting phenomena could be detected. A very recent 
structural study [137] of NaxCoO2*yH2O single crystals has shown that the water content can 
be increased to y=1.8 with an increase of the c-axis lattice parameter from 19.71 Å (y=1.3) to 
22.38 Å (y=1.8). However, low-temperature studies and the search for superconductivity in 
this compound have not yet been conducted. 
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Fig. 18. Pressure dependence of Tc of the layered cobalt oxyhydrate NaxCoO2*yH2O. The 
numbers indicate the sequence of pressure changes. The ambient-pressure Tc recovered after 
complete release of pressure (filled square).  

The non-linearity of Tc(p) is interesting by itself and it suggests the possible existence of 
large dispersion in the energy spectrum near the Fermi surface [135]. The average pressure 
change of Tc is 107.0/ln −−= GPadpTd c . Above 1 GPa Tc decreases at a rate of 

11.0/ln −−= GPadpTd c . It is interesting to note that these values compare favorably with the 
pressure coefficients of electron-doped high-temperature superconductors with a similar Tc

[138]. In NaxCoO2*yH2O the charge carriers are electrons. The current high-pressure results 
may suggest an interesting similarity of the layered NaxCoO2*yH2O and the HTS cuprates. 

4.3 Competition of Superconducting and Magnetic Orders 
in Superconducting Ferromagnets as Revealed by High-Pressure Experiments 

In the field of high-temperature superconductivity the coexistence of ferromagnetism and 
superconductivity in a class of Ru-based HTS compounds has raised considerable attention. In 
these materials (e.g. RuSr2GdCu2O8) ferromagnetic order arises at relatively high temperature 
(≈130 K) and superconductivity sets in at about 45 K. The question if and how these two 
antagonistic states of matter can coexist has been a focal point of intense discussion (for a 
short review of the topic see e.g. Ref. [139]). The response of the two states, magnetism and 
superconductivity, to applied pressure will provide more insight into the way they coexist 
with one another.
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The superconducting ferromagnets are commonly synthesized in polycrystalline form with 
relatively weak grain-grain connectivity. The weak links across the grain boundaries give rise 
to unusual effects, for example in the magnetoresistance measurements below Tc [140]. The 
superconducting transition as observed in resistivity or zero-field cooling magnetization 
measurements proceeds in two steps, the intra-grain transition is followed by an inter-grain 
transition (phase coherence across the grain boundaries) at lower temperature. Both 
transitions can be separated in ac-susceptibility or transport measurements [141,142]. It is 
essential to focus the high-pressure investigation onto the pressure effects on the bulk 
superconducting properties and the intra-grain superconducting Tc.

The pressure dependences of both, the ferromagnetic transition temperature, Tm, and the 
intra-grain superconducting Tc, of RuSr2GdCu2O8 were estimated by measuring the ac 
susceptibility in a piston-cylinder clamp cell [143]. The results for Tc(p) and Tm(p) are shown 
in Fig. 19. Both transition temperatures increase with pressure, but at different rates. The 
magnitude of the relative pressure shift of Tm, 1054.0/ln −= GPadpTd m , was found to be 

about twice as large as 1025.0/ln −= GPadpTd c , indicating that the stabilizing effects of 
pressure on the magnetic state are much stronger than on the superconductivity. 
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Fig. 19. Pressure dependences of the intra-grain Tc (left) and the ferromagnetic Tm (right) of 
RuSr2GdCu2O8.

The absolute pressure coefficient of the intra-grain Tc, GPaKdpdTc /1/ ≈ , is surprisingly 
small if compared with similar, but non-magnetic high-Tc compounds in a comparable doping 
state. RuSr2GdCu2O8 is known to be a typical under-doped cuprate with a hole density of 
about 0.06 to 0.07 [141]. The pressure coefficients of Tc of different HTS cuprates at a similar 
doping level, as for example La2-x(Sr, Ba)xCuO4, YBa2Cu3O7-δ, or YBa2Cu3-xMxO7-δ, are all 
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larger by a factor of 3 to 4 than the dpdTc /  of the superconducting ferromagnet 
RuSr2GdCu2O8. This leads us to propose that the magnetic and superconducting states are not 
completely independent but they compete with each other [143]. Due to this competition the 
stronger enhancement of the ferromagnetic phase results in a reduced (as compared to similar 
HTS compounds) pressure effect on Tc. Under external pressure the magnetism in 
RuSr2GdCu2O8 is stabilized on the expense of the superconducting state. 

5. SUMMARY 

Since the discovery of superconductivity in 1911 the effects of high pressure on the 
superconducting state and Tc have been of prominent interest. Pressure was very successful in 
inducing superconductivity in elements and compounds that are not superconducting at 
ambient pressure. The total number of elements that turn superconducting at high pressure 
now almost equals the number of ambient pressure superconducting elements. Especially the 
high-pressure superconductivity detected in the alkali metal lithium sparks new hope in the 
ongoing search for superconductivity with an expected unprecedented high Tc in dense 
metallic hydrogen. The developments of new techniques have pushed the limits of static 
pressure generation into the range of several hundred GPa and the dream to squeeze hydrogen 
superconducting may be realized very soon. Large positive pressure coefficients of Tc found 
in the high-temperature superconducting cuprates have revealed the final clues that led to the 
synthesis of the first HTS compounds with Tc’s above the temperature of liquid nitrogen. The 
current record Tc=164 K was achieved in HgBa2Ca2Cu3O8+δ under high-pressure conditions.  

The physical understanding of the pressure effects on superconductivity is very complex, 
even for conventional superconductors. Within the phonon-mediated pairing models (BCS in 
weak-coupling limit or Eliashberg theory for strong coupling) a number of electronic and 
phononic parameters that depend on pressure with an immediate effect on the transition 
temperature have to be considered. The equation for Tc derived by McMillen, for example, 
involves three parameters, the average phonon frequency, the electron-phonon coupling 
constant, and the screened Coulomb pseudopotential. All three parameters depend on pressure 
via the phonon energy, the density of states, the electronic matrix elements, the screened 
Coulomb interaction, etc. in a non-trivial analytical way. A first-principle theory of the 
pressure effects in superconductivity has to account for the pressure dependence of all 
parameters of the phonon and electron systems as well as their interactions. In a semi-
empirical treatment the pressure dependence of the density of states and the phonon frequency 
is frequently considered and all other parameters are assumed to be independent of pressure. 
This simplified procedure was successful in describing the pressure effects on Tc in some 
simple compounds such as superconducting lead. 

Abnormal pressure effects observed in several superconducting elements (Tl, Re) have 
been explained by electronic instabilities of the Fermi surface (change of topology from 
closed to open Fermi surface) induced by pressure. High-pressure investigations of 
superconductivity in some A15 compounds have revealed the superior role of the electronic 
excitation spectrum with peaks or singularities close to the Fermi energy in stabilizing 
superconductivity with relatively high Tc-values and inducing the phonon softness that leads 
to structural instabilities close to the superconducting transition.  
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In high-temperature superconducting cuprates the effect of pressure on Tc strongly 
depends on the doping state, i.e. the number of holes in the active CuO2 layer. The universal 
parabolic law that applies to a majority of HTS compounds expresses Tc as an inversed 
parabolic function of the hole number, n, with an optimal hole density (maximum Tc) near 
0.16. Because of this Tc(n) dependence Tc(p) is largely determined by a pressure-induced 
charge transfer from the charge-reservoir block to the CuO2 layer. This charge-transfer model 
explains the observed sign change of the pressure coefficient of Tc in crossing from the under-
doped region (n<0.16) into the over-doped range (n>0.16). However, there are several 
exceptions in the class of HTS compounds that either do not follow the parabolic Tc(n)
dependence in the full range of doping or that show a more complex pressure dependence of 
Tc contradicting the simple charge transfer model. The existence of Van Hove singularities 
and the pressure-induced change of the Fermi surface topology have therefore been proposed 
(e.g. in HgBa2CaCu2O6+δ) to account for the abnormal behavior of Tc(p).

An increased complexity of pressure effects have been reported in HTS systems with 
weakly bound, mobile oxygen ions, such as vacancies in the CuO-chains of Y-123 (YBCO) 
providing the possibility of oxygen migration along the chains, or interstitial excess oxygen in 
Tl-2201 and La-214. It is shown that, for several different HTS compounds, the application of 
pressure results in a change of the distribution of these mobile oxygen ions with a large 
impact on the pressure dependence of Tc. Therefore, the pressure effects depend on the 
temperature at which pressure is imposed. If this temperature is low enough the oxygen 
migration is inhibited and the application of pressure drives the HTS system away from 
thermal equilibrium with a qualitatively different dependence Tc(p). Consequently, Tc

relaxation effects have been observed with relaxation times characteristic for diffusion of 
oxygen ions along specific diffusion paths. 

In the superoxygenated La-214 HTS compound the interstitial oxygen facilitates the 
electronic phase separation into hole-poor and hole-rich states at different doping levels. 
Pressure applied at ambient temperature increases the tendency to phase separation. The 
pressure-induced re-arrangement of oxygen ions also results in an enhancement of the 
pressure coefficient of Tc up to 10 K/GPa. The high-pressure investigations reveal the 
fundamental difference of cation doping and oxygen doping in HTS compounds and 
emphasize on the important role of mobile oxygen in stabilizing superconductivity with high 
Tc. Since similar effects have been observed in quite different HTS cuprates it was suggested 
that the tendency to electronic phase separation and the oxygen ordering phenomena (also 
induced be pressure) are correlated and represent a universal feature of HTS. 

Several examples are discussed where high-pressure investigations have led to a deeper 
understanding of the underlying physics of specific superconductors or have raised new 
questions about it. Among them are the pressure effects on superconductivity in MgB2 and the 
isostructural intermetallic compounds CaAlSi and SrAlSi. In the former case the negative 
pressure coefficient of Tc provided strong support for the phonon-mediated BCS-like pairing 
mechanism in contrast to alternative theories. For the latter two compounds the opposite 
pressure coefficients of Tc in conjunction with large differences in the electron-phonon 
coupling strengths derived from heat capacity measurements led to speculations about the 
possible existence of a soft phonon in CaAlSi driving the system close to a structural 
instability. The suggestion is still awaiting experimental or theoretical verification. 

In the sodium-doped cobalt oxyhydrate, NaxCoO2*yH2O, the decrease of Tc with 
hydrostatic pressure was understood in terms of an increased coupling between the CoO2
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layers due to a larger compressibility of the c-axis as compared to the a-axis. The compression 
reduces the 2d character of the water-intercalated structure and the negative pressure 
coefficient of Tc lends indirect support to the assumption that the high anisotropy (or the low-
dimensionality) of the structure is crucial for the understanding of the superconductivity in the 
compound.

Pressure effects on the ferromagnetic and superconducting transitions of the HTS 
superconducting ferromagnet RuSr2GdCu2O8 are discussed and lead to the conclusion that 
both antagonistic states of matter compete with one another in the compound. The imposed 
pressure favors the magnetic state on the expense of the superconducting state that leads to a 
smaller than expected pressure coefficient of the superconducting Tc.
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1. INTRODUCTION

Disorder in solids is primarily of two types: crystalline and amorphous. The former may 
result from deviations in site occupancy of different species of its constituent ions with the 
crystal lattice otherwise essentially remaining intact. In the amorphous disorder there is a 
breakdown of the lattice framework that represents its long range order. Clearly, the 
crystalline disorder holds for alloys and compounds comprising more than one type of ion 
occupying well defined lattice sites, characteristic of the ordered state. Here the disorder 
would result with their mutual intermixing, essentially in a random fashion, giving rise to the 
so called anti-site defects. Here one type of ion, say A, occupies the lattice site that was 
originally (in the ordered state) the lattice site of the ion B. The situation may get further 
complicated by incorporation of impurity elements or vacancies at the lattice sites or by ions 
occupying the interstitial sites. The presence of impurities and vacancies produces 
compositional disorder with altered stoichiometry. Turning to the second form of disorder 
related to the lattice framework, the amorphous state represents the extreme situation where 
the long range order is drastically affected. Basically the structure of amorphous state varies 
from ultra small crystallites (about 2.0 nm diameter) with short range order preserved within 
nano-grains, the so called micro- or nanocrystalline amorphous, to a phase where the lattice 
structure is totally disordered, known as liquid-like amorphous. The amorphous disorder is 
commonly realized by rapid quenching of the material from its molten state (by using splat 
quenching or melt spinning techniques) or by quench condensation as thin films at low 
temperatures. Likewise, the techniques such as sputtering, electron beam evaporation, CVD, 



500

various forms of vapour quenching methods as well as ion beam irradiation have been used to 
create amorphous disorder. Both pure elements and alloys can be turned from crystalline to 
amorphous. It is worth mentioning that in metallic systems, the crystalline disorder formed 
with anti-site defects is invariably more stable than the amorphous disorder. The latter occurs 
as a metastable state having a local minimum in the Gibbs free energy curve which is 
separated from the lowest minimum corresponding to the thermodynamic equilibrium 
(crystalline state) by energy barriers. The impurity atoms and defects commonly serve as 
barriers that stabilize the metastable state, as without them the system, with thermal 
excitation, gradually reverts to the crystalline order of the lowest energy. 

How does superconductivity respond when a material gets disordered ? As with many 
physical and chemical properties, such as mechanical, electrical, magnetic, thermal, chemical 
reactivity, corrosion etc., superconducting properties too reveal marked changes with 
disorder. Historically, the problem was first conceived by Shalnikov [1] who, in 1938, showed 
that the amorphous thin films of Sn and Pb produced by quench condensation (vapour 
condensation on liquid helium cooled substrate) had their critical temperature Tc raised from 
their respective bulk (crystalline) values of 3.7K and 7.3K to 4.7K and >7.5K. The work was 
systematically pursued further by Buckel and Hilsch [2,3] who studied superconductivity in 
thin amorphous films of Pb, Bi and of various simple metals produced by quench 
condensation. Their most interesting result was for Bi-films which in the crystalline state were 
semi-metallic and nonsuperconducting, but when formed as amorphous by quench 
condensation showed metallic behaviour and superconductivity close to 6K. But, upon 
warming up to about 20K the films got reverted to their original crystalline form and showed 
no superconductivity upon re-cooling. Since this early work a considerable effort has gone 
into the study of superconductivity in relation to disorder in both low and high Tc

superconductors (LTS and HTSC) and a wealth of data is now available in literature. It may 
be interesting to note that whereas in low Tc simple metals and alloys it is the amorphous 
disorder which holds its mainstay in significantly influencing Tc, for superconducting 
compounds such as A-15s, Laves and Chevrel phases, and high Tc cuprates, for instance, the 
cationic and anionic disorders resulting from deviations in their site occupancies play the most 
dramatic role in affecting superconductivity. In this respect, HTSC cuprates are perhaps the 
unique systems known to date that depict the highest level of structure sensitivity in respect of 
their superconductivity. Disorder resulting from small deviations in site occupancy and 
relatively minute changes in cationic and anionic dopings, including the oxygen content, have
a devastating influence on superconductivity of these interesting materials. In this chapter, 
Disordered Superconductors, we first take a hurried look to assess the role of disorder in 
simple metals, transition metals, alloys and A-15s and then move to high Tc cuprates, where 
we essentially try to consolidate some of our recent cationic and anionic substitutional studies 
that are intimately linked with disorder effects. 

2. AMORPHOUS DISORDER AND SUPERCONDUCTIVITY IN SIMPLE METALS  

Host of available superconductivity data pertaining to disorder effects in elemental simple 
metals and their alloys focus on their amorphous thin films synthesized by quench 
condensation or by ion beam techniques. In majority of instances the amorphous disorder is 
found to enhance the superconducting critical temperature Tc of simple metals. This seems 
consistent with McMillan’s extension of the BCS theory for the situation of strong electron-
phonon coupling, which gives [4] 
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(1)

where θD is Debye temperature and µ∗ being the repulsive coulomb pseudopotential. The 
dimension-less parameter λe, which measures the electron-phonon interaction strength is 
given by 

 
(2)

where F(ω) is  the phonon density of states at the Fermi surface and  α  relates to the electron-
phonon pair potential. The parameter λe can be expressed in terms of the electron density of 
states N(0), the ion mass M, electron matrix element < I2 > and the mean square phonon 
frequency < ω2 > through the relation, 

 (3)  

For strongly coupled superconductors λe > 1. Amorphous disorder, in general, leads to 
weakening of the bonds between atoms and should promote softening of the average phonon 
spectrum. This would correspond to a reduction in <ω2> in equation (3) above, and thereby 
enhance the electron-phonon interaction strength and Tc.

As mentioned in the beginning, for stabilizing a high degree of disorder characteristic of 
the amorphous state, the presence of impurities is often found useful. In fact some metals can 
be realized amorphous only when impurities are present. Al, for example, which has Tc of 
1.2 K in the crystalline state, shows higher Tc of 3.3 K when it is quench condensed [3] and 
still higher Tc of 4.5 K when condensed in the presence of O and H, and 6 K and 6.6 K when 
coevaporated with Ge and Si respectively [5]. Interestingly, Tc of Al gets enhanced further to 
7.3 K and 8.35 K respectively when Ge and Si are incorporated by implantation instead of by 
evaporation. Higher Tc values observed are ascribed to a greater disorder produced in 
implantation. Implantation of H, D, He, C, O and Al in Al have been found to enhance 
Tc [6,7]. With H implanted films which show Tc of 6.75 K formation of AlH2 has been 
suggested [6] where the optical phonon branch is thought to enhance Tc through electron-
optical phonon interaction. A similar explanation had previously been suggested by Stritzker 
and Buckel [8] to explain the anomalously high Tc of about 11 K observed for Pd-H system.  

A comparative study of disorder and superconductivity in quench condensed and ion 
implanted In films was carried out by Bauriedl et al. [9]. They implanted indium ions into 
annealed (Tc=3.6 K) and quench condensed (Tc=4.25 K) In films. Their results showed that 
ion implantation of quench condensed In films produced the highest Tc of 4.54K. However, 
the most prominent case of Tc enhancement due to amorphous disorder is that of Be, where Tc

enhancement occurs from 0.03K to 9K. Incorporation of impurities is found to degrade Tc.
Some data for simple metals and their alloys in the amorphous state are listed in Table 1 [10] 
below.

It may be interesting to note from the above table that the electron-phonon interaction 
parameter λe for amorphous simple metals and alloys generally exceeds 1.0 which makes 
them strongly coupled. Their gap coefficient 2∆/kBTc too, where 2∆ represents 
superconducting energy gap, is larger than the BCS weak coupling value of 3.50, which is  
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Table 1. Superconducting parameters of amorphous simple metals and alloys  

Metal/Alloy Average Valence Tc (K) 2∆/kB Tc λε
Au0.84Si0.16 1.48 1.4   
Mg0.7Zn0.3 2.0 1.4   
Be 2.0 9.0 3.5 0.5 
Be0.90Al0.10 2.1 7.2   
Be0.70Al0.3 2.3 6.1 3.57  
Cd0.90Ge0.10 2.3 1.6 3.00  
Ga 3.0 8.4 4.40 2.0 
Tl0.90Te0.10 3.3 4.2 4.60 1.70 
In0.80Sb0.20 3.4 5.6 4.40 1.69 
Sn0.90Cu0.10 3.7 6.76 4.76 1.84 
Pb 4.0 7.16 4.63  
Pb0.90Cu0.10 3.7 6.5 4.75 2.0 
Pb0.75Bi0.25 4.25 6.91 4.99 2.76 
Pb0.50Bi0.50 4.50 6.99 5.00  
Bi 5.0 6.1 4.6 2.35 

again consistent with their strong coupling nature. As may be seen from the above table, the 
amorphous metals of low average valence of 1 or 2 have lower Tc than those having a larger 
valence. The only exception is perhaps Be whose unexpected high Tc is ascribed to a 
relatively large Debye temperature θD of around 1300 K which raises the critical temperature 
through the pre-exponent part of equ. (1). While studying the valency dependence of Tc,
Johnson found [11] that the weighted Tc, that is Tc/Tp=kB Tc/hωp, systematically increases 
with valency Z. Here, Tp= hωp / kB is the characteristic phonon temperature and ωp being the 
ionic plasma frequency. Johnson has argued that such a relationship follows directly from the 
McMillan theory [4]. For nearly free electrons,  

( 4 )

where EF is the Fermi energy, KF the wave number of Fermi electrons and <Vq
2> the mean 

square of fourier transform of the bear pseudopotential. For free electron systems, <Vq
2>

varies as Z2 , while <ω2>/ωp
2 varies as Z and consequently λe, and hence also the Tc increase 

with valency. For Bi, Ga, Pb, Sn, In, Tl, in amorphous state, various measurements like 
temperature dependence of resistivity, Hall voltage and thermoelectric power have confirmed 
the validity of free electron model [12-15]. 

It is interesting to mention that in the case of semimetals like Si, Ge, P, As, Sb, Bi, S, Se 
and Te the application of external pressure [10] has qualitatively similar effect as of 
amorphous disorder. At the ambient pressure, while their resistive behaviour remains semi-
metallic and none of them exhibits superconductivity, under the imposed external pressure 
they become more metal-like and also turn superconducting. Quench condensed films, as 
mentioned earlier, show a similar behaviour [2,3]. The semi-metals, unlike metals, have 
relatively open crystal structures and their Bloch energy of electrons is lower which reduces 
the Fermi surface and hence the bare density of states. Moreover, the Bloch electrons screen 
the lattice potential quite effectively as their concentration lies primarily in the potential 
valleys. This is believed to reduce the electron phonon interaction parameter λe and thus there 
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is no superconductivity. Under pressure, when the structure becomes more close packed the 
density of states at EF is increased and so also λe which make them metallic and also 
superconducting. Essentially similar argument has been applied in the case of amorphous 
disorder.

Clearly, λe is the controlling parameter for superconductivity. The quasiparticle tunneling 
technique has been effectively used to study the parameter λe for simple metals in the 
amorphous state. In general, the effect of disorder is to smear out peaks in α2  F(ω) , but at the 
same time the results [16] on amorphous Pb films showed that there is a simultaneous 
increase in the composite parameter α2 F(ω) on low frequency side of the spectra, which from 
equ.(2) corresponds to increase in λe that accounts for the observed Tc increase. It is natural to 
ask whether the increase in λe due to amorphous disorder owes to the change in the electronic 
part α2  or in the phononic part represented by F(ω). Measurements of both Debye-Waller 
factor using Mossbauer technique [17] and the relative specific heat of amorphous samples 
and their crystalline counterparts [18] reveal that the observed changes in the phonon density 
of states F(ω) due to amorphous disorder alone are not sufficient to explain the Tc

enhancement. On the other hand Bergmann [10] found the Tc enhancement due to amorphous 
disorder stemmed primarily from the resulting change in the electronic component α2.
Presently it seems reasonable to believe that in simple metals and alloys where amorphous 
disorder enhances Tc, both α2 and F(ω) are simultaneously affected by disorder. 

3. AMORPHOUS DISORDER AND SUPERCONDUCTIVITY 
IN TRANSITION METALS, ALLOYS, AND METALLIC GLASSES

The pioneering work on superconductivity in relation to amorphous disorder in transition 
metals and alloys was due to Collver and Hammond [19,20]. They primarily followed the 
quench condensation method and deposited amorphous thin films by evaporation on 
cryogenically cooled substrates. In the case of disordered transition metals and alloys the 
annealing temperatures for recrystallization were higher than for simple metals, where 
annealing to 100K was sufficient to restore the crystallographic order. 

Fig. 1 depicts the results [19,20] of Collver and Hammond for amorphous metals and 
alloys of 4d series showing Tc as a function of average valence electrons per atom. In the 
background are shown for comparison two characteristic peaks in Tc for e/a values of 4.75 
and 6.5 of Matthias’ rules for crystalline transition metals and alloys. As may be seen, the two 
peak structure has almost disappeared and instead one finds a single broad maximum for e/a 
of 6.5. In the case of group V metals, such as V, Nb and Ta the amorphous disorder is found 
to lower Tc while for metals of group VI and VII , i.e., Mo,W and Re, Tc is raised by disorder. 
For transition metals, in general, Schroeder et al. [21] had however found that for pure 
materials the amorphous disorder was difficult to realize in quench condensed thin films and 
such samples synthesized under ultra high vacuum of 10-10torr, and low substrate temperature 
of 4.2K were still crystalline. Consequently, most of the reported data [19,20] on amorphous 
thin films of transition metals prepared under poorer vacuum of 10-7torr really represent the 
impurity stabilized amorphous state. Nevertheless, Collver and Hammond’s systematics of 
Fig. 1 is found to hold for a host of amorphous systems produced by ion implantation [22,23], 
and also for a large variety of metallic glasses [24] such as Zr75Rh25 [25,26], Zr70Pd30 [27,28], 
Zr70Be30 [29], as well as for a series of Phosphate glasses [30] of the type (TM1-xRux)80P20

produced by melt spinning technique.  
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Fig. 1. Tc as a function of average valence electrons per atom for amorphous metals and 
alloys of 4d series taken from references [19,20]. 

Among pure transition elements Mo and Pd in the amorphous state are of particular 
interest. The former perhaps represents the most studied case where Tc is enhanced from its 
low value of 0.9K in the crystalline state to around 5 K to 9 K found for quench condensed 
amorphous films (Table 3). The techniques of ion implantation and heavy ion irradiation were 
extensively used by Meyer [23] to synthesize disordered Mo films. Thin films prepared at 
room temperature with different levels of impurities like O, N etc., were subjected to ion 
beam irradiation and implantation at 4.2K using different species of ions of varying electro-
negativity to produce amorphous films of varying Tc values. The results are presented in 
Table 2. As may be seen, incorporation of chemically active impurities with the electro-
negativity greater than that of Mo, which is close to 2.0, generally enhances the pristine Tc. A 
greater electro-negativity of the implanted ions would promote the electron transfer from Mo 
to the doped ion, making the outer d-band (including the probability of s- electron coming 
into d) of the former exactly half filled and thus give rise to a higher electronic density of 
states at the Fermi level EF. This seems consistent with the results of ultra violet 
photoemission spectroscopic studies [21] which revealed that the effect of amorphous 
disorder was to shift the peak in N(0) to EF and thereby enhance Tc. Amorphous Nb and V 
films synthesized in the presence of N show a decrease in Tc from their crystalline value. Here 
the electron transfer from Nb or V to N would leave their d-band less than half filled and their 
Tc would thus get degraded. 

As per above discussion, the high Tc of amorphous Mo is due to a peak in N(0) at EF, but 
interestingly the reverse seems to hold for achieving superconductivity in disordered Pd, 
which in the crystalline state, down to the lowest temperatures studied, does not turn 
superconducting. Interestingly, Stritzker [31] found Pd films deposited at 4.2 K show 
superconductivity at 3.2 K after they were irradiated with He-ions at low temperatures. The 
crystalline Pd is otherwise nonsuperconducting, which is believed to be due to the presence of 
strong Stoner enhanced spin fluctuations or paramagnons, resulting from high N(0) at EF.
They serve as pair breakers to destroy superconductivity. It is therefore believed that with 
irradiation some Frenkel type defects are presumably formed in amorphous or highly 
disordered Pd which smear and broaden the density of states and thereby lower N(0). This  
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Table 2. Tc of Mo alloy films prepared by irradiating/implanting ions of different electro-
negativity 

Ion Tc optimum (K) Atomic % Electronegativity 
B 8.7 16 2.0 
C 8.3 17 2.5 
N 9.2 23 3.0 
Ne 1.7 20 – 
Al 1.7 35 1.5 
P 9.2 27 2.1 
S 9.2 25 2.5 
As 7.6 30 2.0 
Sb 1.7 35 1.9 
Bi 1.7 35 1.9 

way, when paramagnon effect is lowered the amorphous thin films of Pd show 
superconductivity. In this respect Pd holds some similarity to Pt whose powders when highly 
compressed exhibit superconductivity at 60 to 100 mK. Large surface area of Pt grains withits 
surface phonons leads to a decrease in the mean square phonon frequency <ω2> which,
through equ.(3) favours superconductivity. Also, in the compressed Pt powders Stoner 
enhanced paramagnons of conduction electrons is markedly lowered due to broadening and 
decrease of N(0) which, like in Pd, would support superconductivity 

Some of the superconductivity and related data for various amorphous metals, alloys and 
melt spun glasses of transition metals are summarized [21,24] in Tables 3 and 4. Unlike in 
simple metals, the gap coefficient 2∆/ kB Tc for superconducting transition metals and alloys 
in the amorphous state is found close to the weak coupling value. As may be seen (Table 3), 
Tc of A15 superconductors, in most cases, is drastically lowered when produced as 
amorphous. Before the advent of high Tc cuprates these materials were known for their 
highest Tc values in the range of 20K and also possessed high critical fields and commendably 
high transport current densities. However the A-15 compounds, as described in the next 
section, are equally sensitive to both crystalline and amorphous disorders. Degradation of 
their properties with disorders poses a serious drawback in their use in various accelerator 
based applications.

Table 3. Superconductivity parameters for amorphous thin films of transition metals and 
compounds

Thin films Tc (K) 2∆/ kB Tc

V 2.3 to 4.6 3.5 to 3.9 
Nb 8.0 3.0 
Mo 5.0 to 9.0 3.5 to 3.7 
Nb3Ge 3.6 3.5 
Nb3Si 3.9 3.6 
Nb3Sn 3.0 to 4.0  
Mo0.68Si0.32 6.7 3.4 
Mo0.8N0.2 8.3 3.6 
Re0.70Mo0.30 8.6 3.7 
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Table 4. Superconductivity and related parameters for transition metal alloy glasses 

Metallic Glasses Tc (K) dHc2/dT (T/K) ρn (µΩcm)
La80Au20 3.5 2.30 200 
La80Ga20 3.8 2.25 170 
Zr75Rh25 4.55 2.63 220 
Zr70Pd30  2.4 2.65  
Zr70Be30 2.80 2.38 290 
(Mo0.80Ru0.20)80P20 7.31 2.45 300 
(Mo0.60Ru0.40)80P20 6.18 2.55 300 
(Mo0.40Ru0.60)80P20 4.68 2.68 330 
(Mo0.20Ru0.80)80P20 3.43 2.76 320 
(Mo0.60Ru0.40)90P10 7.10 2.54 130 
(Mo0.60Ru0.40)78P22 5.42 2.45 210 
(W0.50Ru0.50)60P20 4.57 2.22  
(Mo0.8Re0.20)80P10B10 8.71 2.42  

In the above respect the transition metal glasses, produced by melt spinning technique [24-
30], seem to hold competitive advantages over A-15 superconductors. As may be seen from 
Table 4, although their Tc values are lower, their normal state resistivity ρn is commendably 
large which makes them high field superconductors, as indicated by their appreciable dHc2/dT
values in Table 4. For instance Hc2(0) of (Mo0.8Re0.20)80P10B10 exceeds 16 T, a value 
intermediate between that of Nb-Ti and Nb3Sn. Besides, these glasses often have superior 
mechanical properties than A-15, which are brittle materials and need special processing 
routes for their fabrication. The metallic glasses very often possess considerable ductility in 
shear and limited ductility in tension and moreover their tensile strength approaches the limit 
for a perfect crystal. Also, they being inherently amorphous, their superconducting properties
remain unaffected with further disorder. Unfortunately, the measured values of the critical 
current for glasses are low. The problem being that their coherence length is around 5.0 nm, 
while the disorder present in the glasses is too fine for the flux vortices “to see” and 
consequently the pining is poor. The problem might be effectively tackled by introducing 
inhomogeneities in the form of crystalline precipitates of about 5 nm dimensions in 
amorphous matrix which should pin the flux vortices more effectively. 

4. CRYSTALLINE AND AMORPHOUS DISORDERS 
IN A-15 SUPERCONDUCTORS 

4.1 Crystalline Disorder 

There is a weight of evidence to show that Tc of ordered compounds like Laves phases, 
Chevrel compounds and A-15s etc., is affected by perturbation in the long range order. Of 
these, A-15 superconductors, due to their high Tc values, have been studied most extensively 
[32-34]. In this class of materials, whose binary chemical composition is represented by A3B, 
there are three mutually orthogonal densely packed chains of transition metal ions A, located 
on the faces of BCC lattice formed by nontransition or transition metal ions B (see Fig. 2). 
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Fig. 2. Crystal structure of A-15 compounds (A3B). 

Typically, Tc values of some of the prominent compounds are Nb3Sn (Tc=18.5 K), Nb3Ge
(Tc=23.2 K), Nb3Ga (Tc=20.7 K), Nb3Al (Tc=19.2 K), V3Si (Tc=17.2 K), V3Ga (Tc=16.9 K), 
Nb3(Al,Ge) (Tc=21 K). Relatively high Tc values noted for such a structure, known as β-
tungsten, owe much to the three orthogonal chains of transition metal ions. These densely 
packed chains, as first pointed out by Weger [35], cause the d-band at the Fermi surface to 
become sharp, resulting in high N(0) which is responsible for their observed high Tc.
Consequently, any adulteration or disruption of A-chains, for example caused by B-ions, 
foreign impurity ions, or even vacancies occupying some of the A-sites would result in the 
broadening of the d-band and drastically reduce N(0) and Tc. During heavy ion irradiation, 
some of the A-ions can get readily knocked off with their continuity getting interrupted by 
vacant lattice sites or this could as well lead to interchange of A and B sites, and Tc thereby 
gets degraded. Departure from the correct stoichiometry necessarily means the excess 
concentration of either A or B element. The excess B-ions would adulterate A-chains while 
the excess A would cause disorder in the BCC lattice of B-ions. Normally the B-site is 
considered less sensitive for Tc than the A-site. However, the transition metal A-ions at the B-
site would have its d-band overlapping the narrow d-band due to A-chains, thereby making 
the latter broader with reduced N(0). Extensive pseudobinary and ternary systems studied [32-
34] show that in almost all instances corresponding to (A,A’)3B ,where A and A’ are both 
from the transition metal group, Tc is reduced. On the other hand, there seems little adverse 
effect on superconductivity with similar disorder on the B-site. In fact, there are instances 
where the pseudo-binary A3(BB’) formed by A3B and A3B’ has an optimum Tc that exceeds 
the Tc of the two constituent binaries. Here B and B’ are both non-transition ions. Examples 
of these are Nb3AlGe, Nb3AlGa and Nb3AuPt [33-34]. If B or B’ are transition elements then 
their d-band overlaps the narrow d-band of A-chains and Tc is thereby significantly lowered 
due to decrease in N(0). Some examples of the binary system where both A and B ions are 
transition metals are Cr3Ir (Tc=0.17 K), V3Rh (Tc= 0.38 K), V3Ni (Tc=0.57 K). In such a 
situation, the mutual intermixing of A and B does not seriously affect Tc. They are therefore 
called ‘atypical’ superconductors [32-34]. Their critical temperature is presumably already too 
low and any disorder has little further deteriorative effect on Tc.
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4.2 Amorphous Disorder 

A-15 superconductors have also been synthesized as thin films in the amorphous state, but in 
the situations such as for Nb3Ge, Nb3Sn and Nb3Si, where in the crystalline state the Tc was 
high, in the amorphous state Tc was found to get significantly degraded (see Table 3). With 
amorphous disorder the chain structure is totally destroyed and it is really not surprising that 
the resulting Tc values are therefore significantly lowered. A-15 compounds of Mo, however, 
provide an interesting exception. Mo0.68Si0.32, Mo0.8N0.2, Re0.70Mo0.30 (Table 3) which show 
low Tc (<2 K) in their crystalline state depict a substantially higher Tc when turned amorphous 
as quench condensed films. Similarly, crystalline films of Mo3Ge and Mo3Si with Tc of 
around 1.5 K, have their Tc raised by more than 6 K when they are turned amorphous with 
heavy ion irradiation [36]. The unusual behaviour of these Mo compounds is ascribed to 
superconductivity of the amorphous Mo sites, described in sec.2. 

5. CRYSTALLINE DISORDER IN HIGH Tc CUPRATES 

In general as Tc goes up superconducting state becomes increasingly more sensitive to 
disorder the relevant parameter closely linked with this issue is the range of coherence, 
ξ which decreases as Tc becomes larger. This is implicit in the relation which follows from 
the BCS theory,  

 (5)
where vF is the Fermi velocity, ∆ο is half the energy gap and kB is the Boltzmann constant. For 
classical simple elemental superconductors ξ = 50 to 100 nm, but for HTSC cuprate 
superconductors with Tc of around 90-100 K the coherence length drops down to around 0.2 
to 1.5 nm. This value becomes comparable to the size of the crystallographic unitcell of high 
Tc cuprates. As a consequence, even very small disorder on the unitcell scale can interfere 
with the long range coherence of the superconducting state and thereby destroy 
superconductivity. The atomic disorder, such as resulting from the cationic dopings thus 
becomes a non-trivial issue in influencing the high Tc phenomenon. 

High Tc superconducting cuprates (HTSC) seem to hold some similarity with A-15s in that 
here, instead of densely packed A-chains of transition metal ions of the A-15 structure, we 
have quasi-two dimensional CuO2 planes (see Fig. 3) where any disorder makes the maximum 
impact on Tc. However, the underlying electronic structure in high Tc cuprates is thought to be 
very different from normal metals [37,38]. The main reasons for this are: HTSC are 
essentially doped Mott insulators with lower carrier concentration than typical metals; they 
are highly anisotropic/ quasi-two dimensional (CuO2 planes), where the electrical transport 
along c-direction (across [CuO2] planes ) is neither metal- nor insulator- like. In the normal 
state, up to optimal doping, it is still unclear as to whether the Fermi-Liquid treatment of 
conventional metals holds in them. Along the [CuO2] planes the electrical transport is unusual 
due to the features like linear resistivity over a wide temperature range (from Tc – 1000 K!) 
[39] and presence of pseudo-gap [40]. Along the c-direction, i.e. across the [CuO2] planes, it is 
not even clear whether the electrical transport results from scattering of electronic waves or 
hoping of localized electrons/holes. However, these materials do show 3-D bulk 
superconductivity at a characteristic Tc. In such a situation, the way disorder is going to effect 
these materials can be radically different from classical examples given in earlier sections. In 
this section, focusing on one of the most extensively studied HTSC systems (RE)Ba2Cu3O7-δ
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Fig. 3. Crystal structure of YBa2Cu3O7 compound. The box at O(5) sites represents a vacancy. 

(i.e. (RE)BCO-123, RE=Y or rare earth, see Fig. 3), we consolidate our studies of disorder 
induced by cationic substitution. In particular, the cases discussed are Pr and Ca substitutions 
at RE site, Sr at Ba site, Zn and Ni at Cu(2) site, and Fe, Co and Ga at Cu(1) site. The results 
reveal that in all the situations where Tc depression is more pronounced the origin of Tc

degradation is directly linked with the incipient disorder resulting in the copper-oxide planes, 
where superconductivity is primarily believed to reside. We first provide evidence in several 
cases that [CuO2] planes are vulnerable to oxygen disorder in case of various cationic 
substitutions. Next we identify and discuss some interesting situations where Tc is 
dramatically influenced by various cation dopings at different crystallographic sites. Further, 
based on electrical transport and Tc studies on them, we discuss how the underlying electronic 
structure and the effect of disorder may be different from conventional superconductors 
considered in earlier sections.

5.1 Oxygen vacancy disorder in CuO2 planes 

5.1.1 Case of substituted Y1-xPrxBa2Cu3O7-δ

The HTSC samples investigated were bulk single crystals of Y(Pr)-123, with the nominal Pr 
content varying from 0 to 100%, which had been grown by using the flux method [41] at the 
Clarendon Laboratory, Oxford. The samples with 0% (i.e. Y-123) and 8% Pr (having a 
reduced Tc) exhibited the metallic character from room temperature down to Tc, while 20% Pr 
doped sample possessed a further reduced Tc with the normal state behaviour partly metallic- 
partly semiconducting, intermediate between 8% and 50% Pr doped crystals. XRD and STM / 
STS studies of the above single crystals were carried out under ambient conditions [42]. 
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Table 5. Lattice constants of the samples determined by X-ray diffraction. 

Pr content 8% 20% 30% 50% 90% 100% 
a-parameter (nm) 0.38518 0.38813 0.38992 0.38993 0.39021 0.39153 
b-parameter (nm) 0.39085 0.38987 0.39048 0.39046  0.39060 0.39201 
c-parameter (nm) 1.16650 1.16851 1.17470 1.15688 1.17707 1.16474 

i. Results and discussion 

The observed variation of the lattice parameters as a function of Pr doping for the present 
series of Y(Pr)-123 single crystals was very similar to that reported earlier for Pr doped 
polycrystalline samples [43,44]. In all these cases, the a-parameter (about 0.383 nm) increases 
with Pr doping and approaches the value of the b-parameter (0.390 nm) when the level of Pr 
content becomes 100%. Thus, the orthorhombicity is gradually diminished and, for the full 
replacement of Y by Pr the crystal turns essentially tetragonal. There is no evidence of b-
parameter decreasing, but instead all the earlier reported data on polycrystalline samples show 
a marginal increase in the b-parameter. The c-parameter, on the other hand, shows no specific 
trend in its increase or decrease with Pr doping. All these features, previously observed for 
polycrystalline samples, are corroborated by the lattice parameters measured on the Pr-doped 
single crystals of the present series as depicted in Table 5.

The fact that the a-parameter increases and approaches b shows only a slight increase with 
Pr-doping, suggests that the orthorhombicity is lowered by the filling-up of the empty O-5 
sites without any change in the occupancy of the filled O-1 sites of the 1-2-3 unitcell. 
Intermixing of O-1 and O-5 sites would have led to a decrease of the b-parameter, which is 
not observed. Filling-up of O-5 site at the expense of O-1 is thus ruled out in the O-T 
transformation that results from Pr doping. 

A direct manifestation of the Pr doped O-T transformation can also be seen by the studies 
of twin morphology of the doped samples. Figs. 4a and 4b respectively show STM images of 
the typical twin boundary structure observed in 1% and 20% Pr doped samples. Above 750o C
YBCO is tetragonal with the dissolved oxygen distributed uniformly between O-1 and O-5 
sites. At the processing stage when the sample is cooled to room temperature, the material is 
transformed to the orthorhombic structure with all O-1 sites filled and all O-5 sites empty. 
The shear strains associated with transformation are relieved by twinning. If, for some reason, 
like Pr-doping, the orthorhombicity at the ambient temperature is lowered the number density 
of the twin boundaries would be decreased. This is depicted in Fig. 5. The orthorhombicity, as 
given by the parameter 2(b-a)/a+b, shown on the left ordinate, and twin boundary spacing - on 
the right ordinate, have been plotted as a function of Pr concentration, and are depicted by 
open and filled circles respectively. As orthorhombicity decreases and saturates the twin 
boundary spacing accordingly also increases and saturates with Pr-doping. This provides a 
direct correlation between the twin boundary formation and Pr-doping. 

The observed increase in the a-parameter, by filling up of vacant O-5 site of the unitcell 
can in general take place only by aliovalent substitutions [45] when dopant cation has a higher 
valency than the on-site cation, which is being substituted. This suggests two relevant 
possibilities: (1) Pr3+ occupying Ba2+ sites and (2) Pr4+ occupying Y3+ sites. There have been 
many reports (see e.g., Ref. [46] and references therein) supporting Pr substituting at Ba anti-
site easily, which may result in off-stoichiometric Y(Pr)-123 crystals and contribute in the  



511

Fig. 4. STM image of twin boundaries in samples doped with (a) 1% Pr and (b) 20% Pr. 

Fig. 5. Variation in the orthorhombicity (left ordinate, open circles) and twin boundary 
spacing (right ordinate, filled circles) as a function of Pr doping. 

filling of the O-5 sites. On the other hand, considering that the ionic size of Pr4+ (0.099 nm) 
matches well with that of Y3+ (0.102 nm), the substitution of Pr4+ at Y3+ site in Y(Pr)-123 may 
also contribute in the filling of the O-5 sites, which, as will be seen, does not however fit in 
with other observations. The filling-up of vacant O-5 sites is expected to have a further effect 
on the radius of Cu(l), i.e. copper ions in the chains. Their coordination would increase from 4 
to 6, with the effect that their ionic radius should show a small increase. This would account 
for the observed marginal increase in the b-parameter. This increment would obviously be 
present also in the a-parameter which is primarily increased by filling-up of O-5 sites. 
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ii. Atomic level lattice defects, rows of oxygen vacancies 

The filling-up of O-1 and O-5 sites of the unitcell with Pr doping has interesting consequence, 
hitherto not explored in literature. In the situation when most of the O-1 and O-5 sites are 
occupied, the oxygen stoichiometry of the unitcell ought to increase from O7 to O8. All the 
reported data [43, 44, 47] however confirm that even after full replacement of Y by Pr the 
oxygen stoichiometry remains unaltered and stays at 6.90-6.95. This implies that there is no 
fresh intake of oxygen but it is presumably transferred from some other parts of the unitcell. 
Since O-4 site in the Ba-O plane is crucial to the formation of the 1-2-3 structure without 
which the unitcell will collapse, it is most unlikely that oxygen from O-4 is transferred to the 
previously empty O-5 site. The only place from where the oxygen might get depleted are O-2 
or O-3 sites of the two CuO2 planes. In order to bring down the oxygen stoichiometry from 8 
to 7, effectively 1/2 O-atom per CuO2 plane should be transferred to the chains in Pr-123. 
Since each CuO2 plane of the unitcell contains 2 oxygen atoms, we expect that 25% oxygen 
atoms must get depleted from each of the CuO2 planes. In 50% Pr doped sample which shows 
a higher orthorhombicity, a simple argument would imply that 12.5% oxygen atoms are given 
out from planes to chains. Our experimental observations depicted below seem entirely 
consistent with the above reasoning. 

Since the electronic states at Ef are essentially O-2p states, the low voltage imaging 
(≤⏐500⏐mV) of CuO2 planes primarily reveals the oxygen atoms forming the characteristic 
square grid of 0.27 nm size. With increasing Pr content there was a noticeable increase 
observed in the missing of part of oxygen rows in the oxygen grid of CuO2 planes. The partial 
removal of a row yields an appearance of an extra row of a few atoms being added. The 
images look similar to that of an edge plane which depicts an edge dislocation by the 
characteristic inverted T symbol. In the conventional three dimensional situation one is 
concerned with an extra half plane, either incorporated or removed, and the resulting edge 
dislocation is a line defect formed in a plane normal to the edge plane. In the two dimensional 
situation, such as considered now, the removal or incorporation of a row of atoms from a 
plane would imply creation of an atom-length dislocation. Typical images of CuO2 planes for 
samples with 8%, 50% and 100% Pr doping are presented in Figs. 6a to 6c respectively. The 
places where the oxygen rows are missing are indicated by the inverted T symbol. Counting 
the missing number of atoms in a grid of oxygen atoms, observed in at least 5 to 10 different 
images of each sample, we find that from the 0.27 nm grid of 169 oxygen atoms of 100% Pr 
doped sample, roughly 35 to 45 atoms to be missing, while for 50% Pr doped sample, this 
number was approximately half i.e. about 15 to 25 atoms being lost from plane to the chains. 
In the case of samples with lower Pr content the number of missing oxygen atoms in CuO2

planes is found to be proportionately less. Since superconductivity in YBCO is primarily 
supposed to reside in CuO2 planes the stoichiometric disorder described above is expected to 
be of overriding importance in the problem of destruction of superconductivity due to Pr 
doping. 

Interestingly, our STM observations on a fairly large number of pure and stoichiometric 
YBCO single crystals grown at various centres under different growth conditions reveal that 
CuO2 networks are particularly susceptible to formation of missing oxygen rows, although as 
compared to the Pr-doped samples, the concentration of these defects is comparatively far 
less. Fig. 6a shows a typical oxygen grid of the CuO2 plane with 2 or 3 vacancy sites which 
could bring down the net oxygen content from 7 to 6.9. It is worth pointing out that despite 
prolonged oxygen sintering, it is in general found unfeasible to realize to date the ideal 
oxygen stoichiometry of O7 for any pure 123 system, and at best one attains a value anywhere 
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Fig. 6. STM images showing rows of oxygen vacancies in CuO2 plane of samples doped with 
(a) 8% Pr, (b) 50% Pr and (c) 100% Pr. 

between 6.90 to 6.95. The possible reason for this, we feel, might be that CuO2 planes are 
buckled and are under considerable strain. The strains are released by breaking up of bonds 
leading to the creation of oxygen vacancies. In the case of Pr substitution. the neutron data 
show [48] that with Pr substituting the Y-site, there is an anomalous shrinkage in the Pr-O(2) 
distance which tends to enhance the buckling of the CuO2 planes. This would enhance the 
strains and favour the oxygen depletion. 

In contrast with CuO2 planes the Ba-O plane (Fig. 7b) and Cu-O chains (Fig. 7c) are 
relatively free from the above defects. The only defect which the chains tend to acquire is the 
filling up of the O-5 sites which in the present case takes place by Pr substitution. Fig. 7d 
shows the chain structure of Fig. 7c getting adulterated by filling up of some of the O-5 sites 
caused by 20% Pr doping. The origin of oxygen loss from CuO2 planes is ascribed to the 
antisites of Ba at Pr sites. The ionic size of Ba in 8-fold coordination is too large and in order 
to match with that of Pr3+ in y-plane it prefers 6-fold coordination. As a consequence oxygen 
from the neighbouring CuO2 planes gets depleted. On the other hand Pr3+ at the Ba-site draws 
oxygen to fill empty O-5 sites of the Cu-O chains. In contrast to this, Pr4+ at Y3+ site should 
result only in filling-up of O-5 site without causing oxygen depletion from CuO2 planes.
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Fig. 7. STM images of (a) vacancies in CuO2 plane of pure single crystal, (b) Ba-O plane 
(c) Cu-O chains in pure single crystal and (d) Cu-O chains with O-5 site partly filled in 20% 
Pr doped sample.

iii. Electronic structure  

Turning to the changes in the electronic structure, the results of conductance spectra obtained 
for CuO2 planes and Cu-O chains for the above Pr substituted samples are presented in Fig. 8. 
The normalized conductance dlnI/dlnV is plotted as a function of bias voltage. These results 
were obtained by studying each sample in at least at 3 to 5 different regions, giving 20 spectra 
for each region. The spectra were remarkably repetitive near V=0 (i.e., near Ef), showing only 
a modest variation at the higher ramping voltage of the scan. As may be seen, up to 8% 
substitution, both CuO2 planes and Cu-O chains have the conductance spectra characteristic of 
metallic nature, whereas for higher concentrations of Pr, the CuO2 planes dramatically turn 
quasi-insulating without any noticeably change, however, in the metallic nature of the chains. 
Beyond 8% Pr, the conductance spectra of Fig. 8 reveal a gradual opening-up of a gap-like 
structure which widens to about 1.6 eV for the 100% Pr-substituted crystal. Incidentally, this 
value closely matches with the semiconducting energy gap of Y-123-O(6) compound. Further, 
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Fig. 8. Normalized conductance spectra, d(lnI)/d(lnV) against bias voltage for CuO2 planes 
and Cu-O chains in 0%, 8%, 20%, 50% and 100% Pr-doped samples. Note that Pr substitution 
makes CuO2 planes quasi-insulating while Cu-O chains continue to exhibit metallic character. 

the normalized conductance is directly proportional to the local density of states (LDOS) and, 
as one may note from the conductance spectra of 50% Pr sample, it touches the zero base line 
at V=0 (i.e. at Ef). Once the CuO2 planes become fully insulating, superconductivity is no 
longer to be expected. It is worth recalling that, at this level of Pr concentration 
superconductivity indeed is destroyed. On the other hand, LDOS for chains is little affected 
by 100% Pr substitution. 

iii. Summary 

It follows that antisites formation between Pr3+ at Ba2+ sites [49] directly leads to oxygen 
vacancy disorder in CuO2 networks and simultaneous filling up of O-5 sites. Very 
interestingly, we saw that oxygen vacancies in CuO2 planes increase monotonically with 
increasing Pr in Y(Pr)-123; Pr-123 may have nearly twenty times more oxygen vacancies as 
compared to Y-123 with ∼ O6.95. We suggest that the disorder generated by the presence of 
such oxygen vacancies is responsible for the loss of (super)conductivity in Y(Pr)-123 systems. 
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5.1.2 Case of substituted R1-xCaxBa2Cu3O7-δ (R = Er, Y, Sm and Nd) 

Samples of the series R1-xCaxBa2Cu3O7-δ (R = Er, Y, Sm and Nd), for different values of x 
ranging from 0.0 to 0.50, were synthesized through standard solid state reaction and furnace-
cooled-in-oxygen method [50]. The lattice parameters were determined from a least-square fit 
of the observed d values. The resistivity was measured in the temperature range of 30 – 300 K 
using four-probe technique in a closed cycle refrigerator. The oxygen content of all the 
samples was determined by iodometric titration. AC magnetic susceptibility measurements 
were carried out in the temperature range of 4.2 – 300 K, using a quantum design SQUID 
magnetometer, in an applied field of 0.01 mT at 117 Hz. 

i. Experimental Results 
Figs. 9a-9d show the room temperature X-ray patterns of R1-xCaxBa2Cu3O7-δ (i.e.,  
R1-xCax:123, where Rx= Er, Y, Sm and Nd) samples. It is evident from these figures that for 
all the four series Ca substitutes isostructurally in most of the x range. However, a few 
unidentified low intensity lines for x = 0.50 samples mark the solubility limit of Ca in all the 
tried R:123 system. In general, the b-parameter is found to decrease along with a small 
increase in a-parameter, resulting in a decreased orthorhombic distortion (o.d. = (b-a)/b). The 
o.d. remains nearly invariant until x = 0.30 for Er and Y samples, and later decreases slightly 
for x = 0.40 and 0.50. The c-lattice parameter for both Er and Y samples increases slightly 
with Ca doping. Lattice parameters a, b and c, and the o.d. are listed in Table 6 for all the 
samples of Y and Er series. Interestingly, unlike as for Er and Y samples, the o.d. decreases 
continuously with x for Ca doping in Sm and Nd based samples. The c-lattice parameter of 
Sm and Nd samples increases with x. The increment in c-parameter with Ca doping is 
comparatively more for the Sm / Nd samples than that observed for Er / Y samples. The 
lattice parameters for all the samples along with orthorhombic distortion are given in Table 6.  

A careful survey of the x-ray patterns, e.g., Fig. 9d for Nd series further shows formation 
of orthorhombic II phase. The double peaks at 2θ ∼ 46.5o with increasing x show a clear 
evolution towards a triplet peak structure which has been identified [51] with the appearance 
of ortho II phase. As shown in the next section, increase of x leads to an increase in oxygen 
loss (δ) for all the four series of samples (see Table 6). For Nd based series, all the three peaks 
attain same intensity for x ≥ 0.3 sample endorsing the formation of ortho II phase. In contrast, 
for Er based samples, even though the third peak does make a small appearance for x ≥ 0.3, 
the relative intensity of the peaks in the original (x=0) doublet diminishes much less (see Fig. 
9a). Another interesting feature occurs at 2θ ∼ 58o (see Figs. 9a-9d), where the relative 
intensity of the double peak structure shows a change with increasing x. For the Nd series, the 
two peaks become equal in intensity for x ≥ 0.3, see Fig. 9d. This observation strongly 
suggests [52] that with increasing x ordering / disordering of oxygen occurs at chain sites in 
Nd based samples, which supports the previous observation. In comparison, for Er based 
samples, the relative intensity of the double peaks at 2θ ∼ 58o gets little effected with 
increasing x (see Fig. 9a), reflecting not much change in the order/disorder at chain sites with 
x. Sm and Y samples show similar behavior as that of Nd and Er based samples, respectively, 
which is consistent with the trends of o.d. and c-parameter change discussed above. Detailed 
structural comparisons of Ca substituted Er, Y, Sm and Nd series will be presented separately 
elsewhere. 
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Fig. 9. X-ray diffraction patterns of (a) Er1-xCaxBa2Cu3O7-δ, (b) Y1-xCaxBa2Cu3O7-δ,
(c) Sm1-xCaxBa2Cu3O7-δ and (d) Nd1-xCaxBa2Cu3O7-δ. The symbol ‘*’ represent impurities.  
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Fig. 9. (Continued) 
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Table 6. Lattice parameters a, b and c, orthorhombic distortion {(b-a)/b}, Tc (ρ = 0), average 
copper valance (Cup+) and the total oxygen content (7-δ) for R1-xCaxBa2Cu3O7-δ.

R x a(Å) b(Å) c(Å) (b-a)/b Tc (K) (ρ = 0) p 7-δ
Er 0.0 3.8163 3.8707 11.6789 0.014 90 2.295 6.943 
Er 0.10 3.8109 3.8763 11.6743 0.017 78 2.271 6.856 
Er 0.20 3.8193 3.8823 11.6803 0.016 64 2.267 6.800 
Er 0.30 3.8207 3.8763 11.6863 0.014 54 2.271 6.756 
Er 0.50 3.8293 3.8703 11.6894 0.011 44 2.270 6.655 
Y 0.0 3.8195 3.870 11.6777 0.013 90 2.284 6.926 
Y 0.10 3.8161 3.8811 11.6852 0.017 78 2.278 6.867 
Y 0.20 3.8229 3.8884 11.6826 0.017 67 2.277 6.815 
Y 0.30 3.8288 3.8813 11.6923 0.014 55 2.266 6.749 
Y 0.50 3.8361 3.8746 11.6951 0.010 46 2.276 6.660 

Sm 0.0 3.8247 3.8895 11.7103 0.017 89 2.271 6.906 
Sm 0.10 3.8279 3.8802 11.7187 0.014 79 2.258 6.837 
Sm 0.20 3.8367 3.8706 11.7234 0.012 73 2.241 6.761 
Sm 0.30 3.8401 3.8645 11.7306 0.009 68 2.245 6.720 
Sm 0.50 3.8468 3.8601 11.7396 0.008 64 2.248 6.622 
Nd 0.0 3.8207 3.8863 11.7059 0.017 88 2.277 6.915 
Nd 0.10 3.8263 3.8813 11.7113 0.014 82 2.265 6.848 
Nd 0.20 3.8291 3.8763 11.7234 0.008 74 2.261 6.792 
Nd 0.30 3.8307 3.8643 11.7297 0.006 71 2.254 6.731 
Nd 0.50 3.8317 3.8623 11.7369 0.004 70 2.254 6.630 

For all the four Er, Y, Sm and Nd sets of samples, the oxygen content, as determined by 
iodometric titration, is found to decrease with increasing x. This means, the Ca substitution at 
R-site in Er, Y, Sm and Nd :123 samples create oxygen vacancies. The oxygen content and 
the average Cu valence for all samples are given in Table 6.  

In Figs. 10a - 10d, we plot the resistivity as a function of temperature for all the samples of 
series R1-xCaxBa2Cu3O7-δ (R= Er, Y, Nd and Sm with x = 0.0 to 0.50). The increase of the 
room temperature resistivity with increasing x endorses the substitution of Ca in the lattice. 
Interestingly, the ρ(T) curves show distinct upward curvature for the Er / Y series of sample, 
while the same is absent in case of the Sm / Nd samples. The only exception being the x = 
0.5 Nd based sample. However, since x = 0.5 samples do show impurity phases, the curvature 
shown by x=0.5 Nd based sample is to be taken only cautiously. A glance at Fig. 10 shows 
the depression in Tc with increasing x. It is remarkable to note, that, the relative decrease in 
Tc(ρ = 0) is more for Er and Y samples, when compared with those of Sm and Nd ones. 

For all the four series, the superconducting transitions were also measured by ac magnetic 
susceptibility. The behavior of diamagnetically observed shift in transitions with x, 
corroborates in general well with the resistively measured transitions. Fig. 11 depicts typical 
ac susceptibility transitions for the Y based samples. Clearly, the diamagnetic onset and the 
transition shifts to lower temperatures with increasing x. However, we observe a decrease in 
the screening fraction for all the samples with increasing x, which is presently unclear. We  
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Fig. 10. Resistivity versus temperature plots for (a) Er1-xCaxBa2Cu3O7-δ,
(b) Y1-xCaxBa2Cu3O7-δ, (c) Sm1-xCaxBa2Cu3O7-δ and (d) Nd1-xCaxBa2Cu3O7-δ. The arrows in 
the figure mark the onset of the superconducting transition Ton.

Fig. 11. AC susceptibility versus temperature 
plots for Y1-xCax:123.

Fig. 12. Tc(ρ=0) vs. x (Ca content) for 
R1-xCax:123.
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would like to make a comment here, that, an incomplete Meissner / screening fractions and its 
dependence on doping in HTSC, has often been observed (e.g. see [53,54]). This might reflect 
an inherent disorder / inhomogeneity in the multicomponent HTSC materials. 

To show more explicitly the Tc dependence on x, for all the four series of samples, the  
Tc(ρ = 0) is plotted as a function of x in Fig. 12. As can be easily marked the Tc change with x 
is steeper for Er / Y than in Sm / Nd samples. Notice also that the Tc(x) tends to saturate, in 
Sm / Nd samples, the origin of which is related with oxygen loss and will be discussed 
shortly. The saturation in Tc with x is nearly absent for Er / Y series (see Fig. 12). To cross 
check, that our samples represent the intrinsic behavior of the Ca substituted 1-2-3 
compounds, we compare in Fig. 13 the Tc(x) graphs of Er and Y with those of the cited earlier 
in the literature [55-57]. The agreement is found to be good. 

Since Ca substitution leads to a change in oxygen content for all the samples (see section 
III.B), we also plot their Tc(ρ = o) as a function of oxygen content (δ) in Fig. 14. For 
comparison we have also included the well known Tc(δ) curve for pure Y:123 [53] in the 
same figure. As seen from the figure the Tc decreases sharply, and without any saturation, 
with increasing δ for Er and Y based samples. In contrast, the Nd and Sm based samples show 
a behavior which tends to mimic the pure Y:123 compound, i.e. the Tc(δ) after an initial 
decrease tends to show a plateau near δ = 0.30. 

ii. Discussion 

The results of x-ray diffraction, iodometric titration, normal state resistivity and Tc

measurements can be summarized as follows: 

(1) Ca substitutes isostructurally in Er, Y, Sm and Nd based R1-x Cax:123 samples, with only a 
little impurity phase(s) for x = 0.50 in all the four cases. The o.d. is only weakly affected for 
Er / Y, however the same decreases faster with x for Sm / Nd samples. The c-lattice parameter 
in general increases with x, and the increase is much stronger for Sm / Nd samples. For x ≥
0.3, Er/Y based samples clearly show a transformation to Ortho II phase, as against only 
traces of the same could be detected in the case of Sm/Nd samples.  

(2) Ca substitution leads to a proportionately increasing loss of oxygen in all Er, Y, Sm and 
Nd based samples. The average Cu valence slightly decreases (as compared to pure R:123), 
but stays nearly independent of x for all the series. 

(3) The normal state ρ(T) curves show curvature for Er / Y based samples, while the same is 
absent in case (except x = 0.5 Nd:123) of Sm / Nd. The Tc(ρ = 0) decreases with x and δ for 
all the four set of samples, and the decrease is stronger in case of Er / Y samples. 

Now we demonstrate that all the above mentioned points consistently indicate an oxygen 
loss occurring from different sites in Er/Y set and Sm/Nd set of samples.  

Firstly we show that how points 1 and 2, along with the ionic radii and coordination 
number considerations, suggest a different site preference for oxygen vacancies in different 
samples. In 8-fold coordination the trivalent Er, Y, Sm and Nd ions have a radii 1.00A, 1.02A, 
1.09A, and 1.12A, respectively. For divalent Ca, in 8-fold coordination, the ionic radius is 
1.12A. Clearly, in 8-fold coordination, the ionic size of Ca2+ matches well with the size of Sm 
and Nd ions, and is much bigger when compared to that of Er and Y ions. However, 
interestingly, the ionic size of 6-fold coordinated Ca2+ (1.00A) matches well with that of 8-
fold coordinated Er and Y ions. This indicates that for Sm and Nd based R:123, Ca on 
substitution can acquire the same coordination number of eight as of the R-site. The loss of  
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Fig. 13. Comparison of Tc (x) variation for 
(a) Er1-xCax:123 and (b) Y1-xCax:123 taken from 
different works.

Fig. 14. Tc (ρ=0) vs. δ (oxygen content) 
for R1-xCax:123 and pure Y:123. The 
lines are a guide to the eye.  

oxygen (point 2) in Sm and Nd samples can thus be accounted for by the loss from chain site 
O(1) oxygen. This is also supported by the decrease in o.d. (point 1) in Sm and Nd based 
samples. On the other hand, it seems highly probable that Ca substitutes in 6-fold 
coordination at the site of 8-fold coordinated Er and Y ions in the R:123 lattice. The 6-fold 
coordinated Ca necessitates the creation of oxygen vacancies in the adjacent CuO2 planes, 
which might be the case of Er and Y based samples to account for the oxygen loss. This is 
also in good agreement with the nearly invariant o.d. (point 1) in Er and Y samples, which 
reflect that the chain site oxygen O(1) is left relatively untouched. The creation of oxygen 
vacancies at CuO chain sites (CuO2 plane sites) for Nd/Sm (Er/Y) is supported by the relative 
presence (absence) of ortho II phase (point 1), respectively.  

Further evidence of oxygen being lost, from CuO2 planes for Er / Y and from CuO chains 
in case of Sm / Nd, is suggested by the normal state ρ(T) behavior (point 3). Note that the 
average Cu valence (point 2) in the studied samples, although invariant with x, decreases 
slightly with respect to the pure (x=0) samples. Thus the curvature in ρ(T) for Ca substituted 
Er and Y samples can’t be due to overdoping, and can be understood only by disorder induced 
localization. Considering that electrical transport essentially involves the CuO2 planes, the 
ρ(T) curvature is an indication of disorder in CuO2 planes. In contrast, the Ca substituted Sm 
and Nd samples show no sign of curvature in ρ(T), reflecting more orderly CuO2 planes. The 
x = 0.5 Nd sample, which does show a curvature is not clear, however, due to the presence of 
impurity phases, it calls for a separate investigation .  

Next piece of evidence, that it might be the different site preference of the oxygen 
vacancies in case of Sm / Nd as compared to Er / Y samples, is hinted from Tc(x, δ) behavior 
(point 3). The Tc(δ) graph for Ca substituted Sm / Nd samples was shown (see Fig. 14) to 
follow qualitatively the Tc(δ) graph of pure Y:123. The latter is understood [58] in terms of 
the oxygen vacancy creation and ordering in CuO chains of R:123 lattice, and by analogy may 
hold for Sm / Nd samples as well. The observed plateau in Tc(δ) of Sm/Nd, for x ≥ 0.3, is in 
line with the transformation to ortho II phase seen by x-rays (point 1), and well known for 
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pure oxygen deficient Y:123 material. In clear contrast, the Tc(δ) of Ca substituted Er / Y 
samples shows a steeper slope and no plateau. This behavior does not fit with the known (pure 
Y:123) CuO chains scenario, and calls for oxygen vacancy creation else where (“CuO2

planes”) in the unit cell for Er / Y samples. Note also that, for x ≥ 0.3 in these two series only 
traces of ortho II phase (point 1) could be detected, which supports the near absence of 
plateau in Tc(δ).

In addition, we would like to say something more about the ρ(T) behavior of all the four 
sets of samples. We do observe that the onset of the superconducting transitions (Ton, marked 
by arrows in Figs. 10a-10d) as a function of x shifts maximum for the Er based samples and 
minimum for the Nd based samples. This observation appears to be more than a coincidence, 
as we illustrate it now. At the moment, admittedly, the mechanism by which the oxygen 
disordering of CuO chains can lead to a decrease of Ton is not very clear. However, decreasing 
the conductivity of the chains by increasing the disorder is expected to broaden the ρ(T)
transition width without effecting the onset Ton [59,60]. On the other hand, disorder in CuO2

planes should lead to a direct suppression of the superconducting transition [59,60], i.e. the 
Ton should also shift to lower T. Note that Er (and Nd) represent the extremes of the R (= Er, 
Y, Sm, Nd) series in terms of their ionic radius 1.00 A (and 1.12 A), which match perfectly 
with 6-fold (and 8-fold) coordinated Ca2+. Therefore, ideally we expect, the loss of oxygen 
purely from the CuO2 planes (CuO chains) for the end members Er (Nd), where as for 
samples based on middle members Y (Sm) the oxygen loss may partially also occur from the 
CuO chains (CuO2 planes) for Y (Sm) based samples. For Nd based samples (see Fig. 10d), 
the near absence of the shift in Ton and at the same time the shift in Tc(ρ = 0) to lower T with 
increasing x, is consistent with the disorder in chains. On the other hand, for Er based samples 
(see Fig. 10a), a clear strong shift in Ton with increasing x, is consistent with the disorder in 
planes. Note also that the curvature of ρ(T) is more pronounced in Er based samples, which 
lies at the other end of tried R series, and where more disorder is expected in the CuO2 planes.

iii. Summary 

We investigated the structural and superconducting properties of R1-xCaxBa2Cu3O7-δ system , 
with R = Er, Y, Nd and Sm, and for 0.50 ≥ x ≥ 0.00. We have shown that substitution of 
divalent Ca leads to a loss of oxygen in all the samples irrespective of the chosen R in R:123 
system. The loss of oxygen compensates for the extra hole contribution due to Ca2+/R3+

aliovalence, resulting in an average Cu valence nearly independent of x for all R. The 
variation of orthorhombic distortion, c-lattice parameter and ρ(T) with x, and the Tc(x, δ)
behavior is significantly different in Er and Y with respect to Sm and Nd based R:123 system. 
We suggest and provide evidence that these differences are a consequence of different 
structural order / disorder of oxygen vacancies created by Ca substitution. Presumably, the 
oxygen loss occurs predominantly in CuO2 planes for Er/Y based samples and in CuO chains 
for Sm/Nd based samples.

Finally, we would like to comment on certain reports [61,53] where the decrease in Tc of 
the optimally oxygenated Y1-xCax:123 samples has been solely attributed to the overdoping 
due to Ca2+ / Y3+ aliovalence. However, there are clear pitfalls in the results of [61,53]: (1) the 
value of Tc,max depends on the amount of substituted Ca (see the inset of Fig. 1 of [61]); 
(2) for a change of Tc/Tc,max from 1 to 0.6, the corresponding change of hole concentration 
differs by a factor 3 in [61] and [53]. We believe, these discrepancies cannot be understood 
without taking into account the disorder due to oxygen vacancies in Y1-xCax:123 system. 
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5.1.3 Case of substituted Er Ba2 Cu3-x Mx O7-y (M = Fe, Co, Ni, and Ga)

Polycrystalline samples of ErBa2Cu3-xMxO7-y ( M = Fe, Co, Ni and Ga) with x = 0.0, 0.03, 
0.045 and 0.06 were synthesized via standard solid state reaction route [62]. Three series of 
samples were made for each M, namely: one with “full” oxygen content (oxygenated), one 
with “reduced” (400 oC argon annealing) oxygen content, and the other with “doubly 
reduced” (400 oC + 450 oC argon annealing) oxygen content. These samples will be referred 
to as O, A1 and A2 set of samples, respectively. X-ray diffraction (XRD) was performed to 
determine the unit cell parameters of all the samples of the sets O and A2 at room temperature 
with the help of a D-500 Siemens diffractometer using CuKα radiation. The oxygen content of 
all the samples of all three sets O, A1 and A2 was determined using a conventional iodometric 
technique, within a maximum error of ± 0.02.

i. Experimental results and discussion 

XRD patterns of all the samples of sets O and A2 showed the presence of only a single phase. 
The lattice parameters for oxygenated samples of set O are given in Table 7. With progressive 
doping of Fe, Co and Ga, we observe a reduction in the o.d., see Table 7. In contrast, the Ni 
based samples show no change in the o.d., neither with respect to pure Er:123 and nor with 
increase in x. These results are in complete agreement with the earlier literature [45, 63-67]. 
The change in o.d. can also be directly appreciated by following the relative evolution of 020 
and 200 reflections at ∼ 47o, and 123 and 213 reflections at ∼ 58o in the XRD patterns. Left 
hand side of Fig. 15 shows such an evolution for the pure, Fe and Ni substituted Er:123 
samples. Co and Ga doped samples follow a behavior similar to that of Fe. In Fig. 15, for the 
O set of samples, the relative intensity of the peaks in both the doublets change continuously 
with increasing Fe substitution, whereas they are invariant for Ni doped samples. This 
observation supports the decrease of o.d. in Fe doped samples and a constant o.d. in Ni doped 
samples of the set O, and are in accord with the results shown in Table 7. 

The lattice parameters for the oxygen deficient samples of set A2 are given in Table 8. For 
the pure (x=0) sample, as expected [54,68], the o.d. has decreased along with a corresponding 
increase in c-parameter. Substitution by all four elements (M= Fe, Co, Ni and Ga) leads to a 
further decrease in the o.d. with increasing x, see Table 8. This feature of set A2, for Fe, Co 
and Ga doped samples, is similar to the one observed for set O. However, the decrease in o.d. 
for Ni doped samples of set A2, unlike the set O, indicates a possible substitution of Ni3+ at 
the Cu(1)-site in Cu-O chains in oxygen deficient Er:123. Also note that (see the right hand 
side of Fig. 15), for both Fe and Ni doped samples of set A2, the relative peak intensities in 
both the (020, 200) and (123, 213) doublets show a continuous change with increase in x. This 
feature observed in the XRD patterns endorses the change of o.d. in both Fe and Ni doped 
samples of set A2.

We show in Tables 7 and 8 the iodometrically determined oxygen content in the samples 
for all three sets - O, A1 and A2. Consistent with the heat treatment, the pure (x=0) sample of 
these three sets have an overall oxygen content 7-y = 6.91, 6.76 and 6.68. For all 
substitutions, the samples of all the three sets show only a small change in the oxygen content 
as compared with the pure (x=0) ones. Considering the valence state of the substituting 
cations Fe3+, Co3+, Ga3+ and Ni3+ (Ni2+ in the samples of set O, where it occupies a Cu(2)-site 
in the CuO2 planes) at Cu(1)-sites in Cu-O chains, the iodometrically determined oxygen 
content, and the charge balance, we can determine the average Cu valence (p+) in all the 
samples. The values are given in Tables 7 and 8 for all the samples. None of the substitutions 
leads to any appreciable change in the average Cu valence. 
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Table 7. Lattice parameters (in Å) a, b and c, orthorhombic distortion [(b-a)/b]x100, oxygen 
content (7-y) and average Cu valence (p+). The lattice parameters are rounded off at last 
decimal place and maximum error in y is ± 0.02. 

Sample a b 
(Set O) 

c [(b-a)/b]*100 
(Set O) 

7-y 
(Set O) 

p+

(Set O) 
7-y 

(Set A1) 
Pure(0.0) 3.819 3.883 11.671 1.648 6.91 2.27 6.76 

Fe(0.03)  3.825 3.875 11.670 1.290 6.92 2.27 6.77 
Fe(0.045) 3.834 3.874 11.669 1.032 6.92 2.27 6.78 
Fe(0.06) 3.833 3.872 11.650 1.007 6.93 2.27 6.80 

Co(0.03) 3.821 3.879 11.670 1.495 6.92 2.27 6.77 
Co(0.045) 3.829 3.877 11.691 1.238 6.93 2.28 6.77 
Co(0.06) 3.824 3.874 11.687 1.291 6.93 2.27 6.78 

Ni(0.03) 3.816 3.881 11.670 1.675 6.91 2.28 6.76 
Ni(0.045) 3.808 3.872 11.672 1.653 6.90 2.27 6.76 
Ni(0.06) 3.811 3.875 11.670 1.652 6.90 2.27 6.76 

Ga(0.03) 3.820 3.870 11.670 1.292 6.92 2.27 6.76 
Ga(0.045) 3.823 3.868 11.671 1.163 6.92 2.27 6.77 
Ga(0.06) 3.826 3.868 11.670 1.085 6.93 2.27 6.78 

Table 8. Lattice parameters (in Å) a, b and c, orthorhombic distortion [(b-a)/b]x100, oxygen 
content (7-y) and average Cu valence (p+). The lattice parameters are rounded off at last 
decimal place and maximum error in y is ± 0.02. 

Sample a b 
(Set A2) 

c [(b-a)/b]*100 
(Set A2) 

7-y 
(Set A2) 

p+

(Set A2) 
p+

(Set A1) 
Pure(0.0) 3.827 3.875 11.701 1.290 6.68 2.12 2.17 

Fe(0.03) 3.829 3.874 11.696 1.162 6.69 2.12 2.17 
Fe(0.045) 3.830 3.874 11.691 1.136 6.69 2.11 2.17 
Fe(0.06) 3.832 3.873 11.690 1.061 6.70 2.12 2.18 

Co(0.03) 3.830 3.872 11.690 1.085 6.69 2.12 2.17 
Co(0.045) 3.836 3.870 11.687 0.888 6.69 2.11 2.17 
Co(0.06) 3.839 3.870 11.676 0.801 6.70 2.12 2.17 

Ni(0.03) 3.824 3.874 11.700 1.290 6.68 2.11 2.17 
Ni(0.045) 3.825 3.871 11.698 1.188 6.69 2.11 2.16 
Ni(0.06) 3.827 3.872 11.690 1.162 6.70 2.12 2.16 

Ga(0.03) 3.831 3.874 11.694 1.110 6.69 2.12 2.17 
Ga(0.045) 3.833 3.872 11.686 1.007 6.70 2.12 2.17 
Ga(0.06)    0.930  2.13 2.17 
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Fig. 15. Evolution of the double peaks at ∼ 47o and ∼ 58o , determined by X-ray diffraction, in 
pure, Fe and Ni substituted ErBa2Cu3-xMxO7-y samples of the sets O and A2. 

For metal substitutions at Cu(1) chain sites in Er:123 the decrease in o.d. can occur owing 
to the O(5) chain sites (adjacent to the dopant) getting partially filled and its occupancy 
coming closer to O(1) chain sites. One obvious reason for this could be a preference of a six-
fold oxygen coordinated environments by Fe, Co and Ga, where their respective ionic radii 
0.55 Å, 0.53 Å and 0.62 Å are ideal for substituting the Cu(1)-site in Cu-O chains with 0.65 Å
as ionic radius. The filling of the O(5)-sites should lead to an increase in the total oxygen 
content of the substituted samples. Considering that the Cu(1)-site has an occupancy of 1/8 
and the O(5)-site has an occupancy of 1/4, and that we require to fill two O(5)-sites to provide 
six-fold coordination, each doped Fe atom will require an addition of 4 oxygen atoms. Note 
that this argument holds only for small amounts of M and for random substitution in the 
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grains. However, in our Fe, Co and Ga (and oxygen deficient set of Ni) doped samples the 
decrease of o.d. is not accompanied by any significant change in the total oxygen content 
(e.g., for x = 0.03, y should have increased by 0.12; compare it with the max. change observed 
in y ≈ 0.02 shown in Table 7). The only way these facts can be reconciled, is, if the required 
oxygen gets transferred from either CuO2 planes and / or from the filled O(1)-sites (next to the 
Cu(1)) to the empty O(5)-sites (next to the dopants). Such a transfer would indeed create 
oxygen vacancy disorder in the CuO2 planes and/ or Cu-O chains of the Fe, Co and Ga doped 
Er:123 samples. Also note that for oxygen deficient sets A1 and A2, in comparison to set O, 
larger number of oxygen vacancies would be required to satisfy the six-fold coordination of 
doped trivalent M. 

ii. Summary 

Substitution of trivalent M cations preferring six-fold oxygen coordination at Cu(1)-site in 
Cu-O chains might result in removal of oxygen from CuO2 planes and/or Cu-O chains (O(1)- 
sites next to Cu(1)) creating oxygen vacancy disorder. In oxygenated Er:123 samples with 
divalent Ni substitution, it is the Ni-site disorder in CuO2 planes which replaces the oxygen 
vacancy disorder suggested in the cases of Fe, Co and Ga. However, in the oxygen deficient 
Er:123, the Ni substituted samples show results similar to those of Fe, Co and Ga, suggesting 
substitution of trivalent Ni at Cu(1)-site in Cu-O chains. Such a disorder could also account 
for the observed correlation between resistivity behaviour and suppression of Tc in the same 
samples with increasing substitution [62].   

5.2 Normal State Resistivity, Striped Phase and Cationic Disorder 

5.2.1 Co-doped ErBa2Cu3-x-yZnxFeyO7-δ system

Polycrystalline samples of the series ErBa2Cu3-x-yZnxFeyO7-δ, at different values of x and y (0 
≤ x ≤ 0.45 and 0 ≤ y ≤ 0.18), were synthesised through standard solid-state reaction method. 
For preparation details see Ref. [69]. Specifically, we have considered Zn and Fe as the two 
kinds of impurities co-doped in the ErBa2Cu3O7-δ (1-2-3) system. The reason for choosing 
these impurities for doping the 1-2-3 system is that, it is known for this system 
[45,64,65,70,71], Zn substitutes at Cu(2)-site in the CuO2 plane, while Fe, at least for low 
concentrations, substitutes at Cu(1)-site in the Cu-O chain. The samples were characterised 
for their phase purity by X-ray diffraction (XRD) and the lattice parameters were determined 
from a least-squares fit of the observed d values. The resistivity was measured, in the 
temperature range of 14 to 300 K, using four-probe technique in a closed cycle refrigerator.  

i. X-ray diffraction and iodometric titration 

In Figs. 16a-16d we show the x-ray patterns of all the four series of samples of ErBa2Cu3-x-

yZnxFeyO7-δ, for y = 0, 0.03, 0.09, 0.18 respectively, and for varying Zn content. All the 
samples were found to be single phase. The calculated a, b and c lattice parameters, and 
iodometrically measured oxygen content for all the samples investigated in the present study 
are listed in Table 9. The observed variation of the lattice parameters and oxygen content as a 
function of Fe doping for the present series of the sample was very similar to that reported by 
other workers earlier [45,64,65,70,71]. As expected, the oxygen content was found to increase 
slightly with the increased doping of Fe in the samples. The samples of y = 0.0 and 0.03 series 
show an orthorhombic (a≠b)) structure, where as those of y = 0.09 and 0.18 series are all  
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Fig. 16. X-ray diffraction patterns of ErBa2Cu3-x-yZnxFeyO7-δ samples with varying Zn content 
and constant Fe content: (a) y = 0.0, (b) y = 0.03, (c) y = 0.09 and (d) y = 0.18.  

tetragonal (a=b). Same can also be appreciated by the observed splitting (Figs. 16a and 16b) 
of the (020) - (200) and (123) - (213) reflections showing orthorhombic nature of y= 0.0 and 
0.03 based series. Where as the suppression of the splitting of (020) and (123) reflections 
(Figs. 16c and 16d) illustrate the tetragonal nature of y = 0.09 and 0.18 based series. As a 
function of Zn content, both the former series of samples with respective constant Fe contents 
of y = 0.0 and 0.03, show no change in orthorhombic distortion (o.d) for x < 0.24, where after 
for x ≥ 0.24 a decrease in the o.d is observed (see Table 9). All the four series of samples, 
with different constant Fe contents, also show a small oxygen loss with increasing Zn content. 
However, the Cu valence (p+, see Table 9), calculated from charge neutrality condition for all 
the samples over the entire studied x and y range, does not show any significant difference 
compared to the optimum value of 2.28+ observed for x=0,y=0 sample.  

ii. Normal state resistivity and Tc

Resistivity data as a function of temperature, ρ(T), of the ErBa2Cu3-x-yZnxFeyO7-δ system for 
0≤x≤0.45 and 0≤y≤0.18 are presented in Figs. 17a-17d. In general the ρ-T curves involve a 
linear region, which for low x and y (including x=y=0) extends down to a temperature close 
to T≈Tc, while for higher x and y, the linear region is reduced and persists only until T>Tc.
The linear part of the ρ-T curves has a positive slope dρ/dT and its extrapolation to T=0 K 
provides the residual resistivity, say ρ0. While the ρ0 is connected with impurity scattering, the  
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Table 9. a, b and c lattice parameters (in Å), orthorhombic distortion (o.d.=(b-a)/b), total 
oxygen content (7-δ), effective Cu valence (p+), and Tc(ρ=0) of a co-doped ErBa2Cu3-x-y 

ZnxFeyO7-δ system for different values of x and y. 

x y a b C o.d. 7-δ p+ Tc(K)
0.00 0.00 3.816 3.886 11.683 0.018 6.93 2.28 90.5 
0.03 0.00 3.814 3.882 11.684 0.018 6.93 2.29 80.5 
0.06 0.00 3.813 3.887 11.683 0.019 6.92 2.29 69 
0.12 0.00 3.819 3.881 11.683 0.016 6.92 2.29 52 
0.18 0.00 3.818 3.884 11.689 0.017 6.91 2.29 50 
0.24 0.00 3.821 3.880 11.690 0.015 6.89 2.28 36 
0.30 0.00 3.829 3.876 11.699 0.012 6.86 2.27 32 
0.36 0.00 3.834 3.854 11.701 0.005 6.82 2.24  
0.45 0.00 3.838 3.848 11.705 0.003 6.80 2.23  
0.00 0.03 3.836 3.867 11.683 0.008 6.94 2.29 88 
0.03 0.03 3.838 3.860 11.682 0.006 6.94 2.29 76 
0.06 0.03 3.834 3.865 11.683 0.008 6.93 2.29 63 
0.12 0.03 3.839 3.863 11.683 0.006 6.94 2.30 50 
0.18 0.03 3.840 3.859 11.686 0.005 6.93 2.30 45.5 
0.24 0.03 3.836 3.858 11.688 0.006 6.92 2.30 43 
0.30 0.03 3.842 3.856 11.689 0.004 6.88 2.27  
0.36 0.03 3.850 3.855 11.690 0.001 6.85 2.25  
0.00 0.09 3.854 3.854 11.681 0.00 6.96 2.29 83 
0.03 0.09 3.859 3.859 11.681 0.00 6.95 2.29 65 
0.06 0.09 3.856 3.856 11.680 0.00 6.96 2.29 46 
0.12 0.09 3.863 3.863 11.680 0.00 6.95 2.29 41.5 
0.18 0.09 3.860 3.860 11.678 0.00 6.94 2.29 36.5 
0.24 0.09 3.861 3.861 11.675 0.00 6.94 2.29 31.5 
0.30 0.09 3.857 3.857 11.670 0.00 6.90 2.27  
0.00 0.18 3.853 3.853 11.680 0.00 6.97 2.27 71.5 
0.03 0.18 3.853 3.853 11.683 0.00 6.97 2.27 44 
0.06 0.18 3.856 3.856 11.684 0.00 6.97 2.27 24.5 
0.12 0.18 3.856 3.856 11.683 0.00 6.95 2.27 22.5 
0.18 0.18 3.851 3.851 11.684 0.00 6.95 2.27 20.5 
0.24 0.18 3.854 3.854 11.686 0.00 6.94 2.27  
0.30 0.18 3.851 3.851 11.689 0.00 6.91 2.25  

slope dρ/dT determined from the linear region of the ρ-T curve is connected with carrier-
carrier scattering. In the following we shall consider only such a resistivity slope and denote it 
by (dρ/dT)cc, where cc stands for ‘carrier-carrier’. For increasing x and/or y, the ρ-T curves 
tend to show an upturn (-ve dρ/dT) for decreasing temperatures. This upturn corresponding to 
a minimum in ρ(T), at Tmin, may be accounted by a negative lnT term [72-74]. As shown in 
Figs. 17a-17d, in general the ρ-T curves can indeed be fitted well by  

ρ = ρ0 + ρ1T - ρ2lnT (6)  
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Fig. 17. Resistivity versus temperature for ErBa2Cu3-x-yZnxFeyO7-δ samples for different 
values of Zn content, with (a) y=0.0, (b) y=0.03, (c) y=0.09, and (d) y=0.18 The solid lines 
represent a fit of the equ.6.

The origin of the logarithmic divergence of the resistivity at lower temperatures, in principle, 
may lie in the Kondo effect [75], localization [76], interaction effect [77] or pinning of the 
dynamically fluctuating striped phase [78-80], shall be taken up later in the discussion.

iii. ρ(T) of samples containing either Zn or Fe 

The ρ(T) data of the Fe-free (y=0) Zn-doped samples are shown in Fig. 17a. Up to x=0.12 
(4% Zn) the ρ varies almost linearly with T. In contrast, the x=0.18 and 0.30 samples show a 
non-linear ρ(T) behaviour, which appears to be due to a cross over of one linear region into 
another linear region of different slope around 175 K and 150 K, respectively [81]. Such a 
behaviour of ρ vs. T plots in the Zn doped system has been reported previously by several 
authors [82] (see also [83]). The samples with x ≥ 0.36 show an upturn in ρ(T). The 
temperature Tmin where the upturn just begins is found to increase with Zn content. Tmin as a 
function of x is shown in Fig. 18. Another feature of the Fe-free Zn doped samples is that the 
ρ0 increases monotonically with the Zn concentration, as depicted in Fig. 19a. The slope 
(dρ/dT)cc increases gradually with increasing Zn concentration until x=0.3, where after it 
starts to decrease. This has been shown in Fig. 20. The critical temperatures Tc (estimated  
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Fig. 18. Tmin versus Zn content x for different values of Fe content y. Inset: x versus y; x and 
y correspond to the values where the upturn in ρ(T) is first observed in 1-2-3 system in 
Figs. 17a-17d. The solid lines are a guide to the eye.  

Fig. 19. Residual resistivity ρ0 versus: (a) Zn content x for different values of Fe content y, 
(b) Fe content y for different values of Zn content x. 

from ρ=0 condition) also decrease monotonically with the Zn concentration (cf. Fig. 21a). For 
up to x=0.12 the rate of Tc degradation ⏐dTc/dx  is about 10 K/at% Zn. This is consistent 
with earlier observations of other workers on both polycrystalline [45,64,65,70,71] and single 
crystalline material (see Fig. 21a for a comparison with results on Zn-substituted single 
crystals taken from Refs.[82,84]). Thereafter Tc degrades slowly up to x=0.3, followed by a 
rapid suppression again (as seen in Fig. 17, the ρ(T) curves of the samples with x≥0.36 do not 
show any sign of superconducting drop down to 15 K). 

The behaviour of the ρ(T) for the Zn-free (x=0) Fe doped samples may be seen in the 
lowest curves of each of the Figs. 17a-17d. It turns out that ρ varies linearly with T for all the 
Fe concentration considered here (y≤0.18). In particular, the T dependence of ρ for the 6% Fe 
sample (y=0.18, x=0) is qualitatively different from the 6% Zn sample (x=0.18, y=0). 
Moreover, the residual resistivity ρ0 is significantly higher in the case of Fe-doped samples of 
the same concentration as for Zn. For instance (from Figs. 19a and 19b), ρ0(x=0.18,y=0) = 1 
mΩcm < ρ0(x=0,y=0.18) = 2.9 mΩcm. Despite this, the rate of Tc degradation by Fe (cf. Fig. 
21b), dTc/dy⏐, is much less than that for the corresponding concentration of Zn. In fact, 
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⏐dTc/dy⏐x=0 is about 3 K/at.% Fe, which is consistent with the earlier reports on both 
polycrystalline [45,64,65,70,71] and single crystalline material (see Fig. 21b for a comparison 
with results on Fe-substituted single crystals taken from Ref.[85]). 

While the Fe-free Zn doped samples and the Zn-free Fe doped samples show a remarkable 
difference in their ρ0 and Tc values, it is surprising to note that for low concentrations in both 
the cases the slope (dρ/dT)cc seem to be affected by similar magnitudes (Fig. 20). In fact, up 
to a concentration of 3 at% of Zn or Fe, (dρ/dT)cc increases monotonically by about the same 
magnitudes. For larger concentrations of Zn or Fe, the behaviour of (dρ/dT)cc differs 
qualitatively as well as quantitatively. 

iv. ρ(T) of samples containing both Zn and Fe 

First we consider the variation of Tmin(x,y) as shown in Fig. 18 and its inset. The Zn content 
(x), where an upturn in ρ(T) is first observed in the co-doped 1-2-3 samples (see Figs. 17a-
17d), goes down rapidly as a function of increasing Fe content (y) (see inset Fig. 18). From 
Fig. 18 we find that, for constant Fe content, the Tmin increases rapidly with further addition of 
Zn, and vice-a-versa. For instance, the Tmin of the Fe-free (x=0.3,y=0) sample increases from 
60 K to 150 K just by an addition of y=0.03 Fe for the (x=0.3,y=0.03) sample. Whereas, 
increasing the Zn content by x=0.03 in the Fe-free (x=0.3,y=0) sample would have increased 
the Tmin to around 90 K (cf. Fig. 18) only. Similarly, in the case of Zn-free (x=0.0,y=0.18) 
sample Tmin increases from T<80 K to 130 K just by an addition of x=0.03 Zn for the 
(x=0.03,y=0.18) sample. These are clear signatures of mutual interference of Zn and Fe in 
determining the normal state transport behaviour of the 1-2-3 system. 

Fig. 20. Slope (dρ/dT)cc versus Zn content x for different values of Fe content y. 
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The next quantity we consider for the situation of simultaneous presence of Zn and Fe is 
the residual resistivity ρ0(x,y). An interesting behaviour would be when the combined effect 
of Zn and Fe, as represented by ρ0(x,y), is not a direct summation of the individual effects of 
Zn and Fe, i.e., when  

 (7)  
Here ρ0(0,0) is subtracted in the right-hand-side because the residual resistivity of the pure 
sample is contained in all ρ0(x,y), ρ0(x,0) and ρ0(0,y). For ρ0(x,y) to be a direct summation of 
ρ0(x,0) and ρ0(0,y) (to within the residual resistivity of the pure sample, ρ0(0,0)), the ρ0(x,y) 
vs. x curves, or equivalently the ρ0(x,y) vs. y curves, should be parallel to each other. From 
Figs. 19a and b we see that this is not the case except for certain portion of the curves. Thus in 
general, ρ0(x,y) is not a direct sum of ρ0(x,0) and ρ0(0,y). For example, the ρ0(x,0) vs. x curve 
is generally superlinear from x=0.03 to x=0.24. On the other hand ρ0(x,0.03) is sublinear for 
the same range of x. This means that these two curves cannot be connected by a constant 
change of ρ0(0,0.03), so that ρ0(x,0.03) will show a significant interference effect (equ.7). 

We now turn to the behaviour of (dρ/dT)cc under the combined effect of Zn and Fe. From 
Fig. 20 it follows that, for different y, (dρ/dT)cc as a function of x goes through a maxima, and 
the corresponding value of x decreases with increasing y. Clearly, for samples with y=0.0 
(y=0.18) the maxima occurs at x=0.36 (x=0.24). From Fig. 20 we also see that (dρ/dT)cc vs. x 
curves below the maxima differ qualitatively for different y. For example, for x=0.03, the 
value of (dρ/dT)cc increases from 0.31 to 0.57 when y increases from 0.0 to 0.18 respectively.  

Fig. 21. Superconducting transition temperatures Tc(ρ=0) as a function of x and y for 
ErBa2Cu3-x-yZnxFeyO7-δ samples. (a) For varying Zn content and constant Fe content in the 
samples. Also shown are the data of Zn-doped (Fe-free) 1-2-3 single crystals from Refs. 
[82,84]. Note that the data from Ref.[82] has been shifted up by 3 K for comparison and 
limited up to x≤0.052, as crystals in Ref.[82] with higher x show a step in the superconducting 
transition. (b) For varying Fe content and constant Zn content in the samples. Also shown are 
the data of Fe-doped (Zn-free) 1-2-3 single crystals from Ref. [85]. 

In contrast, for the same change in y, the maximum value attained by (dρ/dT)cc as a function 
of x increases from 0.60 to 1.12. This means that the combined effect of Zn and Fe for 
determining (dρ/dT)cc is not a direct summation of their individually determined (dρ/dT)cc’s.

We next turn to the behaviour of the Tc under the simultaneous presence of the Zn and Fe 
atoms. From Fig. 21a we see that for low concentrations of Zn (x≤0.06), addition of Fe 
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impurities increases the rate of suppression of Tc. After x = 0.06 a cross over takes place in 
that now, because of the presence of Fe, the rate of suppression of Tc with Zn is less than that 
for the Fe-free samples. At higher concentrations of Zn (x≥0.18), with exact value of x 
depending upon the Fe content y, Tc gets suppressed rapidly again (refer to the ρ-T curves 
which do not show a Tc in Figs. 17a-17d). Another interesting feature of the Tc variation with 
Zn and Fe is that for the x=0.24, y=0.03 sample the Tc is higher than that for the x=0.024, y=0 
sample (see Fig. 21a). This means that while Zn and Fe both suppress Tc individually, their 
combined effect may lead to a situation where Tc(x1+y1) > Tc(x1+y2) with y1 >y2 (here xi and 
yi (i=1,2) are the values of x and y respectively). 

v. Correlation of Tc with Tmin, ρ0 and (dρ/dT)cc

We now examine the possible correlation of Tc with ρ0, (dρ/dT)cc and Tmin on the basis of 
their variation extracted above from the data presented in Figs. 17a-17d.  

(1) From Figs. 18 and Fig. 21a, it can be appreciated that in general higher the Tmin, lower is 
the Tc. In other words, it seems that the temperature, at which the logarithmic divergence in 
ρ(T) occurs, correlates with the Tc of the sample. However, it is interesting to note that such a 
correlation is strictly true only for the samples compared within any of the four (y=0.0, 0.03, 
0.09, 0.18) series. It might not work for samples cross-compared among different series. For 
instance, the sample x=0.03, y=0.18 has a Tmin=131 K and Tc=44 K , whereas the sample 
x=0.36, y=0.0 has a Tmin=62 K and Tc<15 K. 

(2) A comparison of Figs. 19a and 21a makes it clear that the suppression of Tc with x (for a 
given y) becomes large or small depending upon whether the corresponding increase of ρ0 is 
large or small. This means that Tc correlates with ρ0. In general, larger the ρ0 smaller is the Tc

of the samples. However, as noted above for Tmin, a strict correlation of Tc and ρ0 also occurs 
only for the samples compared within the same series of the samples, and not always for the 
ones cross-compared among different series. For instance, the sample x=0.03, y=0.18 has a 
ρ0=4.63 mΩcm and Tc=44 K, where as the sample x=0.30, y=0.0 has a ρ0=2.049 mΩcm and 
Tc=32 K. Similarly, comparing the x=0.24, y=0.0 sample to the x=0.24, y=0.03 sample, Tc

increases despite an increase of ρ0.

Fig. 22. Relation between Tc(y=0.03)-Tc(y=0.0) versus ⏐(dρ/dT)cc⏐y=0.03-⏐dρ/dT)cc⏐y=0.0 for 
samples with varying Zn content. 
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(3) In order to examine how Tc relates with (dρ/dT)cc we compare Figs. 20 and 21a. The 
correlation of Tc with (dρ/dT)cc is found to be opposite to that shown by ρ0. For instance, for 
the values of x, corresponding to the region just below the maxima of (dρ/dT)cc (see Fig. 20), 
the rate of decrease of Tc(x) reduces (see Fig. 21a) substantially. And for the values of Zn 
content, corresponding to the region after the maxima of (dρ/dT)cc, the Tc tends to vanish 
rapidly (refer to the ρ-T curves which do not show superconducting transitions in Figs. 17a -
17d). These results imply that an increase in (dρ/dT)cc may favour an enhancement in Tc and 
vice-a-versa. In order to further illustrate that how general this result is, we consider the Zn 
doped samples for 0≤x≤0.24, and y=0.0 and 0.03. The special feature of these samples is that 
for them ρ0 changes relatively by a smaller amount for a large range of x. We plot Tc(y=0.03) 
- Tc(y=0.0) vs. (dρ/dT)cc⏐y=0.03 - (dρ/dT)cc⏐y=0.0 for different values of x (0≤x≤0.24) in Fig. 22. 
It is clear that with increased (dρ/dT)cc the suppression of Tc is reduced, except for the x=0.06 
and 0.18 samples. Indirectly, this means that in general the increase of (dρ/dT)cc tends to 
increase Tc. The increase of Tc of the x=0.24, y=0.03 sample as compared to the x=0.24, 
y=0.0 sample is explained naturally on this basis. In fact, according to Fig. 18 there is a 
considerable enhancement of (dρ/dT)cc while going from the (x,y)=(0.24,0.00) sample to the 
(x,y)=(0.24,0.03) sample. On the other hand ρ0 increases relatively only by a smaller amount 
for the same change in the sample composition (cf. Fig. 19a). Thus it is quite likely that the 
effect of (dρ/dT)cc on Tc overpowers the effect of ρ0, resulting in a net enhancement of Tc.

Further support in favour of this observation comes from the data of the (x=0.12, y=0.09), 
(x=0.12, y=0.18), (x=0.18, y=0.09) and (x=0.18, y=0.18) samples. For these samples (cf. 
Fig. 19b) [ρ0(y=0.18)-ρ0(y=0.09)]x=0.12 ≈ [ρ0(y=0.18)-ρ0(y=0.09)]x=0.18. On the other hand the 
corresponding difference of(dρ/dT)cc for y=0.09 and y=0.18 are much different for x=0.12 
and x=0.18. In fact, [(dρ/dT)cc⏐y=0.18 - (dρ/dT)cc⏐y=0.09]x=0.12 ≈ 0.15/100, while 
[(dρ/dT)cc⏐y=0.18 - (dρ/dT)cc⏐y=0.09]x=0.18 ≈ 0.50/100. The decrease of Tc for the case of the 
x=0.18 sample of y=0.09 and y=0.18 is about 14 K, while it is about 18 K for the x=0.12 
samples. Since the difference of ρ0’s are almost the same for the two set of samples, and since 
the difference of (dρ/dT)cc is more for the x =0.18 samples, it supports that an increase in 
(dρ/dT)cc helps increasing Tc. It may be noted that similar situation arises also for the x=0.06, 
0.12 and y=0.09, 0.18 samples.  

vi. Possible origin of superconductivity 

We have seen that increasing Tmin and ρ0 in general tends to degrade Tc, while increasing 
(dρ/dT)cc enhances Tc. In cuprate superconductors this kind of effect of ρ0 on Tc may arise 
mainly in two ways. (1) The cuprate superconductors are mainly d-wave superconducting 
systems. So potential scattering will lead to pair breaking. Since the potential scattering is 
proportional to ρ0, increasing ρ0 implies enhanced pair breaking. Thus Tc will reduce with 
increasing ρ0. (2) The other source of reduction of Tc with increasing ρ0 lies in the pinning of 
the dynamically fluctuating striped phase. It has been [86-89] suggested that pinning of the 
dynamically fluctuating striped phase may lead to suppression of superconductivity. 

In order to see which of these two possibilities, as supported by the present data, determine 
the connection of Tc with ρ0 we proceed as follows. We first address the issue of the observed 
logarithmic divergence of ρ(T) at lower temperatures in both superconducting as well as non-
superconducting samples (cf. Figs. 17a-17d). Recently [78-80], in the underdoped regime, for 
both La(Sr)-214 and Zn-substituted Y-123 systems, the pinning of dynamically striped phase 
has been argued as a possible source of the -ve lnT behaviour of ρ(T). It is interesting to note 
that although our samples are not in an underdoped regime (see Table 9), they still show a 
logarithmic divergence of ρ(T). We suggest that the observed Tmin in our doped 1-2-3 samples 
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may mark a change from depinned (T>Tmin) to relatively pinned (T<Tmin) striped phase 
resulting from substitutional disorder due to Zn and Fe.  

Now we discuss that how such a possibility further determines the connection of Tc with 
ρ0. On the basis of the present data we have seen that the suppression of Tc with Zn or Fe is 
reduced with increasing (dρ/dT)cc. The way we have defined (dρ/dT)cc makes it clear that its 
physical origin lies in the carrier-carrier scattering. In fact we do not expect a T-dependent 
resistivity from carrier-impurity scattering. There may, however, be a T-dependent 
contribution to the resistivity from electron-phonon scattering. But in cuprates such a 
contribution is significantly weaker than the contribution due to carrier-carrier scattering. We 
may, therefore, overlook the electron-phonon scattering rate as compared to the carrier-carrier 
scattering rate. Increase of (dρ/dT)cc implies increase of carrier-carrier scattering rate unless 
there is a change in the carrier density and/or density of states at the Fermi level EF. The Cu 
valence (p+, see Table 9), over the entire x and y range studied in present work, does not show 
any significant variation. We may thus assume that substitution of either Zn and / or Fe does 
not change the carrier density. This is also supported by earlier studies [90], in the case of Zn 
substitution in 1-2-3 system, where no change was observed in carrier density and density of 
states at the Fermi level EF. So, the viewpoint that Zn doping increases the (dρ/dT)cc implies 
increase of carrier-carrier scattering rate.  

For zinc-free Fe-doped samples the resistivity ρ varies linearly with temperature for all the 
Fe doped samples considered here (cf. the lowest ρ-T plots in Figs. 17a-17d). Thus, there is 
no signature of (weak) localization in these (x=0) samples in the measured temperature range. 
Moreover, the variation of (dρ/dT)cc with Fe is about the same as for the same concentration 
of Zn up to x,y≤0.09. Since Fe substitutes in the Cu-O chains, the density of states at EF

determined mainly by the Cu(3d) and O(2p) hybridized band of CuO2 planes may not get 
affected straightforwardly. On these bases we hope that the increase of (dρ/dT)cc due to Fe 
doping also primarily implies increase of carrier-carrier scattering rate in the samples 
considered here, although the rate of increment may be quantitatively different from the Zn 
case.

Thus, in general, increase of (dρ/dT)cc appears to imply enhanced carrier-carrier scattering 
rate 1/τcc(T) in the samples considered here. But the increase of carrier-carrier scattering rate 
is known to suppress Tc [74,91]. This contradicts what we have found above on the basis of 
the present data. A plausible solution of such a discrepancy is that suppression of Tc due to Zn 
and /or Fe arises due to pinning of the dynamically fluctuating striped phase. When this is so, 
ρ0 will signify the extent of pinning of the striped phase for a given kind of impurity. An 
impurity tends to pin the dynamically fluctuating striped phase because the impurity is fixed 
in the sample. For the case of the carrier-carrier scattering the situation is different because 
now the source of scattering, a carrier itself, is mobile. Thus, we expect that it (the carrier) 
will tend to depin the striped phase. This, in turn, will tend to relatively enhance Tc. In this 
way, suppression of Tc due to pinning of the striped phase appears to be consistent with the 
observed correlation of Tc with (dρ/dT)cc also. 

vii. Interference effects of the Fe and Zn dopants 

We have seen that in general the effect of simultaneous presence of (x/3) at.% Zn and (y/3) 
at.% Fe is not equal to the simple addition of the effects of (x/3) at.% Zn (in Fe-free samples) 
and (y/3) at.% Fe (in Zn-free samples) on the residual resistivity ρ0, resistivity slope 
(dρ/dT)cc, Tmin and on the transition temperature Tc. We illustrate now, that the interference 
effects of Fe and Zn dopant are expected and follow directly from their different site-
dependent impacts on the properties of 1-2-3 system. Considering that Zn substitutes directly 
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in the CuO2 plane and Fe occupies the Cu-site in the Cu-O chains, the latter can disorder the 
chains significantly [92] and reduce the coupling of the CuO2 planes (i.e., more anisotropic) 
along the c-axis [60]. Thus in principle, each of the four series with different constant Fe 
content (y=0.0, 0.03, 0.09, 0.18) should represent series of samples with different anisotropy. 
In such a case, depending on the value of Fe content in Cu-O chains, Zn-doping in CuO2

planes may result in different functional forms for ρ0(x)⏐y=const, (dρ/dT)cc(x)⏐y=const,
Tmin(x)⏐y=const, and Tc(x)⏐y=const. In other words, change in the anisotropy of the 1-2-3 system 
leads to a change in the electrical transport in the CuO2 planes which does not fit with a direct 
summation of the individual effects of Fe and Zn dopants. The observation of interference 
effects of Fe and Zn in 1-2-3 system can explain certain discrepancies and has interesting 
consequences which we point out below. 

An apparent discrepancy that is related with ρ0, and was not discussed until now, has been 
that although the rise in ρ0 is significantly higher in the case of Zn-free Fe-doped samples as 
compared to the Fe-free Zn-doped samples, the suppression of Tc is much higher in the latter 
case (see subsection iii). Since the striped phase resides in the CuO2 planes, and Zn (Fe) 
substitutes directly in the CuO2 planes (Cu-O chains), it should pin the striped phase strongly 
(weakly), leading to a faster (slower) suppression of Tc. Moreover, since Fe doping can cause 
severe disorder in Cu-O chains, the higher ρ0 can result partly from the loss of chain 
conductivity and partly from the increased anisotropy of the 1-2-3 system. The latter cause for 
increased ρ0, which probably is linked up with the c-axis transport or the interplanar striped 
phase interactions, is not completely clear at present. 

One interesting occasion where the interference effects of Fe and Zn showed up 
significantly, was, the observation of continuous decrease in the Zn content with increasing Fe 
content in the samples for the evolution of -ve dρ/dT (see inset Fig. 18) in the 1-2-3 system. 
Since the increase of Fe in Cu-O chains increases the anisotropy of the 1-2-3 system, we infer 
that higher anisotropy favours the pinning of the dynamically fluctuating striped phase, which 
is then achieved at smaller Zn content. This can also explain the fact that the increase in Tmin

(Fig. 18) and decrease in Tc (Fig. 21a) becomes faster as a function of Zn with the increased 
co-doping of Fe in our samples. 

viii. Summary 

We presented results of resistivity vs. temperature behaviour for the co-doped ErBa2Cu3-x-y 

ZnxFeyO7-δ system. From the ρ-T curves we have extracted the residual resistivity ρ0(x,y), 
resistivity slope corresponding to the carrier-carrier scattering (dρ/dT)cc, a characteristic 
temperature marking the upturn in ρ-T curves Tmin, and the critical temperature Tc. On the 
basis of these parameters it is found that in general the impurities Zn and Fe interfere with 
each other significantly. The plausible reason for this has been identified with different site-
dependent impacts of Zn (goes in CuO2 planes) and Fe (goes in Cu-O chains), where the latter 
effects the anisotropy of the 1-2-3 system. As a consequence of this ρ0, (dρ/dT)cc, Tmin or Tc

cannot be expressed, in general, as a direct sum of the individual effects of Zn and Fe.  
An attempt has been made to understand the correlation of Tc with Tmin, ρ0 and (dρ/dT)cc. It 

is found that increasing Tmin and ρ0 tends to suppress Tc, while increasing (dρ/dT)cc tends to 
enhance Tc. On the basis of the generally acclaimed belief that the cuprate superconductors 
are d-wave superconductors, it has been argued that potential scattering is not adequate for 
explaining the correlation of Tc with Tmin, ρ0 and (dρ/dT)cc simultaneously. We proposed that 
Tmin, which marks the onset of logarithmic divergence of ρ(T) observed at low temperatures, 
may characterize a crossover temperature from a depinned to a relatively pinned striped 
phase. In furtherance, pinning of the dynamically fluctuating striped phase in accordance with 
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Tmin and ρ0, and depinning of this phase due to (dρ/dT)cc gives a plausible explanation for the 
observed correlation of Tc with Tmin, ρ0 and (dρ/dT)cc.

5.2.2 Yb1-xPrxBa2Cu3O7-δ system 

Polycrystalline samples of the series Yb1-xPrxBa2Cu3O7-δ, with x ranging from 0 to 1, were 
synthesized through standard solid state reaction method. For preparation and structural 
characterization details see Ref. [93]. The samples were then characterized for their phase 
purity and lattice parameters by x-ray diffraction. The resistivity measurements were obtained 
using standard four-probe technique. The dc magnetization as a function of temperature (1.5 
to 100 K) was measured using a commercial squid-magnetometer in field range of 0 - 50 kOe.  

i. Experimental results 

Owing to the small ionic size of Yb as compared to most other rare-earths, the x-ray pattern of 
pure Yb-123 generally shows a few low intensity impurity peaks. Interestingly however our 
present studies revealed that substitution of Yb by the larger Pr ion resulted in a phase pure 
material. As depicted in Fig. 23, the x-ray patterns of Yb(Pr)-123 with varying x show a 
single phase nature of the samples. Table 10 shows the variation of lattice parameters a, b and 
c, and orthorhombic distortion for all values of x. The increase of c-axis parameter with Pr 
indicates the substitution of larger Pr3+ ion (1.14 Å) in the place of smaller Yb3+ ion (0.98 Å). 
For all values of x the samples show an orthorhombic structure. However, with an increase in 
x (see Table 10) the orthorhombic distortion decreases monotonically. The evolution of the 
crystallographic splittings (see Fig. 23), for instance [020], [200] and [123], [213] supports the 
change in the orthorhombic distortion. It is also worth pointing out that, for a change in x 
from 0 to 1, the c-axis increases by 0.08 Å in case of Yb(Pr)-123 as compared to 0.04 Å for 
Y(Pr)-123 [94]. This may indicate that, due to a smaller size of Yb3+ ion (0.98 Å) in 
comparison to Y3+ ion (1.02 Å), the enveloping CuO2 planes in the former case are relatively 
compressed for x < 1.  

Fig. 23. X-ray diffraction patterns for various x values in Yb1-xPrxBa2Cu3O7- .
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Table 10. Lattice parameters (in Å) a, b and c, and orthorhombic distortion  
(o.d.=[(b-a)/b]x100) for Yb1-xPrxBa2Cu3O7-  system. 

x a b c o.d. 
0 3.80326 3.87311 11.6433 1.8035 

0.1 3.80472 3.87534 11.6425 1.8223 
0.2 3.80950 3.87649 11.6477 1.7281 
0.3 3.81653 3.88025 11.6578 1.6422 
0.4 3.82074 3.88449 11.6677 1.6411 
0.5 3.83080 3.88215 11.6797 1.3227 
0.6 3.83464 3.88714 11.6824 1.3506 
0.7 3.84709 3.89292 11.6994 1.1773 
0.8 3.85670 3.89522 11.7028 0.9889 
0.9 3.86585 3.89501 11.7312 0.7487 
1.0 3.87991 3.90213 11.7279 0.5694 

Fig. 24. Reduced resistivity (ρ/ρ300) as a function of temperature for various x values (from 
0.1 to 1 in steps of 0.1) in Yb1-xPrx Ba2Cu3O7- .

Fig. 24 shows the normalized resistivity (ρ/ρ300) as a function of temperature for all the 
samples of Yb(Pr)-123. As is evident from the figure, the ρ(T) behaviour anomalously 
changes from metallic to semiconductor- like for values of x ≥ 0.6. All samples with x ≤ 0.6 
show a transition to superconducting state. Fig. 25 shows the variation of reduced critical 
temperature (Tc(x)/Tc(0)) with Pr concentration. Similar data, taken from the literature, for the 
extrapolated value of critical concentration of Pr to quench superconductivity, xc, is ∼ 0.65 for 
Yb(Pr)-123 and ∼ 0.55 for Y(Pr)-123 system. The observed increase of xc with a decrease in 
R's ionic size is in line with the previous reports [43, 95, 97-102].  
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Fig. 25. Reduced critical temperature (Tc(x) / Tc(0)) as a function of Pr concentration x in 
Yb1-xPrxBa2Cu3O7-  (present work), Y1-xPrxBa2Cu3O7- (filled circles [94] and open circles
[95]) and single crystal Y1-xPrxBa2Cu3O7- (stars [96]). In the former the Tc determination by 
both ρ=0 (hollow squares) and diamagnetic onset (filled squares) areshown. Inset: Tc (ρ=0)
and Tn as a function of x in Yb1-xPrxBa2Cu3O7- .

Fig. 26. M/Mmin in an applied field H=10 Oe 
as a function of temperature for x=0 to 0.6 in 
Y1-xPrxBa2Cu3O7- .

Fig. 27. M in an applied field H=10 Oe as a 
function of temperature for x= 0.7 to x= 1 in 
Y1-xPrxBa2Cu3O7- .
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Fig. 26 shows dc magnetization as a function of temperature, under an applied field H=10 
Oe, for Yb(Pr)-123 samples with x =0 to 0.6. The magnetization data shown in Fig. 26 is 
normalized by Mmin (the minimum value of M observed at low temperature side of the 
transition) to magnify the transitions for higher values of x. Values of Mmin, related with 
shielding fraction, decrease drastically with increase in x (results not shown). It decreases by 
over 25 times for sample with x= 0.6 when compared to sample with x=0.1. Incomplete 
Meissner effect and similar dependence of shielding fraction on doping in HTSC has been 
always observed (e.g. see [53,54]) and are not yet completely understood. However, all the 
samples show a clear diamagnetic onset in M(T), marking the superconducting transition. The 
Tc(x) defined by the diamagnetic onset, also plotted in Fig. 25, show a decrease with an 
increase in x similar to that measured resistively. However, the diamagnetic onset for x=0.6 
sample was expected at a temperature lower than that for the x=0.5 sample, whereas the 
observed behaviour is found contrary to that (see Fig. 26). This shows that for x=0.6 sample 
the diamagnetic onset has become anomalously broad. For samples with x=0.7 to 1.0 the 
M(T) plots (see Fig. 27), under an applied field H=10 Oe, follow a Curie-Weiss- like and 
show no trace of superconductivity down to under 1.5 K. It is already known [43, 95, 97-102] 
that non-superconducting R(Pr)-123 system shows an antiferromagnetic ordering of Pr ions at 
a characteristic temperature Tn(x). For our x=1 sample one could easily notice an anomaly 
corresponding to Tn at 17 K which became clear by plotting dM/dT vs. T. But for the other 
three samples of Fig. 27 the same was not so apparent. Following the work of Ref. [102], 
besides plotting dM/dT we tried also, by plotting M-1 vs. T and log(M) vs. log(T) to extract 
the Tn(x) values from the M(T) data. Tn(x) values were most conspicuous only in log(M) 
versus log(T) plot, where a change in the slope for all the samples with x≥0.7 was observed, 
see Fig. 28a. The change in the slopes are also visible as peaks, typically observed at slightly 
lower (by ∼ 3 K) temperatures, in the plots of dLog(M)/dLog(T) vs. Log(T), see Fig. 28b. The 
values of Tn(x) (see inset of Fig. 25) corresponding to the change in slope, and their increase 
is in accord with the general trend reported for R(Pr)-123 system [43, 95, 97-102].  

The superconducting samples of Yb(Pr)-123 with x=0.5 and 0.6 also showed upturns in 
M(T) at low temperatures (see Fig. 26). These upturns presumably indicate the paramagnetic 
effect due to Pr ions competing with diamagnetism due to superconductivity. To check that 
the upturns are not due to magnetic ordering in these samples, the M(T) measurements were 
carried out under high-applied fields up to 50 kOe. For instance, for x=0.6 sample, the M(T) 
data under H=10 kOe is also included in Fig. 26. Interestingly, we observe a break in the 
slope at a characteristic temperature that may apparently indicate a Tn. However, firstly, as 
seen from the inset of Fig. 25, this value of Tn(x=0.6) does not follow the same curve as that 
for non-superconducting samples with x ≥0.7. Secondly, on a closer look at the data in 
Fig. 28, we see that the change in slope of Log(M) vs. Log(T) and the peak in 
dLog(M)/dLog(T) plots at Tn gets weaker with decrease in x until x=0.7. However, for x=0.6, 
there is a fresh enhancement in the break of the slope and the peak (see Fig. 28). Considering 
that x=0.6 sample is superconducting, this may actually indicate a diamagnetic decrease 
occurring at a lower temperature when H=10 kOe as compared to that observed with smaller 
H =10 Oe (see Fig. 26). Thirdly, the detailed heat capacity studies carried out in the 
temperature range of 2 -15 K for this sample failed to show even a broad hump that could be 
related to Tn as coexisting with Tc. Thus the break in M(T) observed for superconducting 
samples need to be considered only cautiously as far as magnetic ordering is concerned.  
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Fig. 28. (a) Log(M) versus Log(T) and (b) dLog(M)/dLog(T) versus Log(T) for various x 
values in Yb1-xPrxBa2Cu3O7- . M for x==0.6 is measured in an applied field H=10 kOe (see 
text also), whereas for all other samples H=10 Oe.

ii. Discussions 

We look for a possible correlation of Tc with residual resistivity (ρ0) as extracted from the 
extrapolation of linear ρ(T) region to T=0 K and resistivity slope ((dρ/dT)cc) corresponding to 
the linear ρ(T) region in our Yb(Pr)-123 samples. However, considering the use of substituted 
polycrystalline samples in the present work, it is important to consider the possible extrinsic 
contributions that may interfere with the intrinsic values of these parameters in the material. 
We first discuss three such sources of error that may arise due to inhomogeneous substitution, 
anisotropic nature of R-123 system and defects in the grain boundaries. Next we delineate the 
intrinsic nature of ρ0 and (dρ/dT)cc in Yb(Pr)-123 samples by a comparison with both 
polycrystalline and single crystalline Y(Pr)-123 samples, and discuss that how their 
correlation with Tc may indicate the presence of dynamically fluctuating striped phase as a 
common source of superconductivity and antiferromagnetism in these systems. 

Few results obtained in the present work, e.g., at higher values of x (> 0.2) the Tc(x) 
determined by ρ=0 is higher in comparison to that estimated by diamagnetic onset (see 
Fig. 25); the shielding fraction decreases with an increase in Pr doping as mentioned in the 
experimental results; broad diamagnetic response below the onsets in M(T) (see Fig. 26), 
seem to reveal something about the nature of superconductivity in our Yb(Pr)-123 samples. 
They probably indicate that, with increased Pr doping, higher Tc filamentary-superconducting 
paths start to evolve in the samples before a weak bulk superconductivity emerges at lower  
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Fig. 29. Ratio of resistivity slope (dρ/dT)cc and residual resistivity ρ0 as a function of  
Pr concentration x in Yb1-xPrxBa2Cu3O7-  (filled squares represent present work),  
Y1- xPrxBa2Cu3O7- (open squares [94]) and single crystals Y1-xPrxBa2Cu3O7- (stars [96]). The 
solid lines represent linear fit of the data.  

temperatures. This raises an important question - what is the origin of such superconductivity 
observed in our samples? Is it due to some macroscopic inhomogeneity, for instance, 
inhomogeneous cation (Pr, Yb) distribution along the Josephson-coupled grain boundaries? 
Or can it have some intrinsic origin? The former line of reasoning is apparently not supported 
by our XRD results, and the observed Tc(x) and Tn(x) behaviour. The presence of 
inhomogeneous cation (Pr, Yb) distribution should lead to broadening of the XRD peaks that 
should enhance further with an increase in Pr, and no systematic change in lattice parameters 
should occur, which are not observed (see Fig. 23 and Table 10). Second, the systematic and 
expected [43, 95, 97-102] decrease observed in Tc(x) measured both by M(T) and ρ(T), and 
the emergence of Tn(x), (see Fig. 25) is not accidental and is definitely connected with the 
intrinsic substitutional effects in Yb(Pr)-123 system. Thus, we propose to look for answers 
that may be generic to highly doped HTSC and where microstructural details of the sample 
are irrelevant as far as the origin of superconductivity is concerned. Good starting points in 
this direction are offered by various models, for instance, of quantum percolation in the 
presence of nanolevel inhomogeneities [103] and tunneling of cooper pairs across the static 
striped phases [104] (see below also).  

Due to anisotropic nature of HTSC, the measured resistivity in the polycrystalline sample 
seems to represent sum of the contribution along and across the CuO2 planes. However, we 
believe that the resistivity of R-123 samples will be mainly determined by the transport along 
well-connected CuO2 planes across the grain boundaries. This assumption follows from the 
fact that the resistivity of the R-123 system, due to anisotropy, is roughly 20 times smaller 
along the CuO2 planes than along the c-axis (i.e., across the CuO2 planes) [105]. Moreover, as 
reported [106], in R(Pr)-123 system the anisotropy increases further with Pr doping. Thus the 
main error may arise only from the microstructure dependent effective cross section area and 
length for electrical transport in different samples. Considering the ratio of (dρ/dT)cc/ρ0 should
cancel out these geometrical factors. The third source of error, i.e., defects in the grain 
boundaries may contribute to the temperature independent part of the resistivity, namely ρ0.
This aspect can be cross-checked by a comparison with single crystal data, that we could find 
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only for Y(Pr)-123 system [96]. The ratio of (dρ/dT)cc/ρ0 as a function of x is shown in 
Fig. 29 for polycrystalline Yb(Pr)-123 (present work) and Y(Pr)-123 (taken from ref. [94]), 
and single crystals of Y(Pr)-123 (taken from ref. [96]). Values of ρ0 are extracted from the 
extrapolation of linear ρ(T) region to T=0 K, and thus represent only a lower limit to the true 
value. Due to an increasing curvature of the ρ(T) for single crystals with x ≥ 0.4 in Ref. [96], 
the ratio could not be determined reliably for higher values of x. The data on Y(Pr)-123 single 
crystal samples had to be normalized by a constant factor of 4 to match it with that of 
polycrystalline samples in Fig. 29. This factor reveals a definite contribution of grain 
boundaries to ρ0, as mentioned above, in case of the latter samples. However, as seen in 
Fig. 29, the behaviour of the polycrystalline samples does qualitatively resemble that of the 
single crystals, giving credence to the fact that the ratio of (dρ/dT)cc/ρ0 in the former is indeed 
related to the intrinsic property of the material. From Fig. 29 and Fig. 25, we may thus infer 
two interesting observations: (a) the ratio (dρ/dT)cc/ρ0 decreases with increasing x, in both 
Y(Pr)-123 and Yb(Pr)-123, as does the Tc(x) in them; and (b) the ratio tends to go to zero at 
Pr concentration that is roughly 0.1 smaller for Y(Pr)-123 than Yb(Pr)-123, that also matches 
with the observed difference of xc in them. These observations reveal a definite correlation of 
Tc with ρ0 and (dρ/dT)cc in these systems.  

Now we show that superconductivity due to dynamically fluctuating striped phase in CuO2

planes can consistently explain the observed correlation of Tc with (dρ/dT)cc/ρ0. The increase 
of residual resistivity ρ0 reflects an increase of impurities/defects, which can suppress the 
superconductivity by pinning the fluctuating stripes. The Tc should, as observed, correlate as 
inversely proportional to ρ0. On the other hand, the increase of resistivity slope (dρ/dT)cc

reflects either an increase in carrier concentration or an increase in carrier-carrier scattering. 
The increase of carrier density should amount to an increase in the density of charged stripes, 
which we expect would then require larger disorder to get pinned. For the latter case, because 
now the source of scattering is a carrier itself that is mobile, we expect that it (the carrier) will 
tend to depin the striped phase. In both the cases the increase of (dρ/dT)cc will thus tend to 
relatively enhance Tc. The Tc should, as observed, correlate as directly proportional to 
(dρ/dT)cc. One may also say that, based on the decreasing ratio of (dρ/dT)cc/ρ0 with x in 
Fig. 29, with an increase in Pr substitution the dynamically fluctuating striped phase in CuO2

planes slows down more and more. Above xc the fluctuating striped phase may get static, 
which then leads to the ordering of the Pr ions by a mechanism involving hybridization of  
Pr-4f with O-2p of CuO2 planes. And with increasing x (above xc), more number of Pr ions 
participate in magnetic ordering to give an increasing Tn(x), as seen in the inset of Fig. 25. It 
is tempting to conclude that xc in the phase-diagram for R(Pr)-123 marks the transition from 
static to fluctuating charge dynamics in CuO2 planes. As also seen in Fig. 24, the non-
superconducting Yb(Pr)-123 samples with x ≥ 0.7, i.e. just above and greater than xc ∼ 0.65, 
show an increasing tendency of exponentially dependent ρ(T) at low temperatures. This may 
be an indication of inter / intra - charge hopping in a static striped phase [104]. The 
superconducting sample with x = 0.6, i.e. just below xc ∼ 0.65, shows a negative dρ/dT along 
with a very broad diamagnetic onset extending much above its Tc(ρ=0) ∼ 20 K (see Figs. 24 
and 26). This may reflect the precursor of a "spin-gap" at T > Tc due to critical slowing down 
of fluctuating stripe dynamics in samples with x near and below xc. This is corroborated by 
the fact that the diamagnetic onset becomes relatively sharp as one moves away and to smaller 
values of x (see Fig. 26). It may be interesting in future to study more samples with Pr 
concentration around and near to xc. We would like to mention here that the observed 
unusual-broadening of M(T) for x=0.6 sample cannot be straight forwardly related with 
inhomogeneity. As then it should have been present in all the superconducting samples, 
prepared in identical conditions, for values of x ≤ 0.6, which is not the case. 
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Finally, we discuss a possible physical origin for the ionic-size dependence of xc in  
R(Pr)-123. It may come from the dependence of anti-site substitution of Pr3+ at Ba2+ site [49] 
and/or Pr4+ at R3+ site [42] on the ionic size of R. It was shown in Y(Pr)-123 single crystals 
that these aliovalent substitutions directly lead to the creation of oxygen vacancies in CuO2

planes [42]. Such vacancies can be an important source of impurities in CuO2 planes that can 
pin the fluctuating stripes. However, the impact of such anti-site substitution on (dρ/dT)cc is 
not a priori clear, which needs to be studied in more detail for various R(Pr)-123 systems. In 
the present case, however, because of smaller ionic size of Yb the possibility of anti-site 
defect formation should be less in comparison to Pr substitution in Y-123 [42]. Thus, 
comparatively the oxygen disorder is expected to be less as corroborated by the lattice 
parameter data, showing fewer O(5) sites getting filled-up. As a result the pinning of 
fluctuating stripes is less in Yb(Pr)-123 and the value of xc is higher.  

iii. Summary

The gradual destruction of superconductivity with increasing Pr, in both Yb(Pr)-123 and 
Y(Pr)-123 systems, seems to show up in the change of normal state parameters ρ0 and 
(dρ/dT)cc, which can be extracted from the ρ(T) curves. In both cases, it is found that the ratio 
of (dρ/dT)cc/ρ0 tends to decrease with increasing x as does the Tc(x). The difference in the 
values of Pr concentration where this ratio tends to go to zero matches with the observed 
difference of xc in them. Moreover, for the Pr content near xc, several properties like ρ(T), the 
diamagnetic onset in M(T) and the antiferromagnetic ordering of Pr ions show anomalous 
behaviour. These results can also be consistently explained by the presence of dynamically 
fluctuating striped phase in them. The critical Pr concentration, xc, in R(Pr)-123 probably 
marks a transition from dynamic to static striped phase, where simultaneously 
superconductivity gets destroyed and magnetic ordering of Pr ions originates. 

5.2.3 Y1-xPrxBaSrCu3O7-  system 

Polycrystalline samples of the series Y1-xPrxBaSrCu3O7-  (i.e., Y(Pr)-1113), with x ranging 
from 0 to 1, were synthesized through a solid state reaction method. For preparation details 
see Ref. [94]. The samples were then characterized for their phase purity and lattice 
parameters by x-ray diffraction. The resistivity measurements were obtained using standard 
four-probe technique. The oxygen content in all the samples was determined by iodometric 
titrations.  

i. Experimental results 

Fig. 30 shows x-ray patterns of both Y(Pr)-1113and Y(Pr)-123 samples with varying x. All 
the samples showed a single phase nature, except for two samples of Y(Pr)-1113 series with 
x=0.75 and 1.0, which show some low intensity peaks probably belonging to an impurity 
phase. Table 11 shows the variation of lattice parameters a, b and c, and orthorhombic 
distortion for both the systems. The c- parameter increases with Pr in both the systems, 
indicating the substitution of larger Pr3+ ion in the place of smaller Y3+ ion. Also, the c 
parameter of Y(Pr)-1113 samples is smaller than Sr-free Y(Pr)-123 samples, in agreement 
with the reported data [67, 107-109]. This substantiates that smaller Sr (1.32 Å) ion 
substitutes the bigger Ba (1.52 Å) ion with the same 10-fold coordination in Y(Pr)-1113.
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Fig. 30. X-ray diffraction patterns with various x values for (a) Y1-xPrxBaSrCu3O7- ;
(b) Y1-xPrxBa2Cu3O7- .

However, as a function of increase in x, the orthorhombic distortion decreases and goes to 
zero at x ≈ 0.6 in the case of Y(Pr)-1113, whereas, the same is found to be affected much less 
in the case of Y(Pr)-123. The evolution of the crystallographic splitting (see Figs. 30a and 
30b) of [020], [200] and [123], [213] supports the change in the orthorhombic distortion for 
both the systems. As seen from the splitting, the samples of Y(Pr)-1113 with x= 0.0 and 0.25 
are clearly orthorhombic. For higher values of x the splitting of both the doublets is reduced, 
before vanishing completely for the samples with x ≥ 0.6 revealing a tetragonal structure. 
Whereas, in the case of Y(Pr)-123 the splitting of both [020], [200] and [123], [213] is 
maintained, revealing an orthorhombic structure for all the samples with x=0 to 1. The 
measured oxygen content by iodometeric titrations show no significant change with 
increasing Pr for both Y(Pr)-1113 and Y(Pr)-123 series (see Table 11). This observation is in 
agreement with previous reports [97, 110, 111]. 
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Table 11. Lattice parameters (in Å) a, b and c, orthorhombic distortion (o.d.=[(b-a)/b]x100) 
and total oxygen content (7-δ). The lattice parameters are rounded off at last decimal place 
and maximum error in  is ± 0.02. 

Y1-xPrxBaSrCu3O7-  Y1-xPrxBa2Cu3O7-

x a b c  o.d. 7-δ a B c o.d. 7-δ
0 3.784 3.842 11.523 1.59 6.94 3.825 3.886 11.667 1.57 6.94 
0.1 3.790 3.841 11.524 1.33 6.94 3.832 3.893 11.672 1.57 6.94 
0.2 3.805 3.840 11.530 0.91 6.93 3.836 3.898 11.682 1.60 6.94 
0.25 3.812 3.839 11.535 0.70 6.93 – – – – – 
0.3 3.818 3.838 11.540 0.52 6.93 3.838 3.900 11.687 1.59 6.94 
0.4 3.821 3.837 11.549 0.42 6.93 – – – – 6.93 
0.5 3.826 3.835 11.552 0.24 6.93 3.842 3.902 11.698 1.54 6.93 
0.6 3.831 3.834 11.563 0.08 6.92 – – – – 6.93 
0.75  3.834 3.834 11.573 0 6.92 3.844 3.900 11.705 1.44 6.93 
1.0 3.841 3.841 11.584 0 6.92 3.843 3.904 11.711 1.56 6.92 

Figs. 31a-31d show the measured resistivity as a function of temperature for all the 
samples of both Y(Pr)-1113 and Y(Pr)-123. As is evident from the figure, the normal state 
resistively increases with Pr in both systems. The ρ(T) behaviour turns from metallic to 
semiconductor- like for values of x ≥ 0.70 for Y(Pr)-1113 and x ≥ 0.6 for Y(Pr)-123. All 
samples of Y(Pr)-1113 (Y(Pr)-123) with x < 0.6 (x < 0.7) show a transition to 
superconducting state. Fig. 32 shows the variation of reduced critical temperature  
(Tc(x) / Tc(0)) with Pr concentration for both the systems. For comparison, similar data from 
literature of polycrystalline Y(Pr)-1113 [111], Y(Pr)-123 [95] and single crystal Y(Pr)-123 
[96] are also plotted in Fig. 32. Slightly lower values of Tc(ρ=0) for single crystals are mainly 
due to tail-like broadening of ρ(T) when ρ goes to zero in them [96]. The values of xc, to 
quench superconductivity is ∼ 0.7 for Y(Pr)-1113 system and ∼ 0.55 for Y(Pr)-123 system.  

ii. Discussions 

In general the ρ(T) curves involve a high temperature (T>Tc, see Figs. 31a-31d) linear region 
for all the samples of both Y(Pr)-1113 and Y(Pr)-123 series, except for values of x in the 
vicinity of xc. The linear part of the ρ(T) curves has a positive slope (dρ/dT)cc and its 
extrapolation to T=0 K provides the residual resistivity, say ρ0. While the ρ0 is connected with 
impurity scattering, the slope (dρ/dT)cc determined from the linear region of the ρ-T curve is 
connected with carrier-carrier scattering. In the following we shall consider only such a 
resistivity slope.  

To appreciate the change in ρ0 and (dρ/dT)cc as a function of x, we plot these quantities for 
both Y(Pr)-1113 and Y(Pr)-123 in Figs. 33a and 33b. For comparison we plot similar data 
determined for single crystals of Y(Pr)-123 from the literature [96]. The data of ρ0 and 
(dρ/dT)cc for single crystals was normalized by factors 0.1 and 0.45. Normalization factors 
less than 1 are actually expected as a result of effectively smaller cross section area and longer 
length for electrical transport in polycrystalline samples as compared to the crystals. As seen 
from the Fig. 33a, ρ0(x) increases monotonically for both the systems. Since, simultaneously, 
the Tc(x) shows a decrease for both the series (see Fig. 32), it may be concluded that Tc does 
inversely correlate with the ρ0 in these systems. However, we note that although the values of 
ρ0(x) are higher and increase faster for the Y(Pr)-1113 system as compared to Y(Pr)-123  
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Fig. 31. (a–d) Resistivity as a function of temperature with various x values for  
Y1-xPrxBaSrCu3O7-  and Y1-xPrxBa2Cu3O7- .

Fig. 32. Reduced critical temperature [Tc(x) / Tc(0)] as a function of Pr concentration x for  
Y1-xPrxBaSrCu3O7-  and Y1-xPrxBa2Cu3O7- . Similar data on both the systems taken from the 
literature is also included in the figure. 
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Fig. 33. (a) Residual resistivity ρ0 and (b) slope (dρ/dT)cc as a function of Pr concentration x 
for Y1-xPrxBaSrCu3O7-  and Y1-xPrxBa2Cu3O7- . Similar data on single crystals of the latter 
system taken from the literature is also included in the figure.  

system, the decrease of Tc(x) is faster in the latter case. This indicates that there are other 
parameter(s) influencing Tc(x) in these systems.  

We now discuss the behaviour of resistivity slope (dρ/dT)cc for both Y(Pr)-1113 and 
Y(Pr)-123. From Fig. 33b we see that an increase of Pr content in both the series results in a 
non-monotonic behaviour. In case of Y(Pr)-1113, the slope (dρ/dT)cc increases until x∼0.4
and tends to zero at x∼0.7 (note that (dρ/dT)cc becomes negative for x=0.75, see Fig. 31c). 
Whereas, in case of Y(Pr)-123, it increases only until x∼0.2 and goes to zero at x∼0.5. Now 
we would like to point out a couple of observations: (a) for all the values of x shown in 
Fig. 33b, the values of slope (dρ/dT)cc are remarkably higher in case of Y(Pr)-1113 as 
compared to Y(Pr)-123. For instance, at x=0.4, (dρ/dT)cc is around factor five higher in  
Y(Pr)-1113 than that in Y(Pr)-123. (b) The values of x ∼ 0.7 and 0.5, where (dρ/dT)cc goes to 
zero, match quite well with the observed xc ∼ 0.7 and 0.55 where superconductivity is 
destroyed for Y(Pr)-1113 and Y(Pr)-123, respectively. These observations, along with the fact 
that the suppression of Tc(x) is slower in Y(Pr)-1113 when compared with Y(Pr)-123, reveal 
that an increase of slope (dρ/dT)cc correlates with an enhancement of Tc(x) in these systems.  

The above correlations indicate that underlying processes responsible for a change of ρ0

and (dρ/dT)cc are affecting the superconductivity in opposite ways in both Y(Pr)-1113 and 
Y(Pr)-123 systems. Now we discuss these processes and how they throw light on a possible 
mechanism of superconductivity. The increase of ρ0(x) clearly indicates an increase of 
temperature independent impurity scattering introduced by substitution of Pr in both  
Y(Pr)-1113 and Y(Pr)-123. We had earlier reported that Y(Pr)-123 is vulnerable to creation of 
oxygen vacancies, in CuO2 planes [42], that increase with Pr concentration and constitute an 
additional scattering source. It has been recently [86-89] suggested that pinning of the 
dynamically fluctuating striped phase may lead to suppression of superconductivity. The 
impurities/vacancies in the lattice tend to pin the dynamically fluctuating striped phase and 
can explain the observed correlation between Tc and ρ0, where ρ0 would signify the extent of 
pinning. Now turning towards (dρ/dT)cc, we have to remember that it has been defined only 



550

for the observed linear ρ-T region. A linear ρ-T dependence especially in HTSC due to 
classical electron-phonon scattering can be ruled out, and the physical reason for it may lie 
only in carrier-carrier scattering. Thus the increase of (dρ/dT)cc implies mainly an increase in 
hole carrier concentration and/or an increase in carrier-carrier scattering rate. There are no 
reports till date showing an increase of hole carriers with Pr substitution in these systems. The 
increase of (dρ/dT)cc thus primarily implies an increase in carrier-carrier scattering rate. Now, 
unlike impurity/vacancy that is fixed in the sample, the carrier is mobile and will tend to depin 
the striped phase. An increase in carrier-carrier scattering would mean enhanced depinning of 
the striped phase. In this way, suppression of Tc due to pinning of the striped phase appears 
consistent with the observed correlation of Tc with (dρ/dT)cc also. We would also mention 
here that, for samples with x > xc of both Y(Pr)-1113 and Y(Pr)-123, the observed 
semiconductor-like upturn of the ρ-T curves at low temperatures is also in accord with pinned 
striped phase [78-80].  

ii. Summary 

The gradual destruction of superconductivity with increasing Pr, in both Y(Pr)-1113 and 
Y(Pr)-123 systems, seems to show up in the change of normal state parameters ρ0 and 
(dρ/dT)cc, which can be extracted from the ρ(T) curves. In general, it is found that increase in 
ρ0 correlates with a suppression in Tc, while an increase in (dρ/dT)cc correlates with an 
enhancement of Tc. The difference in the values of critical Pr concentration for destruction of 
superconductivity in Y(Pr)-1113 and Y(Pr)-123 coincides with the values of x where 
(dρ/dT)cc tends to zero. The origin of superconductivity in these systems also looks consistent 
with a presence of dynamically fluctuating striped phase.  

6. CONCLUSIONS 

In conventional low Tc superconductors, that include simple metals, alloys, A-15 materials, 
Laves and Chevrel phases, the effect of disorder can be understood within the classical Fermi 
Liquid framework in the normal state along with a phonon mediated BCS mechanism for 
superconductivity. The disorder in these materials can change the phonon spectra affecting the 
electron-phonon coupling or Debye temperature or density of states at EF, as a result of which 
Tc can get influenced in them. However, the situation is quite complex in high Tc

superconducting cuprates. They are doped Mott insulators with lower carrier concentration 
than typical metals, with highly anisotropic/ quasi-two dimensional CuO2 planes and a 
probable breakdown of the Fermi liquid description. Thus to understand the effect of disorder 
in them the nature of the conducting electrons/holes in these systems need to be freshly 
hypothized/discovered. One novel scenario is the presence of dynamically fluctuating striped 
phase of conducting charges in CuO2 planes and the resulting superconductivity. Within such 
an arrangement, the role of disorder can be to pin the dynamic charge stripes and suppress the 
Tc. The electrical transport results on substitutionally disordered HTSC, shown in the present 
work, apparently supports the origin of superconductivity in these systems due to the 
dynamically fluctuating striped phase, the pinning and depinning of which can explain the 
observed correlation of Tc with ρ0 and (dρ/dT)cc, respectively. It was shown that significant 
disorder in HTSC can result due to the vulnerability of CuO2 planes to the formation of 
oxygen vacancies. However, it is still a long way to settle the mechanism-question of 
sensitivity of HTSC to disorder.  
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1. INTRODUCTION 

Of the various techniques employed to introduce defects into high Tc superconducting 
material with the goal of pinning flux, radiation techniques are among the most promising [1-
4]. Radiation defect generating procedures allow close control of the defect size, shape, 
morphology, and density, allowing them to tailor damage to most effectively pin magnetic 
flux [3,5]. It is fortunate that the approximate size of damage introduced by radiation 
techniques is on the same order of magnitude as the coherence length in many high Tc

superconductors. However, the introduction of pinning centres by means of irradiation 
induced defects is not a simple, nor necessarily a cost effective process, and it, too, is limited 
in the degree of improvement that is readily achievable in physical performance. 

2. GAMMA RAY IRRADIATION 

The superconducting properties of HTS can be affected by γ-ray irradiation, with the 
influence particularly great in the vicinity of grain boundaries, which tend to be strongly 
depleted in charge carriers. Irradiation of bulk TlBa2Ca2Cu3Oy showed a sudden drop in Tc of 
4 K with a 100 MR gamma dose, and a much slower decrease up to 400 MR. The normal 
state resistance was also increased after irradiation, and Jc increased up to 50% at 
temperatures well below Tc. The results were attributed to the improvement of grain 
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boundaries and weak links such that SNS (superconductor-normal metal-superconductor)
junctions in the Josephson coupling became dominant [6]. Similar effects on Tc were reported 
for YBCO and also attributed gamma irradiation improvement to inter-grain Josephson 
coupling [7]. 

3. ELECTRON IRRADIATION 

Perhaps the easiest, cheapest, and most readily available irradiation technique is electron 
bombardment. This process employs a beam of high energy (1-30 MeV) electrons, which 
strike the target superconductor [8]. Elastic interactions between the energetic electrons and 
atoms in the superconductor result in movement of the superconductor atoms from their ideal 
positions in the crystal lattice. Due to the charged nature of electrons, much energy is lost in 
interactions between the incident electrons and the shell electrons of atoms in the target [8]. 
This generates small defects, typically considered point defects (with zero dimension), as they 
usually only effect a single atom [8]. If sufficient energy is transferred to the primary atom, 
then it may cause knock on movement of secondary, and subsequent, atoms [8]. Thus, some 
defects are clusters of point defects, or Frenkel pairs, rather than discreet individual point 
defects [8,9]. Important parameters of the incident electrons are their energy and their number 
(dose) [8]. 

In YBCO, electron irradiation with 1 MeV electrons increased pinning through 
introduction of point defects or very small cluster defects (< 2 nm) [10]. Electron 
bombardment improves Jc and H*(T) of Bi-2223 at low temperatures and low fields (between 
5 and 60 K) [11,12]. It would seem that at higher temperatures and fields, electron 
bombardment has either little effect on superconducting performance, or actually decreases 
the observed physical properties of the material [11]. Results for Bi-2212 are similar [9,13], 
but higher energy electrons (28 MeV compared to 1-4 MeV) expanded the temperature range 
of enhancement (from 5 to 60 K) [14]. The activation energy for flux jumping after 
bombardment by electrons was calculated to be scarcely different to that prior to electron 
irradiation [13]. It would appear that the defects created by electron bombardment are too 
small to effectively pin magnetic flux, and so are only useful at low temperatures and low 
magnetic fields when thermal fluctuations and driving forces are small [8]. 

4. NEUTRON IRRADIATION 

Neutron irradiation is similar to electron irradiation in that energetic neutrons, for example 
from a reactor, bombard a superconductor [8]. Similar to electron irradiation, critical 
parameters are the energy of the incident particles, and their density (fluence) [8]. Unlike 
electrons, neutrons do not lose energy in electronic interactions. However, thermal neutrons 
have relatively low initial energy, and are unlikely to cause significant damage, or if they do, 
the minor damage they cause will be easily annealed, even during the irradiation [15,16]. 
Even fast neutrons may not have large energy (perhaps 2 MeV; comparable to some electron 
beam energies) [8]. Again, similar to electron bombardment, neutron bombardment of HTS 
generates single point defects, or cascades of point defects as a result of knock on effects [8]. 
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A cascade cluster defect is of the order of 1 to 6 nm in size, typically around 2.5 nm in Y-123 
and 3.5 nm in Bi-2212 [17-21]. Surrounding the cluster is a vacancy strain field (directed 
inwards), which produces an effectively spherical defect of around 5-6 nm in size [19,20,22]. 
The precise structure of the defects is largely amorphous, with some indication of re-
crystallisation having occurred [21]. High resolution TEM on YBCO has revealed further 
details, involving Cu-O chain defects [23]. Neutron irradiation has an advantage over electron 
irradiation and ion irradiation in that the penetrating power of neutrons is quite large, and the 
resulting homogeneity of defect distribution is superior [1]. It has the disadvantage of weak 
interactions (because neutrons have comparatively huge penetration depths), thus requiring 
large irradiation doses or long irradiation times [24]. Results almost identical to those of fast 
neutron irradiation have been produced in (Nd,Eu,Gd)Ba2Cu3Oy (NEG-123) by long term 
ball-milling with Gd-211 so as to introduce a secondary phase of modified NEG-211 with 
particle sizes of 20-50 nm [25]. 

Flux creep, and the effective activation energy were found to significantly improve 
(decrease and increase, respectively) in neutron irradiated high-Tc material [1,26-28]. Neutron 
irradiation can, however, reduce superconducting performance due to exacerbation of existing 
weak links in the material [1,29-31]. This damaging effect of fast neutron irradiation is most 
often observed at lower magnetic fields, while the same material will out-perform un-
irradiated material at higher fields [22,32]. For both Tl-2223 and Tl-1223, fast neutron 
irradiation had the negative effect of reducing Tc with increasing neutron dose [33]. Excessive 
fast neutron irradiation of Tl-2223 single crystals decreased Jc at all temperatures and fields as 
a result of the introduction of large numbers of defects, to the point of disordering the 
superconducting nature of the sample, probably due to overlapping defect structures [33]. 

Fast neutron irradiation of Y-123 single crystals enhanced Jc by 10,000% at 77 K, but 
reduced Tc [34,35]. This commonly observed increase in Jc with commensurate decrease in Tc

was attributed to the presence of small defects (eg oxygen vacancies) which provide strong 
collective pinning, but which decrease Tc due to changes in oxygen stoichiometry [2,35]. The 
same irradiation of melt-textured bulk samples gleaned a 1000% Jc increase at the same 
temperature, but no improvement was observed in thin film samples [36]. This difference was 
attributed to the pre-existing defect structures in these materials [37]. Those materials with 
less existing pinning defects experienced greater enhancement of Jc following neutron 
irradiation [37]. Neutron irradiation of RE-123 and thallium based superconducting materials 
generally improved flux pinning [33,36,38-41]. Tl2Ca2Ba2Cu3O10 (Tl-2223) irradiated by fast 
neutrons showed an enhancement of Jc by a factor of 52 at 40 K and 1 T, and an upward shift 
of H*(T) [42]. Less significant improvements in H*(T) were observed for 
(TlPb)(SrBa)2Ca2Cu3O8 (Tl-1223) [42], and post-irradiation Jc results for Tl-1223 were 
disappointing, with minimal improvements, or reductions, in Jc at all fields measured [22,42]. 
These results were attributed to poor grain connectivity in the Tl-1223 material, which 
consequently rendered the material largely unconnected after neutron irradiation further 
disrupted the already poorly connected grains [22]. In Sm-123 bulk there was a five-fold 
increase in Jc after neutron irradiation to a fluence of 1.5 × 1017 n/cm2 without any change in 
Tc [43]. The increase was stronger at lower fields and temperatures [43]. 

Single crystals of Bi-2212 irradiated with fast neutrons showed enormous improvement in 
properties and performance [44,45]. Fast neutron irradiated Bi-2212 was found to have 
superior Jc at low magnetic fields and low temperatures (5 K), with the enhancement moving 
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to higher fields with increasing neutron fluence [46]. At higher temperatures (40 to 60 K) Jc

enhancement was found to be quite significant [47]. The irreversibility line also shifted to 
higher fields and temperatures [48]. 

Results for Bi-2223 are similar to those for Bi-2212, but at higher temperatures (35 K), the 
irradiation decreased Jc [49]. The enhanced Jc was attributed to an increase in the magnitude 
of high energy pinning sites, as determined by magnetic relaxation measurements [49]. H*(T) 
was found to increase with low neutron fluence irradiation at low fields, and at higher fields 
with increasing fluence [46]. The shift of H*(T) was especially marked when the applied field 
was parallel to the a-b axis [18]. Additionally, the temperature dependence of H*(T) was 
found to no longer follow the usual form [18]. Transport Jc measurements of fast neutron 
irradiated Bi-2223/Ag tapes showed that flux pinning is important even in the extremely 2D 
magnetic microstructure [50]. The defects created by fast neutron irradiation of Bi-2223/Ag 
tapes decreased Jc slightly due to radiation-induced damage of weak links at low fields (the 
weak link dominated region), but increased Jc at higher fields due to improved flux pinning 
[22,32,50,51]. Normalised Jc results showed superior performance for the irradiated samples 
at all fields, as did volume pinning results [32]. The non-dimensionality (point nature) of 
these defects caused insignificant change in the anisotropy of the Bi-2223/Ag composites, as 
the misalignment angle (θeff) was 6.8o before irradiation, and 7.0o after [22,50-52]. 

An innovative enhancement to neutron irradiation is to dope the irradiated material with an 
element with a high neutron capture cross section. This principle allows the use of lower 
doses of fast neutrons, or even the use of thermal neutrons, in order to achieve the same 
effects as would otherwise require large neutron irradiations [1]. Gadolinium doping of Y-123 
(with gadolinium replacing 0.1 of the yttrium) allowed thermal neutrons to induce Jc

improvements comparable to fast neutron irradiated un-doped Y-123 [53]. 

5. ION IRRADIATION 

One of the problems with electron and neutron irradiation is that the energy transfer from 
bombarding particle to superconductor lattice atom is comparatively low, roughly 40 eV for 
electrons, and 63 eV for neutrons [8]. This allows for creation of, at best, point defect 
cascades or clusters. Irradiation with ions, however, allows a high mass incident particle, 
which if accelerated sufficiently, can have great energy. Additionally, the energy transfer 
between large highly charged ions and the superconductor crystal lattice is much more 
efficient, leading to the creation of semi-continuous or continuous defects. 

These defects are typically columnar in shape and amorphous in structure, their radius may 
be several atomic spacings, and their length many microns (~10-100) [54-59]. For lower 
energy ion bombardment, the semi-continuous defects produced are inhomogeneous along the 
length of the defect, and deviate from a cylindrical shape to form a defect that is more like a 
string of bubbles or beads, in which the round defect portions may be elongated [60]. Such 
extended defects (in particular fully columnar defects) make for ideal pinning sites, as their 
morphology matches the shape of flux vortices, and their dimensions (width) closely match 
the ξ value of high-Tc superconductors (being several nm). Pinning by columnar ion track 
defects is effective under field and temperature regimes where other types of defects are 
ineffective [54,56-58,61-71]. In addition to the amorphous columnar ion track, there is often a 
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radial strain or displacement of the crystal 
lattice surrounding the defects, which may be 
some two to three times the diameter of the 
track itself [56]. This region contains severe 
lattice distortion [56,72]. Extending further 
than this in samples irradiated with large 
heavy ions, to some three to five times the 
size of the columnar defect, are stacking 
faults created by the irradiation [56]. The 
nature of these faults are chemical, and could 
not have been produced by dislocation motion 
[56]. The weakly (or non) superconducting 
region introduced by a columnar defect 
extends to some twice the size of the defect 
itself, however, as a result of reductions in 
hole concentration nearby in the distorted 
lattice region [56]. 

Due to the charged nature of the incident 
particles, much of their energy is dissipated in 

electronic interactions with the target material [8]. For a charged proton (hydrogen nucleus) of 
incident energy around the MeV range, the electronic to nuclear energy loss ratio is around 
1000:1 [8]. The nuclear energy loss is the energy transferred from the incident ion directly to 
the nuclei of the target [8]. Due to interaction effects, the relative electronic and nuclear 
energy losses vary greatly with incident particle energy [8]. The variation for Bi-2212 
bombarded by O7+ ions is shown in Fig. 5-1 [8]. Additionally, energy is lost by the incident 
ion in the formation of Cerenkov and “bremstrahlung” radiation [56]. For columnar defects to 
be generated, an electronic energy loss of over ~20 keV/nm is required [8,55,68,73,74], 
although for continuous defects, slightly more energy loss is required, in the region of ~28-35 
keV/nm [75]. Values of energy loss below around 11 keV/nm produce discreet spherical 
defects (similar to fast neutron induced collision cascades) in a line [60]. Higher energy losses 
produce larger columnar defects, for example 40 keV/nm 6 GeV lead ions create columnar 
defects 9 nm wide in Tl-1223, while 50 keV/nm 6 GeV uranium ions create columnar defects 
11 nm wide in the same material [76]. 

However, the precise structure, size, and density of defects formed depends upon 
parameters such as the type and energy of ions, their incident direction relative to the 
crystallographic orientation of the target, the chemical state of the target (in particular, the 
oxygen content), and the target’s thermal conductivity [56,58,77]. Ions that impinge on the 
target material in a direction closer to the c-axis direction do less damage than those that 
strike more parallel to the a-b plane, with the difference in magnitude of damage being 2-5 
nm of column radius [56,71,78]. Oxygen substoichiometry greatly increased the extent of 
damage to Y-123; defects more than halved in size when YBa2Cu3O6.3 samples were ozone 
treated to full stoichiometry [56]. Both of these observations may be explained as being due to 
the lower thermal conductivity of the materials in question (i.e. c-axis Y-123 or BSCCO, and 
semi-conducting YBa2Cu3O6, as compared to a-b axis Y-123 or BSCCO, and metallic 
YBa2Cu3O7, respectively).[56] The presence of intrinsic planar defects such as stacking faults 

Fig. 5-1. Dissipation of incident O7+ ion 
energy by electronic and nuclear 
interactions with Bi-2212. (Reprinted 
with permission from [8] courtesy of 
Marcel Dekker, Inc.) 
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and grain boundaries, which often have reduced oxygen content, increases the size of 
generated defects, especially if their plane is normal to the incident ion beam [56,58,77,79]. 
BSCCO is more damaged by ion beam radiation than Y-123 [58,77]. There is evidence from 
Bi-2212 single crystals irradiated with different heavy ions that the diameter of columnar 
defects increases with electronic stopping power (how much energy is lost per unit distance 
due to inelastic collisions between the ion and the electrons of the target material), while for 
the same stopping power higher ion velocities produce smaller diameter defects [80]. 

When the incident ions excite electrons in the target material, the highly energetic electron 
gas melts a nearby region of the material [56]. Materials (or crystallographic directions in a 
material) with lower thermal conductivity will melt more slowly, and produce smaller defects 
[56,81]. It is hypothesised that the original molten volume due to the incident ion was the full 
size of the observed amorphous core plus the region containing the introduced chemical 
stacking faults (described above) [56]. During cooling from the molten state, outer regions 
cooled sufficiently slowly to recrystallise to a nominally correct structure, but with the 
formation of stacking faults (typically extra Cu-O planes) and corresponding sessile 
dislocation [56]. However, the theory of “thermal spikes”[82,83] is not the only explanation 
for ion induced amorphisation of the target material [1,56]. “Coulomb blockade”, “ion 
explosion”, or “Coulomb explosion” models have also been proposed to explain the 
phenomena [1,56,84-86]. In these theories, positively charged particles ionise the material as 
they travel through, and the residual mutually repulsive interactions between positively 
charged lattice ions result in damage to the crystallographic lattice [1]. 

6. LOW ENERGY ION IRRADIATION 

Bombardment of Y-123 with ~1 MeV protons forms defects similar to electron or neutron 
bombardment [17]. Except at low temperatures and/or fields, there was little change in 
magnetisation, thus presumably little change in the effective pinning activation energy, 
insignificant changes in flux pinning, and no shift of H*(T) [87,88]. Y-123 irradiated with 
182 MeV Si13+ ions showed no continuous defects [56]. Structures observed were similar to 
those produced by neutron and proton irradiation [18,89]. Irradiation of the same material 
with 236 MeV Cu18+ ions produced columnar defects in only small amounts, when the 
incident ion beam happened to be aligned with the a-b axis of the material [56]. Ag21+ ions 
produced columnar defects about 50% of the time (ie, the incident ion dose doubled the 
observed occurrence of columnar defects) [56]. 300 MeV Au24+ ions were required for each 
incident ion to reliably produce a columnar defect [56]. The diameter of the defects produced 
also increased with increasing ion energy, charge, and size: 2.36 nm for Cu18+, 5.9 nm for 
Ag21+, and 10.6 nm for Au24+ [56]. In a different approach, improved Jc (by about 30%) was 
produced in YBCO film by irradiating the SrTiO3 substrate with 30 keV gallium ions before 
deposition of the optimally doped film so as to create hillocks 6 nm in height on the surface 
that formed a square lattice with a lattice parameter of 450 nm [90]. This lattice of hillocks 
caused defects to nucleate at the substrate-film interface and grow over the whole film 
thickness [90]. The current enhancement increased with temperature, probably because 
increasing ξ at higher temperatures caused a better match in terms of size between the defects 
and the flux vortices [90]. 
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Irradiation of Bi-2212 single crystals with 120 MeV oxygen ions (sufficient to generate 
point defects and clusters) enhanced Jcm at all temperatures from 20 to 77 K, with an 
enhancement, for example, of 200 fold at 40 K and 0.1 T [8]. The dependence of Jcm on the 
externally applied magnetic field after irradiation was comparable to the same material after 
neutron irradiation [8]. Irradiation can, however, prove damaging to the material’s physical 
performance. Bi-2212 single crystals irradiated with heavy doses of 30 MeV N+ ions suffered 
impaired superconductivity, probably as a result of a change in oxygen content [91]. Bi-2212 
films irradiated by 400 keV helium ions showed decreased Jct that was later recovered by 
annealing at 400 oC [92,93]. 

Melt-processed Bi-2212 irradiated with 400 MeV oxygen ions (sufficient to only create 
point defect clusters) showed a decrease in Tc of 7 K, but a substantial increase in irreversible 
magnetisation (∆M) at lower temperatures (< 60 K) [94]. The activation energy for flux creep 
was determined, and found to be no higher after irradiation than before [94]. This indicates 
that the defects introduced were not stronger pinning sites for magnetisation currents than 
existing intrinsic defects such as oxygen vacancies, and that the enhanced performance was 
due more to an increase in pinning sites than an increase in pinning strength [94]. However, 
for transport Jc measurements, the effect of irradiation at low temperatures (15 K) was 
negligible, while the improvement of transport Jc with increasing magnetic field was readily 
apparent at higher temperatures (up to 60 K) [94]. 

Bi-2212 tapes irradiated by 120 MeV oxygen ions showed a decreased Tc (82 to 76.9 K), 
but ∆M increased with increasing fluence, especially at higher temperatures and fields [95]. 
H*(T) increased with increasing fluence, and the effective activation energy also increased, 
the latter most markedly at higher temperatures [95]. Bi-2223/Ag tapes irradiated by 250 
MeV gold ions exhibited continuous columnar defects (as produced by high energy 
irradiation, §7), but only for approximately 5% (5 µm) of the Bi-2223 core width [96]. Even 
with these relatively short columnar defects, significant improvements in H*(T) and Jc, as 
well as the anisotropy of H*(T) and Jc were observed [96]. 

7. HIGH ENERGY ION IRRADIATION 

When an external magnetic field is applied in a direction parallel to that of columnar defects, 
flux pinning is observed at high fields and high temperatures, and H*(T) improves [67,70]. 
The presence of columnar defects, with their almost one-dimensional morphology, gives high 
pinning when applied fields are parallel to the defect direction. This anisotropy in pinning 
behaviour can be a disadvantage, or an advantage, depending on the application and design of 
devices that incorporate such defected material. 

The columnar defects produced in YBCO film by Au ions at 250 MeV have been 
visualised in TEM and related to the results of quantitative magneto-optical analysis (QMO) 
before and after irradiation, which allows local measurement of Bz(x,y) and the current density 
distribution [97]. The defects were insulating columns a few nanometers in diameter 
surrounded by an amorphous zone [97]. The QMO results showed that in transverse geometry 
the magnetic field lines increasingly curve (increase their tilt angle θ) towards the flux free 
region inside the sample as this region is approached [97]. These lines straighten towards the 
centre as more vortices are introduced [97]. After irradiation there was increased current 
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density, enhanced Meissner zone width and a more linear gradient of Bz curves inside the 
sample [97]. A huge current density gain with increasing θ was observed causing the authors 
to conclude that curvature effects were responsible for the changes in local critical current due 
to the strong pinning at the columnar defects in the z direction [97]. 

580 MeV tin ion irradiated YBCO crystals exhibited a Jc of 4.5 x 105 A.cm-2 under an 
applied external field of 3T; except at low temperatures (5 K) the same material irradiated by 
protons showed a zero Jc [67,86,87]. The observed pinning enhancement was much greater 
when the applied field was parallel to the defect tracks [67,70]. Irradiation by 5.3 GeV lead 
ions produced similar results, with H*(T) shifting to higher fields and temperatures, and 
changing in curvature, and a substantial decrease in the flux creep rate [61]. However, 
improvements in flux creep rate are only possible up until defect saturation with vortices, and 
are dependent on temperature [86]. The pinning by columnar defects is so strong that ion 
tracks created at 45o to the c-axis direction still pin vortices when a field is applied parallel to 
the c-axis under high fields [98-100]. It is more energetically favourable to extend the length 
of the defect (with the associated suppression of the superconducting order parameter) so that 
it matches the morphology of the extended columnar defects than to minimise the vortex 
length [99]. This effect is more pronounced with defects that are continuous, and thus better 
able to trap entire lengths of vortices [101]. Conversely, the effect is less pronounced in more 
anisotropic materials, as in these cases the energy for kink formation is lower, and there is less 
of an energy advantage to be had by forcing a vortex to follow an inclined defect track [102]. 
Similar results are reported for lead-doped Bi-2212 single crystal irradiated with 7.2 GeV Ta 
ions, with smaller anisotropy making columnar defects more effective [103]. Heavy ion (for 
example 3.5 GeV xenon, or 5.3 or 5.8 GeV lead) irradiation dramatically improved Jc and 
magnetic irreversibility, and reduced magnetic relaxation in RE-123 [54,57,61,104-107]. 
Similarly, thallium based HTS (Tl-2212, Tl-1223, Tl-2223) irradiated by 6 Gev lead ions 
showed a higher H*(T) [76], and that irradiated by 3.6 GeV and 5.8 GeV xenon showed an 
improved Jc [63]. 

Irradiation by 0.5 GeV 127I ions linearly reduced Tc of Bi-2212 single crystals with 
increasing dose, but significantly increased Jcm performance (5-10 fold) at all magnetic fields 
up to 5 T (the maximum tested) at 10 K [62]. The same material irradiated with 580 MeV tin 
ions showed 5-50 fold enhancement of Jcm in the temperature range 5-50 K under an applied 
field of 1 T [108]. Both sets of experiments tested with the applied field parallel to the c-axis, 
which was also parallel to the direction of the columnar defects [62,108]. However, the 
second set of experiments by Thompson et al. found that in Bi-2212 single crystals, the extent 
of angularly selective pinning was small compared to Y-123 samples [108]. The 0.5 GeV 127I
ion irradiated samples showed a largely unchanged activation energy (30-35 meV) for flux 
motion at 10 K and 0.1 T until the number of columnar defects was greater than the number 
of vortices [62]. A maximum in pinning energy (70 meV) was observed when the number of 
defects roughly doubled the number of vortices [62]. The observed pinning energies compare 
very well to Clem’s pancake-vortex model, as do results for 0.65 GeV nickel ion irradiated 
crystals, which supports the hypothesis that the low angular dependence of the pinning energy 
was as a result of 2D vortex dissociation [108-111]. For comparison, irradiation by 5.3 GeV 
lead ions gave an effective activation energy of 50 meV at 60 K and 300 G [112]. 

Irradiation by 6 GeV lead ions created 7 nm diameter columnar defects in Bi-2212 single 
crystals and produced a sharp increase in pinning force at particular applied fields, the value 
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of which increased with dosage [113]. The field at which the maximum pinning force 
occurred was proportional to the dose, unlike neutron irradiation, which shifts the maximum 
point without correlation to the dose, or proton irradiation, which does not shift the maximum 
point at all [8,113]. The linear dependence of the maximum field is a characteristic of the 
presence of columnar type defects, rather than point defects or clusters [8]. 5.8 GeV lead ion 
irradiation of Bi-2212 produced similar results, and showed a large improvement in ∆M [8]. 
Precisely controlled irradiation of Bi-2212 single crystals by 240 MeV Au14+ ions using 
Lorentz microscopy and sample masks showed higher flux line density and a smaller 
relaxation rate in irradiated regions [114]. 

Bi-2212 single crystals irradiated by 6 GeV lead ions showed distinct changes in the 
positions of their irreversibility lines [113,115,116]. At low temperatures (T/Tc < 0.3) H*(T) 
for all fluences (including no irradiation) coincided, indicating that in this low temperature 
region the critical mechanism determining the position of H*(T) was unchanged by the 
presence of columnar defects [76,113,117]. At higher temperatures (0.3 < T/Tc < 0.6), 
increasing the density of columnar defects increased the position of H*(T) to higher fields 
[76,113]. It would appear that each columnar defect pins a vortex [76,113,115,118]. Although 
it has been proposed that even once all columns have pinned a vortex, a form of collective 
pinning in which vortex-vortex interactions become significant allows additional vortices to 
be pinned between columnar defects [119]. At even higher temperatures (T/Tc > 0.6), the 
H*(T) lines for all fluences once again began to merge, although less strongly than at low 
temperatures [113,116]. This sharp shift in the H*(T) line was attributed to the transition of 
the vortex lattice from 3D to 2D and showed a strong correlation to the decoupling line 
[113,120]. However, JPR experiments show that even in this higher temperature regime, 
decoupled vortices can be re-coupled by the presence of columnar defects, forming vortex 
lines [116,121]. Pinning force analysis determined that at low temperatures the post-
irradiation H*(T) was composed of the temperature dependence of the field at maximum 
pinning force prior to irradiation, and at high temperatures it was based upon the temperature 
dependence of the field at maximum pinning force after irradiation [120]. This change in 
dependence typically occurred around 20-30 K [120]. In general, irradiation by high energy 
heavy ions (such as 5.8 GeV lead ions) significantly shifts H*(T) to higher fields at all 
temperatures [8,62,67,69,100,108,117,122]. 

The H*(T) of single crystals of Bi-2212 irradiated with 5.8 GeV lead ions was found to be 
determined by the flux-creep rate [123]. They exhibited giant, strongly non-logarithmic 
magnetic relaxation as a result of pinning by columnar defects [123]. Flux-creep was 
ascertained to occur as a result of a vortex-loop nucleation process [123]. In addition to the 
crossover from single-rod de-pinning to variable range hopping, a new crossover from 
combined pinning by both pre-existing defects and introduced defects to purely introduced 
defect pinning was observed [124]. In such films irradiated with 2.7 GeV 238U ions, the 
occurrence of the Bose-glass transition was rationalised as vortex localisation as a result of 
correlated disorder increasing the tilt modulus of the vortex ensemble [125]. 

Pinning by columnar defect tracks created by 17.7 GeV uranium ions in Bi-2212 single 
crystals was strong enough to prevent thermal fluctuation of vortex positions at all 
temperatures for magnetic fields up to 150 mT [126]. Single crystals of Bi-2212 irradiated by 
2.25 GeV silver ions showed suppressed dynamic creep rates as compared to unirradiated 
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crystals, and this depression became more pronounced at higher temperatures [117]. At fields 
exceeding the matching field, however, the suppression was reduced [117]. 

Melt-textured layers of Bi-2212 on silver tape irradiated by 502 MeV 127I ions showed 
enhanced Jcm from 4.2 to 60 K; with improvement being 1000 times at 30 K under a 2 T field 
[127]. Jct, however, showed less significant enhancement, up to 5 fold at most [127]. The 
granularity of samples may be neglected for unirradiated samples, but limited the 
enhancement of Jct possible by irradiation [8]. This result was similar to that observed in the 
above mentioned 400 MeV oxygen irradiated melt-processed Bi-2212, in which Jct

improvement would appear to have been limited by granularity effects [94]. Flux motion 
activation energies change in a manner similar to single crystal material irradiated with the 
same ions (above), but with twice the dose being required in the melt-textured material to 
achieve the same activation energies (i.e., approximately 4 times the density of columnar 
defects compared to the number of vortices is required for maximum pinning) [62,127]. 
Irradiation of Bi-2212 melt textured tapes with 580 MeV silver ions resulted in a 1-2 T 
increase in the magnetic hysteresis, evidencing significantly higher persistent current densities 
[128]. Energetic uranium ion irradiation of Bi-2212 single crystals and Bi-2212 melt textured 
tapes showed Jc (at 40 K) improvements of two orders of magnitude and one order of 
magnitude, respectively [129]. At higher magnetic fields, the improvement was up to five 
orders of magnitude and three orders of magnitude, respectively [129]. 

Polycrystalline Bi-2212 tapes irradiated by 180 MeV Cu11+ ions showed little reduction in 
Tc at low fluences (up to 1011 ions.cm-2), but a more rapid decline at higher fluences (e.g., a 
10 degree reduction at 1012 ions.cm-2) [13]. The effect of irradiating with Br11+ ions was 
similar, with the reductions starting slightly sooner, and the extent of reduction being 
considerably larger (e.g., 60 degrees at the same 1012 ions.cm-2 dose level) [13]. For 
comparison, electron irradiation barely changes Tc up to dose levels of 1018 electrons.cm-2

[13]. ∆M was enhanced under all magnetic fields at temperatures up to 60 K by all three 
processes, and at 77 K by electron and Cu11+ irradiation [13]. Br11+ irradiation reduced Tc so 
significantly that this effect overrode any ∆M improvements [13]. Jct improved only at low 
fluences, with high fluence drops in Jct being attributed to irradiation induced exacerbation of 
weak links [13]. Changes in H*(T) with irradiation by Cu11+ and Br11+ were of an upward 
shifting form, with the magnitude of increase ranging from 2 to 10 fold depending on 
temperature, much higher than the 50% increase due to electron irradiation [13]. At high and 
low temperatures, the increase was less (2 to 4 fold) due to intrinsic pinning (at low 
temperatures) and degradation of Tc and anisotropy (at high temperatures) [13]. This 
observation is the same as that made by Hardy et al. for single crystal Bi-2212 irradiation 
[113]. The activation energy at 0.2 T changed from 15 meV before irradiation to 40 meV after 
[13]; both values were around 50% lower than those reported by other authors [62,94,127]. 

Single crystals of Bi-2223, with no contact between crystals, and weak intrinsic pinning, 
were irradiated with 0.8 GeV protons [130]. At all temperatures, the irradiated crystals’ Jc was 
around an order of magnitude higher than that of the unirradiated crystals [130]. Civale et al.
irradiated Bi-2223/Ag tapes with 1 GeV Au23+ ions and induced columnar defects with 
diameters of 10 nm; the irreversible region was greatly enlarged, and ∆M improved 
significantly for all measured fields and temperatures [131]. H*(T) showed a considerable 
upward movement with the irradiation, most markedly at higher temperatures [131]. 
Irradiation of Bi-2223/Ag tapes with 0.65 GeV and 2.65 GeV gold ions considerably 
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increased the critical current [110,132]. 0.8 GeV proton irradiation of Bi-2223/Ag tapes 
resulted in the creation of long defect tracks, and samples showed a large dose-dependent 
increase of Jc under applied magnetic fields parallel to the track direction, with little to no loss 
of Jc under self-field [133]. 

One of the potential problems with ion irradiation techniques (other than their prohibitive 
cost) is that defects with a single orientation are most effective in only a single applied field 
direction [67,134]. With kink formation being relatively easy, especially in 2D BSCCO 
materials, dissipation can easily occur when vortices form kinks [1]. In fact, identical parallel 
columnar defects are completely ineffective at preventing expansion of double kinks once 
relaxation has moved out of the initial stage of nucleation of half loops [135-137]. More 
randomly oriented columns have the advantages of an entangled flux line ground state and of 
inhibiting large scale low energy excitations (such as kink formation), thus reducing 
dissipative losses [1,135]. Crossed linear defect structures provide greater pinning in 2D 
systems than aligned linear defect structures, as they inhibit superfast vortex creep via 
variable-range vortex hopping [137-139]. Additionally, in a crossed linear defect structure, 
flux line de-pinning due to kink-pair creation is inhibited [32]. However, in more isotropic 
(3D) superconductors, such as Y-123, in which kink formation is not such a common 
occurrence, too great a splay of orientation of columnar defects can be detrimental [140]. 

Rutherford scattering as a result of collisions between incident ions and lattice ions can 
generate a small amount of angular variation in the defect orientation [58,86]. The difference 
in Jc performance between YBCO crystals irradiated with tin (low mass, and lower energy of 
0.58 GeV) and gold (high mass, and higher energy of 1.08 GeV) ions was an order of 
magnitude at 80 K [141]. The difference was determined to be largely a consequence of the 
difference in the splay of the columnar tracks, with the lighter tin ions being more prone to 
deflection due to Rutherford scattering [141]. 

Tilting or rocking of a sample during ion beam bombardment would lead to such a splayed 
arrangement of defect columns [135,138,141,142]. Such configurations of tilted or splayed 
columnar defects have shown greater performance than linearly parallel arrangements [86]. 
However, even highly splayed arrangements will never achieve a truly random or anisotropic 
arrangement of columnar defects. This is not necessarily a disadvantage, depending on the 
superconductor involved and the direction of the external magnetic field. If the direction of 
the applied field is well known and stable, then optimum pinning effects, and thus Jc, will be 
obtained if the angular dispersion of columnar defects with respect to the applied field 
direction is a particular value, which depends on the electronic anisotropy of the 
superconductor [71,86,143]. For YBCO, it was determined that a discrete planar 
misorientation of ±5o to the external magnetic field was superior to parallel orientation or a 
gaussian splayed distribution [140]. The value for Bi-2212 was closer to 60-75o [71]. 

8. FISSION IRRADIATION METHODS 

While in theory it might be effective to establish precisely controlled misorientations of 
columnar defects with the applied external magnetic field, in practice it is usually not possible 
to control the environment to such a degree so as to have a consistent direction of applied 
magnetic field [134]. For example, superconducting cable employed as windings in an 
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electromagnetic coil turns through 360o, requiring either a continuously varying 
misorientation of the defect structure, or a completely isotropic defect structure. The former 
option is nigh on impossible. The latter option is not possible with any columnar defect 
produced by the ion irradiation technique. 

However, fission techniques are able to produce wholly directionally isotropic columnar 
defect structures because fission reactions, if they occur within the structure of the material on 
a microscopic scale, will produce daughter atoms with large momentum in completely 
random directions. It is impossible to predict the direction in space that the two daughter 
atoms of a fission reaction will be propelled, other than to say that each will go in the exact 
opposite direction to the other. With the energy released in a fission reaction being large, and 
the mass of many fissionable elements high, the effects of fission reactions can be comparable 
to fast heavy ion irradiation. Thus, by using fission techniques, columnar defects can be 
generated with isotropic arrangements. Such an isotropic arrangement, if sufficiently 
dispersed so as to create more or less continuous defects, can result in 100 times the fluxoid 
entanglement that relatively parallel columnar defects can engender [3]. 

The flip side of this otherwise advantageous sounding idea is that for these techniques to 
function at all, fissionable isotopes must be incorporated into the structure of the 
superconductor. This may be as simple as replacing an otherwise non-fissionable isotope of a 
component element with a fissionable one, or it may involve incorporating a fissionable 
element into the structure of the material. The former option is only viable if a suitably easily 
fissioned isotope of an existing component element is available. The latter presents problems 
related to elemental dispersion and distribution [144], not to mention concerns about chemical 
compatibility and phase stability. However, the very nature of utilising a fissionable isotope 
that is distributed throughout the structure of the superconductor helps fission based processes 
avoid one of the pitfalls of ion irradiation techniques, namely, low ion penetrating power. 
Many ion irradiation processes are only suitable for thin films or suitably thinly processed 
bulk samples, and are often unsuitable for sheathed tapes as the outer layers may completely 
block the ions [145-147]. 

Another potential negative is residual radioactivity, either from the incorporated elements 
themselves, from their daughter isotopes, or from the process employed to engender fission. 
Nonetheless, these techniques are powerful and versatile, and work can be carried out to 
minimise the problems and achieve maximum benefit from the processes. 

While fission product damage is usually compared to fast heavy ion damage, there are 
some noteworthy differences. One of the more obvious is that heavy ion induced columnar 
defects necessarily extend to the edge of the material. As a result of the amorphous material 
being less dense than the surrounding matrix, a stress mismatch occurs. This stress is often 
relieved by slow forcing of amorphous material out of the sample though the surface ion 
penetration points [148]. With fission tracks often being entirely internal, these stress fields 
are not able to be so easily relieved, and the entire effect of a columnar defect may be 
significantly larger than the defect itself (perhaps twice as large) as a result of elastic strain 
[58,149,150]. 

Schwartz and Wu doped Bi-2212 with lithium and irradiated the polycrystalline powders 
with mixed energy neutrons (both thermal and high energy) [16,145]. This both resulted in 
neutron induced defects (§4) and caused some of the lithium to fission into tritium and an 
alpha particle (lithium is 7.6 % 6Li which has a neutron capture cross section of 945 b), with 
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an energy release of 4.8 MeV [16,24,145]. The low energy of the fission event and the low 
mass of the daughter atoms makes this ion damage more comparable to low energy ion 
bombardment (§6). The fission induced damage from even these light low energy ions was 
significant enough to markedly increase (150% - 330%) magnetisation at most fields as 
compared to the modest 20% - 50% improvement from the neutron irradiation alone [145]. At 
higher fields (> 1 T) the increase was greater than 30 fold [16]. Additionally, the 
irreversibility line was extended to higher fields in the lithium doped samples, and these 
samples showed increased magnetisation at higher temperatures [145]. 

Manton et al. doped YBCO with lithium and induced fission by neutron irradiation [24]. 
Their results indicated a change in pinning regime, but were overall disappointing, as lithium 
doping degraded the general performance of un-irradiated YBCO to the point where even 
though the Jc gains after irradiation were twice that of undoped material, the gross magnitude 
was still lower [24]. These results may be improved with refinement of the initial processing 
of the lithium doped YBCO, but they highlight the inherent difficulties of adding elements to 
carefully synthesised HTS. 

Krusin-Elbaum et al. irradiated Bi-2212 thick films (3-4 µm thick) with 0.8 GeV protons, 
causing fission of the 209Bi nuclei (fission cross section 155 mb as a result of a resonant pro-
ton absorption event) [1,133,151]. A typical fission reaction between an incident proton and a 
bismuth nuclei produces an 80 MeV xenon nucleus and a 100 MeV krypton nucleus 
[151,152]. These daughter atoms have ranges of 7-12 µm though the Bi-2212 matrix [151]. 
TEM analysis showed a typical track diameter of ~7 nm, and a widely varying degree of track 
splay [151]. Magnetisation hysteresis increased 2-6 fold at lower temperatures (5 K) up to 5 

T, and at higher temperatures (30 K) the 
effect was much more pronounced, with 
increases being effectively infinite at fields 
above approximately 0.5 T [151]. Similar 
results for magnetic hysteresis loop widths 
were also observed by Ossandon and 
Thompson [152]. Critical currents were 
dramatically enhanced at all measured fields 
and temperatures (1-4 orders of magnitude), 
with large Jc values present in irradiated 
samples at temperatures and fields well above 
the irreversibility line of unirradiated samples 
[151]. In the work of both Krusin-Elbaum et 
al. and Ossandon and Thompson, the 
irreversibility line was shifted to higher fields 
and temperatures, in one example with the 
shift being 22 K at 1 T [151,152]. Krusin-
Elbaum at al. compared the physical 
enhancements with high energy heavy ion 
irradiation experiments, and it was found that 
for comparable improvements only a third of 
the dose was required, indicating the greater 
efficiency of splayed defects [151]. As an 

Fig. 8-1. Variation of Jc (normalised) in 
an externally applied magnetic field (H 
|| c-axis/tape surface) for 0.8 GeV 
proton irradiated Bi-2223/Ag composite 
tape. Bφ is the matching field for the 
irradiation dose (the field at which each 
track is occupied by 1 vortex); higher 
matching fields indicate more columnar 
defects (due to larger irradiation doses). 
(Reprinted with permission from [133].) 
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additional benefit for engineering production, the penetrative power of high energy protons is 
typically around 0.5 m, which would allow treatment of fully clad materials or even entire 
manufactured pieces [146,151]. Similar enhancements of Jc and a strong reduction in 
equilibrium magnetisation were observed in bulk Tl2Ba2CaCu2Ox irradiated with 0.8 GeV 
protons by the same group [153]. 

Safar et al. employed the method of Krusin-Elbaum et al. and irradiated Bi-2223/Ag 
composite tapes with 0.8 GeV protons [133]. The tapes were then characterised by transport 
measurements, and an example of the variation in tape performance is shown in Fig. 8-1 
[133]. The improvement in critical current drop with increasing field is immense and is most 
particularly obvious at fields above 0.5 T. Results for lower temperatures than 75 K, for 
example 64 K, were even more pronounced, with the rapid low field drop in Jc almost 
eliminated and the entire curve shifted half an order of magnitude higher [133]. The 
irreversibility line was determined to increase by approximately 15 K in the range 1-8 T 
[133]. 

Maley et al. used the technique of Krusin-Elbaum et al. and irradiated Bi-2212 single 
crystals and Bi-2223/Ag composite tapes with 0.8 GeV protons [147]. They found similar 
enhancements of Jc after irradiation, but also determined that the decoupling transition 
temperature of pancake vortices was increased as a result of the fission irradiation [147]. 
Ossandon and Thompson, who irradiated Bi-2212 thick films with the method of Krusin-
Elbaum et al., also observed large increases in Jc as a result of irradiation, but also established 
that proton irradiated Bi-2212 thick films trapped five times the flux of virgin films [152]. 
Additionally, they also found that the persistent current decay rate due to flux creep was 
improved by a factor of 10 after irradiation [152]. All of these results indicate stronger 
pinning as a result of irradiation. Cho further explored the persistent current decay rate due to 
flux creep, and found a lesser rate at fields less than the matching field, although the matching 
field was found to vary with temperature, likely as a result of a reduction in the effective 
pinning centres as temperature increases [154]. 

Thompson et al. measured quantum creep in 0.8 GeV irradiated Bi-2212/Ag tapes and 
found that irradiation halved the persistent current decay rate caused by quantum creep 
[155,156]. Thermal creep was still influencing the persistent current decay rate in un-
irradiated tapes at around 5 K under a field of 10 kOe [155,156]. After irradiation, thermally 
induced creep was negligible at around 10 K under the same applied field, and the persistent 
current decay rate due to quantum creep was halved [155,156]. Even so, quantum creep at 
temperatures as low as 2 K still accounted for some two orders of magnitude loss in Jc from 
the theoretical maximum predicted by the de-pairing current density [156]. Qualitatively 
similar results were obtained for proton irradiated Tl-2212 polycrystals (in which the incident 
proton induces fission of thallium nuclei) [156]. 

Furthering the comparative work of Krusin-Elbaum et al., Cho et al. compared Bi-2212 
single crystals irradiated with similar doses of unidirectional columnar defects (produced by 
irradiation with 1 GeV uranium ions) and isotropic splayed columnar defects (produced by 
irradiation with 0.8 GeV protons) [157]. They found a much sharper zero resistance transition 
temperature for the proton irradiated samples at all applied magnetic fields (from 0.1 T to 7 T) 
[157]. However, contrary to the observations of Krusin-Elbaum et al., the isotropically 
irradiated crystals had around a third of the effective matching field of the unidirectional 
irradiated crystals [157,158]. Samples with unidirectional columnar defects showed a sharp 
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change in activation energy at around the 
matching field; the samples with isotropic 
columnar defects showed less variation of 
activation energy with magnetic field [157]. 
At fields lower than the matching field, the 
activation energy of crystals with an isotropic 
defect distribution was slightly lower, which 
is plausible when the energy requirement for 
slightly tilting vortices is taken into account 
[157]. At fields above the matching field, the 
isotropically irradiated samples had higher 
activation energies than the unidirectionally 
irradiated samples [157]. At these higher 
magnetic fields point defect-like pinning 
becomes important, and there are more point 
defect-like defects present in the sample with 
perfectly splayed columnar defects [157]. 
Additionally, vortex-vortex interactions were 
found to become significant at around a third 
of the matching field material with an 
isotropic defect distribution [158]. It would be 
expected that these results would be markedly 
different, in favour of the material with the 
isotropic distribution, for applied magnetic 
field orientations other than perpendicular to 
the a-b axis. 

Hensel et al. also made use of the proton/bismuth nuclear reaction to produce splayed 
columnar tracks in Bi-2223/Ag tapes by irradiating with 600 MeV protons [78]. One of their 
most interesting results is shown in Fig. 8-2, and demonstrates the significant reductions in 
critical current anisotropy that are achievable with fission based techniques [78]. At the 
dosages employed (matching fields of around 0.5 T) the irreversibility field was found to 
dramatically increase in the useful temperature regime of 25 - 85 K [78]. However, a decrease 
in the irreversibility field was observed at higher temperatures (closer to 100 K) as a result of 
Tc depression of the material after irradiation [78]. Similar Tc depression (from 94 K 88 K) 
was observed in Bi-2212 thick films by Ossandon and Thompson after 0.8 GeV proton 
irradiation [152]. 

A potentially negative effect of splayed columnar defects was observed in Hensel et al.’s
low temperature magnetisation results in which at 20 K the normalised magnetisation dropped 
off faster at fields above 1 T in the irradiated tapes than the un-irradiated ones [78]. They 
attributed this behaviour to the interplay of defect topology and vortex localisation 
[78,140,159]. Dhalle et al. further studied this phenomenon and found that at temperatures 
below 30 K irradiation increased the creep rate [160]. They modelled this behaviour by noting 
that it is generally agreed that a 3D to 2D crossover in vortex dynamics occurs at around 30 K 
in Bi-2223 HTS [160]. With this in mind, they were able to define a “localisation length” 
which related to the splay of defects and the correlation length of the vortices [160]. When 

Fig. 8-2. Variation of critical current 
with applied field angle of both un-
irradiated and proton irradiated Bi-
2223/Ag tape at 77 K under an applied 
magnetic field of 0.5 T. (Reprinted with 
permission from [78] © 2004 IEEE.)
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vortices were 3D, the localisation length was larger than the grain size, and vortices were 
equally well pinned at any position (i.e., they were able to move freely, resulting in creep) 
[160]. When vortices were 2D, their localisation length was much smaller (comparable to the 
spacing between CuO planes) and a discreet position on a defect was able to pin each pancake 
individually [160]. 

The work of Maley et al. on Bi-2223/Ag composite tapes also demonstrated that, at least 
up to irradiation doses producing equivalent track densities of 1 T, there was no intergranular 
connectivity degeneration [147]. Additional work by Budhani et al. demonstrated that higher 
irradiations (2 T matching field) produced a lesser field dependence of Jc on applied magnetic 
field, but a lower Jc overall [149]. This overall reduction of Jc was attributed to radiation 
induced damage of the crystal lattice and grain boundaries [149]. 

Additional interesting work carried out by Hensel et al. related to post-irradiation 
annealing of the tapes [78]. In this experiment, they found that a short (1 hour) anneal of the 
irradiated tape at 700 oC dramatically increased the critical current, by a factor 2-4, for applied 
fields up to 0.8 T [78]. It was hypothesised by the authors that this increase was due to 
relaxation of mechanical strain introduced as a result of the expanded amorphous defects [78]. 
Annealing at higher temperatures (825oC) resulted in a decrease of performance to near 
before-irradiation levels, with the hypothesis that extensive re-crystallisation of the 
amorphous defects had occurred [78]. Budhani et al. carried out similar annealing 
experiments and found that a 3 hour anneal at 400oC changed the low temperature (55 K) 
properties of 800 MeV proton irradiated Bi-2223/Ag tapes little, but such annealing 
significantly improved the critical current-magnetic field behaviour at higher temperatures (63 
and 77 K) [149]. They explained this observation by speculating that the low temperature 
anneal removes point defects such as cation vacancies and oxygen disorder [149]. 

Krusin-Elbaum et al. repeated their Bi-2212 proton irradiation experiment with Hg-1201 
and Hg-1212, in which 0.8 GeV protons induced a fission reaction in 200Hg (fission cross 
section 110 mb) [161,162]. Fission products of the reaction could be zirconium and niobium, 
for example, with energies of around 100 MeV, which produce columnar tracks of 8-9 nm 
diameter and 8-9.5 µm length through the superconductor matrix [162]. The irradiation of Hg-
1212 increased Jc by an order of magnitude or more at fields up to several tesla (5.5 T), and 
increased the temperature range at which a finite Jc was measurable to over 100 K 
(irreversibility temperature increases of around 25 K) [161,162]. It was proposed by the 
authors that the impressive results are only obtainable in highly anisotropic superconductors, 
in which splay angles are renormalised as a result of the anisotropy [161,163,164]. For less 
anisotropic superconductors such as Y-123, too great a splay angle (> 10o) actually enhances 
vortex motion [140]. This observation was found to be true to a degree in Hg-1201, in which 
irradiation lowered Jc at low fields (0.1 T), but increased it by two orders of magnitude at high 
fields (1-2 T) [162]. At fields around the matching field of 1.2 T, the irreversibility line for 
Hg-1201 was increased by some 35 K [162]. 

9. U/N METHOD 

The most effective fission methods employ high atomic number atom fissions. These methods 
ensure a high energy and relatively heavy mass of daughter atoms, which result in fully 
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amorphous, long columnar tracks. Fission techniques that rely on fission of low atomic mass 
nuclei only generate light and less energetic daughter atoms, and thus produce less effective 
pinning centres. As such, lithium fission techniques [16,24,145] are less effective than proton 
fission techniques, such as those suitable for bismuth [1,78, 
133,140,146,147,149,151,152,154-157,159,160], mercury [161,162] and thallium [156] 
containing superconductors. 

However, the fission techniques listed above also rely on highly energetic protons of 
around 1 GeV energy. Proton beams of this extremely high energy are rare, exceptionally 
expensive, their beam time is in high demand, and they can only irradiate a tiny area at a time 
(perhaps 1 cm by 1 cm) [133,144]. Similar problems are inherent with external ion irradiation 
techniques, with small sample size and tiny sample penetration hindering large scale use of 
these enhancement methods [165,166]. Even though work is under way to scale up the proton 
induced fission procedure with methods such as reeling superconducting tape through an 
irradiation chamber, the process is inherently limited by the requirement for expensive and 
rare ultra-high energy proton beams [147,165]. 

Alternative methods involve doping the superconducting material with an element that is 
more readily fissionable [144]. The best known example of this is uranium, which has a large 
thermal neutron capture cross section and fissions readily when exposed to thermal neutrons. 
235U fissions upon capture of a thermal neutron, and produces two daughter atoms with an 
average mass of around 116 amu and a combined energy of around 200 MeV [167-170]. Due 
to the proliferation of nuclear reactors, and the general availability of 235U, doping with 
uranium is achievable, and exposure to thermal neutrons is comparatively readily available (at 
least compared with the availability of GeV proton beams). The process of doping with 
uranium and exposing the material to thermal neutrons to induce fission has become known as 
the “U/n method” [169-171]. 

Compared to proton beam irradiation methods, and other irradiation techniques, the U/n 
method has several practical advantages. In comparison to ion irradiation methods or proton 
irradiation methods, the enhancements possible with U/n processing are some two to four 
times larger [5,165,170,172]. Additionally, because the U/n method can be applied with low 
energy thermal neutrons, rather than high energy ions, or ultra-high energy protons, damage 
to the grain boundaries and reduction of inter-grain currents due to weak links can be reduced 
[4]. The cost of processing and irradiation using the U/n method is some 10 to 60 times lower 
than that of an ion beam irradiation technique [165,169]. Proton induced fission, with its 
requirement for unusually high proton energies, more than doubles this cost difference again 
[3,5,170]. 

For YBCO materials, the residual radioactivity is between three fold and around two orders 
of magnitude lower for the U/n method when compared to proton irradiation processes 
[3,165,169,173]. Fast neutron irradiation approaches also require much larger fluences than 
the U/n method, which means more irradiation time, necessitating an order of magnitude 
more cost, and results in three to five times the residual radioactivity [3,165,173]. Optimised 
U/n processed Y-123 has a residual γ radioactivity after six months of around 7 kBq.g-1,
which is approximately a fifth of that of a household smoke detector [3,174]. At 10 cm with 
no shielding, the biological dose as a result of emissions from the material is less than that 
adsorbed from cosmic rays [3]. 
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For Bi-2223/Ag materials, the residual radioactivity is approximately 14 times lower for 
the U/n method when compared to proton irradiation fission processes [5,170,172]. Fast 
neutron irradiation approaches also require much larger fluences than the U/n method, which 
means more irradiation time, necessitating around 30 times the cost, and resulting in around 
100 times the residual radioactivity [170,172,175]. 

One potential problem with the U/n 
method, however, is the reliance on thermal 
neutrons. Thermal neutrons, of typical energy 
25 meV, have relatively low penetrating 
power compared to fast neutrons, of typical 
energy 1.5 MeV, or ultra-high energy protons, 
of typical energy 800 MeV [5]. Typical 
penetration depths of thermal neutrons in 
different HTS materials are given in Table 9-1 
[5]. Fortunately, Bi-2223 has one of the 
highest penetration depths, as its constituent 
elements have relatively low capture cross 
sections for thermal neutrons. With a 
penetration depth of around 4 cm, even bulk 
Bi-2223 electrical devices can have their 

performance improved by the U/n method. When compared to ion irradiation techniques, 
which typically have penetration depths of some tens of microns, 4 cm is considerable 
[134,172]. 

Work employing the U/n method in HTS was pioneered by Fleischer et al. [167], who in 
combination with other authors had employed a similar technique over two decades earlier 
with low temperature superconducting Nb3Al and V3Si [176]. Their earlier work with Nb3Al
and V3Si showed improved flux pinning attributed to fission induced damage after thermal 
neutron irradiation [176]. In their more recent work with sintered bulk YBCO, Fleischer et al.
doped the superconductor with 150 and 380 ppm of uranium [167]. The uranium was added 
as 0.08 and 0.2 wt% UO2, and natural, rather than enriched uranium, was used [167]. A range 
of irradiation fluences were employed, resulting in varying densities of fission tracks, which 
were approximately 16 µm in length [167]. 

Fleischer et al. found that the uranium doping decreased magnetic hysteresis by a small 
amount, but that after irradiation the magnetic hysteresis was markedly increased by some 4 
to 20 times [167]. The increase was dependent on temperature, and indicated a much larger 
pinning energy for irradiated samples [167]. A portion of the increase was attributable to 
thermal neutron irradiation effects (§4), but the magnitude of this portion was less than 5% of 
the total improvement [167]. Tc transition onset was reduced as a result of irradiation by only 
1 or 2 K, but the transition width increased two to three times [167]. 

Interestingly, there were no fission tracks observed by TEM in the uranium doped and 
irradiated YBCO of Fleischer et al. [167]. Weinstein et al., however, observed broken tracks, 
or so called “string-of-beads” defects in uranium doped and irradiated Y-123, as shown in 
Fig. 9-1 [173]. This is not entirely surprising, as materials with resistivities below around 
2000 Ω.cm do not ionise sufficiently to result in fully amorphised fission tracks, as the energy 

HTS de (cm) 
Y-123 4.44 

Sm-123 0.0367 
Nd-123 2.16 
Gd-123 0.00406 
Bi-2223 4.6 
Tl-2223 4.55 

Table 9-1. Adsorption distance at which 
incident thermal neutrons are 

diminished by a factor of 
1

0.368
e

≈ .

(Reprinted with permission from [5].) 
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loss for fission products of energy around 100 
MeV is slightly under the 2 keVÅ-1

requirement for creation of continuous tracks 
[3,67,174,177]. However, due to the 
statistically varying ionisation energy loss per 
unit length, the actual energy loss fluctuates 
by ±75% [3,5,174,178]. As a result of the 
combination of these effects, the damage 
tracks formed are short columnar defects, 
broken columns, and “string-of-beads” type 
defects [169,170,173,174]. In YBCO, the 
effective track length is 2-12 µm, with the 
majority of columnar damage occurring in the 
initial 2-4 µm [3,165,170,173]. After the 
fission products have travelled this distance, 
they have lost sufficient energy to cause 
significant columnar damage [3,165,173]. At 
low energies, such as towards the end of the 
“track”, damage induced is as a result of the 
approximately 5% of fission energy that 
transfers by way of direct atomic collisions 
[179]. Nonetheless, the damage as a result of 
a fission event will be strongly localised to 
within 10 µm or so of the uranium atom, and 
will be significantly larger than the damage 
resultant from lower energy irradiation, such 
as electrons or fast neutrons [3,167]. 

Eisterer et al. calculated that with the energy and atomic mass of typical uranium fission 
products in YBCO, tracks would be predominantly fully columnar at distances of 2-5 µm
[180]. These columnar tracks should be some 10 nm in diameter [180]. At distances up to 
around 10 µm, they determined that the ionic interactions would be sufficient to generate 
atomic collision cascades of roughly spherical morphology and an approximate size of 6 nm 
[180]. Calculations taking into account flux line interactions determined that the “effective” 
size of defects induced by the U/n method was some 10 - 20 nm, as only a small portion of 
the length of a flux line would fully align with any given defect track [180]. Weinstein et al.
observed tracks in YBCO using TEM to be approximately 5 nm in diameter [170]. 

Luborsky et al. doped a variety of HTS with UO2 and irradiated them with thermal 
neutrons [181]. Polycrystalline YBCO bulk samples were doped with 0.08 wt% natural UO2

(150 ppm), while 0.4 µm thick YBCO epitaxial thin films were covered with a 60 µm thick 
foil of natural uranium metal during irradiation [181]. For the bulk Y-123 material, Luborsky 
et al. obtained similar results to Fleischer et al., with substantial improvements of 2-6 fold in 
∆M at primarily intermediate temperatures, and a large improvement of around an order of 
magnitude in the field dependence of ∆M at all measured fields [181]. They found no change 
in Tc, but a decrease in overall transport Jc [181]. This latter effect was attributed to irradiation 
induced damage to weak link grain boundaries [181]. Results for the Y-123 thin films showed 

Fig. 9-1. Fission tracks as observed by 
TEM in uranium doped YBCO. The 
central dark area is a roughly spherical 
(U0.6Pt0.4)YBa2O6 particle of approxi-
mately 300 nm diameter. Most fission 
tracks emanate from this particle. 
(Reprinted with permission from [173].) 
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negligible change in physical performance 
after irradiation, which could be due to the 
lower fission fragment dose, or to the already 
high density of existing defects in the thin 
films [181].Interestingly, the pinning energy 
for flux creep in both the polycrystalline 
material and the thin film was increased by a 
factor of two to three [181,182]. 

Weinstein et al., Ren et al., Sawh et al.,
and Eisterer et al., after optimising the 
chemical interaction between Y-123 and 

UO2.2H2O [165,183-185], doped melt 
textured Y-123 with 235U and irradiated the 
material [5,165,169,171,173,174,180]. Under 
trapped field, Jc increases after irradiation 
were up to 5 fold, depending on the uranium 
doping level and fluence employed, as shown 
in Fig. 9-2 [165,169,171,173,174]. The Jc

performance of the irradiated doped material 
was higher at all fields and temperatures, but 
the enhancement varied with these 
parameters as shown in Fig. 9-3 [173,174]. 
For example, at 77 K and 0.25 T, Jc increased 
30 times [3,173]. With increasing 
temperature, Jc of U/n YBCO samples falls 
off linearly, as compared to the more rapid 
quadratic fall off of proton irradiated YBCO 
[165,186,187]. Additionally, Jc anisotropy 

(
( )

( )
c

c

J H ab

J H c
) is reduced from ~3 to ~2 as a 

result of doping and irradiation [5,174]. In 
work applying the U/n method to Nd-123, 
improvements in trapped field of around four 
fold were observed, similar to enhancements 
found in Y-123 [5,188]. 

For the U/n method developed for Y-123, 
at the optimum fluence level used, the creep 
rate increased by around 20% (from 5% to 
6% decrease per decade of time), and Tc

decreased from around 92 K to 91 K 
[169,171,173,180]. Based on trapped field 

measurements, the irreversibility point also appeared to have increased as a result of the 
irradiation [169], although subsequent measurements indicated that there was little change in 
the irreversibility line [3]. The effects on the irreversibility line will depend on the spacing 
between uranium deposits, and the number of fission incidents at each deposit [3]. These 

Fig. 9-2. Trapped field measurements of 
neutron irradiated Y-123 doped with 
uranium. Curves show the enhancement 
ratio of trapped field (directly proportional 
to Jc) for a range of neutron fluences and a 
number of uranium doping levels (  0.15%, 

 0.3%,  0.7%). For comparison, a curve 
showing the enhancement provided by ion 
irradiation with xenon ions in a parallel 
configuration is also shown (×). (Reprinted 
with permission from [173].) 

Fig. 9-3. Variation of Jc with magnetic 
field for uranium doped YBCO both 
before and after irradiation, at 
temperatures of 30 K, 50 K, and 77 K. 
(Reprinted with permission from [173].) 
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Fig. 9-5. Angular dependence of Jc at 77 
K and 500 mT; φ=0o refers to 

( , )H a b , and φ=90o refers to H c .
(Reprinted with permission from [190].) 

factors vary the spacing between fission 
induced defects and the angle between fission 
induced defects, and with variation of these 
parameters increases in the irreversibility line 
could be achieved [3]. 

Luborsky et al. also doped Bi-2212 and 
Bi-2223 powders with natural uranium in the 
form of UO2 up to 0.8 wt% [181]. After 
thermal neutron irradiation, ∆M increased 
with increasing UO2 content, reaching a 
saturation point somewhere between 0.4-0.8 
wt% UO2 [181]. Interestingly, this saturation 
point is approximately the same as the UO2

content independent point for decrease of 
apparent superconducting volume fraction, 
indicating that 0.3-0.4 wt% UO2 is the point 
at which either the solid solubility of UO2 in 
Bi-2223 is exceeded, or the point at which all 
of the Bi-2223 grains are coated in UO2

[189]. Significant improvements of up to 13 
fold for the Bi-2212 (at 0.2 T and 50 K), and 
70 fold for the Bi-2223 (at 0.8 T and 50 K) 
were recorded for ∆M [181]. The impressive 
results with Bi-2223 were attributed to the 
largely poor inherent pinning in undoped and 
un-irradiated Bi-2223 material [181]. 

Hart et al. further investigated thermal 
neutron irradiated 0.8 wt% natural UO2 doped 
powdered Bi-2223 [27]. They found that after 
irradiation Tc decreased from 107.5 K to 
105.5 K, but thermally activated flux creep 
was greatly reduced as a result of significant 
increases (some two to three fold) in pinning 
energy [27]. Additionally, the irreversibility 
line was found to increase as a result of 
irradiation, as shown in Fig. 9-4 [27]. 
Luborsky et al. expanded the work of Hart et 
al. by varying the uranium additions, and 
found that the improvements scaled with the 
doping level, with no change due to uranium 
doping alone [189]. However, the dramatic 
improvements in physical performance (Jc,
∆M, flux pinning) found by Luborsky et al.

and Hart et al. were largely lost at temperatures higher than 60 K, with enhancements being 
less than two fold [27]. 

Fig. 9-4. Irreversibility line for 0.8 wt% 
natural UO2 doped Bi-2223 powders 
before and after irradiation with thermal 
neutrons. The data are the fields and 
temperatures above which there is no 
observable magnetic hysteresis. 
(Reprinted with permission from [27] 

 2004 IEEE.) 
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Schulz et al. doped Bi-2223/Ag composite tapes with 0.3 wt% UO2.2H2O and irradiated 
the tapes with thermal neutrons [190]. As a result of neutron adsorption by 109Ag, which 
composes around 48% of natural silver and has a large neutron capture cross section of 91 
barns, a radioactive 110mAg isotope is produced [191,192]. This leads to a residual 
radioactivity at one month after irradiation of 12 MBq.g-1 [190]. In spite of the large residual 
radioactivity of the material, significant physical gains were made as a result of application of 
the U/n method to Bi-2223/Ag. Tc was only reduced by 1 K, and normal state resistivity 
increased by 5% [190]. Transport Jc measurements indicated limited changes in performance 
at low fields (< 0.7 T) as a result of irradiation, but considerable enhancement at higher fields, 
such as an order of magnitude increase in Jc at 3 T [190]. An upward shift of the irreversibility 
lines at 77 K was also observed, with a doubling of the magnetic field, contrary to YBCO 
results [3,190]. Additionally, as shown in Fig. 9-5, for fields less than the irreversibility field, 
a dramatic reduction in angular anisotropy of Jc (Jc with H c  as compared to Jc with 

( , )H a b ) was observed, with anisotropy decreasing from 12 to 1.6 [190]. The results are 
impressive, with significantly greater gains than point defect inducing irradiation methods 
such as fast neutron irradiation and similar results to much more expensive ultra-high energy 
proton irradiation techniques [190]. The authors make special note that the large residual 
radioactivity could be reduced with better optimisation of the doping level and thermal 
neutron fluence [190]. 

Weinstein et al. continued the work of Schulz et al., doped Bi-2223/Ag tapes with highly 
enriched uranium, and exposed the doped tapes to thermal neutrons [170]. The premise 
behind employing highly enriched uranium of 98% 235U purity was to reduce the necessary 
irradiation fluence and time, and hence reduce the residual radioactivity of the final material 
[170]. Irradiated Bi-2223/Ag tapes doped with 0.3 wt% uranium had a residual radioactivity 
after eight months of 34 Mbq.g-1 [170]. Doping with 0.15 wt% of highly enriched uranium 
allowed this post-irradiation residual radioactivity level after eight months to be reduced to 2 

MBq.g-1 [170,172]. Physical results obtained 
were superior, but comparable, to those of 
Schulz et al., with reductions in zero field Jc

only for high irradiation levels [170]. Large 
enhancements of Jc such as a 76 fold increase 
at 0.8 T with H c , an upward shift of the 
position of the irreversibility line by 1.9 
times for H c  and 2.7 times for ( , )H a b ,
and a reduction in Jc angular anisotropy of 
two orders of magnitude were observed 
[5,170]. 

Tönies et al. continued the work of 
Schulz et al. and Weinstein et al. and 
irradiated Bi-2223/Ag tapes doped with 
UO2.2H2O at levels of 0.15 wt%, 0.4 wt%, 
and 0.6 wt% uranium [193]. Low fluence 
irradiations in primarily thermal neutrons 
allowed the residual radioactivity for the 
0.15 wt% doped material to be limited to 300 

Fig. 9-6. Irreversibility lines for un-
irradiated and irradiated 0.15 wt% 
uranium (as UO2.2H2O) doped Bi-
2223/Ag composite tapes in both H c
and ( , )H a b  orientations. (Reprinted 
with permission from [193].) 
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kBq.g-1 after one week, compared to 2 MBq.g-1 after eight months for previously irradiated 
0.15 wt% doped material [170,193]. Large enhancements of Jc under applied magnetic field 
were observed, such as a 60 fold enhancement at 0.7 T for H c  [193]. Reductions in Jc

anisotropy similar to those observed by Schulz et al. were found, with the magnitude of 
anisotropy reduction exceeding an order of magnitude at 77 K and 0.5 T [193]. Confirming 
the results of Schulz et al. and Weinstein et al., Tönies et al. also found a large increase in the 
irreversibility line at all temperatures and in both H c  and ( , )H a b  orientations [193]. 
This significant result, in which the irreversibility field is more than doubled, is reproduced in 
Fig. 9-6 [193]. A small reduction in Tc of around 0.5 K was found for all doping levels [193]. 

Prior to irradiation there was no distinguishable difference between the inter-grain Jc and 
the intra-grain Jc of the material, and irradiation did not change this relationship, indicating no 
worsening of weak links as a result of irradiation [193]. This result was promising, as the high 
field improvements due to irradiation are able to be achieved without the often experienced 
low field reductions in performance due to weak link induced radiation damage [193]. The 
authors make particular note that residual radiation could be reduced even further if additional 
uranium could be incorporated into the material [193]. 

Dou et al. also continued the work of Schulz et al. and Weinstein et al. and irradiated Bi-
2223/Ag tapes doped with UO2.2H2O at levels of 0.15 wt%, 0.2 wt%, 0.4 wt%, and 0.6 wt% 
enriched uranium [194]. Very large enhancements of Jc were observed, for example 500 fold 
at 0.7 T for H c  and an order of magnitude at 3 T for ( , )H a b , both at 77 K [194]. One of 
the most significant results of their work is reproduced in Fig. 9-7, and shows the reduction in 
anisotropy of a thermal neutron irradiated 0.6 wt% uranium oxide doped Bi-2223/Ag tape 
from around 50 to around 2.2 at 500 mT; more than a 20 fold decrease [194]. The enhance-
ment of the irreversibility field was calculated to be more than 100% for ( , )H a b  and more 
than 200% for H c  in the same 0.6 wt% doped tape [194]. The fission tracks resulting from 
thermal neutron irradiation, and which were contributing to the greatly enhanced flux pinning, 
were imaged using TEM and found to be amorphous, randomly distributed, with diameters of 
around 5 nm, and lengths of a few microns [194]. The fission tracks and their associated 
lattice strain did not influence either Tc or zero field Jc of the tapes [194]. 

Tönies et al. continued their work and 
synthesised Bi-2223/Ag tapes with up to 1 wt% 
96% 235UO2.2H2O and irradiated them under low 
primarily thermal neutron fluences [4,195]. This 
allowed the residual radioactivity to be reduced 
to 30 µSv.h-1 after one week [195]. Additionally, 
using low neutron fluences also avoided damage 
to weak links and associated loss of critical 
current at low fields, which was verified by 
SQUID measurements that found inter-grain and 
intra-grain critical currents to be the same for 
low doped samples [195,196]. In addition, 
employing low neutron fluences avoids concerns 
of reduction in Tc and Hirr [172]. Samples with 
higher uranium doping levels showed a reduction 

Fig. 9-7. Anisotropy of Jc before and 
after irradiation to various thermal 
neutron fluences for 0.6 wt% uranium 
doped Bi-2223/Ag tape. (Reprinted with 
permission from [194].)
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in inter-grain critical currents after irradiation, which accounted for their lower performance 
in low fields, even after irradiation with lower neutron fluences to induce the same level of 
defect density [196]. Undoped samples showed no neutron induced variations of physical 
properties, while doped samples exhibited much higher Jc values, particularly at high fields 
where Jc increased two orders of magnitude [4,195]. Additionally, irradiated doped samples 
exhibited an order of magnitude reduced Jc anisotropy, and a doubling of the irreversibility 
field [4,195,196]. Intra-grain Jc values of 3.8 x 1010 A.m-2 became 9.7 x 1010 A.m-2 after 
doping and irradiation [195]. Irradiation slightly reduced Tc, with a reduction of 2 K for the 
highest fluence level employed [4]. 

Interestingly, the sample with the best low field performance after neutron dose 
optimisation was doped with only 0.15 wt% 235UO2.2H2O, and the best high field 
performance was exhibited by the intermediately doped 0.4 wt% sample [195,196]. This was 
contrary to the authors’ expectations, and while the possible explanation of uranium 
segregation was offered, this unexpected result indicates a materials structure related issue 
such as inhomogenous uranium dispersion or phase equilibrium disruption as a result of 
higher doping levels [196]. 

Tönies et al. employed the U/n method on Tl-1223 thick films, doping with 0.15 wt% of 
96% enriched 235U [197]. Jc enhancements of 3-5 at high fields of around 4 T were found after 
irradiation and low field enhancements of 40% were observed, contrary to the Bi-2223 results 
[197]. Anisotropy of Jc was reduced at low field, but increased at high fields [197]. These 
results are attributed to the bi-layer structure of the Tl-1223 material, which contains a single 
crystalline portion and a granular portion, each of which carries the bulk of the current at 
different fields [197]. Tc reductions of around 0.5 K and minor increases in the irreversibility 
field of 7-33% were also observed [197]. 

Knowing the results of Schulz et al., Weinstein et al., Tönies et al., and Dou et al.,
Marinaro et al. doped Bi-2223/Ag composite tapes with 0.15 to 2 wt% 235UO2.2H2O and 
irradiated the material with a wide range of highly moderated thermal neutrons [134,198]. 
The aim of the experiments was to minimise the neutron fluence by maximising 235UO2.2H2O
content and optimising neutron fluence levels for maximum gain, and to investigate changes 
in flux pinning strength as a result of the U/n method [134,198]. Dou and co-workers 
observed the fission induced defects by TEM and found them to be approximately 5 nm in 
diameter, and a few µm in length [175]. A slight reduction in Tc of 1 K was found, but a 46 
fold reduction in Jc anisotropy occurred [134,198]. An increase in the effective pinning 
energy, Ueff, of 50% at high currents, and 100 - 200% at low currents, was found after 
irradiation, and the flux dynamics (hopping distance and attempt frequency) were determined 
to have changed [134,198,199]. Jc improvements were considerable, for example, a 500 fold 
increase at 5 T for H c  in the 0.6 wt% doped sample [134]. However, even with substantial 
Jc losses due to high doping levels of 2 wt% 235UO2.2H2O, similar final (post irradiation) 
performance to 0.15 wt% doped Bi-2223/Ag was achieved with a six fold reduction in 
irradiation levels required [134]. 

Shan et al. undertook study of the vortex phase in Bi-2223/Ag with isotropic defects 
introduced by the U/n method [200]. They observed no variable-range vortex hopping, 
implying a high level of entanglement of vortices by the splayed defects [200]. Additionally, 
they found that isotropic crossed defects enhance the coherence of vortex lines on a small 
scale, but destroy the coherence of vortex lines on a larger scale [200]. This phenomenon 
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occurs as a result of vortex “segments” being pinned on favourably oriented fission tracks, 
which happen to align for a short length (greater than a single pancake vortex in size), but 
which rarely align for the entire dimension of the vortex line [200]. Marinaro et al.
corroborated these findings and determined the field dependent crossover from a 3D elastic 
creep regime to 2D plastic creep increased from 0 crHµ ≈ 0.37 T to 0 crHµ ≈ 0.65 T as a result 
of introduction of isotropic quasi-columnar defects in Bi-2223/Ag by the U/n method [199]. 
This increase was related to enhancement of c-axis vortex correlation [199]. 

Marinaro et al. discussed the relative merits of different doping and irradiation schedules 
[134]. They concluded that at the time of writing, a moderately doped (eg 0.3 or 0.6 wt%) 
material with a moderate irradiation fluence was optimum if performance over a wide range 
of fields was desirable, but that a high level of residual radioactivity would result [134]. 
However, if high flux pinning was desired, then a high doping level with minor irradiation 
was the best choice, and resulted in minimal residual radioactivity of the material, but at the 
expense of low field performance [134]. Particular mention is made of the possibility that if 
high levels of uranium could be incorporated into the material without significant degradation 
of the low field performance, then high doping levels and low irradiation levels would be 
optimum for all situations and requirements [134]. 

Babi  et al. carried out a systematic study of the influence of uranium doping level and 
neutron irradiation fluence on various physical properties of Bi-2223/Ag [166]. They found 
that Birr and B* (the field of maximum pinning force, Fp max = JcB*) increased linearly with 
fission track density, indicating that pinning capacity was directly related to the number of 
defects present [166]. A competing effect, however, was the reduction of Jc with increasing 
uranium doping level [166]. Similarly, a weak dependence of B* on neutron fluence was 
ascribed to non-uniform distribution of uranium within the Bi-2223 [166]. Additionally, some 
evidence of enhanced flux creep as a result of the presence of fission defects was found [166]. 
This observation, which is contrary to theoretical predictions, was attributed to randomness in 
the distances between nearest fission tracks and in their orientations [166]. However, Birr

results were extremely promising, with 4 fold increases for some combinations of uranium 
doping level and neutron fluence over an extended temperature range [166]. With their 
results, Babi  et al. were able to formulate and solve an equation taking into consideration Jc

variation with fission defect densities as a result of uranium doping and thermal neutron 
irradiation, and to determine an optimum combination of doping and fluence for a theoretical 
maximum performance increase [166]. It was proposed that if uranium doping levels could be 
increased without commensurate losses in Jc, then performance of Bi-2223/Ag materials could 
exceed even sophisticated U/n processed YBCO material [166]. 

10. URANIUM BSCCO INTERACTION 

Milliken et al. investigated the chemical and phase interactions of uranium dopant compounds 
with the Bi-2223 matrix in Bi-2223/Ag composite tapes [201-203]. Until this work, all 
dopants employed with Bi-2223/Ag tapes were uranium oxides or uranium oxide hydrates 
[4,5,27,134,166,170,172,175,181,189,190,193,195,196,198-200]. It was found that uranium 
oxides caused serious disruption to the Bi-2223/Bi-2212 phase balance, as well as inducing 
significant porosity in the core microstructure [202,203]. This was as a result of chemical 



580

interactions between the BSCCO core and the 
uranium dopants. Due to the poor chemical 
compatibility between the previously used 
uranium dopants and the Bi-2223 
superconductor, additions of even moderate 
amounts (0.6 at%) of uranium resulted in loss 
of approximately half the Jc [201]. Work 
carried out focussing on alternative uranium 
containing dopant compounds discovered the 
more chemically compatible uranium 
compound UCa1.5Sr1.5O6. With this 
compound, 1.1 at% (approximately 6 wt%) of 
uranium could be added to the Bi-2223 core 
with only around 15% loss in Jc. A 
comparison between the optimised un-
irradiated Jc values of tapes doped with U3O8,
UO2.2H2O, and UCa1.5Sr1.5O6 by Milliken et 
al., Guo et al., and Tönies et al. is shown in 

Fig. 10-1 [4,195,196,204]. The potential benefit of such a dramatic increase in uranium 
content with a comparatively small loss in Jc is that much smaller neutron fluences could be 
employed, resulting in significantly less residual radiation after processing. 
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Fig. 1: Scliematic iliustrations of M-I2s2 fundamental structures with the compositions 

of M5r2Rfiu202s+x+4 (^)s ~ 1, (b)^ = 2, and (c)s = 3. 
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Fig, 2: Schematic diagrams of Ru-12.s2 {RuSr2/?,Cu202j+6) structure models, 
(a) 5 = 1 and (b) s = 2. The inset sliows the average structure of RuOe 
octahedra. 
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Fig. 3: Schematic diagram of Co-1212 (CoSr2itCu207) structure model. 
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Fig. 4: SAED patterns taken with (a) [001], (b) [110], and (c) [100] incidence 
and(d) HREM image taken with [100] incidence for the Ru-1212 phase. 
hkl and hkl:^ concspoiid to the indexes of reciprocal fundamental lattice 
and superlattice, respectively. 
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Fig. 5: SAED patterns taken with (a) [001], (b) [110], and (c) [100] incidence 
and(d) HRKM image taken with [100] incidence for the Ru-1222 phase. 
hkl and hkls correspond to the indexes of reciprocal fundamental lattice 
and superlattice, respectively. 



599 

1 
* i * 

j #002 
t ^ 0 0 

•  • 

• 
* 
* 
• 

r 
• 

f m 

• 
•T3 0 
• 
* 
* 

\ • 
1 > 

• 

Fig. 6: SAED patterns taken with [310] incidence for (a) the Ru-1212 phase 
and (b) the Ru-1222 phase. 
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Fig. 7: CBED patterns taken with [310] incidence for the Ru-1212 phase: 
(a) from one illumination area, superlattice reflections are seen at / = H (n: integer), 
(b) from another illumination area, superlattice reflections are seen at / = (2n + I )/2. 

Fig. 8: CBED patterns taken with [310] incidence for the Ru-1222 phase: 
(a) from one illumination area, superlattice reflections are seen ax I = In {n: integer), 
(b) from another illumination area, superlattice reflections are seen at / = 2/7 + 1. 
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Fig. 9: Dark-field images for (a) the Ru-1212 phase and (b) the Ru-1222 phase by 
using the super lattice reflections at / = 2 arid / = 3 as indicated by the white 
arrowheads in Figs. 7(a) and 8(b), respectively. 
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Fig. 10: Schematic diagrams of the fundamental lattice and superlattices for the Ru-!212 
phase: (a) the fundamental lattice, only RuOj planes are shown as indicated by 
rilleUsquares,{b) the two possible superlattices due to the arrangemetits of the 
rotated RuO ,̂ octahcdra, P and I. 
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Fig. 11; Schematic diagrams ofreproduced diffraction patterns for the Ru-1212 phase 
based on the superlattice domain strueture due to the P and 1 arrangements: 
(a) [001 j SAED patterns, (b) [310] CBED patterns. 
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Fig, 12; Schematic diagrams of the fundamental lattice and superlattices for the Ru-1222 
phase: (a) the fundamental lattice, only RUO2 planes are shown as indicated by 
filled squares, (b) the two possible superlattices due to the arrangements of the 
rotated RuO ,̂ octahedra, A and R. 

O O Q O 

* * 
0 0 0 0 

0 0 0 0 

* * 
0 0 0 0 

* * * 
A + B 

•  : Fundamental reflection 

o t Supcrlalttcc reflection 

(b) 

002s«-r 
* 

SS: 

-Sl20« 1 

OIJI^ 

<24«i 

i240f 

240. 

Fig. 13: Schematic diagrams of reproduced diffraction patterns for the Ru-1222 phase 
based on the superlattice domain structure due to the A and B arrangements: 
(a) [001] SAED patterns, (b) [310] CBED patterns. 
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Fig. 14: SAED patterns taken along (a) [001] and (b) [100] direction for the Co-1212 phase. 
The main spots are indexed in the subcell. 
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Fig. 15: HREM images taken along (a) [110] and (b) [100] direction for the Co-1212 phase. 
The [110] SAED pattern is inset in figure (a). 
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Fig. 16: SAED patterns taken along (a) [001], (b) [100], and (c) [110] and 
(d) HREM image taken along [110] for the Co-1222 phase. 
The main spots are indexed in the subcell. 
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Fig. 17: SAED patterns taken along (a) [001], (b) [100], and (c) [110] and 
(d) HREM image taken along [110] for the Co-1232 phase. 
The main spots are indexed in the subcell. 
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Fig. 18: (a) Illustration of a regular alternation of two types of CoO^-tetrahedra chains, 
L- and /t-chains, along the h direction, (b) SAED pattern taken along [120] for 
the Co-1212 phase, (e) Superstructure model proposed for the Co-1212 phase 
with Plcm {No.28) orthorhombic symmetry and lattice parameters of â  = a, 
b. = 2b, and c, = c, 
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Fig. 19: Simulated SAED patterns based on the superstructure model in Fig. 18(c). 
The main spots arc indexed in the subeclL (a) [001] projection (in the subcell 
setting) with no crystal tilt, h-k-0 mrad, (b) [001] projection with slight 
crystal tilt, h = k = 2Q mrad, (c) [100] projection, (d) [120] projection {(c), (d): 
with no crystal tilt). All the simulations were carried out with crystal thickness, 
f = 10 nm. 
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Fig, 20: SAED patterns taken along [120] for (a) the Co-1222 phase and 
(b) the Co-1232 phase, 
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Fig. 21: HREM image for the Co-1232 phase projected along [120]. 
The arrangement of dots shows the intralayer ordering and interlayer 
disordering of the C0O4 chains, 
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Fig. 22: Schematic representations of the arrangement of ft-and L-C0O4 chains 
for (a) the Co-1212 phase and (b) the Co-1222 and Co-1232 phases. 
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1. INTRODUCTION 

Revolutions in energy technology, information technology and biotechnology have been the 
main trend in the 21st century. Greatly increasing demand for energy has emerged due to the 
rapid development of the information technology revolution. In addition, energy conservation 
and related environmental issues will inevitably be the most serious problem of the 21st

century. Superconductivity technology is the ultimate and environmentally-friendly 

*  Corresponding author: yzhao@home.swjtu.edu.cn or y.zhao@unsw.edu.au



620

technology for energy saving. It is expected to be the core technology of the 21st century, with 
its great impact on almost all of the aspects in our daily life.   
 Large-scale superconducting devices for power industry depend on the conductors with 
high critical current densities at temperatures where the costs for coolant are affordable. High-
temperature cuprate superconductors (HTSs), such as (Bi,Pb)2Sr2Ca2Cu3Ox (Bi2223) and 
YBa2Cu3Oy (YBCO), and the newly discovered intermetallic compound superconductor MgB2

are ideal candidates in the applications for this purpose [1]. For HTSs, although great progress 
in basic research and application development has been made since the discovery of HTS in 
1986 [2], they have not been yet developed to the standard necessary for large-scale 
applications. The main scientific problem preventing commercialisation of HTSs is inadequate 
level of critical current density Jc at desirable temperatures and in expected magnetic fields. A Jc

of 104-105 A/cm2 for a superconducting wire or tape at a temperature range of 20-77 K and in a 
field of 0.3-5 T is necessary to fulfil most of the industrial applications [3,4]. The fundamental 
limit for Jc is the depairing critical current density, Jd, which is usually as high as 1-3 x107

A/cm2 at 77 K and 0 T for the typical HTSs [5]. Thus, in principle, the intrinsic Jd is sufficiently 
high for commercial applications.  
 However, only a sufficiently high Jd is not enough to guarantee a sufficiently high Jc for a 
superconductor to be a useful engineering conductor. Actually, superconductors can carry bulk 
current density only if there is a macroscopic fluxon density gradient [6], which can be 
sustained only by pinning the vortices at microstructural defects, this is the so-called flux 
pinning. Thanks to the flux pinning force Fp, which overcomes the Lorentz force FL=JxB of 
the microscope current, a magnetically stable and energy dissipation-free state can be 
sustained. Tailoring the defect structure of the conductors will maximize the flux pinning 
force, and thus Jc.
 Recently, it becomes more and more clear that structural defects with dimensions at 
nanoscale play important role for flux pinning in both low and high temperature 
superconductors [7-9]. For example, in low-temperature superconductors (LTSs) like Nb-Ti 
and Nb3Sn, the most strong pinning is supplied by a dense lamellar structure of normal α-Ti
ribbons, about 1 nm (0.2ξ) thick and aligned parallel to the wire transport current in Nb-Ti 
[10], and by grain boundaries in Nb3Sn [11-13]. In the newly discovered superconductor, 
MgB2, the strong pinning may be also related to the nanoscale grain boundaries and nano-
precipitates [14-19,]. In HTSs, due to a short coherence length and an extremely sensitive 
dependence of Tc on the hole-concentration in HTSs, a weak hole-depletion at crystalline 
defects can locally drive an HTS to an insulator. Such a local suppression of 
superconductivity has been observed near single-atom impurities (Ni and Zn) in doped 
Bi2Sr2CaCu2Oz (Bi2212) single crystals [20], and on scale of 1-2 nm in pure crystals [21, 22]. 
This suggests that nanosize-defects in HTSs may also act as effective core pinning centres. 
Besides the point defects, other kinds of structure imperfections, such as dislocations [23,24], 
can also effectively pin the pancake vortices in HTSs at low temperatures. However, the 
performance of HTSs rapidly degrades with increasing field and temperature. Up to now, it is 
still no sure what kinds of pinning centres are suitable to pin the vortices in HTSs to guarantee 
a high performance at high temperatures (~77K) and high fields (4-5 T or higher).  

It is well-known that HTSs have a layered structure in which superconducting layers 
(severed by CuO2 planes) separated by non-superconducting layers are weakly Josephson 
coupled to each other. A vortex perpendicular to these layers, which would conventionally be 
considered a uniform cylinder of confined flux surrounded by circulating currents, is looked 
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upon in HTSs as a stacking of two-dimensional pancake-shaped vortices [25]. At a 
sufficiently low temperature, the coupling between the pancake vortices is rather strong, and 
making the vortices behave like a “flux line” that can be pinned by a limited number of 
pinning centres (see Fig.1 a). As the Josephson coupling energy decreases with increasing 
temperature (EJ~(1-T/Tc)

2 [26]), the “flux line” becomes very soft at higher temperatures and 
cannot be pinned by a few pinning centres (see Fig. 1b). 

Fig. 1. Schematic of flux pinning. (a) A continuous, elastic flux line can be pinned by a 
limited number of pinning centres. Flux pinning of HTS at low temperatures may be 
described by this picture. (b) A series of pancake vortices cannot be pinning by the same 
pinning structure as shown in the (a). Flux pinning of HTS at high temperatures may be 
described by this picture. 

Table 1. Basic parameters for practical superconductors. ξab(0) and λab(0) are in-plane 
coherence length and penetration depth at T=0 K , respectively. Jd(0) is the depinning critical 
current density at T=0 K, a upper limit for Jc. Hc2 is the upper critical field at or above which 
superconductivity vanishes. Hirr is the irreversibility field at or above which Jc vanishes. 

Material Tc (K) Hc2 (T) Hirr (T) Anisotropy ξab (0) λab (0) Jd (0K)
(A/cm2)

Nb-Ti 9 12 at 4 K 10.5 at 4K ~1 4 nm 240 nm 3.6x107

Nb3Sn 18 27 at 4 K 24 at 4K ~1 3 nm 65 nm 7.7x108

MgB2 39 15 at 4 K 8 at 4K 2~3 6.5 nm 140 nm 7.7x107

YBCO 92 >100 at 4 K 5-7 at 77K 7 1.5 nm 150 nm 3x108

Bi2223 108 >100 at 4 K 0.2 at 77K >50 1.5 nm 150 nm 3x108
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Furthermore, as shown in Table 1, the typical value of HTS coherence length is about 1 
nm, which allows point defects, such as isolated vacancies, substitutions, interstitials, etc., to 
be efficient pinning centres due to their sizes matching with the coherence length at low 
temperatures. Due to the fact that the coherence length increases with increasing temperature 
(ξ=ξ(0) (1-T/Tc)

-1/2), and that at 77 K, it is about 3 nm for YBCO, most of the point defects in 
YBCO no longer operate as efficient pinning centres at 77 K due to the mismatch between the 
pinning size and the coherence length. 
 Recent experimental results in (Nd-Sm-Gd)Ba2Cu3Oy textured crystals  suggest  that 
clusters with dimensions of 3-10 nm strongly enhance the flux pinning [27]. We have also 
found that in Ho-doped YBCO textured crystals, stacking faults of a size around 10 nm and 
with a high density are the most likely to be responsible for a very high Jc [28,29]. All these 
results suggest that pinning centres of nanoscale may be the solution for efficient flux pinning 
in HTSs. Actually, as shown in Table 1, the coherence length of major engineering 
superconductors is in the nanoscale, therefore, the topic of flux pinning in these 
superconductors is in principle the interaction between flux lines (vortices) and defects at 
nanoscale. In this Chapter, more detailed results of the superconductors of nano-pinning 
centres will be given. 

Fig. 2. (a) Temperature dependence of magnetization for the Ni-doped samples with different 
doping levels before oxygenation. (b) and (c) M(T) curves for the samples with x=0 and 
x=0.02 after the annealing in flowing oxygen at 400 oC for 5 days. (d) The dopant 
concentration dependence of the Tc for the Ni-doped samples after the annealing in oxygen. 

2. NIO INDUCED NANO-PINNING CENTRES 
IN MELT TEXTURED YBCO SUPERCONDUCTOR 

The samples used for this study were prepared using the modified melt-textured-growth 
(MTG) method [30]. Presintered bars with a composition of YBa2Cu3-xNixOy (x=0, 0.02, and 
0.04) and typical dimensions of 40x15x4 mm3 were prepared using high-purity (99.99%) 
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powders of Y2BaCuO5 (Y211), CuO, BaCuO2, and nano-sized NiO (~100 nm). Y211 
substrate was used to absorb the unreacted liquid phase during the MTG process. Regular 
shapes with size of 1.2x1.0x0.3mm3 were cut from the as-grown crystal, annealed in flowing 
oxygen at 400 oC for 120 hours. The microstructure and composition were determined by 
scanning electron microscope (SEM), transmission electron microscope (TEM), and energy 
dispersive x-ray (EDX) analysis. Micro-Raman spectroscope, together with the temperature-
pressure phase diagram of YBCO, was used to determine the oxygen content. DC SQUID 
magnetometer was used to measure the magnetization loops. Jc was deduced from the M(H)
loops (with H//c) by Bean Model.  

The superconductivity of Ni-doped YBCO is affected by the doping level. As shown in 
Fig. 2, Tc of the Ni-doped crystals decreases monotonously from 91.7 K to 85.6 K with 
increasing the Ni doping level from x=0 to x=0.04. The transition width as well as the phase 
homogeneity of the samples is affected significantly by the post annealing in flowing oxygen 
atmosphere at 400 oC for five days.  

Fig. 3. Magnetic hysteresis loops at various temperatures for (a) the undoped sample before 
oxygenation; (b) the undoped sample after oxygenation; (c) the Ni-doped samples with 
x=0.02 before oxygenation; and (d) the Ni-doped samples with x=0.02 after oxygenation. 

Fig. 3 presents the hysteresis loops at various temperatures for the samples of x=0 and 
x=0.02 before and after oxygenation. The oxygenated samples show much wide loops than 
the unannealed ones. For the undoped sample (x=0), the loop width decreases monotonously 
with the magnetic field at all temperatures, before and after oxygenation. However, the Ni-
doped sample (x=0.02) exhibits a fishtail effect, i.e., a non-monotonous dependence of the 
hysteresis loop width with the applied field. The sample with x=0.04 shows a similar behavior 
(the results are not shown here) like the x=0.02. Because the fishtail effect only appears in the 
fully oxygenated, Ni-doped samples, it can be ruled out that the fishtail effect originates from 
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the oxygen deficient area in our Ni-doped samples. This also demonstrates that the fishtail 
effect can be induced by many different kinds of dopants, rather than only by oxygen 
vacancies.  

Fig. 4. Magnetic field dependence of Jc at various temperatures for (a) the undoped samples; 
(b) Ni-doped sample with x=0.02; and (c) Ni-doped sample with x=0.04. All these samples 
are oxygenated in flowing oxygen at 400 oC for 5 days.  

Fig. 4 displays the field dependence of Jc deduced from the M(H) curves for undoped 
and Ni-doped samples after oxygenation. Because of a higher Tc, the undoped sample exhibits 
a higher Jc and better Jc-H behavior than the Ni-doped samples at the temperatures above 70 
K. When the temperature is slightly lower than 70 K, the Ni-doped samples exhibit a higher Jc

and better Jc-H behavior than the undoped samples. Especially, Ni doping induces a dramatic 
fishtail effect, substantially increasing the Jc in the high magnetic fields.

The Jc-H relationship at 77 K for YBCO textured crystals containing 30 wt% Y211 
(optimized addition of Y211) particles with various average particle sizes is shown in Fig. 4, 
and compared with the results of Jc at 70 K for Ni-doped sample with x=0.02. With 
decreasing particle size of Y211, the Jc increases steadily, as the average particle size reduces 
to submicron (0.5 µm), the Jc reaches 1.0x105 A/cm2 at 77 K in zero-field and 4x103 A/cm2 at 
77 K in 5 T.  The Jc may be further improved by further reducing the Y211 particle size, but it 
is not easy to achieve this goal using the conventional method. In a sense, submicron is a 
limited value of the Y211 average particle size for the samples made with most of the state-
of-art techniques. However, the Ni-doped sample shows a much better result at slightly lower 
temperature (due to the lower Tc). As can be seen in Fig. 5, in the fields higher than 2 T, Ni 
doped sample exhibits much better performance than Y211-added YBCO samples. These 
results show that Ni (or Zn) doping is one of the most promising techniques to replace Y211 
fine particles as the strong pinning centers. This chemical doping technique is easy to be 
adopted for introducing strong pinning centers during producing the 123-compound coated 
conductors.
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Fig. 5. Comparison of the field dependence of Jc (77 K) for Y211-added samples of different 
Y211 particle sizes with the field dependence of Jc for Ni-doped sample (x=0.02).  

Fig. 6. Upper: TEM micrograph for the Ni-doped YBCO sample. Lower: enlarged Ni-rich 
nanoparticle in the sample with x=0.02.  
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Microstructure analysis shows that there are many nano-inclusion in Ni-doped YBCO 
samples (see Fig. 6). EDX analysis shows that these nano-inclusions are Ni-rich, indicating 
that they were induced by doping NiO. The grain size of the nano-inclusions is about 10 nm, 
thus approximately matches with the coherence length of YBCO at 77 K. This may be the 
reason why Ni doping can significantly increase the Jc of YBCO at relatively high 
temperatures.   

It can be seen here that nano-pinning centres (~10 nm) have been successfully introduced 
into melt textured YBCO by doping NiO. The doping of NiO was realized by adding NiO 
nanoparticles into presintered YBCO and then followed by melt-textured processing. This 
method can reduce the substitution level of Ni in YBCO matrix and can crease Ni-rich 
second-phase precipitates with a size around 10 nm.  It is found that NiO-induced nano-
pinning centres have a high pinning efficiency at a temperature around 70 K. The critical 
current density is significantly increased and the Jc-H behaviour is remarkably improved. Our 
results reveal that nano-pinning-centre is a feasible solution to solve the pinning-degradation 
at high temperature in YBCO.  

3. NANOSCALE DEFECTS BY Y211 ADDITIONS 
IN MELT TEXTURED YBCO SUPERCONDUCTOR

In this study, high quality YBCO textured bulks with various number densities of flux pinning 
centers have been fabricated by a nanoparticle-powders-assisted MTG (melt-textured-growth) 
technique. The high density of flux pinning centers has been achieved by adding various 
proportions of Y211 nanoparticle powders (~50 nm) into the nano-precursors of YBCO.  
Microstructural and compositional analyses reveal that except for the presence of a high 
density of Y211 nanoparticles with a size around 100 nm, the YBCO matrix shows a high 
density of stress with dimenessions about 10 nm , indicating that a nanoscale-defetc-structure 
has been achieved in the YBCO bulk materials with a new processing technique.  The critical 
current density at 77 K is systematically increased with increasing density of the nano-scale 
precipitates, indicating that the nanoscale defects are effective pinning centers in YBCO at 
77 K.
 The nanoscale YBCO and Y211-particles were prepared by citrate pyrolysis technique. 
The particle size for most of the YBCO and Y211 grains is around 50-100 nm as revealed by 
SEM (See Fig. 7). However, TEM analysis shows that the YBCO and Y211 nano-particles 
have some subgrain structure with a size between 10 to 40 nm. The mixture of precursor 
nano-powders (YBCO+20wt%Y211) were pressed into disks of a diameter 30 mm and 
thickness of 15 mm and then pressed again under hydrostatic pressure. The disks were then 
processed in an isothermal box furnace for a melt-textured growth processing with Sm123 as 
a seed on the top of the disk (a typical top-seeded melt-textured). The as-grown samples were 

annealed in flowing oxygen atmosphere at 300 for 200 hours. DC SQUID magnetometer 
was used to measure the magnetization loops. Jc was deduced from the M(H) loops (with H//c)
by Bean Model.  
 Fig. 8 shows the Jc-H curves at 77 K for melt-textured YBCO prepared by the 
nanoparticles powders method with the Y211 percentage of 8 wt%, 15wt% and 25wt%, 
respectively. In the measurements the applied magnetic field is parallel to the c axis. It is 
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evident that the Jc-H behavior changes systematically with increasing Y211 weight percentage. 
The fishtail peak in the Jc-H curves shifts towards higher magnetic fields. At the same time, 
the degradation of Jc with increasing magnetic field becomes slow. For the samples of 25 wt% 
Y211, the Jc peak is located near the field of 3 T, much higher than the sample of 3 wt% Y211, 
indicating Y211 addition is also very important for creating flux pinning centers in YBCO, 
similar to the YBCO textured bulks prepared by the conventional MTG technique. 

Fig. 7. SEM micrograph for Y123 nanoparticle-powders used as precursors for mel-textured 
growth. 
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Fig. 8. Jc-H curves at 77 K for melt-textured YBCO prepared by the nanoparticles powders 
method with the Y211 percentage of  8wt%, 15wt% and 25wt%, respectively. 



628

0 .0

0 .2

0 .4

0 .6

0 .8

1 .0

1 .2

0 .0 0 .2 0 .4 0 .6 0 .8 1 .0

F
p

/F
p

,m
a

x

H /H ir r

1)   8 wt% Y211
2)  15 wt%Y211
3)  25 wt%Y211

1     2     3

Fig 9. Fp-h curves at 77 K for melt-textured YBCO prepared by the nanoparticles powders 
method with the Y211 percentage of 3 wt%, 15wt% and 25wt%, respectively. 

In order to understand the pinning mechanism of these samples, the scaling-law analysis 
proposed by Dew-Hughes18 was used, which has a general expression as 

Fp/Fp,max ~ hp (1-h)q  (1) 

where Fp,max is the maximum volume pinning force, h the reduced field H/Hirr, and the 
parameters p and q the characteristics exponents reflecting flux pinning types. It is generally 
believed that the so-called core pinning (i.e., the flux pinning related to non-superconducting 
defects embedded in the superconducting matrix) is of a value of hmax  ~ 0.33, but the so-
called δκ pinning (i.e., the flux pinning related to the spatial variation of the Ginzburg-Landau 
parameter κ in the superconductivity matrix) has a value of hmax ~0.5 [31]. As shown in Fig. 9, 
the sample of 25wt% Y211 has a value of hmax ~0.5, but the sample of 8 wt% Y211 has a hmax

~0.34, reflecting the pinning mechanisms are different in these samples.
 The microstructural analysis revealed that these samples contain many Y211 particles 
with dimensions from 100 nm to 0.1 µm, as typically shown in Fig.10. In addition, there are a 
large density of twin boundaries and planar defects with dimensions around 100 nm. However, 
in the samples of hmax ~0.5, it is observed that there are a large density of stress-affected areas 
with dimensions about 10 nm (as shown in Fig.11).  It is highly possible that the large pinning 
force at a field of 3T may be related with these nanoscale pinning centers.     
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Fig. 10. TEM micrograph showing Y211 particle of a size about 200 nm in most of the 
samples prepared in this study.  

Fig. 11. The typical TEM micrograph for YBCO samples with hmax~0.5. It is evident that 
there is a high density of stress-affected areas of dimensions about 10 nm. 
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4. NANO-DIAMOND INDUCED FLUX PINNING IN MGB2

Since the discovery of superconductivity at 39 K in MgB2 [1], significant progress has been 
made in improving the performance of MgB2 materials [17,32,33]. MgB2 offers the possibility 
of wide engineering applications in the temperature range 20-30 K, where conventional 
superconductors, such as Nb3Sn and Nb-Ti alloy, cannot play any roles due to their low Tc.
However, the realization of large-scale applications for MgB2-based superconductivity 
technology essentially relies on the improvement of the pinning behaviour of MgB2 in high 
fields. As it has poor grain connection and a lack of pinning centres, MgB2 often exhibits a 
rapid decrease in critical current density, Jc, in high magnetic fields. Fortunately, through the 
formation of nanoparticle structures in bulk MgB2 [17,32,33] and thin films [34], the problem 
of the poor grain connection can be solved, and the flux pinning force can also be 
significantly enhanced due to an increase of pinning centres served by grain boundaries. In 
order to improve further the performance of MgB2, it is necessary to introduce more pinning 
centres, especially those consisting of nanosized second-phase inclusions, which often 
provide strong pinning forces.  

Nanodiamond, prepared by the detonation technique, has been widely used as an additive 
to improve the performance of various materials [35]. Yet, nanodiamond has never been used 
to increase the flux pinning force in MgB2 superconductors until the present study. The high 
dispersibility of the nanodiamond powder makes it possible to form a high density of nano-
inclusions in MgB2 matrix. In this letter, we have prepared the MgB2-diamond
nanocomposite, which consists of tightly-packed MgB2 nanograins (~50-100 nm) with 
diamond nanoparticles (~10-20 nm) wrapped within the grains. This unique microstructure 
provides the composite with a good grain connection for the MgB2 phase and a high density 
of flux-pinning centres served by the diamond nanoparticles. Compared to the MgB2 bulk 
materials prepared with other techniques, the irreversibility line has been significantly 
improved and the Jc in high magnetic fields has been largely increased in the MgB2-diamond 
nanocomposite.
 The MgB2-diamond nanocomposites with compositions of MgB2-xCx (x=0%, 5%, 8%, 
and 10%) were prepared by solid-state reaction at ambient pressure. Mg powder (99% purity, 
325 meshes), amorphous B powder (99% purity, submicron-size), and nanodiamond powder 
(10-20 nm) were mixed and ground in air for 1 h. An extra 2% of Mg powder was added in 
the starting materials to compensate the loss of Mg caused by high temperature evaporation. 
The mixed powders were pressed into pellets with dimensions of 20x10x3 mm3 under a 
pressure of 800 kg/cm2, sandwiched into two MgO plates, sintered in flowing Ar at 800 oC for 
2 h, and then quenched to room-temperature in air.  In order to compare the substitution effect 
of carbon in boron in MgB2 with the additional effect of the nanodiamond in MgB2, a sample 
with an added 1.5 wt% of nanodiamond in MgB2 was prepared. The sintering temperature and 
the sintering time for this sample were reduced respectively to 730 oC and 30 min in order to 
reduce the chemical reaction between the MgB2 and the diamond. This sample has been 
referred to as “1.5wt%C”.. 
 The crystal structure was investigated by powder x-ray diffraction (XRD) using an 
X’pert MRD diffractometer with Cu Kα radiation. The microstructure was analysed with a 
Philips CM200 field emission gun transmission electron microscope (FEGTEM). DC 
magnetization measurements were performed in a superconducting quantum interference 
device (SQUID, Quantum Design MPMS-7). Jc values were deduced from hysteresis loops 
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using the Bean model. The sample’s dimensions with typical values of 0.7x2.1x2.7 mm3 are 
used in the calculation of Jc. The values of the irreversibility field, Hirr, were determined from 
the closure of hysteresis loops with a criterion of 102 A/cm2.
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Fig. 12. Powder XRD patterns for MgB2-diamond nanocomposites. The pattern on the top 
row is for the nanodiamond. 

Figure 12 shows the XRD patterns of the nanodiamond powder and the typical MgB2-
diamond composites. The reflection (111) of the diamond is extremely broad and an 
amorphous-phase-like-background can be seen in the XRD pattern. The particle size of the 
nanodiamond powder is estimated to be about 20 nm according to the width of the reflection. 
In relation to the MgB2-diamond composites, one of the impurity phases is MgO, which may 
have formed during the mixing of raw materials in air. Diamond should be present as another 
impurity phase in the composites; however, its main reflection (111) cannot be seen in XRD 
patterns, due to an overlap with the MgB2 (101) peak. As for the sample with the low doping 
level of x=5%, its XRD pattern looks the same as that of the undoped MgB2, except for a 
decrease of the lattice parameter along the a-axis, indicating that a certain amount of carbon 
atoms have substituted for boron atoms in MgB2. This result is consistent with those reported 
by other groups, which show that partial substitution of boron by carbon results in a decrease 
of the lattice parameter [36,37].  With increasing doping level, an amorphous-phase-like 
background in the XRD pattern gradually appears, suggesting the existence of unreacted 
nanodiamond in the sample. As for the diamond-added MgB2 sample (1.5wt%C), which 
contains an x=5.4% equivalent percentage of carbon atoms, the background of its XRD 
pattern shows some similarity to the background of the nanodiamond, suggesting that a 
substantial amount of unreacted nanodiamond exists within this sample.  



632

Fig. 13. Magnetic field dependence of Jc at 10, 20, and 30 K for MgB2-xCx with x=0% 
(dashed lines), 5% (solid lines), 8% (solid circles), and 10% (opened triangles). Inset: 
superconducting transition curves for the diamond-doped samples. The closed circles 
represent the results for the sample 1.5wt%C.

The substitution of boron by carbon in our MgB2 can also be reflected by the gradual 
decrease of Tc with increasing carbon content (see the inset of Fig.13). The values of onset Tc

for these carbon-substituted MgB2 samples are 38.6 K for x=0%, 36.1 K for x=5%, 33.0 K for 
x=8%, and 31.3 K for x=10%. The Tc for the sample 1.5wt%C is 36.9 K, which is higher than 
that for the sample of x=5% (Tc=36.1 K), despite the former having a higher equivalent 
atomic percentage of carbon (x=5.4%). 

Figure 13 shows the magnetic field dependence of Jc at 10, 20, and 30 K for the carbon-
substituted MgB2 samples. At 30 K, the undoped MgB2 exhibits the highest Jc and the slowest 
decrease of Jc with H; whereas the sample of x=10% shows the lowest Jc and the quickest 
drop of Jc with H.  It is evident that the Jc-H behaviour at 30 K for these samples is positively 
correlated to their Tc values. However, when the temperature decreases to the values far below 
Tc, a totally different situation appears. For example, at 10 K and 20 K, the diamond-doped 
samples show a much better Jc-H behaviour. The Jc drops much more slowly in diamond-
doped samples than in pure MgB2. The best Jc at 20 K is found in the sample of x=10%, 
reaching a value of 6x103 A/cm2 in a 4 T field, indicating that a strong flux pinning force 
exists in these diamond-doped samples.
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Fig. 14. Variation of Hirr with reduced temperature T/Tc for MgB2-xCx with x=0%, 5%, 8%, 
and 10%.  Inset: Hirr -T plot for the same data shown in the main figure. 

The Hirr-T relations for the diamond-substituted MgB2 are shown in the inset of figure 
14. The Hirr (T) curves get steeper with increasing doping level. The best value of Hirr reaches 
5.7 T at 20 K for the sample of x=10%.  As the Tc values vary with the diamond-doping level, 
only the Hirr-T relation cannot directly reflect the intrinsic irreversibility behaviour for the 
samples of different doping levels. In the main panel of Fig.14, the temperature dependence of 
Hirr is replotted using a reduced temperature, T/Tc. It is evident that the irreversibility field 
shifts towards higher temperatures with the increase of the diamond-doping level. The result 
clearly shows that the diamond doping does enhance the flux pinning in MgB2 significantly.  

However, the effect of diamond doping on the enhancement of flux pinning in MgB2

may be counterbalanced by its suppression on superconductivity, as clearly shown in the 
situation of T=30 K (see Fig.13). This counterbalancing effect may also exist at other 
temperatures, even when the effect of the Jc-enhancement is dominant. The further increase of 
Jc depends critically on reducing the Tc-suppression effect in the MgB2-diamond composite. 
This idea is confirmed by the results obtained in the diamond-added sample, 1.5wt%C, which 
has a higher Tc than other diamond-doped samples (see inset of Fig.13) and contains more 
nanodiamond inclusions as suggested by the XRD analysis (see Fig.12) and confirmed by our 
TEM analysis shown below.  As shown in figure 15, the diamond-added sample shows a 
much better Jc-H behaviour than the carbon-substituted sample. Its Jc reaches 1x104 A/cm2 at 
20 K and 4 T, and its Hirr reach 6.4 T at 20 K. In fact, at all temperatures below 35 K, the Jc-H
behaviour (results at 20 K are shown here only) and the Hirr-T relation (see the inset of Fig.15) 
of the diamond-added sample are much better than those of other samples in this study.    
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Fig.15. Comparison of Jc-H relations at 20 K for diamond-added MgB2 sample 1.5wt%C with 
diamond-substituted MgB2. The atomic percentages of carbon in the sample 1.5wt%C and the 
sample of x=5% are almost the same. Inset: Hirr-T relations for the same samples shown in the 
main figure.   

Fig.16 shows the typical results from microstructural analysis for the diamond-
substituted MgB2 and diamond-added MgB2 samples. The diamond-substitutional sample 
mainly consists of relatively large MgB2 grains (~1 micron or so in size) with a high density 

of dislocations. In some areas, discrete nanosized particles can be seen (Figs.16a 16b). The 
diamond-added sample mainly consists of two kinds of nanoparticles: MgB2 grains with a size 
of 50-100 nm and diamond particles with a size of 10-20 nm (see Fig.16c). In fact, this 
diamond-added MgB2 forms a typical nanocomposite material. The nanodiamond particles are 
inserted into the MgB2 grains. As the ab-plane coherence length of MgB2 is about 6-7 nm 
[38], these 10- to 20-nm-sized diamond inclusions, with a high density, are ideal flux pinning 
centres and are responsible for the high performance in our samples.  

The significant improvement of Jc and Hirr in the nanodiamond-added samples (1.5wt%) 
can be attributed to their nanocomposite structure which consists of two kinds of 
nanoparticles: MgB2 grains with a size of 50-100 nm and diamond particles with a size of 10-
20 nm. The enhanced number of grain boundaries associated with the smaller grain size can 
enhance the flux pinning, as reported previously [17,32-34]. However, only this factor cannot 
fully explain the experimental results because the enhancement of flux pinning in the 
nanodiamond-added samples (1.5wt%) is even much better than that in the Ti-doped MgB2

[17,32,33] where the average grain size of MgB2 reaches 8-10 nm. This indicates that there 
may be other mechanisms of flux pinning enhancement in the present system. One of the most 
likely candidates is the diamond nanoparticles which may play a similar role as Y2O3

nanoparticles did in Y2O3-doped MgB2 [39].  It is worth noting that, compared to the Y2O3

Y2O3-doped MgB2, the nanodiamond-added samples (1.5wt%) has a higher Jc and Hirr. This 
may be due to the advantage of the nanodiamond whose lattice contact (for the cubic diamond 
a=0.356 nm) is very close to the c-axis of MgB2 (c=0.352 nm). Therefore, these diamond 
nanoparticles may provide nucleation centres for MgB2 and are tightly bound to them. It has 
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been reported that some undoped MgB2 samples with a slight grain texture also show a high 
Jc and Hirr (see, for example, Narozhnyi et al [40]), suggesting that achieving a textured 
microstructure is another effective way to improve Jc of MgB2 because of a slight anisotropy 
existing in this system. Accordingly, it is expected that the performance of the MgB2-diamond 
nanocomposite may be further improved by optimising the microstructure and the doping 
levels.

Fig 16. FEGTEM micrographs for (a) a typical grain (~1 µm) of diamond-substituted MgB2

with x=5% which shows the high density of dislocations (dark stripes) in the sample; (b) an 
enlarged view of the dislocations in Fig. 5a; (c) diamond-added MgB2 with the carbon content 
of 1.5 wt%. The grain boundaries of MgB2 are indicated by the guidelines. The diamond 
nanoparticles are marked by letter “A” beside it (for small ones) or on the particles (for big 
ones). The atomic percentages of carbon in these two samples are almost the same. 

5. NANO-SIO2 INDUCED FLUX PINNING IN MGB2

Since the improvement of the pinning behaviour in MgB2 has been one of the focuses in the 
superconductivity field, many approaches, such as high energy ion irradiation [41, 42], 
chemical doping using different elements [17,32,33,39,43] and nanoparticle addition [44–47] 
(which seems to be the best and most practical route), have proved successful to some degree. 
However, for most of the approaches, the enhancement of the flux pinning in MgB2 is at the 
price of sacrificing other desirable superconducting properties, especially high Tc, and 
therefore the performance of MgB2 at high temperatures is degraded. Hence, currently, there 
is an urgent need to develop a way to improve Jc and Hirr without depressing Tc for MgB2. In 
this work, we show that the addition of SiO2 nanoparticles is a promising means for achieving 
this end. 
 MgB2 pellets were prepared by solid-state reaction at ambient pressure. Powders of 
magnesium(99.9%pure) and amorphous B (99.9%, pure) were well mixed with SiO2

nanopowder (10–20 nm) with the stoichiometry of MgB2 (SiO2)x , x = 2%, 5%, 7%, 10%, 
15%. An extra 2% of Mg powder was added to the reacting materials to compensate for the 
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loss of Mg caused by high temperature evaporation. Pellets with dimensions of 20 mm × 10 
mm × 2 mm were made under a pressure of 20 MPa, packed in Ta foil, sealed in quartz tubes 
and heated at 650 oC for 45 min, 720 oC for 30 min, in flowing highly pure Ar, and quenched 
to room temperature in air. The crystalline structure was investigated by powder x-ray 
diffraction (XRD) analysis using an X’pert MRD diffractometer with Cu Kα radiation. The 
microstructural analysis was carried out with a Philips CM200 field emission gun 
transmission electronic microscope. The DC magnetization of the samples was measured 
using a superconducting quantum interference device (SQUID; Quantum Design MPMS). 
The typical dimensions of the samples for the magnetization measurement were 0.21×0.21× 
0.21 mm3. The magnetic Jc was deduced from hysteresis loops using the Bean model. The 
irreversibility field (Hirr ) was obtained from the closure of hysteresis loops with a criterion of 
100 A cm-2.

Fig. 17. X-ray diffraction patterns for the samples. MgSi2 phase is found in specimens with 
SiO2 addition. 

Figure 17 shows the x-ray diffraction patterns for SiO2-supplemented MgB2 samples 
with different additive contents. MgO is the common impurity phase in these samples. In 
SiO2-supplemented samples, another impurity phase is found: MgSi2, whose content increases 
with increase of the content of the additive SiO2. As revealed by x-ray diffraction analysis, 
there is no detectable sign of SiO2 reflections. It is likely that SiO2 has reacted with Mg, 
consuming SiO2 and forming MgSi2. This result is different from our original intended 
outcome: that SiO2 would not react with other elements in MgB2 samples, but only serve as an 
impurity phase. The main reflections of MgB2 generally show a trend of moving towards low 
angles, implying an increase in the lattice parameters. As revealed by Rietveld refinement, the 
lattice parameter c of MgB2 exhibits a significant increase at 2% content of the additive SiO2.
The lattice parameter c gradually saturates with further increasing content of the additive 
SiO2, as shown in figure 18. In contrast, the lattice parameter a is nearly unchanged, with a 
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fluctuation between 3.0839 and 3.0847 Å. The partial substitution of Si for B may allow an 
increase of the lattice parameter c and stability of the lattice parameter a. The saturation for 
the c axis with additive content at 2% suggests that the solubility limit of Si in MgB2 is 
relatively low (x <<2 wt%). The temperature dependence of the DC magnetization for these 
samples is shown in the inset of  figure 18,  from which the transition temperature (Tc) has 
been determined. Tc for the pure sample is 38 K, but it is almost the same (Tc = 37.2 K) for all 
of the SiO2-supplemented samples, depressed only by 0.8K. This indicates that almost the 
same amount of Si is doped into theMgB2 lattice although the nominal composition is quite 
different, consistent with the results of the phase analysis.  

Fig.18. The change of the lattice parameter c for the samples with SiO2 addition. Inset: 
temperature dependentmagnetization curves measured in the ZFC condition in 20 Oe for the 
samples. 

Figure 19 shows the magnetic field dependence of Jc at 10, 20 and 30 K for these 
samples. The Jc(H) behavior exhibits a complex change with the additive content, x. In low 
magnetic fields, the Jc value of the SiO2-supplemented MgB2 samples increases with x in the 
low additive content region (x < 7%), reaching a maximum near x = 7%, then decreases with 
further increasing additive content and, at x = 15%, drops to a value smaller than that for the 
pureMgB2 sample. The best Jc is obtained for the 7%SiO2-supplemented sample, reaching 2.5
× 105 A cm-2 at 20 K and 1 T. In high magnetic fields, the improvement of Jc achieved by 
adding SiO2 nanoparticles is not as significant as that in the low fields; as a result, the 
irreversibility field, Hirr, of the SiO2-supplemented MgB2 is not improved much. 
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Fig. 19. Jc versus magnetic field at 10, 20 and 30 K for the samples with x = 0, 2%, 5%, 7% 
and 15%. 

Fig. 20. A TEM image showing the second-phase particles in the MgB2 matrix for 7% content 
of the additive. 

 As shown in figure 20, which presents a typical microstructure for the sample with x =
7%, some fine particles (10–50 nm) of the second phase induced by the addition of SiO2 are 
dispersed in the MgB2 matrix with a thin and clear interface boundary. EDS analysis reveals 
that the grains are MgSi2, consistent with the results of XRD analysis. This unique 
microstructure has been observed in MgB2 samples doped with nanodiamond  particles 
[18,19], in which the nanopinning centres play a significant role in improving the Jc–H
behaviour and the irreversibility field. There is more and more evidence that nanosized flux 
pinning centres are efficient in improving the Jc–H behaviour and directly increasing the Jc
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value and the irreversibility field [17-19,32]. The improved Jc–H behaviour of MgB2 achieved 
by SiO2 nanoparticle addition can also be attributed to the formation of such nanosized 
pinning centres. However, the improvement of Jc, especially the improvement of Hirr,
achieved by adding SiO2 nanoparticles into MgB2 is not as significant as that achieved by 
adding other dopants, for example by doping with nanodiamond powder [18,19], where a Jc
value of 1×104 A cm-2 at 20K and 4T and a Hirr value of 6.4 T at 20Khave been achieved. This 
discrepancy may be attributed to their different microstructures. The diamond-supplemented 
sample mainly consists of two kinds of nanoparticle: MgB2 grains with a size of 50–100 nm 
and diamond particles with a size of 10–20 nm. These 10–20 nm sized diamond inclusions are 
inserted into the MgB2 grains and work as effective pinning centres. In the present SiO2-
supplemented MgB2 samples, although MgSi2 also forms nanosized pinning centres inMgB2

grains, their size is about 50 nm, significantly larger than that of the nanodiamond particles. 
As the ab plane coherence length of MgB2 is about 6–7 nm, pinning centres with a size about 
10–20nm should have better pinning efficiency. Another possible reason for the discrepancy 
is the decrease in volume of the superconducting phase in SiO2-supplemented MgB2. Because 
of the formation of MgSi2 and MgO, the amount of MgB2 phase is accordingly decreased, 
which decreases the effective superconducting volume and, more seriously, some impurity 
phases must stay in the grain boundary region, resulting in a weak link effect in the system. 
The above results show that there is a great potential for further improving the performance of 
SiO2- supplemented 

6. FLUX PINNING INDUCED BY COMPOSITION FLUCTUATIONS  
IN OVERDOPED CU-RICH BI2SR2CACU2O8+X SINGLE CRYSTALS 

Short coherence length, large anisotropy and penetration depth are features of high 
temperature superconductors (HTSC’s), especially of those with higher Tc and larger 
anisotropy like Bi2Sr2CaCu2O8+x (Bi2212), resulting in giant thermal fluctuations and poor 
pinning behavior at high temperature (close to Tc) or in strong magnetic field. Irradiation with 
very energetic heavy ions or neutrons which yields the so-called columnar defects is expected 
to be an effective way to improve the flux pinning in Bi-systems [48,49]. Alternately, several 
recent reports[50-52] show that the pinning behavior has been significantly improved in the 
hole overdoped Bi2212, thus providing a more efficient, realistic, and economic may to 
improve the materials for practical applications. However, the mechanism of this 
improvement is not fully elucidated due to the combination of many possible factors involved, 
such as defect effect caused by cation-doping, columnar defects, reduction of the anisotropy 
parameter, variation of superconductivity, and possibly the inhomogeneous distribution of the 
cation dopants [49-52]. On the other hand, the explanation for the irreversibility line, which is 
an important mark for the pinning behavior, is still contradictory [48-56].   

By using high quality single crystals in which no cation doping is involved, and all 
transitions (including superconducting-normal transition, dimensional crossover transition, 
etc.) are very sharp and clear, we investigate pinning behavior and irreversibility line in 
heavily overdoped Cu-rich Bi-2212 single crystals, and explore the mechanisms associated 
with the phenomena observed. For the overdoped crystals, the anisotropy parameter is 
significantly reduced, the second magnetization peak is largely heightened, and the crossover 
field is greatly shifted to a higher field. 
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The Cu-rich Bi2212 single crystals used in this study were grown by a traveling solvent 
floating zone method, as described elsewhere [57]. Compositional analysis made by 
inductively coupled plasma (ICP) method shows that the composition of Bi2212 single 
crystals is Cu-rich with the ration of Bi:Sr:Ca:Cu=2:2:0.9:2.1. Magnetic susceptibility and 
magnetization measurements with an applied field parallel to the c axis were carried out using 
a superconducting quantum interference device (SQUID) magnetometer. The irreversibility 
line was determined by checking the superposition of the susceptibility curves in zero field 
cooling (ZFC) and field cooling (FC), at different applied fields. The overdoped Bi2212 
crystals with Tc=72 K were acquired by annealing the as-grown crystal at 400 oC in flowing 
oxygen for 7 days. The dimensions of the crystal used in this study are 0.7x1.9x0.01 mm3.
 The magnetic hysteresis loops of the overdoped Bi2212 crystal were measured at various 
temperatures from 10 K (0.14 Tc) to 65 K (0.903 Tc) with a field-sweeping rate of 0.1 mT/sec. 
Some typical results are shown in Fig. 21. In the high temperature region (35 K<T<Tc), there 
is only one peak (first peak) observed in each hysteresis loop, which corresponds to the initial 
flux penetration. The position of the first peak is depicted as Hp1. As decreasing temperature, 
a giant second peak appears in the low temperature region (10 K<T<35 K). Some features of 
the second peak in the present system are described below. 

Fig. 21. Magnetic hysteresis loops for overdoped Bi2212 at low temperature region which 
show second peak. Inset: The loops at high temperature region. 

First, the position of the second peak, denoted as Hp2, is temperature independent, same 
as that observed in optimally-doped Bi2212 [53]. This kind of phenomenon has been well 
explained as the crossover from three-dimensional (3D) to two-dimensional (2D) vortex 
system. At sufficient low temperature, the flux lines are supposed to decouple in a stack of 
vortex pancakes and form a 2D vortex solid [54]. The crossover field is expressed: 
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where φ0 is the flux quantum, γ the anisotropy parameter; ξab(0) the coherence length in ab
planes, and d the spacing between superconducting layers. What the interesting is that the Bcr

in overdoped Bi2212 is as high as about 0.16 T, close to the value of Bcr for the Bi2212 
containing columnar defects [48], whereas the Bcr for optimally-doped system is usually 
around 0.04 T. According to Eq.(1) and using d = 1.54 nm , γ is roughly estimated as 70 for 
this overdoped Bi2212, which is very close to 66, the resistive anisotropy measured at 150 K 
for the same sample. The result indicates that the overdoped Bi2212 is much less anisotropic 
than the optimally-doped Bi2212.  

Fig. 22. (a) Jc(H) curves in high temperature region. Inset: Temperature dependence of Jc
p1.

(b) Jc(H) curves in low temperature region. Inset: Temperature dependence of Jc
p2.

Second, the height of the second peak increases much faster than that of first peak with 
decreasing temperature, and exceeds the height of the first peak as T < 25 K. Such a 
phenomenon is usually observed in some less anisotropic systems [55,56], like YBa2Cu3Oy,
Nd2-xCexCuO4-y etc, and seldom seen in the Bi2212 system. By using the modified Bean 
model, the critical current densities of the sample at different temperatures were deduced and 
illustrated in Fig.22. The temperature dependence of Jc at Hp1 (denoted as Jc

p1) obeys a power 
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law of Jc
p1 ∝ (1 – T/Tc )α with Tc = 72 K and α = 1.54 in high temperature region and α = 

2.87 in low temperature region (see the inset of Fig.22a), whereas that of Jc at Hp2 (denoted as 
Jc

p2) follows an exponential law of Jc
p2 = Aexp(-T/T0) with A = 4.4x107 A/cm2 and T0 = 4.6 K 

(see the inset of Fig.22b).  

Fig. 23. H-T phase diagram. Open and solid circles are the data of Hirr for overdoped and 
optimally-doped Bi2212, respectively. Open and solid triangles are Hp1 and Hp2, respectively. 
Square is Hon. The dotted and solid lines are power law and exponential law fits for Hirr(T) in
high and low temperature regions, respectively. Upper inset: Hp1(T) and a fit with exponential 
law. Lower inset: Hon (T) and a fit with exp(-TE/T). The stars represent the vortex lattice 
melting points determined by resistive measurement.  

In addition, the onset field for the second peak (denoted as Hon) exhibits an anomalous 
change with temperature--which increases with increasing temperature, opposite to the 
behavior of Hon observed in other overdoped systems [50,52,56].  

The temperature dependences of Hp1, Hp2, and Hon, together with the irreversibility lines 
for optimally-doped and overdoped Bi2212, are shown in Fig.23. As can be seen in Fig.23, 
the irreversibility line of the overdoped Bi2212 shifts to higher temperatures compared with 
the optimally-doped Bi2212, indicating the enhancement of flux pinning. The temperature 
dependence of the irreversibility field exhibits a quite different behavior below and above the 
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crossover field. Below the crossover field, Hirr(T) data are well fitted by a power law of Hirr ~ 
(1-T/Tc)

n with n=1.8 and Tc=72 K. This behavior can be interpreted by the coincidence of the 
irreversibility line with the 3D vortex lattice melting, as observed by Schilling et al [58]. This 
coincidence is also confirmed by our resistive measurement (see the data represented by stars 
in Fig.23). Above the crossover field, the data are well fitted with an exponential law of Hirr ~ 
exp(-T/T1) with T1=3.8 K. This exponential behavior has been widely observed in HTSC’s 
[51,56], however, the explanation of its origin is quite contradictory. For example, Schilling et 
al [58] suggested that the Hirr(T) is the quasi-2D vortex lattice melting line, while Wen et al 
[51] explained it as the depinning line of a granular superconducting system. In Nd2-

xCexCuO4-y, it was interpreted as the consequence of surface barrier[56]. Our analyses below 
exclude these scenarios as a proper explanation for our data.  

At first, according to the 2D melting theory[54], a field-independent melting temperature 
Tm

2D can be estimated by  

2 0
2

02 3 ( 4 ( 0 ) )
D

m
B a b

d
T

kµ
 (3) 

With γ =70, d=1.54 nm, and λab(0)=150 nm, the Tm
2D is found to be about 31 K, which is too 

high to fit our data at low temperatures. In addition, our data cannot also be fitted by the 
quasi-2D melting model, proposed by Scilling et al[58] and expressed as 

2 2
0 0

2 2
0

( ) ex p ( )
2 (0 )

L
m

Ba b

c d
B T

k Td µ
 (4)  

where cL is the Lindemann number, and λab(0) the penetration depth in ab plane.
 Recently, in order to explain the anomalous vortex pinning behavior in the vicinity of 
Hc2 in Tl2201 single crystal, Geshkenbein et al[59] proposed that in a certain of granular 
superconducting system, the temperature dependence of the phase ordering field, BG, obeys 
an exponential law as 

0( / )exp( / *)G JB E T T T  (5)  

where EJ
0 is the intergrain coupling energy and T*=vF/2πΛ, with vF the Fermi velocity of the 

normal matrix and Λ the average intergrain spacing. The value of T* can be deduced to be 
T*=9.95 K from the experimental data and, accordingly, the value of Λ is estimated to be 
Λ=200Å by assuming vF=1eV as in Ref. 59. This value of Λ is one order of magnitude smaller 
than that obtain in Tl2201 system[59], indicating that the density of higher Tc grains in our 
Bi2212 system would be much higher. If it would be the case, the effect of these higher Tc

grains would have been detected in the transport measurement as what we have observed in 
Bi2212/Bi2223 intergrowth single crystals which showed anomalous peak in a transformer 
configuration of the electrodes and a two-step transition in the normal 4-probe 
measurement[60]. However, no any trace of higher Tc phase have been observed in the 
transport measurement with both the 4-probe configuration and the transformer one. 
Therefore, we do not believe this granular superconducting model is the right explanation for 
our data. 
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 We also checked the behaviors of Hp1(T) and Jc
p1(T) to test if the surface barrier model is 

suitable or not to explain our data. The Hp1(T) curve can be well fitted by exponential law of 
Hp1= Hp1(0)exp(-T/Ts) with Hp1(0)=270 Oe and Ts=19.5 K (upper inset of Fig.23). This 
exponential behavior is the consequence of the Bean-Livingston surface barrier effect for 
thermally activated 2D pancake vortices[61], and similar to the behavior of Hirr (T) in low 
temperature region. In Nd2-xCexCuO4-y, a similar phenomenon was observed and used as the 
basis for the conclusion that the irreversibility line is controlled by the surface barrier[56]. If it 
is the case in our sample, Jc

p1(T) should have a similar behavior because it is related to Hp1

more directly and closely. Unfortunately, Jc
p1(T) does not obey exponential law at all. In fact, 

Hp1 is not sensitive to the dimension crossover—its behavior is not changed by the occurrence 
of the second peak and thus has very limited relation with the bulk pinning, while both Jc

p1(T)
and Hirr (T) exhibit a change in their temperature dependences before and after the dimension 
crossover. Therefore, it is hard to conclude that the surface barrier is a dominant factor for the 
behavior of irreversibility line. 
 In our picture, the exponential behavior of the irreversibility line is the result of 
depinning of the 2D vortex lattice which obeys the collective pinning theory. As mentioned 
earlier, the behavior of Jc

p2(T) also obeys an exponential law. This can be explained as the 
consequence of the collective pinning served by many weak pinning centers in the crystal. 
According to the general collective pinning theory[62], the creep of current density has a form 
as the following: 

1/
0 0( ) (0)[1 ( / ) ln(1 / )]cJ t Jc T U t t= + +  (6)  

where Jc(0) is the critical current density at T=0, U0 the barrier height, t0 the relaxation time, 
β=9/8 for 2D system. As Jc approaches Jc(0), Eq.(6) approaches an asymptotic form of exp(-
T/T0), which is the form that we have observed for both Jc

p2(T) and Hirr(T). In principle, both 
Jc and Hirr have a same origin—depinning of the vortex lattice, so the same temperature 
behavior of these two quantities convinces us that Hirr(T) line here is only the vortex 
depinning line as B>Bcr.
 The anomalous behavior of Hon mentioned earlier can also be interpreted according to 
the dimensional crossover of the layered superconducting system. The crossover occurs as the 
interlayer Josephson coupling vanishes. For HTSC’s like Bi2212 in which the resistivity in c
direction shows a semiconductive behavior, the interlayer Josephson coupling takes a form 
as[62]   

2
0( ) (1 / ) exp( / )c c EE T E T T T T=  (7)  

where E0 is a constant for a given system, and TE is a temperature related with the energy gap 
of the semiconducting layer between the superconducting layers, which is about 80 K for our 
system. According to Eq. (7), at the temperature below Tc/2, the temperature dependence of 
the coupling strength dominates by the exponential factor. As can be seen in the lower inset of 
Fig.23, Hon data can be roughly fitted by the exp(-TE/T) law. If TE is much lower than Tc, the 
power law factor in Eq.(7) will be dominant and a quite different temperature behavior can be 
observed, as reported by other groups [50,52,56].     
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Fig. 24. STM/STS images of the Bi2212 cleaved surface at T = 77 K in an area of 13 × 13 
nm2. (a) Constant current STM topograph; Vs = 0.1 V and It = 0.4 nA. (b) The corresponding 
spatial map of the energy gap ∆ estimated from differential conductance spectra. The STM 
image clearly shows the modulation whose wavelength ë is about 2.7 nm. The gap map 
indicates an inhomogeneous distribution with a few nanometres scale but no correspondence 
to the modulation with λ « 2.7 nm. 

From the above-mentioned results and discussion we can see that the origin of the 
second peak is the consequence of the switch of the flux pinning from 3D flux line pinning to 
2D collective pinning. Because the defect structure in such a pure Bi2212 single crystal is 
dominated by many weak, point-typed defects associated with oxygen content, the pinning 
force is relatively low when the vortices are in the state of flux line lattice. As the flux lines 
are disassociated into 2D vortex pancakes, the total flux pinning force is suddenly increased 
by the 2D collective pinning effect and the second peak in magnetization curve appears. Our 
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results show that the pinning force of the point defects in both 2D and 3D vortex regions is 
enhanced as the anisotropy of the system decreases. Therefore, the Hirr(T) curve shifts to 
higher temperatures and the second peak becomes more pronounced in overdoped system. It 
can be expected that with further decreasing anisotropy and increasing interlayer Josephson 
coupling, the crossover field will be pushed to higher field, and the pinning force will be 
further enhanced in Bi2212.  

In order to further understand the pinning mechanism of the Cu-rich Bi2212, we have 
performed atomic-scale high-resolution scanning tunneling microscopy and spectroscopy 
measurements on the cleaved surface of single crystal Bi2Sr2CaCuO8+y superconductors with 
high critical current density Jc. The samples exhibited rugged structure about 15 nm in period, 
larger than the modulation of the BiO layer, which corresponded well to the energy gap 
distribution at 77 K. The presence of inhomogeneity from a nanometer to a micrometre scale, 
in the energy gap distribution, the structural modulation and the chemical composition 
fluctuation, may play an important role in improving Jc values in the Bi2Sr2CaCuO8+y crystals. 

Nano-scale structures and local electronic density of states were studied with an 
ultrahigh-vacuum (UHV) low temperature STM instrument equipped with a low-temperature 
cleavage stage. The base pressure of the STM chamber was maintained below 2 × 10-10 Torr 
during measurements. All samples examined were cleaved in situ at 77 K to avoid oxygen 
loss from the sample surface. Mechanically sharpened Pt–Ir alloys were used as STM tips. 
The differential conductance dI/dV curves (tunneling spectra) as a function of the in-plane (x,
y) tip position, where the tip-to-surface distance z is fixed after each STM imaging, is referred 
to as scanning tunneling spectroscopy (STS). This measurement mode allows us to obtain the 
topographic image as well as the spatial variation of the tunneling spectra. The STM and STS 
data acquisition was performed simultaneously. 

Figure 24 shows STM/STS images at T = 77 K in an area of 13 × 13 nm2. Figure 24(a) is 
a constant current STM topograph. Figure 24(b) is the corresponding spatial map of the 
superconducting gap value ∆ estimated from differential conductance spectra. The STM 
image clearly shows the modulation whose wavelength λ is about 2.7 nm. Although the gap 
map indicates some inhomogeneous distribution on a few nanometre scale as in [63–67], no 
correspondence to the modulation of λ << 2.7 nm is seen. 

As mentioned above, we have observed that in the overdoped Bi2212 the crossover field 
increases to a value very close to that of the system containing columnar defects, the 
irreversibility line shifts to higher temperatures, and a more pronounced second peak appears. 
The origins of the second peak and the irreversibility line are qualitatively explained with the 
depinning of 2D collective pinning theory. The anomalous behavior of Hon can be interpreted 
with the Josephson coupling in layered superconducting system containing semiconducting 
layer. Our results also exclude other models including surface barrier, 2D melting, and 
granular superconductivity as a proper explanation for the overdoped Bi2212 system.  
Atomic-scale high-resolution scanning tunneling microscopy and spectroscopy measurements 
on the cleaved surface of single crystal Bi2Sr2CaCuO8+y superconductors revealed that similar 
to the composition fluctuation in YBCO with high Jc, a high Jc in Bi2212 may be also related 
to the compositional fluctuation at nanoscale which further show that imperfections at 
nanoscale is a very important resource for the strong flux pinning in both HTSs and MgB2.
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7. SUMMARY 

Our results reveal that nanoscale imperfections (including structure defects, compositional 
fluctuations, etc) are important resource for strong flux pinning in superconductors.  
 For HTSs, we can propose that an efficient pinning structure for HTSs should possess the 
features listed below: 

(1) high density of pinning centres, in order to pin the pancake vortices in different 
layers;  

(2) size around 3-10 nm for pinning centres, in order to match the coherence length at 
77 K;

(3) pinning centres being located in the CuO2 planes, in order to directly interact with 
the vortices.

For other superconductor such as MgB2, 3-10 nanometers are also important scale for 
flux pinning. Although the general behaviour of these superconductors with nanoscale 
pinning canters possesses some features of the δκ pinning mechanism, however, the detailed 
mechanism is still not so clear. We should keep it in mind that nanoparticles often have a 
strong surface effect in their physical and chemical properties. Therefore, it is likely that the 
strong pinning effect of nanoscale pinning centres is a consequence of this surface effect.      
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1. INTRODUCTION 

Discovery of high Tc superconductivity in layered copper oxides [1] brought about a major 
breakthrough in condensed matter science.  Although, the mechanism of the high Tc

superconductivity has not been elucidated yet, many researchers believe that it is related to 
the strong electron-electron correlation. Since the charge-transfer type insulator is expected 
for the oxides of a late 3d transition metal such as Co and Ni as well as Cu, intensive studies 
have been carried out on Ni and Co oxide systems for searching similar behavior.  However, 
any oxide superconductors containing Ni or Co had not been discovered for more than 15 
years, with the “consensus” that the CuO2 plane was essential for high Tc superconductivity 
and could not be substituted by other transition metal plane. 

Recently, the first Co oxide superconductor was discovered by Takada et al [2]. It is a 
quite unique superconductor in two aspects; (i) superconductivity is induced on a Co 
triangular lattice, and (ii) water molecules are inserted between the Co planes making the 
system strongly two-dimensional. The first aspect has attracted a great deal of attention of 
physicists including theorists because superconductivity in geometrically frustrated systems is 
one of the most interesting subjects of recent solid-state physics [3].  On the other hand, the 
second aspect has received much attention from chemists because soft-chemical processes at 
room temperature play an essential role in the synthesis of the superconductor. Thanks to the 
unique features of the superconductor, a lot of studies have been already carried out in spite of 
the short period since its discovery. 
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In this review paper, we will survey studies done on the system thus far, from both the 
chemical and physical points of view. We will describe not only the superconductor but also 
its parent oxide. In some cases, we need further studies to obtain conclusion because of 
serious discrepancies among available data. We will not omit such cases but refer to various 
results and try to make clear how they are discrepant. 

2. LAYERED COBALT OXIDE SYSTEMS  

2.1 Intercalation chemistry  

Characteristic layered structures consisting of MO2 layers are seen in alkali transition metal 
oxides with chemical formula of AxMO2 (A: alkali metal, M: transition metal such as Fe, Mn, 
Ni, Co, etc). The MO2 layer is made of edge-sharing MO6 octahedra with the M ions forming 
a triangular lattice.  The MO2 layers are stacked with alkali ions in the gallery between them 
as guest species. The Li+ [4], Na+ [5], and K+ [6] ions can accommodate themselves into the 
gallery. In addition, protons [7] and noble metals [8] can also occupy the cation sites in the 
gallery. The manner of stacking of the MO2 layers varies depending not only on the A and M
atoms but also on synthesis conditions to give polymorphs. 

The structures are categorized and named based on the number of the MO2 sheets in unit 
cell and environment around the alkali metal ion [9]. As an example, polymorphs of a sodium 
cobalt oxide are shown in Fig. 1 where the P2 (γ), P3 (β), and O3 (α) phases are formed 
depending on the sodium content x and the synthesis temperature. The combination of the 
character and the number such as P2 stands for coordination polyhedron for the alkali ion (P: 
trigonal prism, O: octahedron, T: tetrahedron) and the number of the MO2 sheets in unit cell. 
Thus, three CoO2 layers are contained in the unit cell in the α- and β-phases, while two in the 
γ-phase. The Na+ ions occupy trigonal prismatic sites in the β- and γ-phases while octahedral 
sites in the α-phase.

Fig. 1. Crystal structures of γ-, β-, and α-NaxCoO2.

It is quite interesting from a chemical viewpoint that the guest species can be modified by 
softchemical procedures including ion-exchanging, intercalation, deintercalation, 
electrochemical reactions, etc. In the alkali transition metal oxides, the soft chemical reactions 
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are often accompanied by phase transformations. For instance, when the Na+ ions are 
deintercalated from α-NaxCoO2 with an O3 structure, the CoO2 layers glide to change their 
relative positions as well as the Na coordination polyhedron from octahedron to trigonal 
prism. As a result, the α-phase is transformed into β-NaxCoO2 with a P3 structure via 
intermediate O’3 and P’3 structures, which are slightly distorted with monoclinic symmetries 
[10]. This kind of transformation is easy to understand if we use three kinds of triangular 
lattices, A, B, C. In the O3-type (ordered NaCl-type) structure, oxygen planes are stacked as 
ABCABC… in a way of cubic close packing, and both Co and Na occupy the octahedral sites 
between the O planes. The stacking sequence of the planes is AO-CCo-BO-ANa-CO-BCo-AO-CNa-
BO-ACo-CO-BNa … in O3 while it is transformed to AO-CCo-BO-A(or C)Na-BO-ACo-CO-B(or 
A)Na-CO-BCo-AO-C(or B)Na…  in P3 after the deintercalation. It is worth comparing the P3 
structure with the P2 structure of the γ-phase whose sequence is AO-CCo-BO-A(or C)Na-BO-
CCo-AO-B(or C)Na-...

LiCoO2 has an O3 structure and in most cases, deintercalation of the Li+ ions changes 
only the cell dimensions without changing the symmetry of the structure. (As an exception, 
the system undergoes a hexagonal to monoclinic transition when the deintercalation proceeds 
up to a composition of Li0.5CoO2 [11].) The deintercalation extracts electrons from the Co 
ions decreasing their ionic radii and shrinking CoO6 octahedra and the a-axis. On the other 
hand, the deintercalation decreases the number of Li+ ions. Since the positively-charged Li+

ions attract the negatively-charged CoO2 layers, deintercalation weakens a binding force 
between the layers to expand the interlayer distance and thus the c-axis. A notable feature of 
the deintercalation is that it takes place at a high potential of 4 V vs. Li+/Li with high 
reversibility [12]. This is the reason why LiCoO2 is used as cathode material in lithium ion 
cells.  

Although only the O3 phase is thermodynamically stable in the LixCoO2 system, 
metastable O2-type LixCoO2 can be obtained by ion-exchange reaction [13]. When the Na+

ions in γ-NaxCoO2 are exchanged by Li+ ions, the CoO2 layers glide changing the original 
trigonal prismatic sites into octahedral ones. Thus, P2 NaxCoO2 is transformed into O2 
LixCoO2. Lithium deintercalation for this O2 phase yields various metastable phases with 
different stacking sequences depending on the degree of the deintercalation: phases appearing 
are T#2, T#2’, O6, and finally again O2 [14].  

2.2 Physical properties of the layered cobalt oxides 

The CoO2 layer is quite interesting from a physical viewpoint because it is regarded as S=1/2 
triangular lattice if every Co ion is tetravalent (3d5) with a localized low spin state. Here, we 
will briefly introduce the physical properties originating in the CoO2 layer taking γ-NaxCoO2

as an instance because it is one of the compounds which have been studied most intensively. 
The γ-NaxCoO2 has been attracting much attention because of its unusual high thermopower 
[15]. Spin- or valence-fluctuation has been suggested as the origin of this peculiar property of 
the γ-phase [15] but underlying physics has not been fully elucidated yet. For the sample with 
x = 0.75, a magnetic transition was observed at 22 K by Motohashi et al [16]. This transition 
is believed to be caused by a spin density wave formation [16, 17]. The Sommerfeld constant 
was estimated from the specific heat measurement to be γ = 25.9 mJ/molK2 [16], which is 
much larger than 10.5 mJ/molK2 expected from band calculations [18], suggesting a heavy-
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fermion-like nature. A heavy-fermion-like behavior was also reported by Miyoshi et al [19], 
who observed a broad maximum at 14 K in magnetic susceptibility data instead of the 
magnetic transition at 22 K. Sakurai et al. found that the physical properties of the system are 
very sensitive to the Na content x [20, 21] and the apparent inconsistency in the magnetic data 
is caused by a small difference in x [20]. Moreover, they suggested a phase separation model, 
like a separation to Na-rich and Na-poor domains, with the selective occurrence of the 
transition at 22 K in the former domains [20]. 

The electrical resistivity ρ of the system does not show a conventional temperature 
variation. The ρ-T curve (T: temperature) bends at around 120 K, and above ~120 K, T-linear 
variation is seen as in high Tc cuprates. The normal phonon scattering mechanism does not 
account for this T-linear variation because the temperature range in question is much lower 
compared with the Debye temperature [21]. On the other hand, ρ is proportional to T~0.5

between 40 K and 120 K [21]. Although the origin of the bend at 120 K is not known, angle-
resolved photoemission spectroscopy (ARPES) [22] and optical measurements [23] for 
x = 0.7 samples showed a certain anomaly at around 120 K, i.e., quasiparticle spectral weight 
near the Fermi level looked to disappear above 120 - 150 K [22]. 

A compound with x < 0.7 can not be prepared by the usual solid-state reaction [20] but 
only through processes under low temperature region such as a soft chemical process. It is 
expected for a compound with x < 0.7, a new magnetic phase appears in a low temperature 
region [21, 24, 25, 26]. In the case of x = 0.5, metal-insulator transition and antiferromagnetic 
order at 53 K has been reported [27, 28]. These results clearly indicate that NaxCoO2 is a 
strongly correlated electron (SCE) system. The SCE related behaviors are also seen in other 
compounds with the CoO2 layers such as Bi2Sr2Co2Oz, and Ca3Co4O9, for instance, high 
thermopower and a magnetic transition are observed after partial substitution of Pb for Bi in 
the former compound [29]. The high thermopower and a magnetic transition are often seen in 
compounds with the CoO2 layers [30]. 

Fig. 2. Fermi surface of Na0.5CoO2 in the kz = 0 (left) and kz = 0.5 (right) planes calculated by 
Singh [18]. 

The triangular lattice of the Co atoms is, of course, the origin of the characteristic features 
of NaxCoO2. Band structure of NaxCoO2 reflects six-fold symmetry of the triangular lattice, 
and in the case of x = 0.5, Fermi surface is composed of two components as shown in Fig. 2. 
Because of the rhombohedral distortion of CoO6 octahedron, the degenerated t2g orbitals of Co 
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3d orbitals are split into a1g and eg’ orbitals. Corresponding to this picture, the large Fermi 
surface section centered at Γ-point has mainly the a1g character, while the small holelike 
sections have a mixed character between a1g and eg’. For superconducting NaxCoO2·yH2O, six 
holelike pockets are also expected to exist [31, 32, 33], while two a1g bands centered at Γ-
point are almost degenerated due to a large interlayer separation [31, 34]. This difference may 
have some relevance to the appearance of superconductivity in NaxCoO2·yH2O.

3. SUPERCONDUCTIVITY IN TWO DIMENSIONAL CoO2 LAYERS  

3. 1 Chemistry of superconducting sodium cobalt oxide hydrate  

3.1.1 Softchemical modification  

The sodium cobalt oxide, γ-Na0.7CoO2, was converted into the superconductor via a 
softchemical processes with chemical oxidation using bromine (Br2) and immersion in water 
[2]. Two main reactions occurring in these processes are deintercalation of the Na+ ions by Br2

(oxidation) and intercalation of H2O molecules (hydration). The H2O intercalation results in 
an increase of the distance between the CoO2 layers from 5.5 Å in the parent phase to 9.8 Å in 
the superconducting phase. The large separation of the layers enhances two-dimensional (2D) 
character of the system, which is believed to play an important role in inducing 
superconductivity.  

The H2O molecules coordinate to the Na+ ions and form two water layers in the gallery 
sandwiching the Na plane, transforming the parent oxide into a bilayer-hydrate (BLH) as 
shown in Fig. 3. Exact chemical formula of the BLH-phase is Nax(H3O)z(H2O)nCoO2 as seen 
later, but a more simple formula of NaxCoO2·yH2O (x ~ 0.35, y ~ 1.3) has been used widely 
and we will also sometimes use this formula so long as it does not cause confusion. 

Fig. 3. Crystal structures of the superconducting phase (right) and its parent phase (left). 
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The CoO2 layers in the parent oxide are attracted to each other through the Na+ ions 
between them and the hydration does not occur when the parent oxide is immersed in water. 
The Br2 oxidation extracts Na+ ions from the gallery as well as electrons from the CoO2 layers. 
Consequently, the charge density in the negatively-charged CoO2 layer and the number of 
positively-charged Na+ ions are both decreased, which weakens the attraction between the 
layers. This step seems to be indispensable for the following H2O intercalation. In other words, 
the expansion of the interlayer distance looses the electrostatic energy, while the coordination 
of the H2O molecules to the Na+ ions gains hydration energy. Thus, the BLH-phase will be 
formed when the energy gain from the hydration is larger than the loss of the electrostatic 
energy.  

If enough amount of Br2 is not used in the Br2 oxidation, less amount of Na+ ion is 
deintercalated and an interlayer attraction would not be weakened sufficiently. This situation 
makes the intercalation of the H2O molecules difficult and hiders the hydration process, to 
give an anhydrous (AH) phase. When the Br2 amount is in an intermediate range, a sample 
obtained is mixed-phase of the AH and the BLH-phase which can be easily distinguished by 
the different interlayer distances of 5.5 Å (AH) and 9.8 Å (BLH) as shown in Fig. 4 [35]. The 
increasing amount of Br2 increases the fraction of the BLH-phase and finally the single-phase 
sample of the BLH-phase is obtained with the disappearance of the AH-phase.    

Fig. 4. Powder X-ray diffraction (XRD) patterns of the samples oxidized by different amounts 
of Br2. The amounts of dosed Br2 are presented in the ratios to Co content in the parent 
Na0.7CoO2.

All the X-ray reflections of the BLH-phase are indexable on the basis of P63/mmc which 
is the same space group as the parent oxide, consistent with the fact that the interlayer 
distance is increased without changing the basic manner of the stacking of the CoO2 layers. In 
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other words, the BLH-phase has a P2-type structure as well as the parent oxide. It should be 
noted that the Na content cannot be decreased beyond a certain limit even when a very large 
amount of Br2 is used. The redox potential of Co4+/Co3+ in NaxCoO2 increases with decreasing 
Na content, x, and the extraction of the Na+ ions is terminated when the Co4+/Co3+ redox 
potential becomes equal to that of Br2/Br–. Indeed, in Fig. 4, the resultant phase is 
independent of the Br2 amount if [Br]/[Co] ≥ 2.1. The BLH-phase shows bulk 
superconductivity below about 5 K as confirmed by steep decreases of magnetic susceptibility 
and electrical resistivity (Fig. 5). 

Besides the Br2 oxidation, several methods have been reported for the deintercalation of 
the Na+ ions in NaxCoO2, e.g. chemical oxidation using iodine [36] or KMnO4 [37] and 
electrochemical oxidation [10, 38]. Recently, Park et al. reported a new synthetic route, in 
which Na2S2O8 was used as an oxidizing agent [39]. They also claimed that the pH of the 
aqueous solution used for the hydration was crucial in the preparation of the superconducting 
phase. According to them, the optimum pH was ca. 10.5 though they did not give any 
explanation for the pH dependence. This point will be discussed later in connection with side 
reactions during the hydration.  

Single crystals of the superconductor were obtained by several groups [40, 41, 42, 43]. 
Single crystals of γ-NaxCoO2 were grown by floating-zone or flux method, and Na+ ions were 
deintercalated from the crystals using the Br2 oxidation technique or electrochemical way. 

Fig. 5. Magnetic susceptibility (χ) and resistivity (ρ) of the BLH-phase. The closed and open 
circles indicate the susceptibilities by zero-field cooling (ZFC) and field cooling (FC) 
methods under 20 Oe, respectively. The resistivity was measured under zero magnetic field.  



658

Fig. 6. XRD patterns of the sodium cobalt oxide hydrate sample changing relative humidity. 

Fig. 7. Structural drawings of BLH-NaxCoO2 and MLH-NaxCoO2, where Na and H2O sites 
are partially occupied.  

The BLH-type structure is not unique for the cobalt oxide system but has been known for 
a manganese oxide called buserite. Partial dehydration for buserite yields a monolayer-
hydrate (MLH) phase called birnessite with shrinkage of the MnO2-MnO2 interlayer distance 
from 10 Å in the BLH-phase to 7 Å in the MLH-phase [44]. Similar transformation takes 
place in the BLH cobalt oxide  [45, 46]; storage of the BLH-phase under low relative 
humidity (RH) of 7% brought about a new phase with the CoO2-CoO2 interlayer distance of 
6.9 Å at the expense of the original 9.8 Å phase (Fig. 6). Structure analysis of the 6.9 Å phase 
[45] confirmed a MLH-type structure similar to birnessite (see Fig. 7). When RH was 
increased again, the original BLH-phase was recovered reversibly. The approximate chemical 
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formulae for the BLH- and MLH-phases are NaxCoO2·yH2O, y = 1.3 and 0.7, respectively, i.e., 
the water content in the MLH-phase is about a half of that in the BLH-phase. In addition, 
phases with smaller y values, such as y = 0.3 and 0.1, have been reported [41, 46, 47, 48]. 

In the MLH-phase, superconductivity completely disappears as shown in Fig. 8. Since the 
carrier (electron) density in the CoO2 layer is kept unchanged through the BLH-MLH 
transformation, this fact strongly suggests that the adequate separation of the CoO2 layers by 
the thick insulating layer of Na+ ions and H2O molecules is indispensable for the 
superconductivity. As a matter of course, this does not mean that the electron (carrier) density 
is an immaterial parameter, but it can be concluded that the optimum level of carrier doping 
into the CoO2 layer alone is not enough for inducing the superconductivity. 

Very recently, a novel cobalt oxide superconductor has been discovered [49]. Its chemical 
formula is essentially the same as that of the P2-type BLH-phase, but the stacking sequence of 
the CoO2 layers is different. This compound is synthesized by the same soft chemical process 
as that used for the P2 superconductor, but by starting from a different parent oxide of α-
NaCoO2. It has been already described that the α-phase has the O3-type structure and the P3-
type phase is formed after the deintercalation of Na rather than the P2-type phase. The P3-
type stacking is maintained after the hydration, and thus, the new superconductor belongs to 
the P3-type with space group of mR3 . In spite of the different manner of the stacking, 
hydration and dehydration processes are very similar to those in the P2 phase [50]. Moreover, 
Tc of the P3 superconductor is close to that of the P2 superconductor [51]. Since the P3 phase 
has just discovered and few experimental results are present, the P2-type BLH-phase will be 
mainly discussed below.  

Fig. 8. Magnetic susceptibility (χ) of the BLH-phase (open circles) and the MLH-phase 
(closed circles). The susceptibilities were measured by ZFC method under 20 Oe.  

3.1.2 Characterization of the superconducting phase  
In the superconducting BLH-phase, the Co ion has a mixed-valence state between Co3+ and 
Co4+. Determination of the valence state, or oxidation state, is very important because it 
corresponds to the carrier density. The oxidation state of Co had been simply evaluated as 4 –
x, where x is the Na content in the chemical formula of NaxCoO2·yH2O. However, it was 

revealed recently that the Co oxidation state cannot be obtained only from the Na content 
because of the following complexity.  
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Table 1. Na content, x, and oxidation state of Co in the samples 

Sample x Oxidation state of Co  
Na0.7CoO2 0.695(5) +3.30(2) Data from ref. [53].  
AH-NaxCoO2 0.406(1) +3.56(1)  
BLH-NaxCoO2 0.337(1) +3.43(1)  
    
Na0.72CoO2 0.72(2) +3.26(1) [3.25(1)] 
AH-NaxCoO2 0.36(2) +3.48(1)  
BLH- NaxCoO2 0.36(2) +3.48(1) [3.44(1)] 

Data from ref. [61]. The 
oxidation states were determined 
by cerimetric titration (data in the 
left) and iodometric titration 
(data in the square brackets.) 

The Na content of the superconducting BLH-phase were reported to vary from x = 0.25 to 
0.35 [52]. As stated above, the redox potential of Br2/Br- couple governs the maximum 
amount of Na+ ions deintercalated from the parent oxide, or the minimum Na content in the 
as-oxidized phase. The composition dependence of the potential of γ-NaxCoO2 determined by 
electrochemical measurements [10] suggests that the minimum Na content that can be 
achieved by the Br2 oxidation is 0.4. This value is obviously larger than the experimental Na 
content between 0.25 and 0.35. The most conceivable explanation for the low Na content is 
that the actual oxidation state of Co is lower than 4 – x, and some cationic species other than 
Na+ are accommodated in the gallery to compensate the difference. Since the sample was 
immersed in distilled water after the Br2 oxidation, it seems likely that the Na+ ions were 
exchanged by protons or oxonium ions (H3O

+).
In Table 1, the Na content and the Co oxidation state reported by Takada et al. [53] are 

listed. They were determined by inductive-coupled plasma atomic emission spectroscopy 
(ICP-AES) and redox titration, respectively. The data are shown for three samples, the parent 
oxide of γ-Na0.7CoO2, as oxidized sample of AH-NaxCoO2 without hydration and the BLH-
phase after the hydration. The x in the AH-phase was 0.41, which was consistent with that 
expected from the electrochemical data. On the other hand, the Co oxidation state in the AH-
phase was +3.56 in consistent with the relation of 4 – x (the 4 – x relation is seen in the parent 
oxide, as well). Thus the Na+ ions are only charge-balancing species before the hydration 
process.

The Na content decreased from 0.41 in the AH-phase to 0.34 in the BLH-phase. Indeed, 
Na was detected in the aqueous filtrate in which the AH-phase had been immersed and its 
amount corresponded to ∆x = 0.41 - 0.34. Consequently, the decrease in the Na content can be 
explained by partial ion-exchange for the Na+ ions with the protons or H3O

+ ions in water. 
Raman spectroscopy indicated that the ingoing species is the H3O

+ ion rather than the proton. 
The BLH-phase showed a peak at 1700 cm-1 and broad peaks overlapping each other in the 
wavenumber range from 2300 cm-1 to 3800 cm-1, all of which were not detected for γ-
Na0.7CoO2 (Fig. 9). The Raman peak at 1700 cm-1 is attributable to a bending mode of the 
H3O

+ ion [54, 55], which can be distinguished from that of the H2O molecule giving a 
bending mode at around 1600 cm-1 [56]. The poorly-resolved band observed in the 
wavenumber range from 2300 cm-1 to 3800 cm-1 was deconvoluted into several peaks, which 
should come from stretching vibration of OH. The most distinct peak at 2995 cm-1 was 
attributable to the stretching mode in H3O

+ [56]. Its peak intensity was fairly strong, 
indicating that the BLH-phase accommodates a considerable amount of the H3O

+ ions.
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Fig. 9. Raman spectra for γ-Na0.7CoO2 and BLH-NaxCoO2 in the wavenumber range from 
1400 cm–1 to 4000 cm–1. Dotted lines indicate the result of the deconvolution. The spectra 
were taken in a backward micro-configuration using the 514.5 nm line from an Ar+ laser.  

It should be noted in Table 1 that the Co oxidation state decreased from +3.56 of the AH-
phase to +3.43 of the BLH-phase, which cannot be explained by the ion-exchange. The host 
should be reduced during the hydration process. An intercalation compound is sometimes 
reduced in an aqueous solution of alkali hydroxide accompanied by oxygen evolution and 
insertion of the cationic species [57, 58, 59, 60]. Similar reductive reaction was likely to take 
place in the present system, because the AH-phase was in contact with an aqueous solution of 
NaOH which was formed by the ion-exchange reaction as mentioned above. A host will be 
reduced when its electrochemical potential is higher than that of oxidation potential of water 
(oxygen evolution potential), which depends on pH of the solution [59]. The potential of AH-
NaxCoO2 should be equal to that of Br2/Br– redox couple after the equilibrium was established 
during the oxidation process. The pH = 11 in the aqueous solution caused by the ion-exchange 
is high enough to make the oxidation potential of H2O lower than the potential of the Br2/Br–

redox couple, i.e., that of AH-NaxCoO2. Therefore, it is reasonable that the AH-NaxCoO2 was 
reduced when it was immersed in water. 

Oxidation state of Co lower than 4 – x was also reported by Karppinen et al. [61] (see 
Table 1). However, analytical results for the AH-phase were somewhat different, i.e., 
deviation from 4 – x was already observed in the AH-phase before the hydration process. This 
discrepancy is open to discussion. 

Formation process of the superconducting phase had been believed to involve only the 
oxidative extraction of the Na+ ions and insertion of H2O molecules. However, the actual 
process is much more complicated. A part of the Na+ ions are exchanged by the H3O

+ ions and 
further H3O

+ ions are inserted reducing the Co ions as schematically displayed in Fig. 10. 
Most of studies for the BLH–phase have assumed the Co oxidation state of +3.65, which is 
deduced from the Na content of x = 0.35. However, the real Co oxidation state is much lower 
and reconsideration seems to be needed in some cases for previous studies.

Structural characterization of the BLH-phase has been carried out by several groups [2, 53, 
62, 63]. But most of them considered only the Na+ ions and the water molecules as the guest 
species. Full analysis has been done by Takada et al. for a synchrotron XRD pattern, taking 
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the H3O
+ ions into account. First problem of the analysis was the positions of the H3O

+ ions. 
The H3O

+ ion is monovalent as the Na+ ion, and therefore, it seems reasonable to expect that it 
shares the same crystallographic site with Na+. The comparison between the Raman spectra of 
γ-Na0.7CoO2 and the BLH-phase supported this idea. The spectrum of the BLH-phase has 
E2g(Na) Raman mode at higher wavenumbers than that of the parent phase (Fig. 11). This 
shift toward higher wavenumbers suggests that the “Na sites” in the BLH-phase are occupied 
by species with an average mass smaller than that of Na, supporting the conjecture that the 
H3O

+ ions occupy the “Na+ sites”.

Fig. 10. A reaction schema in the formation of the BLH-NaxCoO2.

Fig. 11. Raman spectra for γ-Na0.7CoO2 and BLH-NaxCoO2 in the wavenumber range from 
300 cm–1 to 800 cm–1. Dotted lines are inserted to indicate the peak shift.  
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Fig. 12. Rietveld refinement patterns for the BLH-NaxCoO2. The wavelength of the 
synchrotron radiation was 0.500971 Å. The Rietveld analysis was performed using a 
computer program, RIETAN-2000 [64].  

On the basis of the above finding, the structure model for the BLH-phase was 
reconstructed with a chemical composition of Nax(H3O)z(H2O)nCoO2 instead of 
NaxCoO2·yH2O. Fig. 12 shows Rietveld refinement XRD patterns and Table 2 lists the refined 
structure parameters based on this structure model. At the first step of the refinement, the 
Na/H3O mixed species were assumed to distribute at the 2b and 2d sites while they were 
further split into 4e and 2d sites in the final refinement.  

Isotropic atomic displacement parameters U’s always converged at unreasonable values 
when the H3O

+ ions were not considered. On the other hand, the refinement results in Table 2 
are much improved; the U value reasonably increases in the order, for the heavy Co ion, for 
oxygen bonded to Co, and for guest species (Na+, H3O

+, and H2O) bound loosely. These 
results are another evidence of the presence of the H3O

+ ions. 

Table 2. Fractional coordinates, occupancies, g, and isotropic atomic displacement parameters, 
U, for BLH-NaxCoO2 at room temperature 

Atom Site x y z g U / Å2

Co 2a 0 0 0 1 0.0062(2) 
O 4f 1/3 2/3 0.04578(12) 1 0.0091(5) 
M1 (Na/H3O)† 4e 0 0 0.2413(12) 0.182(3) 0.047(4) 
M2 2d 2/3 1/3 1/4 0.216* 0.030(4) 
WO1 (H2O)† 12k 0.137(2) =2x(WO1) 0.1700(5) 0.111(5) 0.026(5) 
WO2 12k 0.875(6) =x(WO2)/2 0.1757(6) 0.088* 0.023(8) 

Space group: P63/mmc (No. 194); a = 2.82374(10) Å and c = 19.6576(8) Å; Rwp = 5.10% (S = 2.67), 
Rp = 3.28%, RB = 1.75%, and RF = 1.70%. †WO denotes an H2O molecule, whose atomic scattering 
factor was set equal to the sum of those of one O and two H atoms. M denotes a virtual chemical 
species having mean scattering amplitude of Na+ ions and H3O

+ ions. *The total contents of M and 
WO were fixed at 0.580 and 1.19 determined by the chemical analyses, respectively.  
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Fig. 13. Isosurface for number densities of electrons in BLH-NaxCoO2 at room temperature. 
Equidensity level: 0.8 Å–3. The density distribution was calculated by a MEM program, 
PRIMA [66].  

In the BLH-phase, the guest species in the galleries are highly disordered. A maximum 
entropy method (MEM) is quite effective for detailed structure analysis of such an 
intercalation compound. In MEM-based whole pattern fitting (MPF) [65], crystal structures 
are expressed not by structure parameters such as fractional coordinates and atomic 
displacement parameters but by electron densities in unit cell. Therefore, MPF allows us to 
represent the disordered atomic configuration in a more appropriate way than the 
conventional Rietveld analysis adopting a split-atom model. Fig. 13 displays a three-
dimensional representation of the charge-density distribution determined by MPF based on 
the aforementioned structure model [53]. The improvement of the refinement was confirmed 
by the fact that the R factors decreased from Rwp = 5.10%, RB = 1.75% and RF = 1.70% in the 
Rietveld analysis to Rwp = 4.99%, RB = 1.34% and RF = 1.25% in MPF. 

Widely spread electrons around the 12k sites (H2O sites) reflect the highly-disordered 
arrangement of the H2O molecules. An interesting feature is seen in the charge-density 
distribution around the 2b site (4e site in the final refinement of the Rietveld analysis). The 
isosurface surrounding this site suggests that the guest there is displaced largely along the c-
axis. The marked difference in the shapes of isosurfaces around the 2b and 2d sites indicates 
that they correspond to different chemical species. Interatomic distances between the M and 
WO sites revealed that the species at the M1 (4e) sites are surrounded by H2O molecules in 
distances shorter than those at the M2 (2d) sites. The arrangement of Na+, H3O

+ ions and H2O
molecules co-intercalated between an oxide host framework was investigated for zeolites, and 
interatomic distances between the species were reported to be 2.49 Å - 2.72 Å for Na+—H2O
and 2.94 Å for H3O

+—H2O [67]. These interatomic distances imply that the 4e site is 
occupied mainly by the Na+ ion rather than the H3O

+ ion. The H3O
+ ion makes a larger 



665

hydrated group than the Na+ ion owing to its larger ionic radius. When they are co-
intercalated between CoO2 layers, the larger H3O

+ ion will work to enlarge the interlayer 
distance, leading to the large freedom of displacement for the smaller Na+ ion along the c-axis 
in consistent with the isosurface of the 2b (4e) site in Fig. 13.  

Another interesting feature is seen in the Co—O bond length. As stated above, it is very 
likely that the formation of the BLH-phase from the AH-phase involves reductive insertion of 
the H3O

+ ions. The reduction donates electrons to the Co ions, which, in general, increases 
their ionic radii and thus elongates the Co—O bond length. However, the bond length 
decreased from 1.8875(15) Å in the AH-phase to 1.8622(12) Å in the BLH-phase. Correlation 
between a bond length and an oxidation state is evaluated by the bond valence sum rule [68], 
by which the bond length can be estimated from the oxidation state and vice versa. In the AH-
phase, the bond valence sum for Co calculated from the Co—O distances and the bond 
valence parameter of 1.70 for the Co3+ ion [69] is +3.62, which is consistent with the 
experimental value determined by the redox titration. On the other hand, the observed Co—O 
bond length in the BLH-phase, 1.86 Å is much smaller than 1.91 Å estimated from the Co 
oxidation state of +3.42. That is, the Co—O bond length is unusually short. In the BLH-phase, 
electrostatic attraction between the O2– ions in the CoO2 layers and the Na+ or H3O

+ ions will 
be weakened by the H2O molecules interposed between them. The weak attraction will result 
in the O2– ions closely bound to the Co ions and the short Co—O bond length.  

The shrinkage of the Co—O bond length caused by the hydration was also observed by a 
neutron diffraction study [62]; a Co—O bond length of 1.892(1) Å in the AH-phase was 
decreased to 1.872 Å in the BLH-phase. In addition, a similar short bond length of 
1.8744(9) Å was obtained for the BLH-phase at 295 K in another neutron diffraction study 
[63]. The short Co—O bond length may enhance the correlation between the electrons and 
may have something to do with the appearance of superconductivity. In fact, a clear 
correlation was found between Tc and the lattice parameters [70].  

The aforementioned structure analysis was based on the XRD data using synchrotron 
radiation. Neutron and electron diffractions are more powerful tools to determine the 
arrangements of the guest species. In neutron diffraction, deuterated samples must be used in 
order to suppress the inelastic scattering from the H atoms. Since D and O atoms have large 
scattering factors for neutron, D2O molecules and D3O

+ ions accommodated in the gallery are 
recognized much more easily in neutron diffraction than in XRD. In fact, additional 
superstructure reflections were more intense in the neutron diffraction pattern [63]. They are 
located at d = 2.8 - 2.5 Å and seem to be caused by a certain ordering of the guest species. 
Although they were assigned to an impurity phase in Ref. [62], it seems not the case because 
they were also observed, though with extremely weak intensities, in XRD diffraction. 
Superstructure was also confirmed by electron diffraction [71, 72]. Unfortunately, the H3O

+

ions have not been considered in any neutron diffraction studies and serious discrepancies are 
present in the arrangements of the guest species. One group claimed that H2O molecules have 
an ice structure (Fig. 14 left) [62]. Another proposed an arrangement in which H2O molecules 
are hydrogen-bonded to oxygen atoms in the CoO2 layers, and four H2O molecules are 
coordinated to the Na+ ion (Fig. 14 right) [63]. The discrepancies may be solved by 
considering the H3O

+ ions. 
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Fig. 14. Structure models proposed by Lynn et al. [62] (left) and Jorgensen et al. [63] (right). 

3.2 Physics of superconducting sodium cobalt oxide hydrate 

Superconductivity of the BLH-phase takes place on the triangular lattice of Co. Since the 
triangular lattice matches the idea of resonating-valence-bond (RVB) state [73], it was 
expected that superconductivity could be understood based on doped RVB model [74, 75, 76] 
as proposed for high Tc cuprates [77]. Based on single-band t-J model, chiral d-wave 
symmetry was proposed [74, 75, 76] for superconductivity of the BLH -phase, which is a 
natural development of the simple d-wave in high Tc cuprates [78]. However, the RVB view 
was questioned from the viewpoint of the carrier density, and instead, chiral p-wave symmetry 
was proposed based on simple fermiology, [79]. 

Now, it is widely believed that the RVB view is not suitable for the BLH-phase, because 
the carrier density of the system is too high. Although, under a certain condition, RVB 
superconductivity is expected to be restored in a heavily doped region [80], the present phase 
does not satisfy the condition. Moreover, it has been pointed out that single band model itself 
is not valid [81]. The mechanism of superconductivity is still open to discussion and recent 
papers by Yanase et al. and Kuroki et al. are useful to see the present situation of theoretical 
studies [82, 83]. 

Intensive and a variety of experimental studies have been carried out for the BLH- and 
related phases. However, there are still a lot of contradictions and further studies are needed to 
establish comprehensive physics for the present system. Thus, we cannot give clear-cut 
conclusion here, but instead, we will show various experimental results reported thus far and 
differences between them. 

3.2.1 Phase diagram 
The phase diagram of Tc vs. carrier density is quite important to understand superconductivity. 
Unfortunately, owing to the soft-chemical synthesis and the rather complicated chemical 
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reactions occurring in the soft-chemical process, the carrier density is hard to be controlled in 
the present system. Nevertheless, Schaak et al. reported a dome-shape phase diagram, which 
suggested that superconductivity appeared in the range of 1/4 < x < 1/3 and the optimal Tc ≈
4.5 K was obtained at x ≈ 0.3 [52]. However, this phase diagram is not very reliable because 
the presence of the H3O

+ ions was not considered at all in spite that it should be taken into 
account to obtain the real carrier density. Indeed, Chen et al. have claimed that Tc was almost 
independent of x between 0.25 and 0.42 [41]. This apparent contradiction seems to be caused 
by the fact that the Na content x is not a good measure of the carrier (electron) density. Now, it 
is confirmed that the maximum Tc is around 4.6 K and it is given when the Co valence is 
+3.42 - 3.43 [53]. Strong dependency of Tc on the ratio of the lattice parameters is worth 
noting [70]; the maximum Tc is obtained for c/a > 6.95, while Tc decreases steeply for c/a < 
6.95. Similar behavior is seen in the P3-type superconductor as well [51].  

3.2.2 Critical fields 

Upper-critical field, Hc2 = Ψ0/2πξ2 (ξ: coherence length), is one of the most important 
phenomenological superconducting parameters. In the present case, this is not only because ξ
can be estimated from Hc2, but also because the value of Hc2 influences interpretations of 
experiments carried out under high magnetic field, such as muon spin rotation/relaxation 
(µSR) and nuclear magnetic resonance (NMR). 

The superconducting behavior under high magnetic field is very sensitive to sample 
quality [84]. From M/H-T curves in Fig. 15, the superconducting transition is clearly seen 
even under 7 T in the case of sample (a) with Tc = 4.6 K, the transition looks very broad and 
almost disappears under 7 T in sample (b) with Tc = 4.2 K. In specific heat data for a certain 
sample, bulk superconductivity is seen below 4 K at the lowest even under 8 T (Fig. 16(a)) 
[85]. The Tc of this sample under zero field is ca. 4.7 K [85] and is in good agreement with 
that of sample (a) in Fig. 15. Thus, the magnetic and thermal measurements give a consistent 
result as shown in Fig. 16(b) if samples with almost the same Tc are examined.  

The initial slope of the Tc = 4.6 K sample in Fig. 15 (a) was estimated to be dHc2/dT|H=0 = 
–19.3 T/K from the magnetic data as shown in Fig. 16 (b) which gives extremely high 
Hc2(T=0) of 61 T [86]  if the WHH formula [87] is applicable. However, many different 
results have been reported on Hc2 and dHc2/dT|H=0 as listed in Table 3. Hc2

H//c varies from ~1.7 
T to 3.6 T, having a much smaller value than Hc2

H//ab as expected from the 2D structure. ξab is 
estimated to be 96 - 120 Å from the equation of Hc2

H//c = Ψ0/2πξab
2.This value is much larger 

than a typical length in high Tc cuprates (20 - 30 Å). The Hc2 determined for a powder sample 
reflects Hc2

H//ab rather than Hc2
H//c. Hc2

H//ab varies very largely from measurement to 
measurement and the discrepancy may come from the difference in the sample quality. 
However, the sample in Ref. [90] had Tc as high as 4.5 K (although the transition is rather 
broad) and showed relatively low Hc2

H//ab [90]. As seen in Table 3, the electrical resistivity 
data tends to give smaller Hc2 than the magnetic and thermal data. In the present compound, 
pinning force for vortex seems very weak resulting in a small irreversibility field comparable 
to that of the Bi cuprate [43, 91]. In such a case, it may be hard to determine Hc2 by the 
resistivity measurement. Nevertheless, according to these Hc2

H//ab values, ξc was estimated to 
be 5.4 - 22 Å by the equation of Hc2

H//c = Ψ0/2πξabξc, assuming ξab = 100 Å. It is difficult to 
judge form this result whether ξc is larger than the distance between the CoO2 layers (9.8 Å). 
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Fig. 15. Magnetic susceptibilities of two samples measured under various fields. Transition 
temperatures of sample (a) and (b) are Tc = 4.6 K and 4.2 K.

Fig. 16. (a) Specific heats measured under various fields. (b) Transition temperature under 
various fields estimated from the magnetic (black) and specific heat (red) measurements).  
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Table 3. Estimations of Hc2. IS is the initial slope of –dHc2/dT|H=0. Hp, M, ρ, and C represent 
Pauli limit (Hp=1.84Tc), no orientation because of powder sample, magnetic measurement, 
electrical resistivity measurement, specific heat measurement, respectively. WHH model is 
Hc2 = –0.7·dHc2/dT|H=0·Tc [87]. 

Tc [K] IS [T/K] Hc2(0) [T] orientation measurement estimation Ref. 
4.6 19.3 61 P M WHH model [86] 
4.3 3.4 10 P ρ WHH model [88] 
4.6 5.8 

16.3
-
-

P C (H<1T)
average (<8T)

- [85] 

4.3 9.4 
1.7

28
5.2

H//ab
H//c

M (H>1T)
M (H<0.1T)

WHH model [89] 

4.2 ~5.5 
~1.0

~8
~3

H//ab
H//c

ρ 
ρ 

Estimated in 
the present 

study 

[40] 

4.5 4.7 
0.53

Hp (8.3) 
~1.7

H//ab
H//c

ρ 
ρ 

Extrapolation [90] 

3.7 6.12 
1.41

15.6
3.6

H//ab
H//c

M
M

WHH model [43] 

Lower-critical field, Hc1 = Ψ0/2πλ2 ln κ (κ : penetration depth, and κ = λ/ξ: Ginzburg-
Landau parameter), is also an important parameter and has been reported from three groups. 
Sakurai et al. estimated Hc1, λ(0), and κ to be 28.1 Oe, 5680 Å, and 244 for a sample with Tc

= 4.6 K, respectively [86]. According to Cao et al., Hc1 = 13 Oe, λ = 7900 Å, and κ ~ 140 for 
a sample with Tc = 4.3 K [88] . Badica et al. estimated Hc1

H//c to be 17 Oe, and λab and λc to be 
6410 Å and 27560 Å, respectively for a rather low Tc sample with Tc = 3.7 K [43]. These λ
values except for the λc value by Badica et al. are consistent with µSR measurements which 
gave λ values of 9100 Å at 0.37 K under 400 Oe for a Tc = 3.5 K sample [92], 7000 Å at 2 K 
under 374 Oe for a Tc = 4.6 K sample [93], and 7200 Å at 0 K under 200 Oe for a Tc = 4.5 K 
sample [28]. From these facts, it is obvious that the present compound belongs to a family of 
extreme type II superconductors, as in the case of high Tc cuprates. 

3.2.3 Magnetic and electrical properties above Tc

Normal-state magnetic susceptibilities χ above Tc are shown in Fig. 17 for the BLH- and 
MLH-phases with approximate compositions of NaxCoO2·yH2O, y =1.3 and 0.7, respectively. 
Enhancement of the susceptibility is seen in a low temperature region in the BLH-phase with 
a broad minimum at ca. 130 K, which is much higher than 60 K in the MLH-phase. This 
suggests strongly that the enhancement is not due to a magnetic impurity phase but has an 
intrinsic origin [86, 94], which is consistent with µSR, NQR and NMR measurements [93, 95, 
96] (see below). Ferromagnetic fluctuation was proposed as the origin of the enhancement of 
χ [95]. Indeed, ferromagnetic tendency was expected by band calculations [33, 97, 98]. 
Related to this magnetic anomaly, it is notable that photoemission spectrum (PES) showed 
development of pseudogap near the Fermi level below 130 K [99]. The enhancement in χ may 
have important relevance to superconductivity as suggested by Ishida et al. and Ihara et al [95, 
100]. 
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Fig. 17. Magnetic susceptibilities of BLH- and MLH-NaxCoO2 (y = 1.3 and 0.7, respectively). 

The χ of the BLH-phase has a value of ~4×10-4 emu/mol [40, 42, 86, 89, 90] which 
seems somewhat larger than the typical Pauli paramagnetic susceptibility. This seems to be 
explained by the ferromagnetic fluctuation even above 130 K. The Wilson ratio, R = 
π2/3×(kBµ)2×χ/γ (kB: Boltzmann constant, µB: Bohr magneton, and γ: Sommerfeld constant), 
was calculated to be 1.5—2.9 using γ = 10—20 mJ/molK2 (see below), implying 
ferromagnetic correlation. Even much larger χ of ~1.3×10-3 and ~1.9×10-3 emu/mol have been 
reported [88, 101]. 

Only few data are available on the anisotropy of the normal-state magnetization. The 
information on the anisotropy may be useful to deduce the spin state of the Cooper pair. Chou 
et al. reported that χH//ab is approximately twice as large as χH//c and the anisotropy becomes 
larger with increasing the water content [40, 102]. The former result is consistent with the 
field orientation experiment for a powder sample [103]. The latter is probably related to the 
shrinkage of CoO2 layer along the c-axis with the intercalation of the water molecules. 

An anomalous kink has been observed in χ vs. T curves at 42 - 45 K in single-crystal 
measurements [40, 90, 102]. This anomaly is probably caused by oxygen existing inside the 
crystal as suggested by Sasaki et al.[90], although Chou et al. suggested that it was intrinsic 
[102]. Similar anomaly is sometimes seen even for a powder sample but it disappears when 
the sample is slowly cooled down from 250 K. Once the anomaly disappears, it is never seen 
in any thermal procedure below 250 K. As stated previously, oxygen gas will be evolved by 
the reductive reaction during the hydration process. Such oxygen seems to be confined inside 
a sample and affect the magnetism. 

The electrical resistivities, ρ, of the BLH-phase in the ab plane show metallic behavior 
above Tc [40, 90]. Although the ρ-T curve seems to bend at 50 - 120 K as in the case of the 
parent oxide NaxCoO2 (x = 0.70 - 0.78) [21], detailed analysis has not been done on this point. 
Charge ordering into the Co3+ and Co4+ ions was claimed to occur at 15 K by PES [104], 
suggesting that the transport mechanism is not simple. The resistivity along the c-axis showed 
a broad maximum at approximately 200 K [40] and a similar behavior has been observed for 
the parent oxide of γ-NaxCoO2 [15], in spite of the doubled c-axis length in the BLH-phase. 
Upturn of ρ in a low temperature region is always seen in measurement for a powder sample 



671

[2, 105, 106]. This anomaly looks to be due to grain boundary effect. However, we cannot 
rule out a possibility that the upturn reflects an intrinsic nature because it apparently 
corresponds to the rapid development of pseudogap below 40 - 45 K observed by PES and 
tunneling spectroscopy [99, 106] and such a behavior is expected from the t-J model on the 
electron-doped triangular lattice [107]. It should be noticed for the present system that single-
crystal measurements does not always give more reliable results. It is easily imagined that 
guest species of the Na+ ions, the water molecules and the H3O

+ ions are not distributed 
uniformly throughout a single crystal after the soft-chemical synthesis process at room 
temperature. For instance, a metal-insulator transition was observed at 52 K in a single crystal 
[42], but it was probably caused by existence of domains of the AH-phase because a very 
similar metal-insulator transition has been observed at 53 K in an AH-sample with x = 0.5, 
[27]. 

3.2.4 Specific Heat 
Specific heat data are expected to give useful information on the symmetry of 
superconducting gap function. Thus, many studies have been carried out on the BLH-phase, 
but phonon contribution and large residual Sommerfeld constant γ at 0 K make the analysis 
difficult. 

Sommerfeld constant at normal state γn has been estimated simply by the function of 
C/T = γT + βT2 using C/T data between just above Tc and around 10 K. The values reported 
thus far are 16.1 mJ/mol·K2 (for a sample with Tc = 4.5 K) [42], 15.9 mJ/molK2 (Tc = 4.3 K) 
[88], and 12.2 mJ/mol·K2 (Tc = 4.2 K) [108]. They are smaller than those reported for γ-
NaxCoO2 (26 - 31 mJ/mol·K2 ) [21], and are consistent with the result of band calculation [33]. 
However, it should be noted that entropy balance regarding the superconducting transition did 
not hold in these estimations, i.e., on the C/T-T curve, the positive and negative areas below 
Tc between the observed curve and the extrapolated one for the estimation were not 
compensated to null. In particular, in the case of Refs. [42] or [88], the positive area was 
much smaller than the negative one, and such a result cannot be explained by Schottcky 
anomaly and/or other effects.  

Analysis taking the entropy balance into account is possible and has been carried out by 
Yang et al. [85] and Lorenz et al [109]. The γn and Debye temperature Θ reported by the two 
groups are γn = 14.89 mJ/molK2 and Θ = 503 K (for a sample with Tc = 4.7 K), and γn = 
10.8 mJ/molK2 and Θ ~ 280 K (Tc = 4.77 K), respectively. There are large differences in two 
sets of data. The data of Yang et al. showed a large residual γ at 0 K of approximately 
12 mJ/molK2, which is almost the same as the values by other groups [40, 42, 88, 108], while 
no residual γ in the data of Lorenz et al. In addition, the C/T value of Lorenz et al. at 10 K is 
approximately 58 mJ/molK, much larger than the values obsereved by other groups (~33 - 40 
mJ/molK) [40, 42, 88, 108]. The origin of such large differences are not known at present, but 
probably not due to the sample quality because the Lorenz et al.’s sample had almost the same 
Tc as the Yang et al.’s, one. 

Considering the superconducting volume fraction, Lorentz et al. strongly suggested the 
existence of line nodes on the Fermi surface. Yang et al. reached the same conclusion from T
linear behavior of Cs/T (Cs: specific heat contributed by superconducting electrons). In 
addition, they observed specific heats consistent with the nodal superconducting symmetry at 
the entire T range below Tc for a sample with slightly lower Tc [110]. The nodal symmetry is 
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supported by µSR and NQR measurements as discussed below. Lorenz et al. suggested the 
weak-coupling regime, while Yang et al. the strong-coupling regime, according to the 
normalized specific heat jump at Tc, ∆C/γnTc of 0.99 and 1.96, respectively (Yang et al. have 
used γ’n= 3.96 mJ/molK2 considering the superconducting volume fraction).  

The residual γ is likely to be originated by non-superconducting portion which may be 
caused by sample inhomogeneity, and indeed, the superconducting volume fraction has been 
estimated from residual γ to be 18.1 - 26.6% [85, 88]. This range of the fraction seems rather 
small for a single-phase superconducting sample even the inhomogeneity is considered. As 
pointed out by Phillips [111], a similar phenomenon is seen in MgB2, for which an apparent 
residual γ of approximately 1 mJ/molK2 would be estimated if only the data above 10 K are 
used [112, 113, 114]. In fact, the apparent residual γ disappears by further decrease of C/T
below 8 K caused by a second superconducting gap. In the case of the present BLH-phase, the 
residual γ is relatively large compared with the specific heat jump at Tc and no steep decrease 
is observed in C/T down to 0.6 K [85]. These facts may suggest that in one of two types of 
Fermi surfaces, for example, in six holelike sections near K-point, superconducting gap does 
not develop. Namely, the non-superconducting volume fraction is possibly caused by the 
“non-superconducting” Fermi surface [111], although such a situation has not been found in 
other oxide superconductors. Such Fermi surface may cause large residual density of states 
(DOS) observed in 1/59T1T measurement in NQR, which is estimated to be 32% even for a 
good quality of sample [95]. 

It is notable that tail of the jump of C/T spreads above Tc in relatively wide temperature 
range and the range becomes much wider with increasing magnetic field as seen in Fig. 16(a). 
This fact suggests that the superconducting fluctuation develops in the wide temperature 
range above Tc and it is enhanced by magnetic field. Phillips pointed out that this is one of the 
evidences of the magnetic fluctuation [111]. 

3.2.5 µSR 

The µSR is a powerful tool to detect a tiny internal field and one of the most important 
methods to determine whether the superconducting gap function has a chirality. On the other 
hand, one of the weak points is that the muon stopping site is sometimes difficult to be 
specified. In the case of the BLH-phase, Higemoto et al. [93] have determined the muon site 
to be around (02, 0.25, 0.12), which is located between the CoO2 and water layers, by 
comparing dipolar widths of NaxCoO2·yH2O  (Tc = 4.6 K) and NaxCoO2·yD2O (Tc = 4.6 K). 
Moreover, they have estimated the hyperfine coupling constant to be µAhf = –0.20 kOe/µB

from the µK-χ plot (µK: muon Knight shift) as described later. This value of µAhf warrants that 
µSR measurements reflect enough the electronic properties of the CoO2 layer. 

Zero-field (ZF) µSR has indicated no internal field higher than 0.1 Oe at the muon site 
in the superconducting phase [93]. This means that there is no static magnetic moment larger 
than 0.002 µB/Co. Uemura et al. measured ZF-µSR for an aligned powder sample of 
Na0.35CoO2·1.3D2O (Tc = 4.2 K) and observed no static internal field higher than 1 Oe, as well 
[28]. The chiral p- or d-wave superconducting state produces an internal field, and thus, it is 
not the case if we believe the µSR results.

Transverse field (TF) µSR data have been reported by three groups [28, 92, 93]. The 
temperature dependence of muon relaxation rate σ below Tc deviates from the line expected 
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from s-wave BCS weak-coupling model or two-fluid model, suggesting a nodal structure of 
the gap function [28, 92]. Uemura et al. observed no dependence of σ on TF in the field range 
of 0.1—2 kOe, which assures no involvement of 2D pancake vortex formation [28]. From the 
Uemura’s plot, this compound belongs to a family which includes high Tc cuprates and other 
2D superconductors [92, 28]. Kanigel et al. and Uemura et al. estimated the effective mass to 
be 75 - 100 times larger than the mass of the bare electron, assuming the carrier density equal 
to x [92, 28]. When we use the real carrier density taking account the H3O

+ ions, the effective 
mass is still much larger than the mass of the bare electron. 

Higemoto et al. estimated µK under 6 T [93] and found that it is proportional to the 
uniform magnetic susceptibility χ above 10 K. This indicates that the estimation of µK is 
reliable and that the enhancement of χ below approximately 130 K is intrinsic. Their 
enhancements are considered to reflect the ferromagnetic fluctuation as mentioned above, 
which is supported by NQR and NMR measurements. µK does not decrease below Tc with 
decreasing temperature. They claimed that this behavior was not explained by diamagnetic 
shift upon the formation of flux lattice and suggested the spin-triplet Cooper pair [93]. 

3.2.6 NQR 
The nuclear quadrupole resonance (NQR) is one of the most useful techniques to investigate 
the superconducting state without magnetic field. The spin-lattice relaxation rate 1/T1 is a 
good probe to investigate the electronic state. When superconducting gap opens without nodes, 
Hebel-Schlichter peak (coherence peak) appears in 1/T1-T plot and 1/T1 decays exponentially 
below Tc. On the other hand, in a case of anisotropic gap function with nodes, the coherence 
peak disappears and 1/T1 decays with a power-law dependence on temperature. Thus, the 
measurement of 1/T1 will lead to the elucidation of the superconducting gap symmetry. 

The temperature dependence of 1/59T1 reported by Ishida et al is shown in Fig. 18 [95]. 
This figure clearly shows absence of the coherence peak and T3-dependence of 1/T1 from Tc to 
near 1 K. Fujimoto et al. reported similar result [115], although Tc of their sample (3.9 K) is 
lower than that of Ishida’s (4.7 K), and, residual DOS (65%) is much larger than that in 
Ishida’s data (32%). At the early stage of the research, presence of the coherence peak was 
claimed based on NMR and NQR measurements [101, 103]. At present, however, the peak 
observed by the NMR measurement is considered to be due to dynamics of vortices whose 
motions are slow comparable to NMR frequency [116]. The peak observed by the NQR 
measurement has not been reproduced [117]. Absence of the coherence peak and the T3-
dependence of 1/59T1 confirmed for the good quality of sample deny explicitly the s-wave 
symmetry which should show a large coherence peak. However, it is not easy to deny 
possibility of the chiral p- or chiral d-wave symmetry because the coherence peak could be 
too small to be detected in such a case. Fujimoto et al. suggested that their temperature 
dependency of 1/59T1 could be explained by chiral p- or chiral d-wave taking an impurity 
effect into account [118, 119]. Although the superconducting gap function with line nodes on 
the Fermi surface is most probable at present, the possibility of the chiral p- or chiral d-wave 
still remains in spite of the µSR results. 

Ishida et al. found that 1/59T1T increases with decreasing temperature above Tc and is 
proportional to the uniform susceptibility [95]. This again indicates that the upturn of χ below 
130 K is intrinsic and is likely caused by the ferromagnetic fluctuation. It was proved that Tc

decreases as the enhancement is less pronounced [100]. Fujimoto et al. also reported the 
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upturn of 1/59T1 (for a sample with Tc = 3.9 K), although they ascribed it to antiferromagnetic 
fluctuation. Fujimoto et al. estimated Weiss temperature to be –42 K. On the other hand, the 
uniform susceptibility for a Tc = 4.6 K sample gave Weiss temperature of –37.6 K [86], and it 
is expected to decrease with decreasing Tc [100]. Thus, the upturn observed by Fujimoto et al.
seems to correspond to the upturn in the uniform susceptibility. The superconducting 
transition seems to be triggered by the ferromagnetic fluctuation. Of course, these results do 
not deny the existence of antiferromagnetic fluctuation. Antiferromagnetic fluctuation is 
likely to coexist as in the case of γ-NaxCoO2 [24], judging from the shape of the Fermi surface 
with many nesting vectors. 

Fig. 18. 1/59T1T obtained by NQR measurement.  

3.2.7 NMR 
Knight shift is important because spin susceptibility can be estimated from it, and thereby it 
reflects the spin state of the Cooper pair. In the case of singlet pair, all the Knight shifts, Kx,
Ky, and Kz, are expected to change below Tc, while, in the case of triplet pair, Knight shift 
along a certain direction is expected to be invariant. 

Knight shift has been reported by two groups [103, 96, 120]. Waki et al. measured 59K
under 4.8 T and found that it had an almost constant value below Tc [103]. On the other hand, 
Kobayashi et al. reported a steep decrease of 59Ky below Tc under 1.5 T and 2.8 T [120]. Later, 
it was confirmed that the apparent Knight shift below Tc depends on the magnetic field, and it 
is independent of temperature down to 2 K if it was measured under 7 T [96]. The Knight 
shift should be independent of the field and several possibilities are needed to be considered; 
(i) Tc under 7 T is lower than 2 K, (ii) superconducting volume fraction under 7 T is too small 
to detect the Knight shift of the superconducting state, (iii) the diamagnetic effect is large 
under low magnetic field causing the apparent decrease of the Knight shift, and (iv) a certain 
unknown phenomenon occurs, such as the change of the spin state of Cooper pair by field. (i) 
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and (ii) do not seem the case, because Michioka et al’s sample had a quality as good as the 
one seen in Fig. 15(a) and the1/T1 measurements showed Tc to be around 4 K [116] even 
under 7 T. On the other hand, (iii) and (iv) are not ruled out. It is likely that the diamagnetic 
effect influences the estimation of 59K to some extent. Indeed, from 59Ky-χ plot above Tc, it 
was concluded that temperature independent term in 59Ky is approximately 3.1% while the 
temperature dependent term (spin part) is only ~0.1% [96]. Thus, 59Ky should not decrease so 
much as observed by Kobayashi et al. (down to 2.6%) [120], even assuming the spin singlet 
pairing. The temperature dependence of Knight shift is still open to discussion and further 
studies are needed to decide definitely the spin state of the Cooper pair. The 59K-χ plot again 
indicated that the upturn of χ below 130 K is intrinsic. 

3.2.8 Other topics 
The pseudogap has been observed by PES [99] and tunneling spectroscopy [106]. The energy 
gap of ~20 meV is much larger than the superconducting gap of ∆ ~1 meV (estimated from 
the equation of 2∆/kBTc = 3.54), while is close to that in magnetic interaction (10 – 20 meV) 
[99]. From Raman measurement, the magnetic interaction was expected to be approximately 
130 K (= 11 meV) [121]. Thus, the pseudogap seems to reflect a certain magnetic state, 
although we cannot rule out the possibility of band pseudogap due to the fluctuation of charge 
disproportionation [33] in consideration of another PES result [104]. This pseudogap behavior 
seems to contradict NQR measurements [95,100] which indicated that DOS is enhanced in the 
low temperature region. At the present stage, the real origin of the pseudogap is unclear, but it 
may be notable that the field dependence of the pseudogap is different from the case of high 
Tc cuprates [106]. 

Pressure effect on Tc has been reported by Lorenz et al [122] to be dlnTc/dp = –0.07 
~ -0.1 G/Pa (p: pressure), which is close to the typical value of electron-doped high Tc

cuprates [122]. Since the compressibility along the c-axis is much larger than that along the a-
axis in the BLH-phase [39], the negative pressure dependence of Tc suggests the importance 
of the 2D character on superconductivity. This fact is consistent with the c/a dependence of Tc

[70] mentioned previously. However, there is a report which suggested that Tc decreased with 
increasing the c-axis length [123]. 

Thermopower of the BLH-phase is saturated at approximately S = 35 µV/K above about 
130 K, which is much smaller than 80 µV/K of Na0.7CoO2 at 300 K (thermopower continues 
to increase above 300 K) [105]. Since the saturation is considered to be caused by the narrow 
band, this fact indicates band narrowing in the BLH-phase compared with the parent γ-
Na0.7CoO2 phase. The band narrowing tendency is in conflict with the carrier-density 
dependence of the band width [98], and is probably caused by the water molecules 
intercalated which are expected to make the a1g band narrow [32]. 

Impurity effect on Tc has been reported by Yokoi et al [117]. The substitution of Ir or Ga 
for Co caused Tc reduction at the rate of ~1.0 K/1%Ir or ~2.0 K/1%Ga, respectively. They 
concluded that these small rates were consistent with the pair breaking by a non-magnetic 
impurity in the s-wave superconductivity, inconsistent with the non-s-wave superconductivity 
suggested by the specific heat, µSR, and NQR measurements. They deduced that the Ir ion 
was non-magnetic because the magnetic moment estimated by Curie-Weiss law did not 
increase with increasing the Ir content in parent Na0.75Co1-xIrxO2. However, the Ir ion does not 
always take the trivalent state. The magnetic moment would not be changed by the 
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substitution of magnetic Ir4+ ions (S=1/2) for the Co4+ ions (S=1/2), even if Na0.75CoO2 was 
local moment system. Indeed, the Ir ion very often takes the tetravalent state (5d5) or 
sometimes even higher states of +5 and +6 [124, 125]. Thus, the tetravalent state is most 
likely for the Ir ion in the BLH-phase in which Co valence is between +3 and +4. Yokoi et al’s 
results may imply no large difference between the non-magnetic and magnetic impurities in 
the suppression rate of Tc, although the reason for the small reduction rates is unknown. 

The magnetic susceptibility of the MLH-phase (monolayer hydrated phase with y = 0.7) 
is larger than that of the BLH-phase with y = 1.3 [94,102], but the upturn begins at a much 
lower temperature near 60 K as shown in Fig. 17 [94]. In the BLH-phase, the upturn is 
intrinsic caused probably by the ferromagnetic fluctuation as mentioned previously. The 
upturn in the MLH-phase seems to have an extrinsic origin because almost temperature 
independent 1/59T1T was observed by NQR measurement for the MLH-phase [95]. However, 
muon Knight shift µK of the MLH-phase shows the upturn below 60 K down to 
approximately 20 K. In addition, 1/59T1T seems to show weak temperature dependence above 
20 K. Thus, the ferromagnetic fluctuation seems to enhance the magnetic susceptibility, at 
least to some extent, in the MLH-phase as well, although the enhancement is much smaller 
compared with the BLH-phase. The enhancement of the susceptibility does not continue 
below 20 K in the MLH-phase according to the µSR study, in contrast to the BLH-phase. This 
may be related to the band narrowing and a reduction in the band splitting in the BLH-phase 
due to the intercalated water molecules, as suggested by band calculations [31, 32, 34]. 
Another difference between the two phases is seen in much less pronounced magnetic 
anisotropy in the MLH-phase [102]. 

Tunneling spectroscopy studies are desirable to elucidate the superconducting symmetry 
since spectrums corresponding to various symmetries have been already calculated 
theoretically [126, 127, 128, 129]. In addition, neutron scattering experiments seem also 
useful to solve the problem [130]. 

4. SUMMARY 

The superconducting cobalt oxide hydrate is synthesized by the soft chemical technique from 
the parent oxide of γ-Na0.7CoO2. The soft chemical route includes two processes, the chemical 
oxidation using bromine (Br2) and immersion in water. The former process can be substituted 
by oxidation by other chemicals such as Na2S2O8 and KMnO4, as well as by electrochemical 
oxidation. Two main reactions occurring in these processes are deintercalation of the Na+ ions 
(oxidation) and intercalation of H2O molecules (hydration). The H2O intercalation results in 
an increase of the distance between the CoO2 layers from 5.5 Å in the parent phase to 9.8 Å in 
the superconducting phase. The H2O molecules coordinate to the Na+ ions and form two water 
layers sandwiching the Na plane, transforming the parent oxide into the bilayer-hydrate 
(BLH) phase. 

Formation process of the superconducting phase had been believed to involve only the 
oxidative extraction of the Na+ ions and insertion of H2O molecules. However, the actual 
processes are much more complicated. A part of the sodium ions are exchanged by the H3O

+

ions and further H3O
+ ions are inserted reducing the Co ions. Thus, the exact chemical 

formula of the superconducting phase is Nax(H3O)z(H2O)nCoO2 rather than NaxCoO2·yH2O
which has been used widely.  



677

Physical and superconducting properties of the BLH-phase have been intensively 
studied thus far. Thanks to these studies, followings have become quite likely for the present 
system. (i) the compound belongs to the extreme type-II family, (ii) superconducting gap 
function is not s-wave but has line nodes on the Fermi surface, (iii) time-reversal symmetry is 
preserved, and (iv) magnetic susceptibility shows upturn below about 130 K  due to the 
ferromagnetic fluctuation. On the other hand, there are various problems to be solved, such as 
(i) strong coupling or weak coupling, (ii) spin singlet pairing or triplet pairing, (iii) 
relationship between superconductivity and the ferromagnetic fluctuation, (iv) origin of the 
large residual Sommerfeld constant at 0 K, etc. Further studies are needed for understanding 
the physics of the system. 
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1. INTRODUCTION 

The discovery of new electronic phenomena such as superconductivity, colossal 
magnetoresistance, and effects associated with charge and orbital, especially in cuprates, 
manganites, nickelates and cobaltites, has rekindled interest among the research community in 
layered transition metal oxides. Alkaline cobaltite (AxCoO2) is a good example of this trend, 
having been studied over a long period of time for its interesting structural, thermoelectric and 
transport properties [1–3].  Recently, great attention has been paid to gamma phase NaxCoO2,
firstly because of its potential as a thermoelectric material [4], and second because of the 
discovery of a novel form of superconductivity in the hydrated compound 
(Na0.3CoO2.1.3H2O) [5].  

Motivated by these recent discoveries, many groups have investigated the preparation 
and properties of NaxCoO2 for a range of x. Compositions near Na0.7CoO2 have been of 
particular interest since this is the usual starting material for the synthesis of the 
superconducting phase [4-7].  Single phase NaxCoO2 can be prepared in polycrystalline form 
by the conventional solid-state reaction technique.  Different starting materials have been 
used during the preparation, including oxides [1], hydroxide [8] and nitride solutions [9].  
Owing to the volatile nature of sodium, a ‘rapid heat-up’ technique [10] has been employed, 
and more recently, spark plasma sintering (SPS) has also been used to achieve high density 
single phase material [11]. Highly textured NaCo2O4 ceramic processing has been achieved 
by the reactive templated grain growth method using single crystal particles [12, 13]. It is 
very difficult to prepare the single phase materiel with x < 0.5, and often Co2O3 or CoO will 
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be present in the sample as an impurity phase.  Magnetic and structural properties for these 
impurity phases have been reported elsewhere [14-16].   

The NaxCoO2 compound has been classified into four different phases, namely α (0.9 
≤ x ≤ 1), α’ (x=0.75),  (0.55 ≤ x ≤ 0.6), and γ-NaxCoyO2 (0.55 ≤ x/y ≤ 0.74), each with 
different cell structures, rhombohedral, monoclinic, orthorhombic and hexagonal, respectively 
[1].  An early neutron powder diffraction study of Na0.74CoO2 reported a hexagonal structure 
with cell parameters a=2.840 Å and c=10.811 Å, respectively, and also suggested that the Na 
ion can move freely between the cobalt-oxygen layers [17]. More recently, the structure of 
NaxCoO2 over a wider range of x has been studied by diffraction methods [18, 19]. 
Nevertheless, the c axis value of the gamma phase composition varies slightly with respect to 
the x concentration [10, 13, 18, 20].  Other interesting physical properties of this material are 
sodium ordering [21, 22] and Co3+/Co4+ charge ordering [23, 24].

Single crystals have been grown by the flux technique using NaCl as the flux medium 
[4, 25-27]. Flux-grown crystals are very thin, and the maximum size reported so far is 
10x10x0.1 mm3 [25].  Recently, single crystals have also been grown by the floating-zone 
technique [28-31].  This method offers the possibility of preparing large crystals for 
experiments where size is important, such as inelastic neutron scattering. Possible difficulties 
of this technique are Na evaporation during the melt growth, and changes in the physical 
properties depending on the atmosphere used during crystal growth. These issues have not 
been investigated in detail before now. In this paper we describe the preparation of large 
NaxCoO2 single crystals by the floating-zone method under different conditions. We 
investigated the composition x = 0.75 in some detail. We report the optimum crystal growth 
conditions (pressure and atmosphere), phase purity and some magnetic properties of the 
crystals. More detailed measurements of the magnetic properties of powder and single crystal 
NaxCoO2 for a wide range of x are given in ref. [30]. 

2. EXPERIMENTAL METHOD 

Single phase polycrystalline samples of Na0.75CoO2 were prepared using high-purity 
(>99.98%) Na2CO3 and Co3O4. The starting powders were first ground using a ball mill with 
acetone for homogenous mixing. The well mixed dry powder was spread on a platinum foil 
(instead of directly in an alumina boat to avoid reaction with Co3O4) and loaded into a 
preheated (>650oC) furnace. The use of a spread powder was found preferable to compressed 
pellets since the latter tended to leave an unreacted central core and hence needed more 
sintering. Rapid heating of the furnace to the desired maximum sintering temperature was 
employed to reduce the Na evaporation as reported previously [8]. To obtain single phase 
material, three different temperatures (850oC, 870oC and 890oC) were used for sintering the 
powders under oxygen flow with intermediate dry grinding.  We avoided the use of solvents 
during the intermediate grinding since addition of acetone leads to absorption of moisture 
(converting unreacted Na2O in to Na2CO3 and increasing the number of sintering cycles 
needed to obtain single phase material). All synthesized powders were analyzed carefully for 
Co3O4 and CoO impurities by powder X-ray diffraction (XRD) and magnetization 
measurements after each sintering process.   
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The feed material for the crystal growth process was prepared in the form of 
cylindrical rod of size 6-9 mm diameter and up to 14 cm length. Some of these feed rods were 
sintered at 900oC for 6-10 h under oxygen flow atmosphere. Single crystals were grown using 
a four-mirror optical floating-zone furnace (CSI System Inc.). Trials were made in which 
crystals were grown in different atmospheric composition and pressure as follows: flow of air, 
flow of oxygen, flow of argon, low pressure oxygen (2 atm), high pressure argon-rich (7.5 
atm), and high pressure oxygen-rich (10 atm).  The crystal growth speed also varied between 
2 and 10 mm/hr accompanied by a counter-rotation of the feed and seed rods at 40 rpm.

NaxCoO2 was prepared with other Na concentrations (x = 0.5–1.0) using the same 
basic procedure as described above.  However, the sintering temperature was varied with the 
Na content. For example, the sintering temperature for the x = 1.0 sample was 20oC less than 
that of x = 0.75 sample.  The use of oxygen flow during sintering was found to reduce the 
number and period of the sintering cycles relative to air flow. However, the effect of oxygen 
annealing was found to change the magnetic properties of the material, especially at low 
temperature, as discussed in detail later. Normally, sintering performed on pellets improves 
the compound formation, but in this case Co3O4 impurity phase was observed in sintered 
pellets due to the slow reaction in the core of the pellet compared to the outer surface area.  
This may be due to the high densification during sintering which will prevent the oxygen flow 
to the centre core of the pellet. 

Several techniques were used to characterize the grown crystals. Information on the 
crystal orientation and mosaic was obtained by neutron Laue diffraction.  The chemical 
composition was analysed by electron probe micro-analysis (EPMA). The magnetization of 
the crystals was measured as a function of temperature and applied field with a 
superconducting quantum interference device (SQUID) magnetometer (Quantum Design).  

3. RESULTS AND DISCUSSION 

Compounds with x < 0.5 were found to have unreacted Co3O4 impurity phase irrespective of 
the number of sintering cycles or the sintering temperature.  Hence, we were unable to 
achieve single phase material for x < 0.5.  On the other hand, single phase compound was 
synthesized for 0.5 ≤ x ≤ 1.0 without any detectable Co3O4 impurity phase.  However, small 
amounts of CoO impurity phase (<5%) were observed in one or two cases. The amount of 
impurity was dependent on the sintering condition.  Powder XRD studies indicated that the 
majority phase of the powder and single crystal samples was of a hexagonal structure. The 
measured a axis parameter for samples with nominally x = 0.75 was found to be a = 2.83 Å
virtually independent of preparation conditions, but the c axis parameter was found to vary 
with respect to the sample preparation. The results for c are given in Table 1. Our value for a
for the γ phase hexagonal structure agrees well with that reported elsewhere, but the value of c
for the composition x = 0.75 is reported to vary between 10.884 Å and 10.918 Å [20, 10].  
The reported variation in c may be due to the difference in the Na/Co ratio, or absorption of 
moisture, or oxygen non-stochiometry. The variation in c among our samples will be 
discussed in the following sections.  The synthesised powders are very sensitive to moisture, 
and hence clean and dry storage is crucial.  Since Co3O4 and CoO impurity phases show up 
clearly in XRD and magnetization measurements we used these two techniques to search for 
impurity phases in all our powder and single crystal samples.  
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During initial experiments we sintered the pressed feed rod used for crystal growth to 
improve its density and homogeneity, but after sintering the feed rod was found to contain 
traces of Co3O4 impurity phase which developed due to loss of Na during sintering. We 
believe this evaporation and the consequent decrease in the Na content accounts for the 
increase in c to 10.913 Å, since there is known to be a systematic increase in c with 
decreasing x [18]. Surprisingly, crystals grown using the impure feed rod did not contain any 
impurity.  Since Na has a large solubility range in the γ phase (0.55 ≤ x/y ≤ 0.74) in this 
system, it seems that a small Na loss during sintering is corrected by homogeneous mixing in 
the molten zone interface.  Subsequently we have used green (un-sintered) rods for the crystal 
growth in order to maintain the Na stoichiometry.  

Crystals were grown with both polycrystalline and also single crystal seed rods. One 
reason for using a polycrystalline seed was to have the same Na composition both in the feed 
and seed rod. In some cases, Co3O4 impurity phase was thought to develop during slow 
heating of the seed crystal. However, under high pressure growth single crystal seeded runs 
yielded good quality crystals. The ‘necking’ technique was employed to improve the grain 
formation and the parallel platelet crystals were formed after 2–5 cm length of growth. The
lower doped (x ≤ 0.65) crystal growth ended up with small amounts of Co3O4 impurity 
phasedespite having single phase starting powder. This was due to the loss of few percent of 
Na during crystal growth process. Moreover the size of the single crystal in the boule was 
very small (~1mm) and very difficult to separate from the grown rod. On the other hand, 
crystals with x ≥ 0.7 are single phase and able to cleave large size single crystal from the 
grown rod. In the later sections we will describe the different conditions used for the growth 
of x = 0.75 crystals in detail. Similar optimum conditions were used for the higher doped 
crystal growth. Crystals grown under different conditions (named as Crystals A–E) are listed 
in Table 1. Even from the single-phase green feed rod crystals grown under flowing 
atmosphere at ambient pressure (Crystal A) or Ar rich atmosphere at high pressure (Crystal C) 
were found to contain a few percent of Co3O4 impurity phase due to Na evaporation or 
oxygen deficiency during crystal growth.  We found that it was very difficult to stabilize the 
molten zone during atmospheric flow conditions (Crystal A), and hence crystal growth was 
unsuccessful.  Due to the evaporation of Na (which condenses on the inner side of the quartz 
growth tube) at the time of melting, the molten region ends up being Co3O4 rich. Application 
of 2–3 atm pressure of (mainly) oxygen (Crystal B) during growth was found to reduce the Na 
evaporation a little. In this case the molten zone was stable for a short while but Co3O4

impurity phase was found to be present in the grown boule.  A high growth rate (>10 mm/hr) 
was found to stabilize the molten zone, but it was not helpful to improve the quality or size of 
the grown crystal.  Due to the presence of impurity phase in the grown rod, the separation of 
the plate-like crystals was very difficult.  Application of higher pressure (7.5 atm) to reduce 
the Na loss, a moderate growth rate (3–5 mm/hr) to improve the crystal quality, and an Ar 
rich atmosphere (Crystal C — Ar/O2 ratio = 4:1) enabled us to grow for up to 10 cm length 
with less Na loss, but a very small amount of Co3O4 impurity was still present. However, the 
c-axis parameter increased to 10.916 Å, which indicates Na loss in the grown crystal. 

To investigate the influence of the atmosphere we next applied a gas ratio of O2/Ar = 
4:1 (Crystal D), and used a slightly lower growth rate (3 mm/hr) under the same 7.5 atm 
pressure. During this growth, Na evaporation was observed to be less compared with the Ar-
rich 7.5 atm pressure (Crystal C) and the growth was found to be uniform. The c axis  
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Table 1. Conditions used to prepare the polycrystalline and single crystal samples of 
Na0.75CoO2.

Material Atmosphere Growth 
rate

Co3O4/
CoO

impurity 

Na loss c axis 
parameter 
value (Å) 

Synthesised 
powder

Flowing O2

(20 cc/min) (890oC) 
__ No __ 10.896 

Sintered rod Flowing O2

(50 cc/min) (900oC) 
__ Yes Yes 10.913 

Crystal A Flowing O2

(30 cc/min) 
7 mm/hr Yes Yes 

(heavy) 
__

Crystal B 2.5 atm pressure, 
O2/Ar = 8:1 

7 mm/hr Yes Yes __ 

Crystal C 7.5 atm pressure, 
O2/Ar = 1:4 

5 mm/hr Yes Yes 10.916 

Crystal D 7.5 atm pressure, 
O2/Ar = 4:1 

3 mm/hr No Minimum 10.898 

Crystal E 10 atm pressure, 
O2/Ar = 14:1 

4 mm/hr Little Yes 10.889 

Fig. 1. As-grown seeded single crystal of Na0.75CoO2.

parameter (10.898 Å) was found to be consistent with that of the starting powder.  Due to the 
layer growth mechanism the grown crystal was plate-like in nature along the growth direction, 
and the large faces were found to be parallel to the crystallographic ab plane.  The central 
region of the grown crystal was cleaved and used as a seed for the next run.  One such seeded 
crystal is shown in Fig.1.   

Finally, we employed the maximum available oxygen-rich atmosphere (O2/Ar ratio = 
14:1) at a pressure of 10 atm. Several interesting effects were observed. First, we observed 
that the Na evaporation was slightly higher than during the growth of Crystal D, and 
secondly, a trace of Co3O4 impurity phase was found in the XRD patterns. However, the 
grown crystal was much more stable when stored in air under ambient conditions than any 
other of the crystals. The cleaved surface of the crystal was very shiny and stable under 
atmospheric condition in contrast to crystals grown under low applied pressure whose cleaved 
crystal surfaces became dull after a couple of hours due to the absorption of moisture. When  
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Fig. 2. (a) SEM image of Na0.9CoO2 single crystal grown under optimum conditions. 

Fig. 2. (b) SEM image of cross section view of Na0.65CoO2 single crystal rod. The dark gray 
particles correspond to Co3O4  impurity intergrowths and white particle correspond to 
Na2CO3.

conditions were close to optimum, very clear facets appeared on opposite sides of the crystal 
rod. These facets were found to be perpendicular to the c axis. Crystals grown under low 
applied pressure (~2–4 atm) did not exhibit facets, but the surface of the crystal rod was 
observed to be very shiny immediately after growth, but turned white very quickly due to 
reaction with the atmosphere. Therefore, we assume that a deposition of Na2O occurred on the 
outer surface during crystal growth. 

The chemical compositions of the grown crystals were checked by electron 
microscopy combined with EPMA. We first performed compositional analysis at different 
points along the length of the crystal rod. These measurements did not reveal any variation in 
the Na/Co ratio along the growth direction. The rest of the measurements were performed on 
crystal grains cleaved from the top end of crystal rod. These revealed small inclusions of 
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Co3O4 on the surfaces (a few per cent of the area) of the lower doped samples (x = 0.65 and x
= 0.7 crystals), but not on any of the higher Na-doped crystals. To illustrate this, a SEM 
image of the surface of the x = 0.9 crystal used for the EPMA measurement is shown in 
Fig. 2(a). For comparison, the SEM image for a x = 0.65 crystal is shown in Fig. 2(b). In the 
latter, the dark gray regions are Co3O4 impurity phase, and the white patches correspond to 
Na rich regions, probably Na2CO3 which formed due to the absorption of moisture. The 
EPMA analysis also revealed that the lower doped crystals (x < 0.75) showed some variation 
(~10%) in the Na content from point to point on the surface, whereas the crystals with higher 
doping (x > 0.75) were found to have very little variation in the Na:Co ratio over the surface 
(~1%). The average Na:Co ratio for the crystals found by EPMA did not always agree closely 
with the nominal value, but it was neither systematically high nor systematically low. These 
discrepancies, which in the worst cases were up to 20%, are difficult to understand given that 
the impurity content was very low. It is possible that the final Na content of the crystal is 
sensitive to the speed at which the crystal is grown or the growth atmosphere.  Another 
interesting result that we observed was that the maximum Na content in the grown crystal was 
0.87 irrespective of the composition of the single phase starting powder (x ≤ 1.0).  For 
example, we used single phase x = 0.95 starting material for the crystal growth and the grown 
crystal was found to have x = 0.82.  It is very difficult to grow α phase (0.9 ≤ x ≤ 1) single 
crystal using this technique due to the thermodynamic stability [1].  But recently Takahashi et 
al., have been grown very thin (~0.1mm) NaCoO2 single crystal by using NaCl flux [27]. 

Fig. 3. Single crystal XRD pattern of Na0.75CoO2.

For magnetization and neutron diffraction measurements the crystals were cut into 
short cylinders perpendicular to the growth direction. The mosaic spread measured by neutron 
diffraction on a bulk piece of crystal of mass 1.3 g was found to be anisotropic. The in-plane 
mosaic (i.e. measured by monitoring a Bragg peak while rotating the crystal around the c
axis) was found to be 2-3 deg, but the out-of-plane mosaic (measured by rotating the crystal 
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Cu Support 

(008)
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about an axis in the ab plane) was ~10 deg. Smaller crystals cleaved from the main boule had 
much narrower mosaics. Therefore, we conclude that the bulk crystals grown by the floating-
zone method consist of an assembly of plate-like grains stacked together with the grains 
slightly mis-oriented with respect to one another. The maximum dimension of the cleaved 
single crystal was 50x7x2 mm3. The XRD pattern for one such cleaved Na0.75CoO2 crystal 
oriented for the (00l) reflections is shown in Fig. 3. The temperature dependence of the 
magnetization for the polycrystalline and single crystal samples grown under various 
conditions is shown in Fig. 4.  

The magnetization is quite sensitive to the presence of Co3O4 and CoO which exhibit 
rounded peaks centred near 35 K and 290K, respectively, as shown in the inset to Fig. 4. This 
impurity was found in all the crystals except crystal D (O2/Ar ratio = 4:1).  The presence of 
cobalt oxide impurities is most likely due to Na evaporation or oxygen non-stoichiometry.   
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Fig. 4. Temperature dependence of the dc magnetization for Na0.75CoO2 polycrystalline and 
single crystal samples measured in an applied field of 100 Oe. The inset shows the 
magnetization of Co3O4 and CoO powders for reference. These contain peaks due to 
antiferromagnetic transitions at 35 K and 290 K, respectively.  

In general, the use of a high pressure growth atmosphere reduces Na evaporation 
during growth, but it is also important to choose the correct composition of the atmosphere if 
the amount of impurity phase is to be a minimum. For example, Crystal E was grown under 
10 atm pressure in an O2 rich atmosphere and had very good crystal quality as described 
above, but the magnetization curve shows evidence that this crystal contains the Co3O4

impurity, in contrast to Crystal D which was grown at a lower pressure. We conclude from 
this that there is an optimum O2/Ar ratio near 4:1 for good crystal quality and minimum 
Co3O4 impurity content. 
 Previously it has been reported that NaxCoO2 exhibits a weak ferromagnetic behaviour 
at low temperatures [32, 33]. This phase has since been observed over a wide range of x and 
at different temperatures [28-31]. However in a diluted Co3O4 system, spin-glass behavior has  
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Fig. 5. Dc magnetization loop curves for polycrystalline and single crystal samples of 
Na0.75CoO2 prepared under different conditions.

been noticed below 30 K due to short-range interaction between dipole moments [34]. Our 
studies have shown that the magnetic irreversibility characteristic of this phase is quite 
sensitive to the nature and preparation of the sample. To examine this we carried out 
magnetization measurements as a function of applied field at a fixed temperature of 2 K. The 
effect of oxygen annealing on the single phase compound was studied by sintering the x = 
0.75 single phase powder at ~890oC for 15 h under 20 cc oxygen flow and quenching from 
750oC to room temperature. The annealed powder was single phase without any impurity. The 
field dependence (±500 Oe) of the magnetization for the starting powder, oxygen-annealed 
powder, Crystal C, Crystal D and Crystal E are shown in Fig. 4. The starting powder is seen 
to be perfectly paramagnetic with no hysteresis, whereas the oxygen-annealed powder has a 
very prominent hysteresis loop. Of the crystals, C (grown under pressure in an Ar rich 
atmosphere) shows no hysteresis, whereas D and E (both grown in O2 rich atmospheres) both 
show hysteresis, slightly greater in E than D. Notice also that there is a correspondence 
between the degree of hysteresis and the magnetization at fixed field above the hysteresis 
region, e.g. 500 Oe. Extra oxygen might be expected to increase the proportion of Co4+, which 
carries a spin, relative to non-magnetic Co3+, but this cannot be sufficient to explain the 
stronger hysteresis effect because samples with lower Na content (and therefore higher Co4+/
Co3+ ratio) do not show increased magnetic irreversibility at low temperatures [30]. It is 
possible that the excess oxygen modifies the inter-planar magnetic coupling.
 Magnetisation data for the x = 0.95 crystal measured with an applied field of 100 Oe 
parallel to the ab plane and c axis is shown in Fig. 6. The magnetization exhibits easy-plane 
anisotropy. The curves in Fig. 6 show a sharp anomaly at 22 K, corresponding to a magnetic 
transition that has been widely reported but whose nature is yet to be determined [31, 33]. 
This anomaly is strongest in the H || c data (both ZFC and FC). We have found that crystals of  
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lower composition also show a high temperature anomaly near 320 K characterized by a sharp 
separation of the ZFC and FC magnetization curves [30]. The data in Fig. 6 for x = 0.95 do 
not show this feature for either field orientation. Similar high temperature anomalies have 
been reported in other bulk properties [23, 35], and these have been attributed to a small 
structural change associated with Na ordering between the CoO2 layers. The absence of 
anomaly in the Fig. 6 data could be due to the reduced Na mobility at high Na doping. The 
this data with H || ab contains a small maximum centred near 40 K which may indicate a trace 
of Co3O4 impurity phase at a level too low to observed by powder XRD (i.e. < 5%). 

Finally, we show a measurement in Fig. 7 of the magnetic anisotropy obtained by 
rotating Crystal D in the magnetometer relative to the applied field direction. What is 
interesting here is that the sense of the anisotropy switches between 5 K and 10 K. Thus, for T
≤ 5 K the c axis is the easy direction of magnetization, whereas for T ≥ 10 K the easy 
direction is in the ab plane. This indicates that with decreasing temperature below 10 K the 
spins have an increasing tendency to point along the c axis. However, no such anomaly was 
observed at low temperature for the higher doped crystals [31].  

4. CONCLUSIONS 

Our investigations and those of other groups have shown that bulk NaxCoO2 (0.7≤ x ≤ 0.9) 
single crystals can be grown by the floating-zone technique with only trace amounts of 
impurity phases (mainly cobalt oxides). The flux technique may be better to achieve crystals 
with higher Na content. Further work is needed to improve the mosaic spread of the largest 
crystals. A number of magnetic features are evident in the bulk magnetization of the crystals. 
The origins of the 22 K magnetic transition and the anomaly at ~320 K remain open 
questions. At very low temperatures weak ferromagnetism is observed which is enhanced in 
samples treated with oxygen. More work is needed to understand these observations. 
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1. INTRODUCTION

The major usage of niobium is in the steel industry in production of ferro-niobium (85%), 
followed by superalloys (12%) where only 3% is shared between aerospace industry, nuclear 
energy, lighting and superconductivity. The well-established Nb-based low temperature 
superconductors, LTS, such as NbTi and Nb3Sn represent 98% world production of 
superconducting materials, where the remaining 2% is shared between Nb3Al, MgB2 and Bi-
based high temperature superconductors, (HTS). 

The discovery of high temperature superconducting materials, HTS, and medium 
temperature superconducting material, MTS, (MgB2), in 1986 and 2001 correspondingly does 
not eliminated the old well-established Nb-base conductors, but in contrary lack of the 
reliable strong, long lengths, high current at high magnetic filed HTS and MTS conductors 
brought a renaissance to the Nb-based technologies for large-scale applications in 21century. 
Only Magnetic Resonance Imaging magnets sector use approximately 200 tons of NbTi 
conductor per year, and this allows economies of large-scale production to be realized. The 
current consumption of the Nb3Sn and Nb3Al is much lower but demand is picking-up quickly 
due to the development of international applied projects on fusion reactors and on more 
importandly the new Hydron Colider. Presently the prototypes of the high field Nb3Sn
magnets >12T for high energy physics application are extensively being developed at several 
institutions in the world, including at FermiLab [1-4].  



698

According to FermiLab the present Nb3Sn conductor for high field application has a quite 
large effective filament diameter, in the order of 20 to 70 µm. It has quite a large 
magnetization, and causes a big persistent current, generating a substantial sextupole term at 
injection field. An extensive study in conjunction with the leading superconductor 
manufacturers are needed if required superconducting conductors are going to be delivered 
for this massive enginering project. There is also requirement for much smaller quantity but of 
a very advanced Nb-based conductors being able to generate fielsd of >23 Tesla for the 
application of 1GHz Nuclear Magnetic Resonance systems.  

There are many technological issues must be adopted which are important from the point 
of view of quality of the final conductors which is usually cold drawn to yield long piece 
lengths. Independently from the production issues there is an important question to be 
answered if the fundamental pinning properties of Nb3Sn and Nb3Al and Nb3Ga conductors 
can be improved by changing the pinning mechanism. For example in the case of Nb3Sn
conductors altering the typical grain boundary structure originated from a simple equiaxed 
grains to elongated ribbon-like grain-reinforced microstructure is the most plausible solution. 
Further improvement of intragranular pinning in rapidly quenched Nb3Al and Nb3Ga
conductors by carefully optimised thermo-mechanical treatment looks promising. There is an 
urgent need to improve even further the high magnetic field performance of the LTS 
conductors for applications. 

2. OUTLINE OF CRITICAL PARAMETERS AND GLOBAL PINNING FORCE  
Nb-BASED CONDUCTORS

The most important dependencies of superconducting parameters characterising the 
applicability of the particular materials are: Bc2(T) Fig.1a), Jc(B), Fig.1b), and obviously 
pinning force, Fp, see eq.(1). 

Fig. 1. a) The upper critical flux density versus temperature of Nb-based conductors after [5]; 
b) Transport critical current vs magnetic field for variety of LTS and also MTS [6], excluding 
Nb3Al, which will be presented in the later chapter.
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In most high pinning type II superconductors the global pinning force frequently exhibits 
scaling behaviour with reduced flux density b=B/Bc2, where constant and G is a geometrical 
function of the microstructure, eq.(1), usually interpreted as a surface area of inclusion per 
unit volume of matrix. The significance of this equation is that if one measures Fp vs b at one 
temperature, then Fp at other temperatures can be predicted by scaling the results with a factor 
[Bc2(T)]n.

Where n and m are fitting parameters and k is smoothing parameter defining maximum 
pinning value, p and q are pinning and materials related parameters. 

(1)

f (b) = b
p

1 − b( )q
 (2)  

The position of the maximum of the pinning force on the coordinate axis of reduced flux 
density b, is defined by the ratio p/(p+q). Kramer, [7] investigated the experimental data of 
several groups of hard superconductors such as NbZr, NbTa, NbTi, NbHf, Nb3Sn, Nb3Al and 
V3Ga, and pointed out that eq.(1) can indeed describe the pinning force with the power n 
varying between 2 and 3, and with the function f(b), eq.(2) depending on the microstructure 
and metallurgical treatment. 

There are three main categories of Nb-based superconducting materials, which are 
described by the normalised pinning force dependencies versus normalised magnetic field, 
f(b), eq.(2). Most of the Nb3Sn conductors are close to f(b)=b0.5(1-b)2, Nb-Ti with the 
elongated grain boundaries can be describe by f(b)=b(1-b) and finally Nb3Al and Nb3Ga (by 
rapid processing) with defects on the atomic scale has the best performance at very high 
magnetic field and therefore can be described by f(b)=b2(1-b) dependence, see Fig.2. 

The difference between these three type of pinning mechanism is not in the 
crystallographic structure of the grains but more in the their morphology and intragranular 
defects, see Fig.3. 

Fig. 2. Normalised pinning force vs normalised magnetic field dependences for Nb-based 
conductors: NbTi, Nb3Sn, and Nb3Al (rapidly quenched).
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Fig. 3. Fragments of the cross-sectional grain structure of the superconducting filament along 
the wire and current direction, a) equiaxed grain structure characteristic for Nb3Sn conductors 
b) elongated grain structure typical for NbTi conductors, c) Fine defect substructure typical 
for rapid quench Nb3Al and Nb3Ga.

3. NbTi CONDUCTORS

Nb-Ti was discovered soon after another superconducting alloy Nb-Zr in 1960. Once it was 
established that Nb-Ti posses strong pinning at elevated magnetic fields ~ 5 Tesla, see Fig.1b, 
the industrial process originally developed by Teledyne Wah Chang to make filaments for 
light bulbs was devloped. Even though it was possible to use a well-established technology, 
the price of the first 61 filament wire was 400£/kg during the first year of production and the 
performance was 70A at 5Tesla for the 0.4mm wire, Fig.4. After one year the price dropped 
to 200£/kg with minor improvements in current density. Interestingly enough the price of was 
stable for almost 20 years, because it was based on already mature technology. Taking into 
account the rate of inflation approx. 10% per year, the absolute price went down 
systematically. In time improved performance and involvement of other companies caused 
further reduction of price presented in Fig.4. 
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Fig. 4. Price reduction of the Nb-Ti superconducting wires since discovery in 1960. After J. 
Good, Cryogenics Ltd. For comparison prices of HTS Bi2Sr2Ca2Cu3O8 and YBa2Cu3O7

conductors are included.
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Today the price of the simple Ni-Ti wire for MRI applications is at the level of 1$/kAm 
where the price of the sophisticated ITER conductor is currently no more than 2$/kAm. 
Further reduction of price can be realised by increase of performance by introduction of the 
Artificial Pinning Centres. The optimisation of the critical current density is part of the 
conductor fabrication process. Jc is determined by the microstructure and can therefore be 
manipulated largely during the wire fabrication process. Optimisation of Jc is achieved by 
introducing finely dispersed microstructural features acting as pinning centres. In the case of 
Nb-Ti the combination of the dislocation wells and normal conducting α-Ti precipitates in the 
superconducting β-phase are known to be most effective pinning centres. An optimum size 
and distribution of the precipitates is achieved by applying intermediate heat treatments (at 
about 400oC) during the wire fabrication process. After cold deformation of the Nb-Ti wires 
α-Ti precipitates forming flat noodles, which are lined flat along the wire axis, as a result of 
the marked texture of NbTi. 

Interaction of the metallurgical treatment and flux pinning of NbTi superconductors is 
discussed in details by Hillmann [9]. The most intensive research and development into the 
process of the production of new class Nb-Ti superconducting materials characterised by the 
highest Je values by introducing artificial pinning centres (APC), was carried out by Heussner 
et al. [8]. It was demonstrated, that the processes and manufactured articles under 
development have the following advantages by comparison to the conventional ones: a 
possibility of making and adjusting of APC material structure therefore to produce the strictly 
specified properties in superconductors; an economy-type achievement of the high level 
current-carrying capacity as compared to traditional materials; an opportunity of the essential 
increase (by a factor of 4 -5) of the superconductors current-carrying capacity. The 
experimental batches of highest Jc vs B superconducting Nb-Ti wires were produced by the 
University of Wisconsin in collaboration with USA Industry. Even further reduction of the 
cost can be achieved by exploitation of the new emerging technologies such as Direct 
Electroreduction of Oxides, DERO developed at University of Cambridge (see for example 
Fig.21) [10,11]. The cost of Nb-Ti alloys, by the use of the DERO process, is expected to be 
only between 4-7 times cheaper, Fig.4, because the Nb-Ti materials account for only 20-50% 
of the total cost of the final wire. The remaining cost covers all the other materials used in 
composite, deformation processes, electrical insulation and manpower.

The fabrication of a multifilamentary wire can be described as follows: in the case of a 
NbTi/Cu composite prefabricated NbTi and Cu parts are bundled inside a Cu tube to form a 
billet with an outer diameter of typically 100 to 250 mm. The billet is evacuated and warm 
extruded to a rod of 20 to 70 mm diameter. Further area reduction is achieved by cold 
working on drawing benches, bull blocks and multiple drawing machines. Twisting of the 
wire is performed close to the final dimension. The number of NbTi filaments and the copper 
to superconductor ratio is chosen according to the application. The composite wire can be 
further processed, e.g. into rectangular profiles or cables when required for special 
applications. The co-processing of NbTi and Cu in the ways described above is only possible 
because both materials are very ductile and behave fairly similarly with respect to hardness 
and resistance to deformation. In case of less favourable combinations other solutions had to 
be found. For example, stabilisation with ultra pure aluminium is desirable in some cases due 
to the very low residual resistance, the low weight and/or the transparency to nuclear 
radiation. Reliable cold working of a pure Al/NbTi has turned out to be very difficult. An 
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appropriate process to manufacture an Al-stabilised conductor is the co-extrusion of the Al 
onto a prefabricated NbTi/Cu composite wire or cable. Different applications require a 
specifically designed NbTi conductors of which examples are presented in Fig.5. There are 
also alloys from ternary or quoternary phase diagrams, which possess the best properties 
among Nb-based alloys, these are listed in Table 4 and Table 5.

The architecture and structure of any superconducting conductor is dictated by the 
application. Examples of Nb-Ti wires for differnt applications in Fig.5. The NbTi cable in 
Fig.5e) consist of 36 superconducting wires as in Fig.5(c), each wire being exactly 0.825 mm 
in diameter. Each wire houses 6300 superconducting filaments of niobium-titanium (NbTi). 
Each filament is about 6µm thick, Fig.5d). Around each filament there is a sub-micron 
0.15µm layer of Nb and 0.5µm layer of high-purity copper. This Rutherford cable, Fig.5e), is 
1.510 cm wide, 1.480 mm thick but tolerances are only a few micrometers. In the manufacture 
of such superconductor products the key know-how is to form 16 cm thick and about 70 cm 
long NbTi billets into filaments which are 512 000 km long and 6 µm thick. It is not surprise 
that because such a high quality long length Nb-Ti conductors can be achieved reproducibly, 
the NbTi wires are treated as a commodity. 

a)  b)  c) 

d)

e) 
Fig. 5. Cross sections of the Nb-Ti superconducting wires; a) basic wire for MRI magnets; 
typical dimensions in the production 0.6 mm-1.94 mm, cryomagnetic stability of the wire is 
of paramount importance therefore there is a large amount of Cu, in the case of the failure of 
the superconductive state, copper acts as a highly conductive shunt transferring the electric 
current and the heat; b) wire to provide high background field in the NMR magnets where the 
core of the hybrid magnet is made from Nb3Sn conductor, a typical dimensions in the 
production 0.4 mm-0.94 mm; c) wire for nuclear fusion OD = 0.787mm; d) magnified 
fragment of the wire in Fig.5c), where copper has been etched to show the end parts of the 
filaments; each Nb-47Ti filament is 6 µm in diameter. Around each Nb-Ti filament there is 
0.15µm thick niobium layer and 0.5 µm thick layer of copper; e) Rutherford cable made form 
conductor presented in Fig.5c).
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Table 1. Critical temperature for ternary Nb-based alloys. 

Alloy Critical temperature T
c

(K)

Nb-(30-40%)Ti-(10-15%)W 7.5 
Nb-43%Ti-8.4%Cu 7.9 
Nb-50%Zr 10.2 
Nb-40%Ti-10%Zr 5.5 
Nb-5%Ti-45%Zr 10.2 
Nb-10%Ti-40%Zr 9.8 
Nb-25%Ti-25%Zr 9.7 
Nb-45%Zr-5%Hf 10.0 
Nb-47%Zr-3%W 10.3 

Table 2. Upper critical field of the selected multi element Nb-Ti based alloys.  

Alloy(wt%) µoHc2 (T) at 4.2K µoHc2 (T) at 2.2K 

Nb-30Ti 11.4  
Nb-40Ti 11.7  
Nb-46.5Ti 11.5 14.2 
Nb-49Ti 12.2  
Nb-22Ti-22Zr 13.6  
Nb-45Ti-16Zr 12.4  
Nb-43Ti-25Zr 11.6 15.5 
Nb-41Ti-13Hf 11.0 14.5 
Nb-38Ti-26Ta-6Hf 11.3 15.3 
Nb-39Ti-24Ta-6Zr 13.1  

4. Nb3Sn CONDUCTORS

Intermetallic compounds including Nb-based were widely explored as potential 
superconducting materials in the 1950s and 1960s. The best intermetallic superconductors, 
based on niobium rich compounds with group IIIB and IVB elements (e.g., Nb3Ga, Nb3Al and 
Nb3Sn), are still under continuous development and new discoveries of a cheaper and more 
reliable processes are described [10-12]. These are isotropic materials in which the conduction 
electrons travel in an electronic band made from niobium d states. The nature of the relation 
between the unique properties of the A15 intermetallic compound and the crystallographic 
structure was first pointed out by Weger [13]. The A15 structure is distinguished from other 
intermetallic phases in the Nb-Sn phase diagram by having three distinct families of Nb atoms 
arranged in chains parallel to the [100], [010] and [001] axes. The quasi-one-dimensional 
nature of the Nb lattice leads to unusual features in the electronic band structure, which are 
responsible for the unique properties. The atomic volume of the transition metal atoms such 
as Nb are smaller than that of non-transition-metal atoms such as Sn and thus have to be 
considered as the more decisive factor in determining the properties of these materials. The 
linear chain model, which expresses nearest-neighbour interaction was found to be quite 
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successful in explaining some of the elastic and magnetic (superconducting) properties of A15 
alloys. The simple linear-chain model is quite successful despite the fact that the next-nearest-
neighbour interaction is not negligible compared to the nearest-neighbour interaction. 

Different physical parameters depend on quite different averages of the Fermi velocity 
vF over a complex, many-branched Fermi surface: x0 depends primarily on the mean value of 
< vF> and to lesser extent on <1/vF>-1 through Tc, while Bc2(t) depends on <vF

2>0.5 and
anisotropy in Bc2(0) relates to <vF

4>0.25. It was established that superconducting parameters
such as Tc are more sensitive (degrade much faster) to substitution of the Nb sublattice than of 
the Sn sublattice. According to the Nb-Sn phase diagram, Fig.6(a) there are three intermetallic 
phases: Nb3Sn (Tc=18.2K), Nb6Sn5 (Tc=2.8K), NbSn2 (Tc=2.6K) and one solid solution α-Nb
(Tc=9÷6K) and also pure Sn (Tc=3.2K).

a) b)

Fig. 6. a) A binary phase diagram of Nb-Sn system; b) Distribution of Nb and Al atoms in 
A15 structure of intermetallic compound Nb3X (a-lattice parameter) demonstrating three 
orthogonal linear chains of Nb atoms, [15].

Unlike NbTi, Nb3Sn is a brittle intermetallic compound having a well-defined 
stoichiometry, which is obtained in the practical multifilamentary wire form by long-term 
high temperature reactive diffusion. The Nb3Sn intermetallic has a lattice parameter a=0.518
nm and an A15 type structure, A3B, Fig.6b), which belongs to space group Pm3n. The first 
single crystals of Nb3Sn have been grown by Hanak et al. [14]. The Nb3Sn coated conductor 
concept was developed through the two parallel routes: by reduction from the gaseous phase 
and by dip coating technique.  The synthesis of this compound by the gas phase reaction on 
the metallic substrates appeared to be feasible because both Nb and Sn can be obtained by the 
hydrogen reduction of their gaseous chlorides at temperatures well below 1000°C. A 
simultaneous reduction of a mixture of these chlorides yields crystalline Nb3Sn without the 
intermediate formation of the free metals or other Nb-Sn phases such as Nb6Sn5 and NbSn2.
The overall reaction for the production of Nb3Sn CVD coated conductors can be described by 
eq.(3) as: 
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3 NbCl4 (g) + SnCl2 (g) + 7 H2 (g)  Nb3Sn (s) + 14 HCl (g) (3)  

Dip coated Nb3Sn conductor was developed by passing the Nb-alloyed 20µm thick tape 
through the liquid bronze bath in vacuum followed by isothermal on-line diffusion of Sn to 
Nb tapes from both sides allowing formation of the Nb3Sn phase [16]. As it was proven by 
Mössbauer spectroscopy, this liquid-solid diffusion process allowed formation of the other 
intermetallic phases such as NbSn2 and Nb6Sn5 but only in the coarse grain zone, (see for 
example Fig.25) [16,17].  

Currently there are essentially three types of the Nb3Sn superconducting conductors 
categorised by the architecture and initial composition: (i) bronze, (ii) internal tin and (iii) 
powder-in-tube. In all these cases formation of Nb3Sn take place in then presence of Cu, 
which helps to achieve the fine grain structure. And facilitates formation of the Nb3S at 
reaction temperature as low as 450oC [18]. Current progress in high current Nb3Sn conductors 
by internal tin or powder-in- tube process is noticeable. The current density is reaching almost 
record values of 3000A/mm2. Increase of the transport current by increasing the cross section 
of the Nb3Sn layer is one of the obvious paths to continue development of the A15 
conductors. Also there is another probably the most important path that could bring the largest 
further improvement of the wires performance by development of Nb3Sn grain-structure with 
planar barriers normal to the Lorentz force. A typical technical superconductor consists of a 
composite of superconducting filaments, the stabilising matrix and insulation that may differ 
depends on the process adopted [19]. Each one of the suitable fabrication process listed in 
Table 3 must be capable of producing long lengths of composite conductors in a reliable and 
economic way. The process must allow the optimisation of the superconducting properties, 

Table 3. List of manufacture processes and resulting properties of Nb3Sn conductors 

PROCESS % of overall cross 
section occupied 

by Nb3Sn

Jc at 12T at 4.2K 
(A/cm-2)

Comments 

Bronze 15 1x105 + uniform Nb3Sn layer; 
- expensive; 
- low Sn content*; 
- multiple annealing 

Internal Tin 
diffusion**

18 1.5x105 + cheap, easy deformation    
- non-uniform 
- filament bridging

Powder-in-Tube
filaments

33 1.8x105 + ultrafine filaments 
- discontinuous 
- high ac losses***

* The amount of Nb3Sn in the cross section is limited by the Sn content in the bronze, which above 
wt15% creates brittle Cu-Sn intermetallics, (see Fig.14a). ** The size of the filament diameter should 
be optimised in order to ensure that Jc value of the Nb3Sn layer is maximised, the cross sectional 
inhogeneities lower the local critical current density of the filament. *** The smaller the the filament 
size, the lower the hysteretic ac losses. The spacing between the filaments must be of order of 1µm in 
order to electrically decouple the filament and therefore reduce the low-field ac losses.  
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especially the current carrying capacity. The completed composite wire must be processable 
into more complex conductor geometries, like cables, and into magnet coils. For applications 
with high currents and/or with large cooled conductor surface areas many individual strands 
are combined to form transposed cables or braids. Braids should be avoided because the many 
crossovers can lead to unacceptably large degradation of Jc. The cabled conductors allow an 
internal cooling of the conductor by forced flow of helium, provide good mechanical 
properties and allow vacuum impregnation of the coil winding pack. This yields the best 
electrical and mechanical performance of large superconducting coils while simultaneously 
allowing an efficient cool down and stable operation. Internally cooled conductors of the type 
shown are therefore generally adopted for large magnet systems. 

Despite the fact that many superconducting materials are known, including high 
temperature superconductors, the complexity of all these requirements has led to only two 
materials being of technical relevance at the moment. These materials are: the ductile alloy 
NbTi and the brittle intermetallic compound Nb3Sn. Due to its difficult handling Nb3Sn is 
only used at high fields (>10 T) where the current carrying capacity of NbTi decreases very 
fast, see Fig.1b). The technology of multifilamentary Nb3Sn wires is complex and requires the 
production of special kinds of high purity reshaped materials such as (niobium alloy rods, tin 
rods, large high tin concentration homogeneous bronze ingots, high purity cooper tubes and 
foils, high purity Ta foils or tubes). Because Nb3Sn superconductor is brittle, the processing 
of such intermetallic by warm and cold working has to be excluded. In this case the solution is 
to use a composite consisting of ductile precursor materials and to form the superconducting 
phase only after the deformation process. Nb3Sn composite materials are manufactured by a 
solid state diffusion process (bronze process) or internal tin source process, see Table 3, 
where thin Nb filaments distributed in bronze (or copper plus tin) matrix, are separated from 
stabilised copper by diffusion barriers. The whole wire fabrication process includes: 
manufacture of bimetal precursors and sealing of them under vacuum by electron beam; 
extrusion of bimetal precursors at high temperature; cold deformation of bimetal rods to 
required size, assembling of multifilamentary rods and sealing; hot extrusion of 
multifilamentary rods; cold drawing of multifilamentary rods to required size; twisting of 
wire; final heat treatment to form intermetallic diffusion Nb3Sn layers. 

4.1 Nb3Sn Bronze Process 

The main reaction heat treatment to form the A15 layer is commonly an isothermal reactive 
diffusion in the range of 650oC to 750oC. At the lower end of this range the compound growth 
rate is very slow leading to unacceptably long reaction times [20] in addition the compound is 
disordered and has a high level of point defects exhibiting a degraded value of Tc and Bc2 [21]. 
Above 750oC rapid grain growth and grain coarsening occurs [22], this is most apparent in the 
outermost region of the reaction layer which the first to form, Fig.7a). However for modern 
bronze processed ITER type strands with Nb filaments having diameter in the range of 2-3 
µm and subjected to the standard ITER heat treatment  (5750C 150h + 6500C 200h) Nb3Sn
grains were mainly equaxed but the grain size usually varied in relatively large interval from 
30 nm to 250 nm, Fig.7b) and c). It contradicts to earlier accepted scheme of 3-layered 
structure of Nb3Sn filaments that included two layers of equaxed grains with different sizes 
and one layer of the columnar grains, Fig 7a) [23]. The results obtained are in good 
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a)

N b 3 S n
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S n

columnar grain zone

equiaxed grain zone

coarsed equiaxed zone

b) c)

Fig. 7. a) Cross section of a single Nb-Nb3Sn filament in the bronze matrix after solid state 
diffusion of Sn to Nb from the bronze matrix [25]; b) schematic projection of four 2D cuts 
through the Nb3Sn layers of a grain boundaries of the fine equiaxed zone. Nb3Sn layer growth 
direction, normal to the picture; c) TEM picture of the typical equaiaxed zone; courtesy of 
V. Pantsyrnyi.

a) b)

Fig. 8. Variation of tin concentration in bronze matrix across (a) NS6000 conductor for as-
drawn, quenched, reacted at 725°C for 5, 10, 25, 50 and 100 hours as indicated in Fig.8 a) 
[28].
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Fig. 9. SEM images of the cross-sections of the different types of Nb3Sn conductors and 
corresponding filament details of: (a) bronze process conductor 64x64 filaments without Cu 
stabilization, central bundle is marked as A where the external bundle is marked as E; b)
marked bundles of the wire as in a) after isothermal diffusion [25]; c) as b) central regions of 
the marked bundles E and A after cycling diffusion process [27] (differences in Nb3Sn layer 
thickness are negligible); d) the bronze process ITER strand internal Cu stabilization 
Vacuumschmelze, Courtesy of H. Krauth; e) the bronze process ITER strand external thick 
Cu stabilization, courtesy of D. C. Larbalestier [29]; f) the bronze process ITER strand 
external thin Cu stabilization. The filament composition is Nb7.2Ta, the bronze is 15.4wt% 
Sn; the diffusion barrier is Nb; Ti can be introduced either as artificial doping (1% in the 
filaments) or in the bronze (0.25%). Wire diameter is 1.25mm. courtesy of R. Flukiger and 
Vital Abaecherli [30,31].
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correlation with the data of recent SEM investigation on Nb3Sn grains morphology in other 
ITER type strands [24]. 

During the isothermal reactive diffusion of the multifilamentary conductor each filament 
follows its own layer growth pattern depending on the local variation in the tin concentration 
as the reaction proceeds [25], but the relation between the average grain size and the average 
intersept length is sensitive to the grain size distribution [26]. The tin concentration will vary 
spatially in a complex way across the composite as concentration gradients build up to drive 
the tin supply and as the localized ‘sinks’ for tin in the form of filaments undergoing reaction 
change their rate of tin uptake Fig.8 and Fig.9b). The practical consequence is that Nb3Sn
layer growth starts everywhere at the same rate determined by the initial bronze concentration 
and any additive present but rapidly falls to almost zero for the filaments remote from major 
sources of tin [30,31], Fig8a). A further consequence of tin depletion is the growth of off-
stichiometry Nb3Sn with depressed values of Tc and Bc2. By using a multistage cyclic pumped 
diffusion (CDP) anneal which has to be optimised for each particular composite geometry, it 
is possible to achieve rapid uniform layer growth in a high tin bronze across the whole cross 
section of the thick external bronze reservoir conductors, compare Fig.9b) and c). The method 
is likely to be of particular value when a conductor contains substantial bronze reservoirs or is 
an external tin or internal tin composite design.  

In the bronze route Nb rods are embedded in a Cu-15wt%Sn bronze and the Nb3Sn phase 
is formed in the completed conductor by a solid state diffusion and reaction process at about 
650°C–700°C [32]. It has to be mentioned that because of the high concentration of tin in 
bronze the stress-relief annealing process has to be repeated many times during wire drawing 
before the final conductor diameter can be reached. For this reason the configuration of Nb3Sn
conductors differs from that of NbTi conductors. To allow effective transformation of the Nb 
into Nb3Sn within a reasonable time, the filament diameter is limited to about 3 to 5 µm. As a 
consequence, a high number of filaments is required (typically around 10000) therefore the 
bundling and deformation process has to be performed twice. In addition, the Cu-Sn matrix 
does not effectively stabilise and protect the conductor, requiring additional copper to be 
added, preferentially in the second bundling process. This pure Cu has to be protected from 
contamination by Sn during the reaction heat treatment by means of a diffusion barrier, e.g. of 
Ta, Fig.9d).  

Superconducting wire in operational regimes is often exposed to sudden changes of 
external thermal or electromagnetic environment, which may cause the local development of 
the normal state in an Nb3Sn superconductor. Since the bronze matrix has a high resistivity it 
is necessary to provide high-purity high-conductivity cladding by pure copper or aluminium 
to avoid the danger of destruction of the conductor in the heart of an expensive device and to 
provide an alternative route for the very high currents passing though the wire. The larger the 
number of discrete copper areas the more effective will be the stabilisation. The process of 
thermal and electrical stabilisation was extensively discussed by Wilson [33]. 

In the case of the reactive diffusion between Nb filaments and Sn from the bronze matrix 
the diameter of the Nb core is one of the very important elements in determining the time 
dependence of the intermetallic layer growth. The growth process is faster for fine filaments. 
The difference in this growth behaviour in the bronze-processed Nb3Sn layer is attributed to 
the radial cracks formed during its growth. The source of the cracks in the layers appears to be 
due to the difference in the diffusion rate of Sn and Nb in Nb3Sn layers. When cracks are 
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introduced in the layer, they will act as diffusion pipes for Sn and the limiting process will be 
the formation rate of Nb3Sn at the Nb-Nb3Sn interface. Additional evidence for Sn being the 
primary diffusion species is also provided in the observation of Kirkendal voids at the Nb-
Nb3Sn-(Cu-Sn) interface. The vacancies are being injected into the bronze, by Sn atoms being 
injected into the Nb3Sn, faster than the vacancies can diffuse away to sinks in the bronze, thus 
forming the Kirkendal voids by supersaturation [34]. Additionally even multifilamentary 
bronze conductors during isothermal processing suffer from a significant depletion of Sn 
between the filaments, whereas the tin level in outside bronze tin reservoir is relatively 
unchanged. Such nonuniform diffusion is obviously reflected in a radial gradient of 
superconducting properties, which is the most undesired property of the conductor which will 
result in lower Je and poorer cryomagnetic stability of conductors. To suppress formation of 
such non uniformities the modified multistage diffusion processes can be used successfully 
[27]. There is also gradient of the properties across an individual Nb3Sn layer due to the 
gradient of concentration, which effect the superconducting parameters of such layers, 
Fig.10a [35]. It is evident from Fig.10b that the concentration of the Sn at the grain 
boundaries is higher than stoichiometric composition required by A-15 phase, therefore they 
should have a lower superconducting parameter, see Fig.10a). Because grain boundaries 
which are approximately 5-10 lattice constants wide ~ (2.5–5 nm) and are comparable to the 
coherence length, ξ~6nm of Nb3Sn they are most likely effective pinning centres. 

a) b)

Fig. 10. a) Variation of Bc2, Tc and ρ0 versus at% Sn content in Nb3Sn. At low temperatures, 
binary Nb3Sn transforms into the tetragonal phase at 24.5at%Sn. The tetragonal 
transformation from cubic structure is marked by the vertical broken line. Adapted after 
Flukiger [35]. The Bc2 is related with other physical quantities as follows Bc2=γTcρ0 where γ is 
the electronic specific heat. This can explain why the additions of ternary elements to Nb3Sn
leads to a considerable increase of Jc at higher fields, which is due to a strong increase of ρ0.
Enhanced Bc2 and additional pinning centres originated from fine ternary precipitations 
improve high Jc vs B characteristics of such wires [35]; b) schematic diagram of the tin 
concentration and tin’s chemical potential variations taking place at the Nb filament proximity 
in the Nb-Nb3Sn-(Cu-Sn) diffusion system. The grey lines in the Nb3Sn  layer region 
represent the changes for the grain boundary, where the broken lines represent the intragrain 
properties; adopted after [38].
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Based on the microstructural correlations in the Nb3Sn a grain-boundary pinning 
mechanism is the dominant at moderated magnetic fields. It has been established that flux 
pinning force increases with decreasing grain size in other words Jc increases with a small-
grained structure (recommended grains are if less than 40 nm in diameter [37,38]) Fig.11. We 
will now briefly mention the model of Pande and Suenaga [39] where grain size dependence 
is considered in detail, eq.(4). This model is based upon the following assumptions: (i) any 
grain boundary segment is regarded to be made up of a superposition of uniformly spaced 
dislocation walls. Spacing and other parameters are so chosen to satisfy all boundary 
conditions where on the average, the Burgers’ vector are randomly distributed along all three 
axes; (ii) grains are made up of such segments. 

a)     b) c)

Fig. 11. (a) Dependence of the tensile strength and flux pinning force of the Nb3Sn layer 
formed in the multifilamentary conductors expressed as a function of the grain size, to a first 
approximation [36]; (b) Fractured cross-section of the single filament selectively etched away 
from the multifilamentary conductor, radial thickness of the Nb3Sn layer 2.9mm, reactive 
diffusion time 5.3hours, Fp=2.3 1010Nm-3; (c) radial thickness of the Nb3Sn layer 6mm, 
reactive diffusion time 100 hours, Fp=0.57 1010Nm-3. There is a strong evidence of the Nb3Sn
grain growth after full conversion of Nb to Nb3Sn resulting in lower pinning force and also 
lower critical current density [37].

The relation between the grain size D, and grain segment, d, will depend on geometry and 
shape of the grain, but on the average D kd where k parameter is of the order of two; and (iii) 
the flux pinning is primarily due to first order elastic interactions. Based on the above 
assumptions and after statistical summation of the elementary pinning forces, an expression 
for grain boundary pinning was obtained as, eq.(4) where P0 is a constant

F
p

( D ) =
P

o
(1 − b )2

D sin 2 ( πD
3ka

o
)

 (4)  

independent of grain size D, b is the “reduced” magnetic field and a0 is the lattice constant of 
the fluxon line lattice which depends on the magnetic field [6]. Eq.(4) shows that the flux 
pinning and hence critical current is approximately inversely proportional to grain size as 
expected from experiments. However, eq.(4) also gives an oscillatory behaviour in Fp as 
function of grain size, but such oscillations are not observed experimentally although 
experimental results do show large scatter in the data, especially in thin films. It is believed 
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that such an oscillatory behaviour can be suppressed if a distribution in grain sizes is taken 
into account. Measurements of grain sizes in Nb3Sn show that the distribution is roughly log-
normal [40]. It is seen that the oscillations are smoothed out but there is a peak in the Fp at a 
value of a0/D= 1.83/k. The exact location of the peak will depend on the value k used. This 
leads to the conclusion that flux pinning cannot be indefinitely increased by grain refining. 
Considering the other side of the grain size spectrum a prolonged heat treatment produces 
grain growth, see Fig.11 (b) and (c) and when the grain size is larger than the optimum than Jc

value is dramatically suppressed [36,41] but Je may still not reach the optimum value [37]. In 
this regard the bronze process is helpful thanks to the copper in bronze matrix that enables 
fine grain Nb3Sn to form at lower temperatures than with reach Sn bronze. From the view of 
fracture behaviour of the brittle Nb3Sn, fracture occurs at the grain boundary. Therefore it can 
be expected that the strength of Nb3Sn compound have a strong inverse dependency on the 
grain size Fig.11a. A microstructure with fine grains is therefore required to get high Jc

values. This is achieved by performing the reaction heat treatment at elevated temperature 
650°C–700°C for a long time. 

By treating such an arrangement of individual components Nb filaments, Nb3Sn layer, 
bronze matrix, Ta diffusion barrier and Cu filaments–in the multifilamentary composite as a 
set of parallel resistors, the total resistance can be expressed by eq.5), 

=
i iT GTCVRR ),,,(

11
 (5)  

where RT is the total resistance of the composite and Ri is the resistance of the individual 
components. During reactive diffusion processes, the resistance of the individual components 
depends on volume (V), composition (C), temperature (T) and grain morphology (G) (which 
includes stress/strain). A schematic indication of the possible resistance changes of individual 
components at different stages of the reactive diffusion processes is illustrated in Fig.12 [28]. 

During the first anneal cycle as in Fig.13, the non-linearity of the heating up curve might 
suggest some reactions occur along the heating up process. Hence, the derivative of 
resistance/length with respect to temperature was plotted against temperature to observe those 
tiny changes as shown in Fig.13b). The plot was then compared with the DTA results to show 
the relationship between both results. It was found that both graphs seem to agree with each 
other for most of the characteristic temperatures. At approximately 580°C, the d(R/l)/dT
curves start to decrease dramatically, which suggests the formation of Nb3Sn layers and a 
corresponding sudden tin depletion of the bronze matrix near the Nb filaments. This results in 
a substantial decrease in the overall tin concentration of the bronze matrix and so decreases 
the resistivity of the whole wire in spite of the formation of Nb3Sn, which has a higher 
resistivity. During the reactive diffusion processes a significant drop in the resistivity of the 
wire can be measured due to the formation of the Nb3Sn layer using tin atoms from the bronze 
matrix Fig.13a). 

In situ resistance measurements of multifilamentary composite conductors during the 
formation of the A15 layer proves to be a promising method to provide information about the 
details of the conductor at different stages of the reactive diffusion processes. The different 
results obtained from in-situ resistance measurements for different geometries and designs of 
the multifilamentary conductors show the capability of this technique to distinguish between 
different wires. It is the objective of this technique to monitor and optimise the formation of  
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Fig. 12. An interpretation of the possible resistance changes of individual components of 
bronze process (a), (b), (c) stabilised and (d), (e), (f) unstabilised multifilamentary Nb-Sn-Cu-
Ta conductors at different stages of reactive diffusion processes. The resistances of certain 
elements and compounds changes with volume (V), composition (C), and grain morphology 
(G) as indicated [28].

A15 layer using the in-situ resistance measurement technique. Although the grain size of the 
Nb3Sn layer cannot be measured directly by this technique at the moment, it is hoped that by 
getting a better understanding of the resistivity changes in the bronze matrix and refining the 
experimental technique it will finally be possible to reveal the microstructure of the Nb3Sn
layer. This can enable the characterisation of multifilamentary composite conductors, 
probably even extracting the grain size development of the Nb3Sn layer, during reactive 
diffusion processes, allowing optimisation to be performed simultaneously. 

This technique can be used to monitor and optimise variety of Nb3Sn multifilamentary 
composite conductors manufactured by the internal tin process or powder metallurgy and also 
other Nb-based conductors as it is described in the following chapters. 
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a) b)

Fig. 13. In-situ resistance/length versus temperature measurements of NS6000 wire: (a) (i) 
heated at a rate of 300 K/h to 725°C then cooled slowly down to room temperature; (ii) wire 
as in (i) dwell for 50 hours at 750°C and cooled to room temperature and once again the same 
wire; (iii) the wire (ii) heated at a rate of 300 K/h to 725°C and cooled slowly to room 
temperature. (b) Comparison between derivative of the resistance/length versus temperature 
curve (i) in Fig.13a), and the DTA results. The open and closed arrows indicate the coinciding 
characteristic temperatures of curves d(R/l)/dT and DTA respectively [28].

4.2 Nb3Sn Internal Tin Process 

The internal tin process is less complicated in respect of mechanical deformation because all 
initially used elements such as Nb, Sn, Ta, and Cu are very ductile and do not require 
intermediate stress-relief annealing as it does for the bronze technique. Generally the 
formation of the Nb3Sn by the internal tin process requires a sequence of thermal processes 
such as: low temperature diffusion (LTD) at ~200°C, followed by intermediate temperature 
diffusion (ITD) at 200°C-340°C where Cu-Sn phases are formed, Fig.14. [42], followed by 
high temperature diffusion (HTD) at ~700°C where the formation of the intermetallic Nb3Sn
layer takes place [43]. After the low temperature diffusion process at 200oC a continuous 
rings of η-Cu6Sn5 (60 wt% Sn) and ε-Cu3Sn (37.5 wt% Sn) phase are formed [44]. The 
further increase of the temperature from 200 oC to 340 oC induces a rapid conversion of the 
remaining tin core to η phase. Understanding of the correlation between the diffusion of tin 
from a high tin bronze reservoir to the niobium filaments and the properties of the 
intermetallic Nb3Sn diffusion layers formed, is essential for further improvement of the 
superconducting electromagnetic properties of a conductor [43,46]. There is also a trend to 
increase the content of Sn in the conductor and number of the filaments to increase the overall 
critical current density of the conductor. 

Computer design of the wire, require solving: diffusion equations, chemical equations, 
geometrical equations, electric equations, mechanic equations and thermal stability equations. 
Especially attractive from the point of view of high filling factor and uniformities of the 
undistorted Nb-based filament distribution in comparison to conventional extrusion processes 
of the drilled or stacked matrix, Fig.15a) is a modified tube, MT, technique used in the 
‘internal tin’ process to manufacture large number of filaments in the individual bundles of 
the Nb3Sn conductor Fig.15 [44]. 



715

a) b)

Fig. 14. a) Cu-Sn binary phase diagram; b) SEM micrograph revealing formation of the η-
Cu6Sn5 and ε-Cu3Sn phases at the Sn-Cu interface during low temperature diffusion process 
[44].

a) b) c)

Fig. 15. Manufacture stages of the internal tin multifilamentary Nb3Sn conductor: 
a) manufacture of the 180 filamentary Nb-Cu conductor, initial diameter of the copper matrix 
120mm [44]; b) in the centre, the 180 Nb-filament Cu-Nb-Sn composite after reduction from 
diameter 120mm (Fig15a)) to 1mm was restacked in the form of 37 bundle multifilamentary 
conductor inside the pure copper tube. The tantalum foil (far left) was used to prevent 
contamination of the external copper by the internal tin during a reactive diffusion process 
and subsequent increase of electric resisitivity of the quench protection layer; c) central zone 
of the final superconducting Nb3Sn 6660-filamentary composite conductor (180 x 37) before 
multistage reactive diffusion process between Cu-Sn followed by Nb-Sn reactive diffusion 
[45].

This MT technique [44] presented in Fig.15b) was adopted also by different companies for 
manufacture of the HTS superconducting Powder-in-Tube wires. The high engineering 
critical current value, eq.(6), is one of the most important parameter for the NMR and 
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accelerator magnets. A low value of the overall critical current density Je is a particular 
problem with fully engineered conductors. The thickness of non-superconducting layers and 
the usual deterioration of Jc in the superconductor with increasing thickness ts, eg.(7), lead to 
a maximum in Je with ts that can be expressed as:  

(6)

here:  is a sum of the thicknesses of: matrix, unreacted Nb, diffusion barrier, stabilising 
(shunt) layer, insulating layer etc. (excluding superconductor). Jc(ts 0) is a
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current density independent of thickness if w=0 and k=0; parameter w defines the maximum 
position on the Jc(ts) curve where kj parameter defines the Jc vs ts dependence [37]. 

In respect of maximisation of the Je, the filling factor, P, plays an important role in design 
of multifilamentary conductors, eq.(8). Filling factor, in multifilamentary composites by using 
modified tube technique, defined by the ratio of the cross-sections of Nb3Sn to the remaining 
matrix, depends on the stacking number in the individual bundle arrangement, nb, and the 
filling of the individually arranged bundle, Pi. Filling factor can be expressed as: 

(8)

where
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t
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and Ne is the number of sub-elements in an individual bundle; Ss is the cross-section of an 
individual sub-element; and St is the cross-section of the external tubes [44]. Usually the value 
of P changes from 0.05 for widely distributed filaments to 0.8 for densely distributed 
filaments. A dense distribution of Nb filaments is more suitable for high engineering critical 
current density, Je, but requires a more careful adjustment of the cold deformation procedure 
to avoid interfilamentary bridging [43]. From the eq.(8) and eq.(9) it can be seen that the 
increase in the number of repeat stacking units, nb, and the decrease in the number of sub-
elements (in particular bundles) causes a decrease in final packing, P, Fig.15a). Increase of P
requires reduction of number of steps, n, and an increase in the number of filaments in each 
step.

If the bundles are uniformly structured and filaments are widely distributed the formation 
of the Nb3Sn layers across the bundles is rather uniform as in Fig.16. On the other hand if the 
bundles are not uniformly structured in conductor cross section the non uniform deformation  



717

a) b)

Fig. 16. Cross-sections of the different types of Nb3Sn strand cross-section (SEM 
backscattered electron images) and corresponding filament details of: a) the internal Sn ITER 
strand, b) single filament as in Fig.16a) with radial grain structure, courtesy of 
D.C.Larbalestier [29].

Sn Sn

NbNb

Fig. 17. EDAX mapping of the Nb and Sn distribution in the single bundle of the conductor 
used in CCIC cable. It is evident that the fragment I there is much less Sn than in fragment II 
and the filaments are more circular shape preventing rapid conversion of Nb to Nb3Sn [43]. 

of the conductor take place and as a consequence rapid formation of the multiphase Cu-Sn 
and Nb-Sn layers leading to misplacement of the filaments inside the high Sn bronze matrix 
during high temperature diffusion formation as presented in Fig.17, [43]. There is a clear 
evidence in literature that to achieve a highest Jc value of the Nb3Sn conductors the amount 
evidence in literature that to achieve a highest Jc value of the Nb3Sn conductors the amount of 
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Nb in the non copper region must approach 50at%, Fig.18b). In the case of the higher 
concentration of closely packed Nb filaments the bundles behave as a coils of 
superconducting material (during conversion from Nb to Nb3Sn there is a 37% volume 
expansion) and Ta fins have to be introduced to allow the magnetic flux to penetrate to the 
non-superconducting centers of the bundles see Fig.19. It is obvious that further intensive 
research is required to optmise such conductors make them thermomagnetically stable and 
simultaneously of the highest Je values. 
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Fig. 18. Engineering critical current density of the non-Cu Nb3Sn conductor: a) progress 
versus time; b) projected required atomic percentage of Nb in the non-Cu cross section of the 
conductor to achieve 300 kAcm-2, after E.Barzi.

a) b) c)

Fig. 19. Cross-sections of the internal tin ITER Nb3Sn conductor: a) top figure fragment of 
the ‘high Jc’ 19 bundle internal Sn conductor, the bottom part higher magnification where 
trans-filamentary radial Ta fins are visible; b) magneto-optic image of the cross section of the 
18 bundle conductor without fins; c) magneto-optic image of the cross section of the 18 
bundle conductor with fins, revealing the effectiveness of magnetic flux penetration of the 
bundles if fins are used. Courtesy of D.C.Larbalestier and P.Lee.
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4.3 Nb3Sn Powder in Tube Process  

Wire produced by Powder-in-Tube process, known as a Kunzler method, [47] constitutes a 
tube of ductile material, Nb and Monel, with the core consisting of a mixture of original 
components in an almost stoichiometric ratio (3Nb+Sn), (Nb6Sn5+Nb) or (NbSn2+Nb) in the 
form of powders. The sealed composite is swaged and cold drawn into a final wire, wound to 
the form of the solenoid and thermally processed at elevated temperatures to form Nb3Sn
core, Fig.20. The Je of such wires exceeds that of ordinary Nb3Sn bronze or internal tin 
conductors. This difference is due to the special filamentary structure of the core material. 
This consists of very thin regions of composition Nb3Sn and thin intermediate regions of a 
different composition. This kind of structure is attributed to the degree of diffusion conversion 
of the initial phases during final heat treatment. The reactive diffusion treatment can either be 
performed before coil winding (React-and-Wind) or only after coil winding (Wind-and-
React). Wind-and-React is mostly used for small sized Nb3Sn magnets. Whereas React-and-
Wind may be used for large magnets with low bending strain during coil winding [48], (see 
also Fig.40). 

a) b)

Fig. 20. Cross-sections of the different types of Nb3Sn strand cross-section (SEM 
backscattered electron images) and corresponding filament details of: a) the high ‘Jc’ PIT 
strands b) fragment of the bundle with gradiental changes of the tin atoms (from 25% at the 
Sn source side to 22%at Sn at the Nb side. The biggest gradient occurs at the Nb interface). 
Courtesy of D.C.Larbalestier and P.Lee [29].

4.5 Nb-based superconductors by Direct Electrochemical Reduction of Oxides 

Technical superconductors based on NbTi and Nb3Sn are now used routinely in many 
applications. The fabrication technology has reached a very high standard. Fabrication routes 
have been perfected to produce brittle Nb3Sn compound in wire form for various high 
magnetic field applications. The Nb3Sn conductor market is well developed but due to the 
mounting competition from the MgB2 and (RE)Ba2Cu3O7 conductors there is a pressure to 
improve the superconducting, cryomagnetic and mechanical properties of advanced Nb3Sn. It 
is also continous need to reduce the actual cost of the wire, Fig.4. There is new emerging 
technology, which was mentioned briefly already, where expensive Nb-alloyed metals can be 
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manufactured from electrochemically reduced Nb-based oxides using the Direct 
Electrochemical Reduction technique which will revolutionise the existing superconducting 
industry, enabling material costs reduction of an order of magnitude [49,50]. This 
electrochemical reduction route where Nb2O5 pellets or mixture of Nb-Ti oxides or even Nb-
Sn oxides can be reduced to Nb, NbTi and Nb3Sn in eutectic melts of CaCl2-NaCl is much 
easier and quicker and a cheaper way to manufacture many superconducting metals and alloys 
than the established standard metallurgical routes [49], Fig.21.  

a)  (b) 

Fig. 21. Direct electrochemical reduction of oxides: (a) schematic diagrame of reduction cell; 
(b) results of current vs time measurements of the pellets of the various pure and mixed 
oxides in a eutectic melt of CaCl2-NaCl during a 10 hour electrolysis (potential 3.1V and 

temperature 900oC for Nb2O5 and SnO2 and 935oC for Nb2O5/SnO2 mixture) [49].

Nb2O5 + 2e- = 2NbO2 + O-2 (10)

Nb2O5 + 2xe- = (a-Nb2O5-x) + xO-2 (11)

Nb2O5 + 6e- = 2NbO + 3O-2  (12)

Nb2O5 + 10e- = 2Nb + 5 O-2 (13)

NbO2 + 2e- = NbO + O-2 (14)

NbO2 + 4e- = Nb + 2 O-2 (15)

NbO + 2e- = Nb + O-2  (16)

3SnO2 +4e- = Sn3O4 + O-2 (17)

Sn3O4 +2e- = 3SnO + O-2  (18)

Sn3O4 +8e- = 3Sn(L) + 4 O-2 (19)

SnO2 +4e- = Sn(L) + 2 O-2  (20) 

SnO2 +2e- = SnO + O-2 (21)

SnO +2e- = Sn(L) + O-2  (22)
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According to Nb-O phase diagram reduction of Nb2O5 to pure niobium metal should, in 
principle, take place through other oxides such as NbO2 and NbO, whereas reduction of SnO2

oxide to pure tin metal should, in principle, take place through other oxides such as Sn3O4 and
SnO. Possible reactions: eq.(10) – eq.(22), which may take place during deoxidation process 
of Nb and Sn oxide mixture listed below. However the exact process of Nb-O and Sn-O 
reduction is not defined yet but may take place for Nb in the sequence eq.(10) eq.(14)
eq.(16), and for Sn it may take place in the sequence eq.(17)  eq.(18) eq.(22) or eq.(21) 

 eq.(22). Other electro-reduction sequences cannot be excluded due to the simultaneous in-
situ formation of intermetallic Nb3Sn phase. 

Current versus time measurements of the various pure and mixed oxides pellets during 
oxide reduction in a eutectic melt are presented in Fig.21b). In case of pure niobium formation 
there are three distinguishing stages: (i) initial niobium formation at the so-called triple point 
between Nb2O5 – CaCl2 electrode, (ii) fast conversion at the pellet surface and (iii) conversion 
of the Nb2O5 to niobium in the volume of the pellet. The situation is different in the case of tin 
conversion where due to the high temperature of electrolysis tin oxide, it is very rapidly 
converted to pure molten tin, Fig.21b), agglomerated at the bottom of the crucible. There are 
many factors influencing the grain size and morphology of the final product such as: 
conversion time, temperature, current, voltage, chemical composition of electrolyte and actual 
oxide and probably the most important factor is an initial density of oxide pellet, Fig.22. 

a) b) c) d)
Fig. 22. SEM micrographs of the fractured cross sections of the different density pellets after 
the electrodeoxidation in a eutectic melt of CaCl2-NaCl; a) The microstructure of the 
fractured cross section of the porous niobium pellet after electrolysis at 900°C for 24 hours 
followed 950°C for further 24 hours, initial Nb2O5 pellet compacted under 3.82·107 (kg/m2)
and sintered at 1400°C for 4 hours before electrolysis; b) The microstructure of the fractured 
cross section of the porous niobium pellet after electrolysis at 900°C for 24 hours followed 
950°C for a further 24 hours the Nb2O5 pellet was only compacted and lightly sintered before 
electrolysis [49].  

The complexity of in situ formation of the intermetallic Nb3Sn compound at the interface 
between Nb-oxide/Sn-oxide results from the fact that oxide reaction is conducted at high 
temperatures above 800°C where melting temperature of pure tin is 232°C and the formation 
of Nb3Sn takes place between solid niobium and liquid tin. It is not clear yet how exactly an 
in situ conversion to Nb3Sn takes place. The speed of the reaction is probably due to the fact 
that some liquid tin is involved, Fig.21b). Tc transitions for the metallic products such as Nb, 
Nb-15%Ti, NbWZr and Nb3Sn after DERO process are presented in Fig.23. The particle size 
of the Nb, Nb-Ti and Nb3Sn powders prepared were determined to range from several 
hundred nanometres to about 100µm, depending on how particle sizes of the initial oxides 
reacted and the experimental conditions utilised.
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Fig. 23. AC susceptibility of the Nb-based materials produced by DERO process: a) Nb, Nb-
50%Ti and Nb3Sn compounds Tc equal 9.2K, 10.2K and 17.3K correspondingly; b) NbZrW 
alloy after different stages of reduction. Tc >10.3 K, see Table 1. 

This proven new, low cost method of reducing solid oxides to metals and alloys of the 
pre-defined alloy composition opens up a new opportunities for the highest quality, difficult 
to manufacture, best intermetallic LTS, (such as (NbTa)3Sn, Nb3(Al,Ge) and Nb3Ga
superconductors characterised by the highest  Jc, Bc2, Tc values) for a fraction of the cost of 
the currently available Nb-Ti conductors which are treated more as a commodity Fig.4.  

4.6 Improvement of Pinning  

As it was pointed out by DewHuges [51], Gurevich et al. [52] and later by McDonald at 
al.[53] the best solution to achieve higher pinning force at higher magnetic field would be an 
introduction of the pinning walls extended along the filaments direction by an analogy to the 
Nb-Ti wires. The Nb3Sn grain boundary network provide continuous path for the flux lines, 
therefore flux can move entirely within the grain boundary regions and the pinning force can 
be defined by the shear between grain boundary flux and the stationary flux line lattice. 
Resulting field dependence of the critical Lorentz force for the most of the Nb3Sn conductors 
is can be described as b0.5(1-b)2. In Nb-Ti the grain boundaries, drawn out parallel to filament 
axis act as effective barriers to flux motion. Obviously there is also a contribution from α-Ti
precipitation at the grain boundaries, dislocation tangles, sub-grain boundaries and interfaces 
with non-superconducting α-Ti precipitation but the overall morphology of the elongated 
grains has its strong influence which results in critical Lorentz force vs field dependence for 
the most of the Nb-Ti close to b(1-b) eq.(2). For effective pinning the morphology of the 
noodle-shaped particles perpendicular to the wire axis is very important. Only those pins 
having their flat area perpendicular to the Lorentz force direction can be active [54]. 

Based on the earlier calculations of [51-53] the ‘transverse’ pinning, corresponding 
mainly to NbTi can be expressed as eq.(23) 

(23)

But ‘longitudinal’ pinning mainly describing Nb3Sn conductors can be expressed as eq.(24).
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(24)

Parameter d is an effective size of the pinning site proportional to the effective boundary 
thickness, Jd is the depairing current density of the grains, α=δJo/<Jo> is the ratio of the 
decrement in Jo, δJo, to the average value, <Jo>, D is a grain size, 1/D is the density of pinning 
sites, k1=Bc2/2

0.5Bc, Bc(T)=Bc(0)[1-(T/Tco)
2]. 

Results of such calculations addressed to the possible conductors with the longitudinal 
and transversal pinning taking to account the actual material parameters: <Jo>/Jd=0.7
Bco=27T, Tco=19K, T=4.2K, α=0.25, d=2nm, k1=20 and D=100nm are presented in Fig.24. 

Fig. 24. a) Pinning force versus magnetic flux density for both types of pinning: ‘transverse’ 
pinning (elongated grains along the wire length and ‘longitudinal’ pinning (typical radial 
equiaxed grains) see Fig.3, Fig.7, Fig.16b) and Fig.25b); b) critical current density for 
longitudinal and transverse pinning. 

Results presented in Fig.24 are very encouraging, suggesting that a substantial 
improvement of the future Nb3Sn conductors could be possible if only with extended ribbon-
like defects along the conductor axis would be produced. To study the influence of Nb3Sn
grain morphology on the pinning in the case of round multifilamnentary conductors is rather 
diffucult due to the roud fibre symmetry of the filaments. There have been attempt to make a 
general calculation of the average Nb3Sn grain size based on the computation of the large 
number of the experimental data [55]. Although such regression analysis with independent 
processing parameters such as diffusion time, diffusion temperature, number of niobium 
filaments, diameter of Nb filaments and volume ratio of the Cu-Sn matrix to Nb filaments 
provides correct results but only valid for the equaiaxed-grain layers formed in a bronze wires 
see Fig.7.  

The grain morphology and stoichiometry of the Nb3Sn superconducting layers formed at 
different temperatures during liquid reactive diffusion, LRD, processes in long length 
conductors presented in Fig.25 differ noticably and may provide additional information on the 
possible improvement of the pinning force described by eq.(23) and eq.(24). The diffraction 
patterns of the investigated Nb3Sn layers were found not to differ from one another and they 
were practically the same as those in a randomly oriented Nb3Sn polycrystalline material. 
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Fig. 25. Nb-Sn layers manufactured by Liquid Reactive Diffusion process: a) equiaxed grains 
and of the ellipsoidal shape with longer axis along the tape surface, 930oC, 11min; b) oval 
columnar grains partially perpendicular to the surface, 980oC, 11min. [56].

For the lower temperatures and shorter times of the LRD process the grains are smaller and 
ellipsoidal in shape with the longer axis parallel to the surface, therefore Fp(H S) >> 
Fp(H⊥S), Fig. 25a) and Fig.26a) and b) whereas during diffusion at higher temperatures at 
also for longer time Nb3Sn grains become bigger and grow more perpendicularly to the 

surface of the Nb1.5%Zr substrate. In this case the value of the Fp(H S) Fp(H⊥S), Fig. 25b 
and Fig. 26a) and c). This may look like simple case but there is an evidence that in other A15 
coated conductors there is cross over between Fp(H S) and Fp(H⊥S) versus external 
magnetic field. At higher magnetic fields it is possible that the mechanism may change and 
columnar grains may be more efficient for Fp(B S). The volume pinning force anisotropy 
measurements conducted on these tapes in external magnetic fields proved that the differences 
induced by the grain morphology are noticeable see Fig.26a) and confirm need for further 
study of the grain morphology improvement for better conductor performance in magnetic 
field.

Important pinning measurements results conducted for Nb3Ge coated conductor, Fig.27a) 
suggest that possibly two different types of pinning mechanisms are measured for the same 
superconducting layer, depending on the magnetic field orientation to the film surface [14]. 
The Nb3Ge layer was of columnar structure so the effective density of flux-pinning centres in 
the directions parallel and perpendicular to the growth direction of the columnar grains are 
very different. It can be assumed that “point-like” forces (pinning forces induced by the point 
defects) would be expected to dominate in the field perpendicular to the columnar grain axis, 
while “line-like” or “area-like” pinning forces may be caused by the grain boundary surfaces 
in the parallel to the film surface field. On the other hand at higher magnetic field where 
collective pinning on the intragrain defects dominates the effectiveness of the interconnected 
grain boundary, pinning will be reduce and the higher pinning force should be reached for  
H S.

Despite the substantial differences in Fp observed for the tape conductor, result of pinning 
force summation Fig.27b) shown a limited improved of the overall performance of the wires 
because the calculated Fp/Fpmax(b) dependence is very similar to b0.5(1-b)2. Successful 
simulation of the Fp vs B dependences in Fig.27 using eq.(23) and eq.(24) can be conducted 
assuming that only parameter to be change in eq.(24) is an effective grain boundary size 
parameter d. By increasing d from 2nm to 10nm in eq.(24) the results presented in Fig.28 are 
identical to those in Fig.27a). 
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Fig. 26. a) Dependence of volume pinning force Fp vs Bext for Nb3Sn coated conductor 
manufactured by liquid reactive diffusion process, LRD, of tin atoms from the Cu80at%Sn to 
20µm thick, 1cm wide Nb1.5%Zr tapes for 11 min in vacuum [57]; b) schematic 
representation of the grain boundary pinning for the Nb3Sn flat-like grains see Fig.25a); 
c) Schematic representation of the grain boundary pinning for the Nb3Sn columnar grains (see 
Fig.25b)). For simplification the square-like flux lattice was considered. It is evident that if 
the GB pining dominates the higher pinning force should be reached for H⊥S. (Magnetic field 
was always perpendicular to the current flow direction).

Fig. 27. a) Global pinning-force density of tape Nb3Ge coated conductor manufactured by 
CVD [14]; H ⊥S represents magnetic field perpendicular to the tape surface but parallel to the 
columnar grains longer axis, H S represents magnetic field parallel to the tape surface, but 
perpendicular to the columnar longer axis After Suzuki et al. [58]; b) Normalised pinning 
force for the data from the Fig.27a). An additional curve in Fig.27b) represent the expected 
resulting performance of the tape conductor which is very similar to b0.5(1-b)2 Fig.2.
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Fig. 28. a) Pinning force versus magnetic flux density for both types of pinning: ‘transverse’ 
pinning (elongated grains along the wire length and ‘longitudinal’ pinning (typical radial 
equiaxed grains) see Fig.25b); b) Normalised pinning force calculated from the data in 
Fig.28a).

In this case A-15 columnar grains for magnetic field perpendicular to substrates can be 
describe by eq.24 as a longitudinal pinning (along most of the grain boundaries) whereas for 
magnetic field parallel to substrates it can be describe by eq.23 as a transversal pinning (along 
smaller number of the grain boundaries).  

Despite of clear evidence that eq.(23) and eq.(24) well describe a wide range of Nb3Sn
morphologies, more dramatic changes in the grain boundary structure are required if the 
Nb3Sn wires are going to achieve the improved field performance, f(b)=b(1-b) and also Jc

vs B.
There are indications in the literature that controlled texture development of the Nb-based 

substrates/filaments may influence grain morphology of Nb3Sn layer. Microstructural 
differences of Nb3Sn superconducting diffusion layers grown by tin reaction with single 
niobium crystal substrate with faces parallel to the major b.c.c. planes (110),(100), (211) and 
(111) have been presented in literature [59,60]. The results shown that Nb3Sn layers grown on 
the surfaces (211), (100) and (110) of Nb substrate have a similar morphology, minor 
variations in size and grain coverage, while layers grown on the Nb (111) surface have grains 
which are not only jagged but also highly irregular in size and distribution. The same grain 
morphology was observed for Nb3Sn layers grown on a polycrystalline Nb substrate of (111) 
main texture [61]. 

The microscopical investigations revealed a well-defined planar fiber structure produced 
by the cold rolling. Transport critical current density was found lower when fibers are parallel 
to the direction of magnetic filed than when they are perpendicular. This effect may be 
consequence of the interaction of flux movement with fiber boundaries [62]. Research on the 
effect of the pre-reaction of the bronze conductors on the properties of the Nb3Sn composites 
reviled a significant circumferential differences in the grain morphology of the fine filaments 
which may be due to the crystallographic orientations developed during cold rolling of Nb 
filaments see Fig.29 [63]. 
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(b)(a)

25µm3µm

Fig. 29. The SEM images of Nb filaments: a) after multiple intermediate annealing at 500°C 
for 1hour each in bronze process Nb-Sn multifilamentary; b) in the copper matrix in absence 
of tin atoms. Notice that nucleation and growth of the Nb3Sn in the certain Nb groves differs 
substantially supporting the finding that the crystallographic orientation of Nb play an 
important role in Nb3Sn layer growth.

a) b)

Fig. 30. Texture development in Nb3Sn tape conductors a) liquid-solid diffusion Nb1%Zr/Sn; 
b) solid state diffusion Nb/Cu7at%Sn 800oC, 20h after [64]. The top figures correspond to 
Nb3Sn layers formed on the Nb-based substrates characterized in the bottom figures.

There is a clear evidence in the literature which might suggest that texture induced 
growth of Nb3Sn may play a role in further improvement of pinning. Pole figures indicate that 
the main feature of the texture in the Nb3Sn layers is identical with that in the niobium 
substrate irrespectively of the processing technique, Fig.30 [64].  
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Fig. 31. a) Binary Nb-Al phase diagram; b) cross section of the jelly-roll jelly-roll Nb3Al
conductor containing 38 sub-jelly-roll bundles, c) close view of the individual jelly-roll 
bundles; courtesy of Europa Metalli. Each “jelly-roll rod” was prepared by winding a Nb 
sheet and Al sheet together on an oxygen free copper core and inserting into copper tube. [65]

5. Nb3Al CONDUCTORS 

Unfortunately there appears to be no equivalent of the bronze process for Nb3Al
superconducting wires due to lack of stoichiometry for Nb3Al phase, see Fig.31. A way to 
achieve A-15 phase is to process elemental Nb and Al in a finely subdivided form known as a 
jelly-roll process, followed by solid state diffusion at elevated temperatures. In this process 
the jelly-roll composite is prepared by winding a Nb sheet and Al or Al-alloy sheet together 
on an oxygen-free copper core and inserting the wound cylinder into a copper tube for further 
cold drawing to the final wire diameter, or to a diameter suitable for restacking and redrawing.  

Due to the continuous increase of the microhardness of Nb, there is a limit to which such 
a jelly-roll composite can be drawn without breaking the continuity of the conductor. Use of 
pure aluminium in this process has suffered from the poor workability of the composite 
caused by the large difference in hardness between pure aluminium and pure niobium. Alloy-
hardening of the aluminium core with other elements, such as magnesium, silver, copper and 
zinc is very effective in matching the hardness between cores and matrix, and improving 
workability of the composite [65]. Unfortunately solid state diffusion of as drawn Nb-Al 
conductors does not provide the conductor with required high magnetic field performance, see 
Fig.32. Conflict between stoichiometry and grain size is severe in Nb3Al.

The DTA and XRD studies of the Nb-Al conductor undergone only solid state diffusion 
show that the first phase to form is the NbAl3 intermetallic phase, which is a two-stage 
process correspond to peak A and B in Fig.32. The first peak (A) has been identified as the 
three-dimensional nucleation and growth to coalescence of NbAl3 in the plane of the Nb/Al 
interface. The second peak (B) is the one-dimensional growth of this NbAl3 layer 
perpendicular to the interface (thickening of the planar layer). Peak (C) is attributed primarily 
to A15-Nb3Al formation and followed by the thickening of the phase at higher temperatures 
or longer reaction times [66]. Coincidently, the dρ/dT plot shows almost exactly the same 
shape as the DTA curve [67].  

The way to achieve high magnetic field properties is to give the wire, at final size, a very 
rapid high temperature heat treatment followed by a quench into the gallium bath at room 
temperature, Fig.34, which forms bcc Nb-Al phase [68]. A subsequent heat treatment at lower  
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Fig. 32. Correlation between the first derivative of the resistivity with respect to temperature, 
dρ/dT and the DTA result for JR Nb-Al wire. The inset shows the TGA during the DTA 
measurements. Peaks A and B correspond to the formation of NbAl3 planar layer by 
nucleation and growth to coalescence and the thickening of the planar layer respectively. Peak 
C is due to the A15-Nb3Al formation. The small discrepancies of each peak might due to the 
different ramp rate used in the DTA measurement (10K/min) and the heat treatment (5K/min) 
[67].

Fig. 33 a) Global pinning-force density of A15 (Nb3Al) tape conductors manufactured by i) 
rapid ohmic heating and rapid cooling followed by subsequent annealing ii) solid state 
diffusion, and iii) other alternative processes; b) critical current density and Global pinning 
force versus magnetic field for conductor made by rapid ohmic heating and rapid cooling 
followed by subsequent annealing [65,68].

temperatures is used to order the structure and grow fine grains of the A15 phase with fine 
defects, therefore improving the Jc performance at highest magnetic fields, Fig.33 [69]. 

These general formulas, eq.(1) and eq.(2), fail where there is a change in basic pinning 
mechanism due, for instance, to matching effects, dimensional crossover or the onset of 
thermally activated processes. In such cases more appropriate descriptions of the pinning in 
the full field range can be given by the assumption of two pinning mechanisms and the eq.(1)
can be rewritten as eq.5. Such an approach was adopted in describing flux pinning of  
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Fig. 34. a) Schematic of the reel-to-reel ohmic-heating and rapid-quenching apparatus to form 
RHQT Nb3Al multifilamentary conductors [68], b) photo of the actual experiment in a 
dynamic vacuum chamber where the RHQ treatment for the Nb-Al precursor wires are 
carried. The precursor wires were continuously moving with a speed of 1m/sec on a reel-to-
reel machine and heated up by resistive heating and held for 0.1s. The wires were 
subsequently quenched into the molten Ga bath at about 60°C. [70], courtesy of A. Kikuchi, 
NIMS, Japan.

intermetallic superconductors such as Nb3(Al,Ge) and Nb3Al where peak of the Jc vs B is 
observed at lower and in higher fields Fig.33b) [65,69]. The consequence of the peak effect of 
Jc vs B on the Fp vs B can be very nicely demonstrated on the base of resistively rapidly 

(25)

heated and quenched Nb3Al wire, Fig.33, where two maxima occurs and the whole curve can 
be describe by coexistence of two pinning mechanisms by eq.(25). The lower maximum ~2T 
corresponds to grain boundary pinning where the maximum at 19T corresponds to finely 
distributed secondary phases, precipitations and stacking faults, Fig.35b). 

a)
2 0 0  n m

b)
2 0  n m

Fig. 35. TEM microstructure of the conductors manufactured by: a) Solid-state diffusion 
process; (b) Rapid Heating and Quenching process [68,69]. Courtesy of T.Takeuchi
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Although the performance of the wires obtained by the Rapid Heating and Quenching 
technique is superior to any metallic superconductors, Fig.33, the technology is expensive and 
reproducibility over long lengths is the subject of intensive research mainly in Japan and 
USA. There is a need for the in situ resistometric measurements method to assess the phase 
formation and transformation processes to optimise Nb3Al conductors if they are going to be 
competitive to currently available Nb3Sn conductors [67]. During the actual rapid heating 
process the in situ resistivity measurements are conducted on the precursor wire shown in 
Fig.34 by control of Joule heating current and voltage. Usually the maximum heating 
temperatures are controlled by changing the dc voltage, which is applied to a distance of 
10cm between the wire guide pulley and the liquid gallium bath, Fig.34. The phases formed 
after RHQ treatments under different applied voltages are summarised in Table 4. Post-
quench annealing, solid-state diffusion process, was performed at 800°C for 10h in vacuum 
for the phase transformation to A15 and improvement of long-range order of the A15 crystal 
structures using in situ resistometric measurements.  

Table 4. Nb-Al phases present under different applied voltages during RHQ of JR conductor 
presented in Fig.34. *The peak heating temperature increases with increasing applied 
voltages.

Sample dc applied 
voltage (V)* 

Phases 

1 13.0 A15, Nb2Al, others 
2 13.5 A15, Nb2Al, others 
3 15.5 A15, Nb2Al, others 
4 16.0 bcc, A15 
5 17.0 bcc 
6 18.0 bcc 

Fig. 36. SEM image of cross-section of the Nb-Al jelly-roll, JR, composite wire 0.89mm in 
diameter. It has 54 Nb-Al composite filaments with an average diameter of 80mm embedded 
in the Nb matrix. The Nb/Al atomic ratio in all the filaments is designed to be 3 and the ratio 
of Nb matrix to the filaments is 1.39.
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a) b)

Fig. 37. First derivative of the resistivity with respect to temperature, dρ/dT against 
temperature plots for: a) low temperature process (same as in Fig.32) and sample 1, 2 and 3, 
(Table 4), which consists of multiphase (A15, σ–phase) in the as-quenched state; b) sample 4, 
5 and 6, (Table 4), which consist of bcc Nb(Al)ss in the as-quenched state and curve 800K/h 
represents RHQ JR Nb-Al wire adapted from [71,72]. Note that a ramp-up rate of 300K/h was 
used in all of the heat treatments of all the samples except for the one previous measurements 
where ramp-up rate of 800°C/h was used.

a) b)

Fig. 38. AC susceptibility curves of the of the jelly-roll, JR, Nb-Al wires in the as-quenched 
state and after post-quench annealing at 800°C for 10 hours as a function of applied voltages 
during the RHQ treatment.

During the transformation heat treatment of the rapidly heated to lower Tmax (<15.5V) 
and quenched JR Nb-Al wires, a more complex dρ/dT changes were observed due to the 
present of multiphase transformation, Fig.37a). Despite the lack of interest from the practical 
point of view in this region of the quenched wires, mainly due to the brittleness caused by 
direct formation of disordered-A15 phase, it would still be interesting to monitor the changes 
and have a better understanding of the multiphase transformation by further in situ 
resistometric studies supported by the DTA analysis during the initial heat treatment. 
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Rapidly heated to higher Tmax (>16V) and quenched JR Nb-Al wires show a very phase 
characteristic dρ/dT minimum at temperatures around 560°C at which might indicates the 
ordering process of the bcc Nb(Al)ss phase, followed by maximum at temperatures around 
700°C which is believed to be the initial transformation of the bcc Nb(Al)ss to A15 Nb3Al
phase. The effect of ramp rates on the actual position of the minimum and maximum in the 
dρ/dT plot, and the transformation process during isothermal annealing monitored by the 
resistivity changes are the subjects of the current intensive study [73].  

The analysis of the correlation between the resistivity changes and the optimum 
transformation heat treatment, enabling the formation of the optimal Nb3Al A-15 phase 
characterised by an effective pinning centres such as a stacking faults and highest Tc, Fig.36  
is a subject of an intensive research.

6. Nb3Ga CONDUCTORS 

All the alloys of the Nb-Ga system are superconducting. The solubility of of gallium in 
niobium at 800oC is approximately 9wt%; on raising the temperature the solubility increases 
and reaches 16% at the temperature of the peritectic reaction. With increasing gallium content 
in the α-Nb solid solution the value of Tc diminishes, and for the alloy with 5.4wt.%Ga it 
equals 7K. The analogous dependence is observed for alloying niobium with tin or vanadium 
with gallium. Apart from the intermetallic compound Nb3Ga, which was originally reported 
as Tc=14.5, the Nb-Ga system forms three other compounds: Nb5Ga3, Tc=7.5K, Nb2Ga3,
Tc~7K and NbGa3, Tc=7.5K [74]. Because low Jc and not very high Tc has been reported for 
all Nb3Ga fabricated through various methods, this prevented development of Nb3Ga
conductors in the last thirty years. Recently Japanese researches who were successful in 
developing a RHQT (rapid heating, quenching, and transforming)-process of Nb3Al
conductors characterized by high Jc, applied the same RHQT-process to fabricate Nb3Ga
wires by making Nb/NbGa3 micro-composite precursor wires. Externally alloyed Nb-Ga 
filaments were formed directly through the RHQ (rapid-heating and quenching) treatment, 
Fig.34. Although supersaturated Nb-Al bcc filaments were formed in the original RHQT- 
processed N3Al wire, Nb-Ga supersaturated bcc phase may be too unstable to form in the 
RHQ-treatment. Post annealing at 600-750oC was very effective to improve the 
superconducting properties of Nb3Ga wire, which shows surprising results such as Tc of 19.7 
K, Hc2(4.2 K)=32 T, and very high Jc vs B values as presented in Fig.1b. These values are 
much higher than those of the commercialised Nb3Sn wires. The multifilamentary conductor 
was also successfully fabricated through the new process, however techniques to manufacture 
long lengths of such a conductor are currently under intensive development [75]. At present a 
stoichiometric Nb3Ga with good long-range ordering shows high Tc=20.7 K and high Hc2(4.2
K) above 30 T. 

7. MECHANICAL STRAIN vs Jc in Nb-BASED CONDUCTORS 

At the end of this chapter some consideration should be given to the relation between the 
mechanical stress and critical parameters of the practical conductors. Superconductor, during 
manufacture, has to sustain different mechanical stresses e.g. during cooling from diffusion 
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temperature (~700°C) to room temperature, during insulation coating and cabling. The same 
superconductor in a magnet has to accommodate different mechanical loads, e.g. during coil 

winding, cool down and operation at 4.2K (-268.8°C). Usually the stresses during operation 
due to Lorentz forces are dominating. The typical stress σ is given by eq.26 where Je is an 
overall current density, B magnetic induction and 

σ = Je ⋅ B ⋅ R
  (26)

R is a coil radius. The conductor must withstand these stresses without mechanical damage 
and without degradation of the critical current density. NbTi conductors show only little 
degradation of Jc as a function of stress and strain. Nb3Sn based conductors are much more 
sensitive to strain especially in high magnetic fields. This has to be taken into account when 
measuring critical current densities of Nb3Sn conductors and when designing Nb3Sn
conductors and Nb3Sn magnets. Also Nb3Sn conductors are very brittle after reaction and 
allow only low strain levels (<0.3%) for safe operation [19], whereas Nb3Al is less susceptible 
to strain level, Fig.39 [76,77]. The tensile strength and flux pinning force of the Nb3Sn layer 
formed in the multifilamentary conductor were expressed as a function of the grain size, to a 
first approximation in Fig.11a) [78]. This type of the relation of tensile strength vs grain size 
is known as the Hall-Petch relation [79,80], and has been derived on the basis of the 
mechanism that a crack is nucleated by a dislocation pile-up process against grain boundaries 
and therefore microscopic plastic flow is the cause of the fracture. For an increase tin content 
in bronze matrix it is desirable to reduce the reactive diffusion formation of A15 phase 
temperature to retain stability of the Nb3Sn relative to tin rich compounds such as Nb6Sn5 and 
NbSn2 [16]. Lack of copper-tin compounds isomorphous with Nb3Sn and the absence of 
compounds in the niobium copper system suggest that Nb3Sn is stable relative to a solid 
solution of tin in copper [81]. On the basis of Kramer's model [7] changes in the density of 
pinning sites should not greatly alter flux pinning efficiency at high fields. The reduction in Jc

at high fields for low diffusion temperature or short times, indicates a change in the 
interaction energy between strongly pinned flux and pinning sites. Therefore introduction of 
the ultra-fine artificial pinning centres, APC, become more important in the high magnetic 
field region where the density of stacking faults and microdefects become comparable to 
fluxon lattice constant [6]. This also explains why additions of ternary elements to Nb3Sn lead 
to a considerable increase of Jc at higher fields, Fig.1b). For high field strengths magnet 
applications above 12 T, wire made out of a ternary compound such as (NbTa)3Sn or 
(NbTi)3Sn, is commonly used due to improved Jc vs B characteristics (see Fig.1b)). The 
amount of Ta or Ti in the Nb is very low for these ternary compounds, a few atomic per cent 
only. (NbTa)3Sn or (NbTi)3Sn and Nb3Sn conductors are identical except that the filaments 
are made of NbTa, NbTi or Nb. 

The Jc of both A15 compounds and HTS oxides exhibits sensitivity to stress. Strain 
sensitivity increases with the magnetic field. The goal for the material is to withstand a tensile 
strain of 0.5% without permanent degradation. The use of wind-and-react coil fabrication, 
Fig.40, requires an insulation that withstands the reaction cycle (several hours at temperature 
higher than 650oC), like fibreglass or a ceramic. Wire (as opposed to tape) is the preferred 
strand due to adaptability to various cable designs. Moreover the co-winding of tape results in 
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large inductances (poor field quality and AC losses). Nevertheless there might be no other 
fabrication routes for some materials as for example HTS coated conductors. In certain 
constructions of superconducting solenoids, relatively bulky cylinders, tubes, plates and rings 
of superconducting material may be used. In view of the high superconducting parameters of 
A-15 compounds, their use for manufacturing such objects is very promising. 

Fig. 39. Nb3Al (Tc= 20K, Bc2 = 26T) superconducting wires withstand a strain as high as 1%, 
[76,77].

Fig. 40. Comparison of the possible electromagnet diameters and magnetic field generated in 
respect of the ‘wind and react’ or ‘react and wind’ manufacture techniques. 

8. CONCLUSIONS 

Although a model for A15 conductors that suggest that the flux pinning mechanism of Nb3Sn
can be modified to be the same as for NbTi paves the way to further technological 
improvements but also other following immediate issues require solving. 

Further research is required to prevent the magnetic instabilities in high Jc PIT and 
‘internal tin’ conductors, which cause premature quench at low fields. Study and optimisation 
of heat treatment should allow a reduction of reaction time preserving the largest 
superconducting phase volume and optimal microstructure. Future powders for 2-nd 
generation (3*109Am-2 @ 12T at @ 4.2K of non-Cu regions) PIT conductors might be 
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manufactured by direct reduction of oxides process, DERO [49]. There is a big payback from 
flattening the Sn gradient across the Nb3Sn layer, if large grain growth in the A15 grain size 
can be avoided. The progress in new generation of RQ processing of Nb3Al and Nb3Ga may 
define the future of low temperature superconductors considering growing competition from 
MgB2 [82] conductors and even REBa2Cu3O7, however the last one must be manufacture in 
the multifilamentary form of conductor [83].
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1. INTRODUCTION 

Among hundreds of superconducting compounds discovered since superconductivity was 
found to occur at high temperature in cuprates in 1986 [1], one of the most attractive families 
of materials is the Bi-based family described by the chemical formula Bi2Sr2Can-1CunO4+2n+δ
(n = 1,2,3). Three members with 1, 2 and 3 CuO2 conducting layers belong to this family. 
Superconductivity in Bi-based cuprates was first found by Michel et al. [2] in 1987 in the 
n = 1 compound (from now on called Bi-2201) with Tc ≈ 10 K, and shortly afterwards in the 
Bi-2212 (n = 2) and Bi-2223 (n = 3) with Tc ≈ 90 K [3] and 110 K [4,5], respectively. In 
contrast to the Bi-2212 phase, which is rather easy to synthesise, the Bi-2223 phase was found 
to be extremely difficult to obtain single-phased. A partial substitution of Pb for Bi was found 
to improve its stability, thus facilitating the material preparation [6]. Due to the high transition 
temperature of the 2- and 3-layer compounds (higher than the boiling point of N2) and the 
possibility to fabricate long conductors, the Bi-based superconducting cuprates have strongly 
stimulated both fundamental and applied research for more than 15 years. 

In 1989, Mimura et al. [7] fabricated the first conductor based on the Bi,Pb-2223 
material, consisting of a ceramic core inside a Ag-sheath and in 1991 Yamada et al. [8] 
performed the first study on the thermo-mechanical processing of this conductor achieving 
critical current values as high as 3·104 A/cm2 at T = 77 K and zero field. This demonstrated 
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the clear commercial potential for power applications of Ag sheathed (Bi,Pb)2Sr2Ca2Cu3O10+δ
tapes, which have constituted the first devices suitable for applications of superconductivity at 
liquid N2 temperature. From then onwards, an enormous world-wide research effort has been 
done in order to improve the transport properties of Ag/Bi,Pb-2223 tapes and to increase the 
conductor length. Tapes and wires of Bi-2212 and Bi,Pb-2223 are nowadays produced at a 
large scale and commercialised by several companies in US, Japan, Europe and China and 
prototypes for power applications have been successfully manufactured. 

However, in spite of the steady progress in Bi-based superconducting tapes over the 
last 17 years, market breakthrough has not been observed yet. In spite of the exciting goals 
achieved so far, we are far from fully exploiting the potential of these materials and fulfilling 
the economical requirements for widespread industrial applications. The reasons of this delay 
are correlated to the extreme complexity of the chemistry of the high-Tc superconducting 
materials and, in particular, of the Bi-based cuprates. 

Processing conditions are difficult to control and the phase diagram of the Bi-Sr-Ca-
Cu-O system still remains fairly obscure: as a consequence, bulk materials are porous and 
contain impurities, thus lowering the current carried in the superconducting state. As recently 
demonstrated by local magneto-optics studies, the macroscopic current density in 
Ag-sheathed Bi,Pb-2223 tapes is, at best, 5-6 times lower than the maximum current carried 
locally, of >250 kA/cm2 [9]. Flux pinning is very weak in Bi-based high-Tc superconductors, 
and strongly decreases with temperature, thus limiting the operation at 77 K to fields below 
1 Tesla. Cryocoolers are needed in order to operate at lower temperatures (20-30 K). The 
intrinsic pinning properties of these compounds are still under investigation but the research 
has been strongly hindered for many years by the lack of high quality bulk single crystals and 
thin films.

Despite of all these difficulties and the lower superconducting performance of this 
material compared to the “second generation conductors” based on the YBa2Cu3O7-δ material, 
Bi-based wires and tapes are at present the only high-Tc superconductors under production in 
long lengths and will remain the choice of the power industry in the next future. Many of the 
technical problems in manufacturing large power devices have been overcome and new 
processing routes have been successfully explored. Flux pinning has been artificially 
enhanced, and recently large and high quality single crystals of Bi-2223 and Bi,Pb-2223 have 
been grown. Based on these single crystals, structural features related to modulation and 
anisotropy have been understood. The slower improvement of the critical current values 
obtained in the last years, as compared to the past, should not deceive. Based on the recent 
knowledge and the experimental results of the last years, there is still room for future 
improvement in industrial applications. 

The aim of this review is to summarise some of the results obtained in the last years in 
this field and the most recent knowledge acquired on Bi-2223 and Bi-2212. In Section 2, the 
structural aspects of these compounds will be presented and revisited. In Section 3 we will 
discuss the crystal growth of Bi-based cuprates, focussing on the recent single crystals of 
Bi-2223. The superconducting properties of Bi-2223 are described in Section 4. Section 5 is 
dedicated to the modulation-free Pb-doped Bi-2212 phase. In particular, the effect of strong 
Pb doping will be discussed, both on structure modulation and superconducting properties.  
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2. Bi-BASED CUPRATES: GENERAL FEATURES 
AND CRYSTAL STRUCTURE 

The structures of all the members of the homologous series Bi2Sr2Can-1CunO4+2n+δ are formed 
by deficient perovskite-like blocks intercalated by rocksalt-like Bi-O bi-layers.  In the n = 1 
phase (“Bi-2201”) the perovskite-like block contains only one CuO2 layer. In the n = 2 
(“Bi-2212”) and n = 3 (“Bi-2223”) phases, the perovskite-like blocks contain 2 and 3 CuO2

layers, respectively, separated by Ca atoms. The average structures are described by pseudo-
tetragonal unit cells with parameters a ≈ b ≈ 5.4 Å and c ≈ 24.4, 30.9 and 37 Å for Bi-2201, 
Bi-2212 and Bi-2223, respectively (Fig. 1, left). However, cation substitutions, oxygen off-
stoichiometry, difference in translation periods of different layers, displacive and occupational 
modulation make the real structure of these compounds much more complicated. These 
compounds are extremely attracting, not only because of their superconducting properties but 
also because of the peculiarities of their crystal structure (a review of all the crystal structures 
of high-Tc superconductors is given in [10]). The structures of the three phases exhibit a 
characteristic incommensurate modulation, with a modulation vector q = 1a*+ 2c*. This 
feature has been studied and discussed in a number of reports [11-15], but its origin and its 
effect on the superconducting properties are still debated. Structure modulation was reported 
to be related to the mismatch between the BiO layer and the Sr2Can-1CunO2+2n block which 
causes a displacement of the atoms and the insertion of additional oxygen atoms. A detailed 
study on the modulation in the Bi-based compounds was reported by Zandbergen et al. [13], 
who suggested extra oxygen atoms in BiO layers to be responsible for the structure 
modulation. In all the three phases oxygen is in excess: extra oxygen atoms are incorporated 
in the BiO layers, thus displacing the Bi atoms with respect to the Sr2Can-1CunO2+2n blocks. 

The structures of Bi-2201 and Bi-2212 were refined from single-crystal X-ray 
diffraction data [16,17] and the unit cells are described by monoclinic superlattices. Such 
modulated structures have also been refined by using an appropriate multi-dimensional
formalism for aperiodic structures [15,18,19]. The refinement of the incommensurate 
structure of Bi-2212 was also carried out from single crystal neutron diffraction data by Miles 
et al. [20], who reported a slightly smaller unite cell and a lower oxygen content compared to 
XRD studies. 

Structure refinement of Bi-2223 was not possible for long time because of the lack of 
single crystals of sufficient quality. High quality crystals of this compound have been recently 
grown [21-23] and the structure of both the Pb-free and Pb-doped phases successfully refined 
from single crystal X-ray diffraction, both with a supercell approach and 4-dimensional 
formalism for modulated structures [24]. The unit cell of the average structure of Bi-2223 is 
pseudo-tetragonal with a = 5.4210(7), b = 5.4133(6) and c = 37.009(7) Å and a modulation 
vector q = 0.206 a* was defined. The modulated structure can be conveniently described in a 
supercell with 5-fold volume (a = 27.105(4) Å) and refined in an orthorhombic P222 group. 
With respect to the “non-modulated” structure, additional oxygen atoms (one O atom per 
translation unit of the modulation wave, i.e. one extra O for ten initial O) were found to be 
inserted into the BiO layers, so that regions with a distorted rocksalt-type atom arrangement 
and regions with chains of corner-linked BiO3 ψ-tetrahedra are formed. Approximately 8% of 
Bi substitution was found on the Ca site, the refined composition being 
Bi2.16Sr2Ca1.84Cu3O10.16. In the Pb-doped phase the orthorhombic distortion is enhanced and 
the c-axis is found to be slightly larger, like in the Bi,Pb-2212 phase [25], the refined cell 
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parameters being a = 5.395(1), b = 5.413(1) and c = 37.042(11) Å. The modulation vector 
was found to be q = 0.20 a* and Bi was found to partially substitute for Ca but at lesser 
amount compared to the Pb-free structure (~5%). A projection along b-axis of the 
superstructure of Pb-free Bi-2223 is shown in Fig. 1 (right). Atom labels indicate the 
independent atomic positions in the refined supercell.

Average unit cell Supercell

Fig. 1. (left) Average structures of Bi-2201, Bi-2212 and Bi-2223. (right) Modulated structure 
projected along the b-axis. Labels indicate the independent atoms in the orthorhombic 
supercell (as refined in [24]) 

Space groups and lattice constants of the three Bi-based superconducting phases are 
summarised in Table 1. In this table, chemical formulas generally refer to the refined 
composition. The components of the modulation vectors are specified when the refinement is 
performed in the multidimensional space for aperiodic structures. The average structures of 
Bi-2201 and Bi-2223 reported in [26] and [30], respectively, were refined from neutron 
powder diffraction data instead of single crystal X-ray diffraction data. The La-doped Bi-2201 
compound is added in this table because of its high critical temperature: the very low Tc of the 
pure Bi-2201 phase can be enhanced by La doping on the Sr site up to Tc = 33 K for 
Bi2Sr1.6La0.4CuO6+d, as reported in [29]. The monoclinic distortion due to the systematic shift 
of the modulation waves in Bi-2201 and Bi-2212, becomes negligible in Bi-2223 in which the 
shift is approximately equal to π.
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Table 1. Composition, space group, lattice constants and modulation vectors of the three 
members of the superconducting family Bi2Sr2Can-1CunO4+2n+δ. Average subcells, 
superlattices and modulated aperiodic structures in multidimensional space are reported. 

Chemical formula Space Group a(Å) b(Å) c(Å) β° Modulation 
wavevector q

Ref

Bi-2201        
Bi1.86Sr1.56Cu0.83O5.98 A2aa 5.375 5.378 24.377 90 average structure [26]

Bi2.08Sr1.84CuO6 P:A2/a:11 5.3791(6) 5.3811(9) 24.589(3) 89.93(1) [0.2030, 0, 0.467] [27]
Bi2.26Sr1.74CuO6.19 P:A2/a:11 5.3874(5) 5.3869(4) 24.579(3) 90.01(1) [0.2105, 0, 0.538] [28]

Bi2Sr1.7La0.3CuO6.28 P:A2/a:11 5.4015(2) 5.3781(3) 24.501(2) 89.830(1) [0.228, 0, 0.72] [29]
Bi-2212        

Bi2.10Sr1.78Ca1.12Cu2O8 A2aa 5.4112(7) 5.416(2) 30.873(7) 90 average structure [17]
Bi2.15Sr1.92Ca0.75Cu2O8.1 M:A2aa:111 5.408(1) 5.413(1) 30.871(5) 90 [0.210, 0, 0] [15]
Bi2.09Sr1.90CaCu2O8.22 Cc 37.754(7) 5.4109(8) 41.070(9) 103.58(2) supercell [17]

Bi-2223        
Bi,Pb2.3Sr2Ca1.7Cu3O10 A2aa 5.402(1) 5.419(1) 36.957(8) 90 average structure [30]

A2aa 5.4210(7) 5.4133(6) 37.009(8) 90 average structure [24]
Bi2.16Sr2Ca1.84Cu3O10.16 P222 27.105(4) 5.4133(6) 37.009(8) 90 supercell [24]

A2aa 5.395(1) 5.413(1) 37.042(11) 90 average structure [24]Bi,Pb2.12Sr2Ca1.87Cu3O10.12

P222 26.976(7) 5.413(1) 37.042(11) 90 supercell [24]

The incommensurate nature of the modulation is closely related with 
superconductivity. Modulation can induce strong distortions of the CuO2 conducting layers, 
thus strongly affecting the superconducting properties of these compounds. Moreover, the 
charge carrier density depends on the oscillations of the polarisation charges in the Bi-O block 
layer. Hence, the structure modulation can be responsible for breaking the long-range phase 
coherence needed for superconductivity. The Bi-2201 phase, which exhibits the strongest 
modulation and monoclinic distortion, has a critical temperature (Tc = 8-10 K) much lower 
than the other 1-layer superconducting cuprates Tl-1201 (Tc = 55-60 K), Tl-2201 (Tc = 90 K), 
Hg-1201 (Tc = 95 K), and Pb-3201 (Tc  ~33 K). The Bi-2212 and B-2223 phases also become 
superconducting at temperatures lower than other n = 2 and n = 3 superconducting 
compounds which don’t exhibit any structure modulation or are only weakly modulated. As a 
matter of fact, structure modulation is an intrinsic limiting factor for superconductivity in 
layered cuprates [31].  

Structure modulation can be modified by doping the phase in appropriate way either 
with cations or anions. Several studies about the reduction or even suppression of the 
modulation have been reported so far, and in many cases different structures have been found 
and improved superconducting properties have been measured. In Bi-2201, modulation is 
reduced by doping the Bi site with Pb [32], thus resulting in an enhancement of the critical 
temperature up to Tc = 34 K (Tc onset = 41 K) at the optimal oxygen doping. By simultaneously 
doping the Bi-site with Pb and the Sr site with La, the onset of superconductivity was 
measured to be as high as Tc onset = 47 K in Bi-2201 [33]. This is the highest Tc ever achieved 
so far in Bi-2201 and is a consequence of an optimised procedure for removal of the 
monoclinic distortion, reduction of the orthorhombic modulation and increase of the carrier 
concentration.

Structure modulation in Bi-2201 was successfully suppressed in fluorinated Bi-2201, 
in which the anionic exchange between one O2- and two F- ions take place in the Bi-O block 
layer [34]. The fluorinated phase was found to crystallise with a higher symmetry (I-centred 
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tetragonal unit cell,  I4/mmm space group), and the mismatch between the Bi-O rock salt layer 
and the perovskite layers was removed. Unfortunately, the fluorinated Bi-2201 phase was 
found not to be superconducting, probably because of the valence reduction of Cu in the CuO2

layer. The anionic exchange between one O2- and two F- ions was observed also in the 
Bi-2212 and Bi-2223 phases, and confirmed by neutron powder diffraction [30]. In these 
compounds the fluorinated structure was also reported to be close to the tetragonal average 
structure, even though any investigation on the effect of fluorination on the modulation was 
impossible in that study. 

Impressive consequences of the modulation suppression induced by strong cation 
doping of the Bi-O block layer can be observed in strongly Pb-doped Bi-2212 crystals [35]. In 
this compound, the complete disappearance of the structure modulation is responsible for a  
remarkable improvement of the pinning properties. The weak pinning properties of the 
Bi-2212 was the most limiting factor for practical applications of this superconducting 
compound: by controlling strong cation substitutions and adequately modifying the crystal 
structure the superconducting properties of the Bi-2212 phase can be improved. Because of 
the importance of this recent result, the modulation-free phase Bi,Pb-2212 will be described 
in a following section and its superconducting properties will be reviewed. It should be 
underlined, however, that the Bi1.6Pb0.4Sr2CaCu2O8+δ phase has a different formation 
mechanism than pure Bi-2212, and could so far not be formed single phased in Ag-sheathed 
tapes.

Generally speaking, non-modulated structures with a higher symmetry have better 
superconducting properties. By doping, the intrinsic limiting factor for superconductivity in 
Bi-based superconducting compounds can be weakened or even removed. The recent results 
obtained on Bi-2201 and Bi-2212 lead to hope for similar improvements in the Bi,Pb-2223 
compound, with a possibly strong impact on large scale applications. 

3. CRYSTAL GROWTH OF Bi-BASED SUPERCONDUCTORS 

Growing large and pure crystals of Bi-based cuprates is in general not an easy task, and it 
becomes extremely difficult in the case of the 3-layer compounds Bi-2223 and Bi,Pb-2223. 
The main reason is the extreme complexity of the Bi-Sr-Ca-Cu-O phase diagram. All the 
members in the family of Bi-based cuprates melt incongruently and the primary phase field 
always contains several phases in equilibrium with each other [36]. The three Bi-based 
superconducting phases coexist in several multiphase pockets of the phase diagram and have 
similar crystal structures (as we have seen in the previous section): for this reason they can 
grow simultaneously one into the other, thus easily forming intergrowths and not pure 
crystals. The growth kinetics is strongly anisotropic, being much faster in the ab-plane than in 
the c-direction, and resulting in mica-like shaped crystals which are very thin in one direction 
and difficult to handle (the typical size is of the order of 1-10 mm2 in the ab-plane and only 
10-50 µm in the in the c-direction). The early crystal growth activity in this field (until 1993) 
was exhaustively reviewed by Assmus and Schmidbauer [37], but the most interesting results 
have been obtained only very recently on crystals of higher quality. In particular, no crystals 
of the 3-layer phase have been available for many years, which constituted an obstacle to the 
research on high-temperature superconductivity in 3-layer cuprates. In the following, we will 
summarise the recent crystal growth activity in this field, mainly focussing on the very recent 
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results obtained in growing Bi-2223 and Bi,Pb-2223 crystals, which have represented the 
major challenge. It will be shown that the so-called Travelling Solvent Floating Zone method 
(TSFZ) is actually the most suitable technique for growing high quality crystals of Bi-based 
superconductors.

3.1. Growth of Bi-2201 crystals 

Single crystals of the Bi-2201 phase have been grown by several techniques, namely the self-
flux [38,39], alkali-chloride solution melt [40], and Travelling Solvent Floating Zone (TSFZ) 
method [41,42]. By the self-flux technique both pure and La-doped Bi-2201 crystals were 
grown in either Al2O3 [38] or Pt [39] crucibles, and large crystals (typically larger than 
2 × 1 mm2 in the ab-plane, but very thin in the c-direction, ~10-30 µm) were obtained 
exhibiting superconducting transitions up to 36 K [39]. An excess of Bi was generally used in 
the nominal composition of the precursor mixture. Gorina et al. [40] succeeded in growing 
pure Bi-2201 crystals from solution-melt in KCl and in cavities formed in KCl. Critical 
temperatures up to 13 K and typical crystal size of 2 × 2 × 0.01 mm3 were obtained by using 
this technique. The crystals obtained were used for measuring the electrical resistivity and 
investigating the structure modulation by TEM. However, by using the self-flux growth as 
well as the alkali-chloride solution-melt growth, one has to face the problem of sample 
contamination due to the reaction between the melt and the crucible material and the possible 
K+ and Cl- inclusions. In addition, these techniques provide small crystals, not large enough 
for many experimental studies. 

The TSFZ technique has been successfully used for growing large and high-quality 
crystals of both pure and Pb-doped Bi-2201. Despite of the Pb losses occurring at high 
temperature, Chong et al. [41] were able to grow heavily Pb-doped Bi-2201 crystals using this 
technique in air. More recently, Liang et al. [42] reported the growth of very large undoped 
Bi-2201 crystals (up to 28 × 6 × 2.5 mm3) by using the TSFZ method under oxygen 
overpressure. They studied in details the effect of the starting composition, oxygen pressure 
and travelling velocity on the size and the properties of the crystals. Sharp superconducting 
transitions (∆Tc < 1.5 K) and Tc ranging between 3.5 K and 8.5 K were reported [42].  

3.2. Growth of Bi-2212 crystals  

Among the three members of the Bi family, Bi-2212 crystals are certainly the easiest ones to 
grow due to the large stability range in the temperature-composition phase diagram. A 
number of authors have described the successful growth of Bi-2212 crystals by various 
techniques, namely self-flux [43,44], KCl flux [45], Bridgman [46,47], Top-Seeded Solution 
Growth (TSSG) [48] and Travelling Solvent Floating Zone [49-51]. A review of the earlier 
activity in growing crystals of Bi-2212 can be found in [52]. 

The transition width of as-grown crystals is commonly quite broad, as a consequence 
of the inhomogeneity of the oxygen content in as-grown samples. By using the self-flux 
method, it is even more difficult to control the actual oxygen content in the melt. Crystals 
extracted from the same crucible exhibit quite a large distribution of Tc, and the structural 
quality differs strongly from one crystal to another. By using the self-flux method, the 
inhomogeneity of the starting precursor also plays an important role and the growth is 
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strongly dependent on local conditions which are difficult to keep under control. An 
interesting experiment was performed by Funabiki et al. [44], who grew Bi-2212 crystals by 
slow-cooling in Al2O3 crucibles without grinding and mixing the starting powder. By 
applying an overpressure on the melt, and the homogeneity of as-grown crystals was 
improved. Large (4 × 4 mm2) crystals with Tc (ρ = 0) up to ~88 K and ∆Tc ≈ 4 K were 
obtained with this technique. The growth of heavily Pb-doped Bi-2212 crystals has been 
reported by Musolino et al. [35] by the self-flux method in a vertical 3-zone furnace. A 
home-made BaZrO3 crucible was employed for avoiding melt contamination from the 
crucible. By continuously monitoring in-situ the weight of the crucible, they were able to 
control the Pb content in the melt and grow Bi2-yPbySr2CaCu2O8+δ crystals with a maximum 
nominal composition of y = 0.8. These crystals have been used for a systematic investigation 
of the pinning properties as a function of Pb content, and a structural study of the Pb-rich 
modulation-free phase. The results of this research will be reviewed in Section 5. 

Large crystals were grown by using a vertical Bridgman method [46], but the quality 
of the samples obtained with this technique resulted to be lower than in crystals grown using 
other techniques, probably because of the difficulties encountered in controlling the 
composition and the oxygen content during growth.  

As for the Bi-2201 phase, the crucible material can affect the quality of the crystals 
because of the interaction with the melt. Furthermore, a strong thermal gradient is generally 
found to favour the growth of crystals with a given orientation. Therefore, the largest and 
most pure Bi-2212 crystals are obtained by the TSFZ method in a mirror furnace, which is a 
crucible-free growth technique and makes it possible to control very strong temperature 
gradients at the liquid-solid interface. This is the most suitable technique for growing crystals 
of Bi-2212, and in general for growing crystals of many high-Tc superconducting compounds. 
Tanaka et al. [50] employed the TSFZ method by adding a Bi-rich solvent on the top of a gold 
crucibles and making it travel throughout the feed rod. Crystals with 3 × 1 mm2 large surfaces 
but broad superconducting transitions were obtained.

This technique was recently employed by Liang et al. [51] for growing underdoped 
Bi-2212 crystals. By changing the oxygen partial pressure inside the image furnace, the 
oxygen content could be controlled and the transition temperature of the as-grown crystals 
could be tuned. Crystals having the same cation composition but various oxygen contents 
were grown, exhibiting critical temperatures ranging from 91 K (optimal doping) to 76 K 
(underdoped regime). The transition widths were narrow at the optimal doping, but broadened 
with decreasing the oxygen content, showing that in the underdoped regime a homogeneous 
distribution of oxygen is difficult to achieve. The TSFZ method proved also to be suitable for 
growing large and thick crystals (up to 15 × 5 × 1 mm3), more than 10 times as thick as 
crystals grown by any other technique. Structural quality is improved by using the TSFZ 
method, as confirmed by Bdikin et al. [53], who reported comparative X-ray topography and 
X-ray diffraction studies on Bi-2212 crystals grown using different techniques.  

3.3. Growth of Bi-2223 crystals  

Based on the chemical transport in a thermal gradient in molten KCl, the first successful 
growth of both Pb-free and Pb-doped Bi-2223 crystals was reported in 1994 by Balestrino et 
al.  [54]. Still using a fused salt reaction of precursors in a KCl flux, Chu et al. [55] and 



747

Gorina et al. [56] were able to grow Pb-doped and undoped Bi-2223 crystals, respectively. 
Crystals were very tiny, especially in the c-direction, contained spurious phases and exhibited 
broad superconducting transitions. The typical size of the Pb-doped crystals grown by this 
technique was 0.1 × 0.1 × 0.001-0.01 mm3 (Tc (ρ = 0) = 105 K, 97% pure phase), and larger for 
the undoped ones, 1 × 1 × 0.003 mm3 (Tc onset = 110 K, ∆Tc = 10 K). This was sufficient for 
measuring some transport properties of the Bi-2223 phase, such as c-axis and ab-plane
electrical resistivity and the Hall effect [56]. However, these crystals contained a small 
amount (≈ 3 %) of Bi-2212 phase, which obviously perturbs the measurement of the intrinsic 
properties of the Bi-2223 phase. A similar technique was used by Lee et al. [57], but without 
improving the size and the quality of the crystals (typical size < 0.4 × 0.4 × 0.005 mm3,
Tc onset = 109 K, ∆Tc > 10 K). As a general remark, we note that alkali-chloride flux 
techniques have provided only small Bi-2223 and Bi,Pb-2223 crystals, which also contained 
impurities and were inhomogeneous. On the other side, no successful growth of Bi-2223 
crystals have been reported by using the self-flux method. 

Recently, successful growth experiments have been performed by Fujii et al. [21], 
Shimizu et al. [58] and Liang et al. [22], all using the TSFZ technique. Relatively large (up to 
4 × 2 × 0.01 mm3) Pb-free Bi-2223 crystals were grown by this technique, but the 
superconducting transitions reported were quite broad and even multiple. Both Pb-free and 
Pb-doped Bi-2223 single crystals were grown very recently by Giannini et al. [23] by means 
of a newly developed Vapour-Assisted Travelling Solvent Floating Zone method (VA-TSFZ), 
suitable for crystal growth in the presence of volatile elements such as Pb. This was the first 
successful experiment of growth of pure and large Pb-doped Bi-2223 crystals (up to 
3 × 2 × 0.1 mm3).

As already mentioned in the previous sections, the possibility of melting and 
crystallising without using any crucible allows one to grow pure samples. Furthermore, in the 
TSFZ method, the crystals grow at one point of the temperature-composition phase diagram, 
thus allowing crystal growth of even incongruently melting materials. A review of the floating 
zone method applied to the growth of high-Tc single crystals can be found in [59]. Growth 
conditions and transport properties of Bi-2212 and Bi-2223 crystals were recently reviewed in 
[60]. In the following, we will describe the VA-TSFZ technique as developed at the DPMC in 
Geneva [23]. The superconducting properties of the so obtained crystals will be described in 
Section 4. 

3.4. Growth of Bi,Pb-2223 crystals by the VA-TSFZ technique

The so-called “feed” and “seed” rods of Pb-free and Pb-doped Bi-2223 precursors were 
prepared using either home-made or commercial powder (see [23] and references therein for 
details) with nominal cation ratios Bi:Sr:Ca:Cu = 2.1:1.9:2.0:3.0 and Bi:Pb:Sr:Ca:Cu = 
1.84:0.32:1.84:1.97:3.00, respectively. The typical size of precursor rods was 6-7 mm in 
diameter and ~ 8 cm in length. High density and homogeneity of the precursor rods are 
required for good crystal growth conditions in the TSFZ technique.  

TSFZ growth was performed in a home-made image furnace equipped with two 
400 W halogen lamps, in which the atmosphere can be controlled. A mixture of 93%Ar-
7%O2, flowing at 0.5 l/h, was set instead of air or O2-rich atmosphere as used in the other 
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works [21-22]. This particular oxygen composition was chosen in order to lower the melting 
temperature of the precursor and enlarging the stability range of the Bi-2223 phase [61]. 

For growing the Pb-doped crystals, the commonly used TSFZ/Image Furnace 
configuration was modified by adding an internal source of Pb. According to previously 
reported high pressure annealing experiments and in situ neutron diffraction studies [62,63], 
Pb losses which occur at high temperature must be minimised in order to keep the 
stoichiometry of the sample close to the nominal one, thus promoting equilibrium phase 
formation. In the Vapour-Assisted Travelling Solvent Floating Zone (VA-TSFZ), a Al2O3

ring crucible containing PbO and encircling the seed rod is placed inside the quartz tube close 
to the molten zone as shown in Fig. 2. The position of the PbO source has to be chosen 
accurately, so that the temperature of the ring crucible is the one needed for evaporation of 
PbO at a given rate (~2·10-8 mole/hour at T = 750°C). This allowed us to compensate for the 
Pb losses by means of a Pb release from the PbO source. 

Feed rod

Molten zone

Ring crucible
with PbO

Seed rod

Elliptical mirror

Quartz tube

Gas inlet

Counter rotation

Halogen lamps

Fig. 2. Vertical cross section of the image furnace used for TSFZ in [23]. 

The feed rod has to be carefully densified prior to performing the crystal growth 
experiment. A fast pre-melting was performed at travelling velocity of 25 mm/h was chosen 
and the feed and the seed rod were counter-rotating at ω = 0.14 s-1. The densification pre-
melting is known to be a key step for keeping the molten zone stable during the whole 
experiment, and hence for growing large crystals. The crystal growth process was performed 
at very low travelling velocities, ranging from 30 to 200 µm/h, the best crystals being 
obtained at 50-60 µm. We notice that there is a general agreement about the optimum 
travelling and rotation velocities needed for good crystals of Bi-2223 among various authors. 
One of the main advantages of the TSFZ method is to set a high thermal gradient at the liquid-
solid interface, thus providing very strong driving forces and favouring the growth of large 
crystals. The thermal gradient at the liquid-solid interface was measured to be as high as 
~50 °C/mm [23]. As-grown crystals need to be annealed under pure O2 at pressures up to 
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10 MPa, at 500 °C for 10-200 h in order to increase and homogenise the oxygen content. 
Post-annealing at high pressure of O2 was found to be more effective than long treatments at 
1 bar for favouring the oxygen diffusion inside the Bi-2223 crystals. As a result, large (up to 
3 × 2 × 0.1 mm3) crystals of both the Pb-free and the Pb-doped Bi-2223 phase were obtained, 
having critical temperatures up to 111 K (in optimally doped Pb-free samples) and very 
narrow superconducting transitions (∆Tc = 1 K and  2-3 K for Pb-free and Pb-doped crystals, 
respectively). Superconducting properties of these samples will be reported in Section 4. Pb 
was found by EDX to be present in the Bi,Pb-2223 phase, the measured composition being 
Bi2.16Pb0.26Sr2.08Ca1.95Cu2.55O10+δ. Pictures of these crystals are shown in Fig. 3. 

In Fig. 4, the magnetic susceptibility of these crystals is shown. The crystals were 
annealed in oxidising atmosphere ( p(O2) = 10 MPa, T = 500°C ) and very sharp 
superconductor transitions were obtained.  We notice that the transition width of Pb-doped 
crystals is always larger than that of Pb-free crystals, which is likely to be due to a lesser 
homogeneity of the Pb-doped crystals. 

1 mm

Fig. 3. Optical microscope images of a Pb-free (left) and a Pb-doped (right) Bi-2223 crystals. 
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Fig. 4. Superconducting transitions of the crystals shown in Fig. 3, after annealing in 
oxidising atmosphere (from ref. [23, 86]). Very sharp transitions are obtained.  
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4. SUPERCONDUCTING PROPERTIES AND VORTEX PHASE DIAGRAM 
OF Bi2Sr2Ca2Cu3O10

The very recent and limited availability of single crystals has yielded so far only a limited 
number of reports on the intrinsic superconducting properties of this material. Vortex phase 
diagram, anisotropy, penetration depth and magnetisation relaxation rate, have been 
investigated by Clayton et al. [64]. The improvement of vortex pinning induced by proton and 
heavy ion irradiation has been studied by Chu et al. [65] and Shimoyama et al. [66]. Transport 
properties, such as electrical resistivity, Hall effect, thermopower, have been studied by 
Gorina et al. [56], Shimizu et al. [58] and Fujii et al. [67]. Optical conductivity measurements 
have been reported by Boris et al. [68], Kovaleva et al. [69] and Carbone et al. [70] and STM 
experiments have been successfully performed by Kugler et al. [71]. This research activity has 
been carried out in the very last years and many questions still remain open about the 
superconducting properties of the Bi-2223 compound and the 3-layer superconducting 
cuprates in general. In this review, we will only recall the results of magnetic and transport 
measurements which are of interest in view of practical applications of this material. 

4.1. Lower critical field, penetration depth and anisotropy of Bi-2223 crystals  

The anisotropy is a key parameter for the understanding of the vortex phase diagram. The 
effectiveness of the pinning centres and the capability of the material of carrying high currents 
in the superconducting state are directly related to the anisotropy. The measurement of the 
anisotropy parameter γ needs single-crystalline samples. The first estimation of γ of Bi-2223 
was obtained by measuring the higher critical fields Hc2 with the applied field either parallel 
or perpendicular to the c-axis on Bi-2223 whiskers [72]. A value of γ = Hc2 (H // c) / Hc2 (H // 
ab) = 31 was obtained in this early study. 

The superconducting anisotropy of Bi-2223 crystals has been recently obtained by 
measuring the ratio of the lower critical field, Hc1, with the magnetic field applied parallel to 
the c-axis and then to the ab-plane. A reliable measurement of the lower critical field in 
strongly anisotropic high-Tc superconductors requires very low field sweep rates, in order to 
avoid surface barrier effects which can impede the flux penetration [73]. At field sweep rates 
lower than 1 × 10-4 Oe s-1, the lower critical field could be measured in Bi-2223 crystals 
without any effect due to geometrical barriers and surface pinning, as reported in [64]. The 
anisotropy of Bi-2223 was measured to be γ = Hc1 (H // c) / Hc1 (H // ab) ≈ 50 at T = 30 K, 
and the corresponding values of Hc1 are Hc1(H // c) = 500 Oe and Hc1(H // ab) = 9.4 Oe. This 
γ value results to be intermediate if compared to Bi-2212 (γ = 165) and YBa2Cu3O7-δ

(γ = 5-7). However, the anisotropy in Bi-2223 is still higher than in strongly Pb-doped 
Bi-2212 (γ = 25), at the same temperature (see Section 5). 

Higher values of the anisotropy parameter γ (γ ≈ 90-100) of the Bi-2223 phase have 
been also reported [58], as obtained from the measurement of the second peak occurring in 
the magnetisation loops of Bi-2223 crystals, and under the assumption that the second peak 
coincides with the dimensional crossover 2D-3D of the vortex line lattice [74]. However, such 
an assumption is justified only in the case of very strong anisotropy, like in the Bi-2212 
phase, in which the second peak appears at a field value close to the dimensional crossover, 
and does not apply to Bi-2223. As it will be shown in the next section (see Fig. 7), in Bi-2223 
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the crossover between a 2D and 3D behaviour occurs at a field higher than the second peak in 
the magnetisation loops. As a consequence, the determination of the anisotropy parameter γ
from the position of the second peak is misleading and does not yield the correct estimation of 
the superconducting anisotropy. 

The dependence of the lower critical field on temperature is plotted in Fig. 5(a). From 
the extrapolation of Hc1 to T = 0, one finds Hc1(0) = 540 Oe and, correspondingly, 
λab(0) = 1200 Å, by assuming a coherence length ξab(0) = 10 Å. The penetration depth λab is 
found to be much shorter than in Bi-2212 (λab(0) = 3000 Å). The London penetration depth 
λab is plotted as a function of the temperature in Fig. 5(b). The previously reported value of 
λab(0) = 1240 Å, measured in c-axis oriented polycrystalline Bi-2223 samples [75], is in good 
agreement with the most recent measurements on single-crystals. A comparison of γ, λ and ξ
for the three Bi-based superconducting phases is given in Table 2. A strong reduction of the 
London penetration depth in the ab-plane is observed with increasing the number of 
conducting planes in Bi-based supercondcutors. 
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Fig. 5. (a) Lower critical field Hc1 (H // c) of Bi-2223 as extracted from magnetisation 
measurements performed on single crystals [64]. (b) In-plane London penetration depth λab as 
obtained from the Hc1 values in 5(a) by using the anisotropic Ginzburg-Landau theory. 

Table 2. Anisotropy, penetration depth and coherence length in Bi-based HTS cuprates. 

Compound γ  λab(0) [Å] ξ ab(0) [Å] Comment Ref 
Bi-2201 ~220 4000 ~50 La-doped polycryst. samples [76]
Bi-2212 165 3000 17 single crystal data [77]
Bi-2223 50 1200 10 single crystal data [64]
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4.2. Irreversibility line and critical current in Bi-2223 crystals   

The irreversibility line (IL) of Bi-2223 crystals has been recently measured [58, 64]. The IL 
determination was carried out from magnetic investigations by Clayton et al. [64], as the 
temperature at which a kink in the reversible magnetisation is observed, slightly above the 
merging of the ZFC and FC branches. On the other hand, Shimizu et al. [58] performed both 
magnetic and transport measurements in order to determine the irreversibility line. The results 
reported in [64] and [58] agree very well with each other. 

The IL of Bi-2223 crystals is shown in Fig. 6(a), as a function of the reduced 
temperature, T/Tc, and is compared with the IL of Bi-2212 crystals measured with the same 
technique [64]. Hirr curves are plotted as a function of the normalised T/Tc instead of T, in 
order to directly compare the irreversible behaviour of Bi-2223 and Bi-2212 regardless of 
their different critical temperatures. One can easily notice the better superconducting 
performance of the Bi-2223 phase. The IL of Bi-2223 is translated to higher temperature than 
Bi-2212, due to its lower anisotropy and then to the higher effectiveness of pinning centres in 
Bi-2223. The irreversibility field is found to be Hirr = 500 Oe at T = 77 K, and 
Hirr > 10000 Oe at T < 35 K. (For comparison, in Ag-sheathed Bi,Pb-2223 tapes  
Hirr ~ 2-4 kOe at T = 77 K, and Hirr = 70 kOe at T = 30 K [78]). 
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Fig. 6. (a) Irreversibility fields of Bi-2223 and Bi-2212 crystals plotted as a function of 
reduced temperature. (b) m(H) loops at T = 40 and 50 K. The second peak is pronounced at 
40 K but  (Hpeak = 800 Oe) and almost negligible at T = 50 K  

The occurrence of the second peak in the magnetisation m(H) loops have also been 
recently reported [58, 64, 66]. This phenomenon has been observed and widely investigated in 
many superconducting compounds (LSCO [79], Y-123 [80], RE-123 [81], Bi-2212 [82], 
Tl-2212 [83], Hg-1201 [84], Hg-1223 [85]), but it was not observed in Bi-2223 until high-
quality single crystals became available. The second magnetisation peak is directly dependent 
on the amount of disorder in the crystal, and marks a transition of the vortex lattice from an 
ordered Bragg-glass to a disordered entangled glass state [86]. The second magnetisation peak 
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of Bi-2223 crystals is shown in Fig. 6(b). The second peak is visible in a limited range of field 
and temperature, T ~ 25 – 45 K and H =  600 – 900 Oe. The same H-T range for the 
occurrence of the second peak in the hysteresis loops is reported by Shimizu et al. [58] in 
Bi-2223 crystals grown also by the TSFZ method. This indicates that crystals grown by 
different groups by using a similar crucible-free TSFZ method exhibit a low and comparable 
amount of disorder. To the best of our knowledge, neither the IL nor the second peak effect of 
Bi-2223 crystals grown with other techniques have been reported in the literature.

The irreversibility line, the second peak effect and the lower critical field of Bi-2223 
crystals are plotted together as a function of the temperature in Fig. 7 in order to trace the H-T 
phase diagram of this material, according to Giannini et al. [87].  The phase diagram of the 
Pb-free Bi-2223 phase is found to be qualitatively very similar to that of the Pb-free Bi-2212 
phase (see Fig. 12 and ref. [88]), apart from the enlarged 3-dimesional region in the 3-layer 
compound. This is due to the reduced anisotropy of the Bi-2223 phase, as discussed in the 
previous section. The irreversibility line can be modelled as the melting of the vortex lattice 
based on the Lindemann criterion coupled with 2- and 3-dimensional fluctuation [89], at high 
and low magnetic fields, respectively. The result is shown by the solid and dashed curves in 
Fig. 7. The crossover from a 3D to a 2D behaviour of the vortex lattice, corresponding to the 
change in the concavity of the IL, occurs at a field higher than the second peak in the 
magnetisation loops and is marked by the horizontal dashed line in Fig. 7.  
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Fig. 7. H-T phase diagram of Pb-free Bi-2223.  Symbols indicate ( ) Hc1, ( ) IL, ( ) onset 
of the second magnetisation peak (SP), ( ) peak of SP. The solid (dashed) line is the fit to the 
Lindemann melting model coupled with 2- (3-) dimensional vortex fluctuations. The 
horizontal dashed line marks the crossover from 3D to 2D vortex lattice.  

The critical current density, Jc, was obtained from magnetisation measurements and is 
reported in Fig. 8(a). The comparison with Jc values measured in Bi-2212 crystals is shown by 
taking into account the different transition temperatures of the two compounds [64]. As 
expected, due to the lower anisotropy and the higher irreversibility fields, the critical current 
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density is always higher in Bi-2223 than in Bi-2212. As the temperature increases, Jc drops 
down to very low values, even if the decrease of Jc occurs more slowly then in Bi-2212. 
Jc was found to be ≈ 106 A/cm2 at T = 10 K and µ0H = 0 T and Jc > 105 A/cm2 at µ0H = 5 T, 
but drops down at Jc = 104 A/cm2 at Τ = 60 K and zero field. Similar results are reported by 
Shimizu et al. [58] and Shimoyama et al. [66].  

Chu and McHenry [65] measured the critical current in small Pb-doped Bi-2223 
crystals grown by the fused-salt reaction technique. An AC inductive method was employed 
for determining Jc and the dependence of Jc on the temperature was reported. The critical 
current density in zero field was found to be as high as 107 A/cm2 at 5 K and to drop down to 
~ 2 × 105 A/cm2 at 77 K. These values appear to be surprisingly large if compared to more 
recent reports (as reviewed above). This could be ascribed to a higher intrinsic disorder in 
Bi-2223 crystals grown using a KCl flux as a solvent. 

The relaxation rate S = dlnM/dlnt of the magnetisation was measured in Pb-free 
Bi-2223 crystals and is compared to the one of the Bi-2212 phase in Fig. 8(b) as a function of 
the applied field [35, 64]. The relaxation rate of Bi-2223 depends very weakly on the applied 
field, as a consequence of its reduced anisotropy. However, its average value remains close to 
the one of Bi-2212 at zero field. This result confirms the higher potential of Bi-2223 
compared to Bi-2212 for magnet fabrication, even if lower values of S are needed for magnets 
operating in the persistent mode. 
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Fig. 8. (a) Critical current density Jc(H) of Bi-2223 and Bi-2212 crystals compared at the 
same T/Tc (data from ref. [64]). (b) Magnetic relaxation rate of Bi-2223 and Bi-2212 crystals 
as reported by Clayton et al. [64]. These results show the better pinning properties of Bi-2223.  

Even if the vortex pinning is more effective in Bi-2223 than in Bi-2212, one can 
generally state that intrinsic pinning in Bi-based HTS is weak. This is one of the most limiting 
factors for power applications of Bi-based superconducting wire and tapes, that makes these 
materials less suitable than second generation coated conductors based on Y-123 for carrying 
high currents in magnetic fields. The pinning properties of HTS materials can be improved by 
either proton or heavy ion irradiation. These techniques have been found to be suitable for 
increasing Jc and Hirr in Bi-2223 tapes [90, 91] and have been successfully employed for 
improving the pinning properties of Bi-2223 single crystals [65, 66]. 
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In proton irradiated Bi-2223 crystals the critical current density was found to be 
enhanced by a factor of 2-3 (at zero field) with respect to non-irradiated crystals [65], but no 
field dependence of Jc was reported. A larger enhancement of the critical current density (by a 
factor of > 10) was observed in Bi-2223 crystals irradiated with Pb ions, and values of 
Jc = 107 A/cm2 at Τ = 10 K, µ0H = 0 T, and Jc ≈ 2x105 A/cm2 at Τ = 77 K, µ0H = 0 T were 
reported [66]. One should notice, however, that heavy ion irradiation is effective in adding 
strong pinning centres due to columnar defects in small crystals, but cannot be effectively 
used for artificially improving the transport properties of wires and tapes. Alternative 
techniques for artificially improving the pinning properties of Bi-based superconductors for 
industrial applications have to be found, either by adding chemical disorder due to atomic 
substitutions or by reducing the superconducting anisotropy thus stiffening the vortex lattice. 
This has been successfully done in Bi-2212 and will be the subject of the next section. 

5. STRUCTURE AND SUPERCONDUCTING PROPERTIES 
OF MODULATION-FREE (Bi,Pb)2Sr2Ca1Cu2O8+δ

Partial substitution of Bi by Pb in the Bi-2212 phase was found to remarkably improve the 
flux pinning properties and enhance Jc above a critical Pb content by Chong et al. [92]. It is 
worth noting that the Jc enhancement due to strong Pb doping in Bi-2212 is even higher than 
that obtained by ion irradiation [93]. The transition temperature was also found to rise up to 
Tc = 96 K in strongly Pb-doped crystals at the optimal oxygen doping. 
Heavy Pb doping was found to induce a phase separation inside the Bi,Pb-2212 crystals, into 
a Pb-rich (β) and a Pb-poor (α) phase, thus creating very effective pinning centres at the α−β
phase interface. A characteristic microstructure of alternating stripes of 10-50 nm was 
observed by TEM, and modulation-free lamellae were identified as being made of the Pb-rich 
Bi-2212 phase [94]. A TEM picture showing the two-phase structure of a 
Bi1.4Pb0.6Sr2CaCu2O8+δ crystal grown at DPMC in Geneva is reported in Fig. 9(a) [35]. By 
progressively increasing the starting amount of doping Pb in the Bi-2212 phase, the volume of 
the Pb-rich phase increases and a systematic shift of the irreversibility line was observed, 
being more pronounced above y = 0.4 and at high temperatures. Correspondingly, Jc was 
strongly enhanced in crystals with high Pb content, as reported in [94] and [95] and shown in 
Fig. 9(b). By increasing the nominal Pb content (but without changing the crystal growth 
conditions from one Pb content to another), the wavelength of the modulation in Bi,Pb-2212 
was found to increase, as observed by Hiroi et al. [94] in electron diffraction experiments. The 
reduction and even suppression of the modulation in Pb-doped Bi-2212 crystals was reported 
first by Fukushima et al. [96]. Inside β-phase regions of crystals with a nominal Pb content of 
y = 0.7 the modulation wavelength was found to be as large as 11b [94].  

Single crystals of strongly Pb-doped Bi-2212 with a nominal Pb content up to y = 0.8 
have been grown at the DPMC in Geneva by a slow cooling technique in homemade BaZrO3

crucibles. The growth process was performed in a vertical 3-zone furnace under controlled 
atmosphere and the weight of the crucible was continuously monitored [35,88,95].  Such a 
growth technique reduces the Pb losses occurring at high temperature, thus allowing to grow 
crystals with high Pb content.  
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Fig. 9. (a) TEM image of a y = 0.6 crystal. Lamellae of Pb-rich modulation-free (β) and 
modulated Bi-poor domains (α) are visible [35]. (b) Critical current density Jc of Pb-doped 
crystals as a function of T for various nominal Pb doping, as reported by Dhallé et al. [95].  

The actual Pb content corresponding to a nominal composition Bi1.4Pb0.8Sr2CaCu2O8+δ
was found to be y* = 0.4. 

In crystals with such a strong Pb doping an interesting phenomenon was observed, the 
disappearance of the lamellar microstructure as well as of the structure modulation, that 
provided a new key for understanding the origin of the pinning enhancement due to strong 
Pb doping in Bi-2212 [35]. In y = 0.8 doped crystals, the critical current density is higher than 
in crystals containing lower amounts of Pb, as shown in Fig. 9(b) and the critical temperature 
was measured to be Tc = 93 K. Neither electron diffraction (by TEM) nor single crystal X-ray 
diffraction (XRD) provided any evidence of satellites in the diffraction patterns, thus proving 
that the structure of these crystals does not exhibit any modulation. Both X-ray and electron 
diffraction patterns of modulated (y = 0) and modulation free (y = 0.8) crystals are compared 
in Fig. 10(a-d), as reported in [25] and [35]. It is worth noticing that the absence of satellites 
is commonly observed in TEM images of strongly Pb-doped Bi-2212 crystals, but it has been 
observed only recently in XRD patterns, that confirms the absence of modulation over the 
whole crystal. 

The structure of the modulation-free Bi,Pb-2212 phase has been recently refined by 
Gladyshevskii et al. [25] in space group A2aa, with cell parameters a = 5.3852(9), 
b = 5.4286(9), and c = 30.997(6). As reported in [25], the distance between two adjacent BiO 
layers is reduced in the modulation free phase as compared to the modulated one (from 
3.22 Å to 3.09 Å), even if the c-axis parameter is slightly larger in the former. A shortening of 
the distance between BiO layers in modulation-free Y-doped Bi,Pb-2212 was also reported 
[97]. This has important implications on the superconducting properties of these material, 
because a shortening of the thickness of the block layer implies a large overlap of the order 
parameters and therefore a reduction of the superconducting anisotropy. 
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Fig. 10. (a) XRD pattern of a crystal of a refined composition Bi1.7Pb0.4Sr2Ca0.9Cu2O8+δ
(corresponding to a nominal y = 0.8). No satellites are visible in the [hk0] plane. (b) The 
XRD pattern of an undoped Bi-2212 crystal shows the satellites due to structure modulation. 
(c) TEM image of the same crystal as in (a). (d) TEM image of the same crystal as in (b).

The anisotropy of the modulation-free Pb-doped crystals was obtained from the 
measurement of the lower critical field, Hc1, with the applied field first parallel then 
perpendicular to the c-axis, as described in Section 4.1 for the Bi-2223 phase. 

The anisotropy of the modulation-free Bi,Pb-2212 phase was found to be γ = 25, much 
lower than in modulated Pb-free crystals (γ = 165) and even lower than in Pb-free Bi-2223 
(γ ≈ 50) [35, 64]. As a consequence of the reduced anisotropy, the vortex lattice is stiffened 
and the region of the H-T phase diagram where the behaviour of the vortex lattice is 3D-like 
is enlarged. This is confirmed by the enhancement of the irreversibility field Hirr(T) reported 
by Musolino et al. [35] in modulation-free Bi,Pb-2212 crystals. The irreversibility field is 
enhanced by a factor of  ~5 at any temperature and becomes comparable to the IL of the 
Bi-2223 phase (see Section 4.2). At T = 30 K, Hirr was found to be ~2×104 Oe in the 
modulation-free Bi-2212 phase, compared to ~4×103 Oe in the modulated one. We can 
compare directly the two Bi-2212 phases (with and without modulation) to the Bi-2223 
phases, as shown in Fig. 11 by plotting the three irreversibility lines as a function of the 
reduced temperature. One can immediately see the direct correlation between the 
irreversibility field and the superconducting anisotropy, which is γ = 25, 50, and 165 for 
Pb-doped Bi-2212, Pb-free Bi-2223, and Pb-free Bi-2212, respectively.  
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Fig. 11. Comparison of the irreversibility field Hirr(t) of Pb-free Bi-2212, strongly Pb-doped 
Bi-2212 (not modulated) and Pb-free Bi-2223. Data are plotted as a function of T/Tc in order 
to compare phases with different critical temperatures.  

The enhancement of the irreversibility line in modulation-free Bi-2212 is due to the 
strong reduction of anisotropy caused by the structural modification rather than to the addition 
of effective pinning centres. 

These results provide a new key for the understanding of the role of the Pb doping in 
improving the superconducting properties of the Bi-2212 phase. The Pb doping is not only 
responsible for the formation of the lamellar structure and the phase separation between a 
Pb-rich and Pb-poor phase, thus creating additional pinning centres. The Pb doping has a 
strong influence on the structure of the block layer and leads to the formation of a Bi,Pb-2212 
phase with better superconducting properties, if compared to the Pb-free modulated phase. In 
Bi,Pb-2212 crystals containing intermediate amount of Pb (nominal y = 0.4 – 0.7) and 
exhibiting the lamellar structure, the improvement of the pinning properties and the 
enhancement of Jc can be a consequence of both the stiffening of the vortex lattice and the 
addition of effective pinning centres at the α-β phase interface. This also suggests that 
improving the pinning properties of such superconducting materials via a chemical doping 
can be more effective than adding pinning centres artificially. In view of technological 
applications of conductors based on Bi-based cuprates, this is a very encouraging results, 
being the artificial methods for improving the flux pinning not suitable for the fabrication of 
long wires and technical devices. 

Unfortunately, a similar improvement has not been observed so far either in 
polycrystalline tapes or in powder samples, and a strong research effort is still needed in order 
to scale up from small single crystals to large polycrystalline conductors. 

The vortex phase diagram of the modulation-free Bi-2212 phase has been recently 
investigated and is reported in [88]. The H-T phase diagrams of Pb-free and Pb-doped 
Bi-2212 are shown in Fig. 12(a) and (b), respectively.  
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Fig. 12. H-T phase diagrams of the modulated (a) and modulation-free (b) Bi-2212 phases. 
The dimensional crossover (3D-2D) occurs at higher fields in modulation-free Bi-2212, as 
marked by the dashed horizontal lines.  

The dimensional crossover of the vortex lattice from a 3D to a 2D behaviour (marked 
by dashed lines in Fig. 12 (a) and (b)) was found to shift to higher fields, even higher than in 
Bi-2223 (see Fig. 7). Moreover, in modulation-free Bi-2212, the dimensional crossover takes 
place at fields much higher than the second peak of the magnetisation loops. This confirms 
that the interpretation of the second peak as a dimensional crossover of the vortex lattice is 
not correct and can be accepted only in case of extreme anisotropy of the material. The 
second peak is related to the disorder in the crystal and the values of Hpk measured in Pb-free 
and Pb-doped Bi-2212 crystals are of the same order of magnitude (~5×102 Oe and 
~2×102 Oe, respectively). In modulation-free Bi,Pb-2212, a significant amount of disorder 
was found to be present [88]. 

6. CONCLUDING REMARKS 

The structure and general features of Bi-based superconducting cuprates are reviewed with a 
particular emphasis on the recent results obtained on single crystals of Bi,Pb-2212, Bi-2223 
and Bi,Pb-2223. Various growth processes employed for these crystals have been described, 
including the newly developed Vapour-Assisted Travelling Solvent Floating Zone (VA-
TSFZ) method, particularly suitable for growing crystals containing volatile elements, like 
Bi,Pb-2223. Structural quality and superconducting properties of crystals grown using 
different techniques have been compared and discussed. Large and pure crystals of Bi-based 
superconducting cuprates are nowadays produced by means of TSFZ method. 

So far, only the average structure of Bi-2223 and Bi,Pb-2223 was known, as 
determined by powder diffraction. The availability of large single crystals of high purity 
allowed to refine for the first time the crystal structure of the Bi,Pb-2212, Bi-2223 and 
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Bi,Pb-2223 compounds from single crystal XRD data and to determine the superstructure 
parameters. 

The superconducting properties have been investigated and have been summarised in 
this article. Lower critical fields, anisotropy, penetration depth, irreversibility fields and 
critical current density of the three phases Bi,Pb-2212, Bi-2223 and Bi,Pb-2223 have been 
compared. In particular, the origin of the structure modulation and its effect on the 
superconducting properties has been discussed. 

Thanks to the availability of crystals of sufficient quality of all the members of the 
Bi-based family, a general understanding of the fundamental features of these 
superconducting compounds is being achieved. 
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1. INTRODUCTION 

Despite tremendous efforts in research and development after the discovery of high 
temperature perovskite-type layered superconductors, and high expectations expressed in 
market projection potential electrical commercial applications of these materials, they are 
taking off very slowly. Therefore the updated original comparative prediction of the market 
for the low temperature superconductors, LTS, and high temperature superconductors, HTS, 
is presented in Fig.1 where there is no cross over between the LTS and HTS if (RE)Ba2Cu3O7

conductors are not going to be available commercially. This is because different applications 
of superconductivity require the simultaneous fulfilment of diverse thermal, mechanical and 
electromagnetic specifications; the potential to operate at higher temperatures is not the 
decisive factor except for transmission lines and transformers. Medical care which is mostly 
represented by magnetic resonance applications based on LTS will grow, and in 2010 should 
reach 15M€/year. 

One of the biggest hurdles to the widespread application of the YBCO conductor is 
developing a manufacturing process that will produce it in long lengths and at prices 
competitive to copper for applications such as motors, generators, transmission cables, and 
other power systems. We have learned that the powder-in-tube process, PIT, which is 
successful in the manufacturing of low temperature superconductors like Nb3Sn, medium 
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temperature superconductor MgB2 and high temperature Bi-family superconductors cannot be 
used for YBCO conductors due to it granularity and ceramic-like mechanical bulk properties.

The long length coated conductors were developed successfully for the Nb3Sn [1], 
Nb3Ge, MgB2 [2], Bi2Sr2CaCu2O8+x [3] compounds, where YBa2Cu3O7 with superior 
properties are under development. The increased performance of YBa2Cu3O7 coated 
conductors in comparison to others is due to differences in materials rather than the processes, 
and it is important to notice that in all other cases the choice of industry are round 
multifilamentary Nb3Sn, MgB2 and Bi2Sr2CaCu2O8+x wires, not flat coated conductors. 
However in the case of YBa2Cu3O7 conductors, there are alternative processes for continuous 
formation of the YBa2Cu3O7 in the form of fibres [4], but further development will probably 
take place once the coated conductor shows its final limitations. We have many examples of 
attempts to scale-up YBa2Cu3O7 coated conductor processing but presently there is no 
infrastructure for making long length coated conductors due to the great uncertainty about 
which type and which deposition process should be used. 

The primary focus of this chapter is on YBa2Cu3O7 high temperature superconducting 
coated conductors for power engineering applications particularly the optimisation of 
processing routes for the production of coated conductors.

Fig.1. Projection of the LTS and HTS market, which is shared between electronics, power, 
industrial processing, medical care and transportation. 1995 estimation conducted at 
International Superconductivity Industry Summit, Yamanashi 1996, numbers corrected 
according to data in early 2003 (solid lines). 

2. MATERIAL DESIGN AND PROCESSES CONSIDERATIONS  

For more than 18 years thin films of yttrium barium copper oxide, YBa2Cu3O7, (YBCO) have 
demonstrated promising superconducting properties for use at liquid nitrogen temperatures 
with critical current density, Jc, (at 77 K) higher than 106 Acm-2, and high irreversibility field, 
Hirr (77 K), Fig.2. There are four major categories of so-called coated conductors: (i) rolling-
assisted, biaxially textured substrate, RABiTS (the RABiTS process achieves texture by 
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mechanical rolling of a face-centered cubic metal and subsequent heat treatment on which the 
subsequent epitaxial layers are build (such process of texturing of tonnes of 20 µm thick NiFe 
tapes was developed by industry [5] Fig 3a) in 1950 and was used in traction transformers; 
(ii) ion beam-assisted deposition, IBAD (the IBAD technique achieves biaxial texture by 
means of a secondary ion gun that orients an oxide film buffer layer while it is being 
deposited onto the polycrystalline metallic substrate, or the inclined substrate deposition 
processes, ISD, The ISD process achieves texture by inclining the substrate to the oxide 
plume, Fig.(3b); (iii) liquid phase epitaxy, LPE (the LPE process enable formation of the 
superconductor from the under-cooled supersaturated liquid and (iv) thermo-magnetic 
processing, TM (the thermo-magnetic assisted processing enables formation of the highly 
textured superconducting layers without the necessity of textured substrates, Fig.3c). The 
actual deposition of the layers on the metallic substrates can be divided into physical methods 
and chemical methods as presented in Table 1. All the different types of deposition 
techniques of buffer and superconductor such as: pulse laser deposition, PLD [6]; ion-beam 
assisted-deposition, IBAD, [6,7]; sputtering [8], chemical vapour deposition, CVD [9]; metal 
organic deposition, MOD, [10,11]; metal organic chemical vapour deposition, MOCVD [12]; 
thermal evaporation [13]; sol-gel deposition [14,15]; ink-jet printing and coating [16]; dip 
coating [17]; and liquid phase processing [18,19], Tab.1, have been used to manufacture 
shorter or longer pieces of the high temperature superconducting tapes on a laboratory scale
[20,21]. There is an additional aspect to the multifilamentary conductor preparation, which is 
needed for AC applications [22]. The outline of the two main conductor architectures for DC 
and AC applications are presented in Fig.4 and the aspects concerning computer design and 
processing will be discussed in later paragraphs. 

Fig.2. Critical current density versus magnetic field for YBa2Cu3O7, Bi2Sr2CaCu2O9 and 
TlBa2Ca2Cu3O9. Solid symbols represent B a-b where open symbols represent B⊥a-b. On 
the Jc vs (B⊥a-b) dependence thee distinctive flux lattice pinning mechanisms can be 
observed: at lower fields a shear force of unpinned vortices around those strongly bound to 
defects takes place and the Jc ~ B-1/2; at the intermediate fields there is a decrease in the elastic 
modulus of flux lattice and finally at the highest magnetic fields flux lattice melting is 
observed.
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a)

stabilisation Cu, Ag

superconductor (RE)Ba 2Cu3O7
epitaxial buffer layer:NiFeO4, 
NiO,YSZ,CeO2, NdCuO4

metallic textured substrates: Ni, NiCr, NiV, 
NiW, NiFe

b)

biaxially aligned buffer layer: YSZ, CeO 2

stabilisation Cu, Ag

superconductor (RE)Ba 2Cu3O7

non-textured metallic substrates: stainess 
steel, Hastelloy

c)

stabilisation Cu, Ag

superconductor (RE)Ba 2Cu3O7

non-textured metallic or ceramic substrates

 buffer layer: YSZ, CeO2
seed layer

Fig.3. Schematic representation of different architectures of the coated conductors: 
a) RABiTS, such a tape is typically 10mm wide and is required to have a uniform high 
critical current over long lengths. The key conductor components are the metallic or ceramic 
substrate material, the buffer layer and the superconducting layer; the latter has to be biaxially 
textured throughout so that, although granular, the misorientation from grain to grain should 
be less than a few degrees; b) ion beam-assisted deposition, IBAD, or the inclined substrate 
deposition processes, ISD and; c) liquid phase epitaxy LPE or thermo-magnetic process. 
Adapted after ISTEC-SRL, Fujikura, Furukawa, Showa Electric.  

The fundamental requirement relevant to all the architectural components of the fully 
engineered conductor is: they must be thin because important consideration in most 
applications is a flexibility and high value of engineering critical current density, Je, defined 
as a critical current, Ic, carried by the superconducting layer divided by the total cross section 
of the conductor which includes the substrate and all the functional layers. Also the 
superconducting layer has to be highly textured along the ab-plane. A low value of the overall 
critical current density Jc will reduce the exploitation potential of fully engineered conductors. 
The thickness of non-superconducting layers and any deterioration of Jc in the superconductor 
with increasing thickness of the superconducting layer, tsup, leads to a maximum in the 
dependence of Je with tsup which may occur at the higher tsup than usually envisaged [23].  If 
the Jc(tsup) dependence on the tsup is expressed as Jc(tsup) = Jc(tsup 0) exp[-Ctsup], where C is an 
empirical fitting parameter, then the dependence of Je on the thickness of the superconducting 
layer may be expressed as:  
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(1)

where: is a sum of thicknesses of the superconductor, tsup, substrate, tsup, buffer layer, 
tbuf, stabilising (shunt) layer, tstab, and insulating layer, tins. Taking as an example the 1mm 
thick superconducting coatings characterised by Jc(tsup)~106Acm-2, but deposited on the 
100µm thick Ni-based substrates, this will not differ, in respect of the overall critical current 
density from the ordinary powder-in-tube (PIT) conductor which has Jc(tsup) ~104Acm-2. The 
ultimate goal is that a future coated conductor may have a 20µm thick metal substrate < 
0.5µm buffer layer, with 5µm YBa2Cu3O7 films on both sides and high technical and 
economic performance will eventually result in conductors with a high percentage of high Jc

superconductor in the cross section. The stabilization layer need to be many tens of 
micrometers thick depends on the application and also the insulation, which again will depend 
on the application. 

a)

buffer layer
  metal
tapesubstrate tape

(R E ) B a C u O
stabilisato
r

insulator

b)

buffer layer  
substrate 
metal tape 

( R E )B a C u O

I

Fig.4. Schematic representation of the coated conductor architecture: a) typical DC 
conductor; b) one of the models of AC conductor where the superconducting layer has a 
parallel multifilamentary structure along its length, for better visualisation of the 
multifilamentary structure the top layers stabilisation and insulation layer have been removed.  

Table 1. List of physical and chemical deposition methods of YBa2Cu3O7 coatings; after [24].

Physical Methods Chemical Methods
Pulsed Laser Ablation/Deposition    
(PLA/PLD) 

Sol-Gel 

Electron Beam–Based Deposition Chemical Vapor Deposition
(CVD)

Electrophoresis Metal Organic Chemical Vapor
Deposition, (MOCVD) 

Magnetron Beam-Based Deposition Metal Organic Decomposition   
(MOD)

Thermal Evaporation Electrodeposition 
Sputtering Aerosol/Spray Pyrolysis 
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The actual dependencies of the Jc vs YBa2Cu3O7 films thickness will be discussed later.  
As major applications develop, close interaction is necessary between design engineers 

and materials producers. Following paragraphs summarises major design considerations for 
each of part of the coated conductor in terms of material specification and potential design 
requirements. There are distinct differences in the requirements for fully engineered 
conductors for DC and AC application area. Detailed design decisions must be reflected 
directly in the conductor specification [23,25].  
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Fig. 5. Simulation of the Jc of superconductor and Je engineering critical current density in the 
coated conductor; superconductor is 30 times thinner than the total thickness of the conductor. 
To achieve a full potential of this particular conductor thickness of the superconductor should 
be 3µm.

3. METAL SUBSTRATES 

There are two types of practical substrate used: untextured and textured. The untextured 
substrates are usually made of Hastelloy, stainless steel, silver or composite silver alloy [26]. 
The major substrate requirements are: chemical stability for high temperature process 
(700~900ºC), the high temperature strength (YBa2Cu3O7 can withstand up to 0.5% strain in 
tension, more in compression), small thickness for high Je, small width for low AC losses and 
a very important factor is a surface smoothness. The textured metal substrates required 
epitaxially transferred textured from the substrates to the superconducting layer. There is a 
range of Ni-based binary and ternary alloys that can be used as a substrate, Fig.6. Some of 
them are magnetic for example Ni [20], NiFe [5] and some of them are non-magnetic for 
example NiCu, NiV, NiCr, NiW [27-30] depending on the alloy composition, and of course, 
the temperature of the application envisaged. As we know NiFe and also Ni is a 
ferromagnetic material and may not be the best for ac applications. However the recently 
patented method of decoupling filaments by using magnetic-superconducting heterostructures
may make some ac applications economically justified [31]. For the major magnet 
manufactures such as Oxford Instruments plc, since their applications are DC type, the 
magnetism of the metallic substrates is not a critical issue. The so-called ‘cube’ texture, with 
crystallographic axes parallel to the sample axes, forms an ideal textured metallic substrate. 
This can be obtained in most fcc metals by cold rolling to a reduction of greater than about 
95% followed by heat treatment [32-34]. 
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a) b)

Fig. 6. Recrystallisation textures in Fe-Ni-Cr-Cu alloys: a) Fe-Ni-Cu alloy, 
recrystallisation rolling texture,  cube texture; b) the ternary phase diagram Fe-Ni-Cr 
(the Ni-base substrates for future non-magnetic development).

a)

phi

psi

b) c) d)

Fig. 7. X-ray pole figures of NiFe tape, 25µm thick: a) cold rolled (200) (linear scale I max = 
914); b) cold rolled (111) (linear scale I max = 3361) all X-ray pole figures have roll direction 
vertical; c) annealed at 500oC; d) annealed 800oC.

Cold rolling gives a characteristic, but quite complex, texture described as (110)[112], 
(112)[111], (123)[422] and (146)[211], Fig.7a), b). (An ideal texture has (hkl) planes parallel 
to the sheet and the vector [uvw] parallel to the rolling direction.) Some of the work of 
deformation is stored as defects and this energy provides the driving force for recovery and 
recrystallisation [34,35]. The heat treatment is required to give the optimum highly oriented 
grains, Fig.7c), d). In general a cube texture is likely to depend on the grain size and the level 
of impurities. For this purpose the NiFe50% tape was cast in the form of 2 tonnes ingot and 
deformed and cold-rolled to the 3-5mm thin stripes, followed by the final rolling to 
thicknesses of 50µm, 25µm and 13µm and a width of 10cm. Each final roll weighed ~ 20kg 
and was approximately 1 km long. The deformation process and heat treatment in a protective 
atmosphere was conducted in a factory environment by Carpenter Technologies (UK). The 
final tape was slit to 25mm and 10 mm wide tapes for conductor development, see Fig.8. The 
NiFe tapes have superior mechanical and structural properties compared with pure Ni 
substrates and some of Ni-alloys, Fig.9a). 

The important issue for the uninterrupted epitaxial growth of the buffer layers and 
superconducting layers on a highly textured tape is the smoothness of the sample surface. 
Therefore a continuous electropolishing technique was developed, which has greater  
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a) b)

Fig. 8. NiFe flexible substrates for coated conductor: a) view of the NiFe tape, 760m long, 
10mm wide and 25µm thick after continuous annealing; b) stress - strain curves of the cold 
rolled and dynamically annealed in protective atmosphere NiFe tape, 25µm thick tape [5].  

a) b)

Fig. 9. Ni alloys: a) Stress-strain characteristics of the selected Ni-alloys developed in frame 
of Brite-Euram CONTEXT and MUST projects; b) thermogravimetric data representing 
oxidation of the different Ni-alloys the horizontal axis represent time during which the 
samples were exposed to oxygen at constant temperature 700oC.

flexibility and can be used on cube textured tapes. The electropolishing process conducted on 
Ni and NiFe tapes brought the roughness down from 0.20µm to < 0.1µm and formed the base 
for the development of the pilot continuous electropolishing treatment unit by Europa Metalli, 
Italy. Trials indicated that to preserve uniform electric field distribution and to provide the 
optimum electropolishing, cleaning and drying conditions, the orientation of the tape should 
be vertical, see Fig.10i) and ii). From all these observations we can argue that the most 
reliable technique to achieve the roughness level requested over the longer lengths without 
microstructure interruption is electropolishing. The profilometric measurements along the 
length of the NiFe(50%50%) tapes are presented in Fig.10v). 

The overall electron back-scattered patterns, EBSP, map of grain orientation as well as 
information about misorientation from grain to grain provides information about potential 
percolative current paths in the subsequent superconducting layer which can be derived on the 
base of the assumption that epitaxial growth of the subsequent buffer layers and 
superconducting layers will follow the original texture induced by substrates [36]. The EBSP 
data displayed in Fig.11 and Fig.12 showed that there is a clear percolative path at 6 degrees  
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i) ii)

iii)     iv) v)

a)

b)

Fig. 10. Surface finish improvement: i) electropolishing unit at where long lengths of 25 mm 
wide and 25 µm thick NiFe tapes were electropolished: ii): (a) - view of the treatment tank, 
b) - cleaning and winding system, (c) on-line drying unit (courtesy of Europa Metalli S.p.a. 
Italy); iii) SEM picture of the NiFe tape surface before electropolishing (white arrow marks 
the rolling direction); iv) SEM picture of the tape surface after electropolishing; 
v) profilometric measurements of the dynamically annealed NiFe tape surface relief 
conducted by contact method: a) after electropolishing, b) before electropolishing.  

a) b) c)

d) e) f)

Fig. 11. The NiFe 25µm thick tape dynamically annealed: a) SEM picture of the tape surface 
fragment; b) SEM picture of the tape surface fragment with superimposed combined EBSP 
misorientation map presented in the following pictures; c) outline of the strongly out of plane 
oriented substrate crystals d) misorientation EBSP map for 4 degrees; e) misorientation EBSP 
map for 5 degrees; f) misorientation EBSP map for 6 degrees; most of the grains are less than 
6 degrees misaligned from normal to the surface of the substrate. Colours used for 
"decoration" of the individual grains or crystallites are arbitrary for each individual picture to 
emphasise the boundary of the given degree of misalignment. The bar on the pictures 
represents 50µm distance.  
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Fig. 12. Large area EBSP misorientation map for 2°, 4°, 5°, 6° and 7° respectively. The width 
of the investigated area ~500µm. (courtesy of E. Maher, EU ‘MUST’ Project [5]).  

but there are unresolved areas / grains which are of a higher degree of misorientation and do 
not disappear after prolonged annealing. In Fig.11c) the unresolved grains which are oriented 
out of plane causing the strong misalignment of the subsequent epitaxially grown YBa2Cu3O7

grains are represented by darker area.  

4. BUFFER LAYER 

The role of the buffer layer is to provide a chemically inert base to grow the superconductor 
on metallic substrates and to prevent chemical interdiffusion between substrates and 
superconducting coating. Most of the buffer layers are insulating but there is a need for 
conductive buffer layers which may allow the metallic substrates toserve as a current sharing 
stabilizer [37-39]. Since in most cases there is multi-component, multilayer architecture of the 
actual buffer layer, Fig.13a), the practical objective for the buffer development is reduction of 
the number of buffer layer components and also cost reduction. The ideal case would be a 

a)

Y 2O 3

  Ni-Cr,  Ni-W

Y S Z

C e O 2

(R E ) B a C u O

b)

Y 3 N b O 7

  Ni-Cr,  Ni-W

( R E )B a C u O

c)  d)

Fig. 13. Schematic representation of the buffer layer architecture of the coated conductor: 
a) multilayered buffer by PLD; b) single layer buffer by MOD technique; c) optical image of 
the surface of a transparent self oxide epitaxially, SOE, textured NiO/Ni grown at 1250°C in 
air (after removal of the native oxide layer) for 120 s, NiO thickness ~ 2.5 µm); d) grown for 
2 hours NiO thickness ~ 15µm.
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Table 2. Accumulated list of the potential substrates their melting temperature, lattice 
parameter, ao, and relative misfit in % in respect to YBa2Cu3O7 and Ni and NiO; courtesy of 
J.E. Evetts and A. Kursumovic. The lattice misfit for other Ni-based alloys is very similar to 
Ni because lattice parameter, ao, of Ni is equal 3.524Å where for example for the Ni50at% Fe 
the ao = 3.578Å. The Lm is matching distance in respect of a and b lattice parameter of 
YBa2Cu3O7.
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single buffer layer, for example Y3NbO7 or even NiO which will secure high Jc and Ic of the 
subsequent superconducting layer, Fig.13b),c) and d). The so-called native oxide buffer layers 
can be made by direct oxidation of the metallic substrates to simplify the deposition process. 
Such Ni-O layers are successfully used in LPE processing [18,19]. In the second generation 
AC conductors for small magnetic field ~ 0.4T, where interfilamentary decoupling is vital, 
magnetic buffer layer will be introduced [22,40,41]. 

There is a need for smoothness of the buffer layer to avoid the a-axis growth of 
YBa2Cu3O7. There is also a desire for small-grained buffer layer to minimise the effect 
percolative effect in AC conductors. For the RABiTS processing where epitaxial growth is 
important the optimization of interfacial energy, lattice misfit, crystal structure, are extremely 
important. There is a wide choice of possible candidates listed just for YBa2Cu3O7 in Table 2. 
Other (RE)Ba2Cu3O7 superconductors are characterised by a slightly different a and b lattice 
constants.

5. SUPERCONDUCTING LAYER  

Progress in the development of biaxially oriented epitaxial buffer layers [42,43] on untextured 
and biaxially oriented flexible Ni-alloy, Ag-alloy and Cu-based metallic substrates [44,45] 
has opened up possibilities for the application of YBa2Cu3O7 in electric utility, Fig.14 and 
Fig.15 and also a high magnetic field dc devices such as MRI and NMR magnets. Despite the 
excellent existing demonstrators there is continous development in many parallel directions to 
define economically viable and also reliable long length coated conducor technology, Table 3. 
Four different stages of such parallel development can be identified; (i) the near market 
design of fully engineered conductors for particular applications, (ii) incremental 
development of ‘established’ conductor processing routes, (iii) investigation of new routes for 
superconductor processing, and (iv) basic and enabling science to underpin materials 
processing [22,25]. Naturally the boundaries between these types of activity are processing 
[22,25]. Naturally the boundaries between these types of activity are blurred, however the 
different activities require different levels of interaction between industry and academia. 

a) b) 5 0 0  m m

Fig. 14. Fully engineered YBa2Cu3O7 coated conductor with stabilisation and insulation 
coatings prepared by IBAD/PLD technique on stainless steel substarte; a) 8-turn coil made for 
the 10mm wide and 2m long tape. The electric multi-contact current leads are also attached at 
the end of the coil; b) current leads 50cm long and 5cm with improved contact between the 
stabilisation layer and superconductor.
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a) b)

Fig. 15. a) The first 2nd generation demonstration cable (made by Southwire, from American 
Superconductor) uses second generation YBa2Cu3O7 tape conductor prepared by RABiTS 
technique, tested by Oak Ridge National Lab.: Idc ~4.2 kA at 77 K, 1.25m length, 24 total 
tapes, 50µm of copper stabilizer (courtesy of American Superconductor); b) YBa2Cu3O7 film 
was deposited by the PLD method on the biaxially textured Ag-Cu/Ag-Ni/Ag-Cu clad tape, 
substrates exhibits (110) <220> texture uniformly throughout the whole length, shows the 
uniform current distribution, Jc>105 Acm-2, in the 10 m-long tape, coil diameter 25cm [46]. 
Courtesy of Y. Shiohara.  

Furthermore the type of research appropriate for a particular conductor processing route 
varies depending on the maturity of the technology and is driven by particular specifications. 
According to data presented in Table 3 The highest averaged value of the utility/merit can be 
assigned to non-vacuum processes. 

There are numerous issues addressed throughout the chapter, which have to be consider 
by each of the proposed deposition techniques listed in Table 3: 

• superconducting material choice and designing (RExY1-x)Ba2Cu3O7-d

• buffer selection and simplification 
• high deposition rate (for high production rate) 
• high yield (for high production rate and for low cost)  
• low cost process quasi-thermal equilibrium process; MOD, sol-gel) 
• large deposition area for high production area 
• Wide process window and low temperature process (temperature, pO2, for reproducibility, 

long length uniformity and for simple buffer layer architecture) 
• Thin film crystal growth mechanism optimised for high Ic, Jc and uniformity 
• high Jc for thicker superconducting films (thickness dependence of Jc; for high Ic, Je as 

described in eq.(1). For YBCO of thickness higher than 5 µm, there are intrinsic obstacles 
since grains with a-axis perpendicular to the substrate start forming, there is insufficient 
oxygenation as thickness increases and defects accumulate and degrade Je

• Increase of Hirr and Jc by over-doping, appropriate oxygen content
• flux pinning improvement by introduction of artificial pinning centers (dislocations, 

defects, 211 phase particles, RE-Ba substitution)
• grain size control for RABiTS deposition for minimization of the current percolation path 

in long length coated conductors
• joining technology of coated conductor tapes for long length applications
• thermal properties
• mechanical properties 
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Table 3. Comparison of the deposition and utility/merit parameters of the deposition 
techniques of superconductor and buffer layers for coated conductor. (*- values concerned 
were: processing parameters; processing atmosphere; cost of chemicals and material 
utilisation efficiency; thickness and (RE)Ba2Cu3O7 deposition rate; achieved Jc values. data 
adopted after [8,46].  

Deposition
technique
(long lenths) 

Deposition
speed

Utility/merit % Comments 
main challenges 

Dip coating 0.5cm/s 60 Speed and chemical 
stability 

Ink-jet printing 70cm/s – Ink formulation and 
deposition

Spray pyrolysis 20cm/s 59* composition control, 
roughness 

Sputtering   Speed, cost 
Electrophoresis  38* porosity 
Electrodeposition  62* porosity 
E- beam  57*  
Sol-gel  79* density and roughness 
MOCVD  87* thickness 
PLD  63* cost 
MOD  91* thickness, processing 

parameters (BF2)
CVD  49*  
LPE   corrosive environment 
Web coating  78 chemical stability, ink 

formulation
ISD  60 cost, reproducibility 
IBAD/IAD  65 cost, reproducibility 

There are examples where the combination of two techniques is used for the deposition of 
the buffer, superconductor and stabiliser layers such as IBAD/PLD [47-49]. In some case 
even few techniques were used for deposition of conductor: buffer layers such as yttria 
stabilized zirconia (YSZ) or cerium oxide (CeO2) were deposited by PLD combined with ISD 
to obtain in-plane alignment on this nontextured substrate. HoBa2Cu3O7 was deposited by 
PLD on these buffer layers. Silver stabilizer was finally deposited by sputter method [50]. 

5.1 RABiTS - (RE)Ba2Cu3O7 coated conductors 

The current challenge is to find an economic route for large-scale production of the 
conductors including highly textured mechanically strong and thin metallic substrates in the 
form of a tape. The design of the final conductor under consideration consists of: (i) long 
lengths of well-oriented Ni-based substrate, (ii) an epitaxial buffer layer grown epitaxially on 
the metallic substrate, (iii) (RE)Ba2Cu3O7 as the superconductor grown epitaxially on the 
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buffer layer, (iv) silver as a cryogenic and electric stabilisation layer and finally (v) polymer 
as the top layer for insulation and stress relief. This architecture is schematically presented in 
Fig.3a). Therefore for the complex coated conductor technique to gain a significant 
advantage, one has to use the thinnest possible substrates but simultaneously preserve their 
mechanical strength. The essential condition for development of biaxially oriented epitaxial 
buffer layers and superconducting layers on flexible metallic substrates is the degree of 
texture in the metallic substrate itself.  

In order to overcome the problems with the NiFe tape oxidation, Fig.9b), and be able to 
proceed with coated conductor architecture as presented in Fig.3a), a series of depositions 
have been performed in a vacuum from a composite target consisting of a CeO2 ceramic pellet 
and a piece of Pd sheet covering from 10 up to 50% of the laser ablated track. It is believed 
[51] that due to diffusion at elevated temperatures the effect of Pd gettering around various 
substrate defects (grooves, twins, surface irregularities) takes place similarly to the gettering 
of platinum by cavities in silicon recently reported by G.Mariani-Regula et al [52]. Such a 
gettering effect may suppress the high rate local oxidation caused by the severe oxygen 
diffusion through defects propagating in the overlaying buffers. Such oxidation leads to 
distortion of the cube-on-cube texture and cracking. Probably the deposited Pd (lattice 
parameter d =3.89 Å) also acts as an inhibitor suppressing NiO (111) formation and favoring 
NiO (200) (d =4.18 Å) formation as a result of oxygen delivered to the NiFe (d =3.59Å) 
interface by solid state oxygen diffusion through the buffer layers. In confirmation of this 
scenario cross-section FIB microscopic images of the two samples deposited in forming gas 
and vacuum are presented on Fig.16a) and b) respectively. This analysis reveals the much 
clearer features of the CeO2:Pd-NiO interface in comparison with those of CeO2/NiO. All 
subsequently deposited layers preserve the quality of the first interface with voids and 
irregularities propagating towards and within the YBa2Cu3O7. The region of relatively thick 
NiO formed during YBCO deposition is clearly seen on both samples suggesting strong 
oxygen diffusion through the buffer architecture. In the bottom part of the metal/oxide matrix 
the formation of Fe and NiFe oxide can be observed as darker regions while according to 
Schmalzried [53] Ni as a more noble metal oxidizes covering the outer region. The
comparison of the in-plane texture quality of the buffer layers and superconductor layer 
deposited in forming gas on Ni50at%Ni substrate and vacuum is presented in Fig.17.  

 a) b)

Fig. 16. Cross sectional FIB microscope images of the two complete coatings: a) CeO2 layer 
deposited in forming gas; b) CeO2:Pd layer deposited in vacuum.  

YBCO

Buffer

NiO
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Buffer

NiO 

Ni-Fe
Ni-Fe
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∆ω(200)= 8.2 CeO2 (111)
∆ϕ(111)= 8.4 
∆ψ(111)= 8.7 

∆ω(200)= 9.1 YSZ (111)
∆ϕ(111)= 9.0 
∆ψ(111)= 9.2 

∆ω(200)= 6.1 YBCO (103)
∆ϕ(103)= 9.8 
∆ψ(103)= 9.0 

a) YBCO/YSZ/CeO2/NiFe50% 

∆ω(200)= 8.4 CeO2 (111)
∆ϕ(111)= 7.9 
∆ψ(111)= 7.6 

∆ω(200)= 8.1 YSZ (111)
∆ϕ(111)= 9.7 
∆ψ(111)= 12.0 

∆ω(200)= 4.3 YBCO (103)
∆ϕ(103)= 8.8 
∆ψ(103)= 7.2 

b) YBCO/Y2O3/YSZ/CeO2:Pd/NiFe50% 

∆ω(200)= 4.8 CeO2 (111)
∆ϕ(111)= 8.0 
∆ψ(111)= 7.7 

∆ω(200)= 4.9 Y2O3 (111)
∆ϕ(111)= 8.0 
∆ψ(111)= 9.0 

∆ω(200)= 4.2 YBCO (103)
∆ϕ(103)= 8.3 
∆ψ(103)= 7.1 

c) YBCO/Y2O3/CeO2:Pd/NiFe50% 

Fig. 17. In-plane and out-of-plane texture quality of buffers and YBa2Cu3O7 superconductor: 
a) YBa2Cu3O7/Y2O3/YSZ/CeO2:Pd/NiFe architecture deposited in forming gas; 
b) YBa2Cu3O7/Y2O3/YSZ/CeO2:Pd/NiFe architecture deposited in vacuum; 
c) YBa2Cu3O7/Y2O3/CeO2:Pd/NiFe deposited in vacuum [51].  
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a) b)

Fig. 18. Superconducting properties of the YBa2Cu3O7 coated conductors deposited on the 
buffered NiFe50% 25 µm thick substrates: a) resistivity versus. T; b) Jc versus magnetic field. 
The magnetic field dependence of critical current density of YBa2Cu3O7/Y2O3/YSZ/CeO2/
NiFe tape evaluated by transport (at 77 K) and SQUID (at 5 K) current measurements.

The resistance vs. temperature measurements show Tc(onset) ranging between 87 and 90 K and 
a transition width from around 10 K for the CeO2:Pd sample to more than 20K for the CeO2

sample (see Fig.18a), indicating the necessity of the optimisation of YBa2Cu3O7 deposition.
The other possible reason for a reduced Tc and wide transition could be a partial 

replacement of Cu atoms with Ni due to the diffusion through the grain boundaries, which 
automatically leads to a degradation of Tc [54] Magnetic measurements were performed in a 
DC SQUID magnetometer. The sample was approximately hexagonal in shape and was 
placed in a perpendicular external magnetic field. Magnetic moments were measured as a 
function of temperature in zero-field-cooling and field-cooling conditions. Magnetisation 
characteristics were measured at 5 K in range of applied magnetic fields ±6 T. The widths of 
the magnetisation loops were used to determine the critical current density, Jc. A standard 
relation, based on the Bean critical state model [55], suitable for thin films was used: Jc = 
3∆M(H)/(2R), where ∆M is the hysteresis loop width and R is an effective radius of the 
sample. A plateau value of Jc (5K) = 5.5 x 108 A m-2 in the magnetic field range of 3 to 5 T 
was observed (see Fig.18b). There are other more successful results of deposition on Ni-based 
alloys characterised by lower oxidation [56], but NiFe deserve attention due to its availability 
as a highly textured 13µm and 25µm thick substrates in tonnes.

In RABiT conductors, texture in the YBa2Cu3O7 layer is developed by depositing upon a 
textured buffered metal tape. The preferential alignment is transferred from the substrate 
through the buffers into the superconductor. There is much evidence from transmission 
electron microscopy, Fig.19a), and magneto-optical (MO) measurements [57] that assignment 
of a critical current to each grain boundary requires knowledge of the relationship between the 
grain boundary angle and Jc as presented in Fig.20 and Fig.21. Despite this, all layers do not 
have exactly the same crystallographic alignment. While naturally occurring defects in 
YBa2Cu3O7 are capable of providing high critical current Jc values, weak links such as high 
angle grain boundaries (GB’s) can considerably affect the overall critical current [23], [58,59]. 
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a)

YBa2Cu3O7

CeO2

YSZ

Ni

YSZ

CeO2

Ni

GBGB

GB

300nm 

YBa2Cu3O7

b)

Fig. 19. Transmission Electron Microscopy, TEM micrograph of the superconducting 
multilayer composite coated conductor cross sections manufactured by RABiT process: a) the 
grain boundaries of textured buffered nickel substrate replicate the boundaries of YBa2Cu3O7

in superconducting layer and also there is an additional grain boundary in YBa2Cu3O7 layer 
probably induced by the imperfection in the CeO2 layer induced; conductor structure: 
YBa2Cu3O7/YSZ/CeO2/Ni. The average grain size of YBa2Cu3O7 is 20µm. (Adopted after 
[60], courtesy of C. Prouteau,); b) [NiFe-CeO2-YSZ-CeO2-YBa2Cu3O7] the thickness of the 
various layers were about 50nm (1st CeO2), 150nm (YSZ), 65nm (2nd CeO2) and 250nm 
(YBa2Cu3O7) respectively; Tc~90K. The grain boundaries are not explicitly transmitted from 
the buffered NiFe substrates (courtesy of the Birmingham University, EU ‘MUST’ project).  

a) b)

Fig. 20. Transport critical current density versus grain misalignment angle: a) Jc vs grain 
boundary angle data for [001] tilt boundaries in YBa2Cu3O7 at 77K and zero external 
magnetic field: open symbols represent bulk samples, filled symbols thin films and crosses 
liquid phase epitaxy, LPE, coatings. Data adopted after [61,62]. Bulk data [67,68], thin film
data [63-65], LPE data from [66]; b) schematic representation of the misalignment angles 
[69].  
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Fig. 21. Transport critical current density versus magnetic field parallel to c axis of 
YBa2Cu3O7 grown epitaxially with different in plane misorientation [001] tilt, see Fig.20b); 
(adopted after [65], courtesy of C. Prouteau).  

The grain size of the deposited buffer layers is usually smaller than that of the metallic tapes. 
This suggests that sub-grains develop during deposition as several growing film grains 
nucleate in different places within a single substrate grain. In addition, the overall 
crystallographic texture may improve or degrade in successive layers, depending upon 
substrate material, adopted architecture of the buffer layers The grain size of the deposited 
buffer layers is usually smaller than that of the metallic tapes. This suggests that sub-grains 
develop during deposition as several growing film grains nucleate in different places within a 
single substrate grain. In addition, the overall crystallographic texture may improve or 
degrade in successive layers, depending upon substrate material, adopted architecture of the 
buffer layers and also deposition parameters such as temperature and deposition rate. 
Irrespective of the overall quality of textured metallic substrates some accidental high angle 
grains do exist, which may cause even growth of YBa2Cu3O7 away from a-b plane, Fig.22 
which obviously reduces the transport properties and amplifies transport current percolation. 
Such accidental crystals introduce a serious limitation to the overall current density of the 
conductors under development and should be avoided by optimisation of the cold rolling and 
heat treatment procedures during substrate development.  

a) b)

Fig. 22. SEM picture of the YBa2Cu2O7 grown on buffered misaligned Ni-based grain 
Ni0.1%Mo/NiO/Ca0.6Sr0.4TiO3/YBa2Cu2O7: a) low magnification; b) magnification of the 
marked area on Fig.22a), courtesy R.H. Huhne.  
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Fig. 23. a) The variation of Jc/Jc0 with a sample length for prefixed sample width. The 
numbers assigned to length and width are given as a multiplication of chosen grain size. For 
example if the average size of the grain is of the order of ~ 20 µm, the curve ‘w=129’
corresponds to the conductor path width, w, equal (20µm × 129 grains = 0.35 mm). The shape 
of Jc/Jc0 vs length and width dependencies have been calculated on the basis of the existing 
data correlating critical current of the grain boundaries vs misorientation angles. Arrows 
represent the level of current reached at the length of 10000 grains for the corresponding 
filamentary coated conductors presented in Fig.23c); b) schematic of the hexagonal grain 
array used for modelling of the Jc percolation in the coated conductor where l- length of the 
coated conductor or conductor strip and w – width of the superconducting path; c) model 
coated conductors cross-section (not to scale): i) monocore - rectangular cross section 5.5mm 
× 4mm, ii) 5 filaments, each of rectangular cross-section 1.1µm × 4µm, separation between 
the filaments-5mm, iii) 11 filaments, each of rectangular cross-section 0.5µm × 4µm,
separation between the filaments-5µm. Jc decreases (approximately exponentially for l >> w)

5.1.1. Current percolation in coated conductors - grain boundary engineering
Grain boundaries in oxide superconductors are of paramount importance both for engineering 
applications and for issues in fundamental science. Although closely studied for more than a 
decade there is still by no means a consensus on the properties of individual grain boundaries, 
or their collective behaviour when current percolates in a granular material. There are three 
components to this general problem, (i) the properties of individual grains and grain 
boundaries, (ii) the microstructure, grain texture and grain morphology of the conductor, and 
(iii) the macroscopic geometrical constraints such as conductor size and shape. An overview 
will be given of recent progress in characterizing and modelling current and flux percolation 
in YBa2Cu3O7 coated conductor tapes. 

The important problem of current percolation in granular superconductors can be 
addressed through the two different modeling approaches that are to an extent 
complementary, each making a particular contribution to the overall problem. ‘Limiting path 
analysis’ is particularly powerful for calculating the effect of conductor geometry, for instance 
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in complex conductors the need to be optimized for AC applications and cryomagnetic 
stability [70-79]. ‘Non-linear resistor network modeling’ provides a first estimate of the I-V 
transition and also Ic determining using a ‘voltage criterion’ [80,81]. The functional form of I-
V for a coated conductor is an essential part of a full specification. At present there is little 
available data and possibly conflict between experimental observations and the scaling 
expected from classical percolation theory that considers the grains and grain boundaries as a 
‘statistical ensemble’ with the grain boundaries state as the ‘statistical variable’[82]. 

a)
p=1 p=5

b) c)

d)
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Fig. 24. Simulation of the realistic grain structure distribution for BABiTS deposition process 
a) grain structures for p=1 (simple square model) and p=5, both for samples 25 grains long 
and 10 grains wide. The average grain size in pixels (p) is related to Monte-Carlo simulation; 
b) Monte-Carlo simulation of the 4o misoreinted grain structure; c) Monte-Carlo simulation of 
the 8o misoreinted grain structure. It is apparent that at lower angle missoriented grains are 
more sensitive to the Nw parameter since the absolute value of the current density is more than 
3 times lower for 8o GB misorienation angle; d) the normalised critical current density vs 
number of grains along the coated conductor NL for two exemplary GB misorienation angles 
ωRD, ωTD, ωND where 4o is represented by top curves and 8o by the bottom curves. Courtesy of 
N. Rutter.  
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The typical dependence between the conductor width and the average grain size has been 
presented and analysed in order to predict the (grain size)/(filament-strip width) ratio 
influencing critical current density values in multifilamentary conductors [22], Fig.23. Also 
Fig.23 shows the degradation of the Jc/Jc0 vs conductor length.  

A Monte-Carlo grain growth model has been used to simulate more realistic grain 
structures in coated conductors and predict the actual Jc vs length dependence for the given 
misorientation angles as presented in Fig.24. The grains are initially made up of single square 
or hexagonal pixels. Each pixel has an energy based upon the number of neighbours, which 
are in the same grain. ‘High energy’ pixels are consumed by neighbouring grains. As the 
Monte-Carlo simulation progresses, grain structures such as those in Fig 24a) develop.

To visualise the actual reduction of the critical current Ic over the longer lengths of the 
coated conductor by RABiTS technique simulation was conducted for the range of widths and 
lengths of the conductor up to 1km, Fig.25. 

Fig. 25. Critical current density of the coated conductor versus number of grains along the 
length conductor NL and along the width of conductor NW. There is a useful relationship 
between critical current value and the number of grains along and across the conductor, 
eq.(2), courtesy of N.Rutter.

Ic ∝ ( 1
NL

)
1

NW (2)

An important critical current density measurements was conducted at the University of 
Wisconsin on 1230µm long tracks of RABiT YBa2Cu3O7 for the range of widths ranging 
from 10 times the average grain size of YBa2Cu3O7 to on-grain wide case. As it was shown 
by Larbalestier et al [83] there is a characteristic field called transition field, H* see Fig.26 
above which Jc(H) is width-independent so there is no GB-dissipation signature and the grain 
boundaries seems to not to be obstacles. Behaviour is single-crystal-like [84]. On the other 
hand for fields H<H*; Jc(H) is width-dependent which is in grain boundary controlled regime, 
Fig.26.  
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Recent study of the critical current angular dependences of the polycrystalline 
conductors carried out by scientists in Dresden [84] conclusively proved that at low magnetic 
fields, up to characteristic value H*, the critical current is limited by the intergrain critical 
current. This is reflected in a power-law dependence of Jc(B) and non-Ohmic linear 
differential-like signature of the V-J curves. At magnetic fields above H*, Jc(B) is limited by 
pinning within the YBa2Cu3O7 grain (intergrain critical current) with a typical exponential 
decay dependence. It was found [92] that the transition from intergrain to intragrain critical 
current limitation is shifted to lower magnetic fields as the temperature is increased. This 
crossover behavior can have important implications for coated conductor applications. For 
applications that require the presence of higher magnetic fields, the intergrain critical current 
of the YBa2Cu3O7 coated conductor does not limit the critical current and hence Jc is
completely intragrain. The irreversibility field represents in this case the upper limit for 
applications in high magnetic fields with the intergrain critical current having no influence. A 
better in-plane texture of the coated conductor with smaller GB angles does not avoid this 
problem since the crossover field is only shifted to lower magnetic fields, leaving the 
exponential Jc decrease at high fields unchanged. Only in the case of applications that require 
magnetic fields lower than the crossover field, an improvement of the grain boundary angles 
in the samples can be useful [84]. It is interesting that as temperature decreases, H* seems to 
increase linearly. This is good news for >2T applications at 77K. The results if proven for  
longer lengths, will confirm the possibility of using a multifilamentary RABiTS coated 
conductor characterized by low FWHM of ωRD, ωTD, ωND for AC applications at higher fields 
and higher temperatures. However at 20K at LH2 applications the field value may exceeded 
10T.

Fig. 26. Critical current density vs magnetic field of the 30-grains long tracks made on the 
MOD TFA RABiT coated conductor vs track width ranging from 10 grain width to one grain 
wide track. H* is a characteristic critical field. Courtesy of D. Larbalestier [83].  
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5.1.2 Grain Boundary Engineering 
There is also some hope that by engineering the grain boundary morphology of the actual 
RABiTS substrates it could be possible to improve the current performance of the future 
coated conductors. As recent research conducted on YBa2Cu2O7 grown on SrTiO3 bi-crystals 
with misalignment angle of 4 degrees shows [85,86] an in-plane orientation of magnetic field 
in respect of grain boundary has a strong influence on the actual performance of 
superconducting coating, Fig.27. There is the critical angle, φk at which the grain boundary 
does not degrade performance of such a conductor. Such an angle is a function of the 
temperature and field, which is  described elsewhere in detail. [87,88]. 

Fig. 27. In plane critical current vs magnetic field measurements on YBa2Cu3O7 thin films: 
a) angular dependence of the critical current crossing low angle grain boundary at 8T. For the 
higher GB angle the minimum is wider and the absolute values are substantially lower; φ=90o

represents Lorentz force-free configuration. Hexagons represent grains whereas black outlines 
of hexagons represent grain boundaries (the vertical arrow marks the φk for the given 
temperature and applied magnetic field); b) schematic of the Jc vs (B, φ) in plain 
measurements. [86]. The critical current is only suppressed when the applied field is near 
parallel to the grain boundary.  

At a grain boundary in YBa2Cu3O7-d, the critical current behaviour is that of the grains unless 
the field is within an angle, φk, of the grain boundary [86,87,89]. The existence of this cross-
over is a consequence of the fact that for low angle grain boundaries it is the structure and 
pinning of the lattice of Abrikosov-Josepshon vortices which controls the critical current [90]. 
The part of an each flux line inside the weak pinning region at the grain boundary is small 
when f is large. It is only for φ<φk that the small length of the flux lines at the grain boundary 
experience a Lorentz force in the grain boundary large enough to cut the flux line. Within the 
grain boundary dominated region jc is

j
c
(φ) = f

pin
1

Φ
0
cosφ + f

cut
1

dgbΦ0

tanφ (3)
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determined by the following eq.(3), where: fpin is the pinning force per length, fcut is the force 
required to cut a flux line, dgb the width of the grain boundary and Φo is the flux quantum. 
Outside the region defined by φk the critical current is simply determined by the pinning 
properties of the grains, the angular dependence of the critical current is simply due to the 
force free effect. In our previous measurements the minimum in jc due to the current and 
magnetic field being perpendicular would be in the same place as the minimum attributed to 
the cross over into the grain-boundary limited regime. To separate out these two effects it is 
necessary to pattern a current track at an angle other than perpendicular to the grain boundary. 

The Jc(B, φ) measurements conducted on one of the American Superconductor coated 
conductor at low fields shown in Fig.28a) the enhancement in critical current due to the force 
free effect is small at the magnetic fields studied, and the anisotropy of the current density 
reaches the maximum at field of < 2Tesla, Fig.28b). This data indicates that as the field is 
increased progressively more grain boundaries switch from the inter-grain limited to the intra-
grain limited state. This results in the local current flow becoming progressively more and 
more aligned with the macroscopic current flow direction, which is required for a force free 
effect to be observed. Also a low value of the current density anisotropy at low values of 
magnetic flux density may be amplified by strong value of the self field generated in high 
current conductors.

Fig. 28. a) Variation of critical current with rotated in-plane field in the coated conductor 
sample at 77K; b) the in plane current anisotropy Jc(φ =90º) /Jc(φ =0º) in a coated conductor.

To minimise the exposure of the grain boundaries to the external magnetic field hexagonal-
type grains should be aligned in the conductor as demonstrated in Fig.29(a). According to the 
percolation theory the elongated grains can be more efficient in current transfer reducing the 
probability of the transport current reduction. Additionally if the proposed grain elongation 
will coincide with grain boundary angles away from magnetic field direction as presented in 
Fig.29(b) such conductors will possess much better in field performance and versus 
temperature. The obvious application (not only), which will benefit from this finding are self 
standing HTS magnets and also hybrid magnets as presented in Fig.30. Therefore an intensive 
research on grain boundary engineering of the metallic substrates for RABiTS deposition 
technique is currently being conducted.  
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a) b)

Fig. 29. Elongated hexagonal grains: a) have better percolative properties than the simple 
hexagonal ones; b) for the superconducting electromagnet applications is the advantageous 
response of grain boundaries of the hexagonal grains if all of them are aligned like in Fig 29b) 
not like in Fig.23b).  

a)

YBa3Cu2O7

b)

B

I

Fig. 30. High magnetic field superconducting electromagnet: a) schematic cross section of the 
multi-section hybrid electromagnet. The materials used are NbTi + Nb3Sn + NbTi3(Sn,Ta)
resulting in 22.59 Tesla and if additional the magnetic field is generated by an internal coil in 
the centre it would generate an additional field. The total magnetic field in such a hybrid 
configuration, currently exceeds 24 Tesla; b) schematic outline of the favourable grain 
structure of the internal HTS coil made from the YBa2Cu2O7 coated conductor.

There is a strong interest in chemical and structural modification of the grain boundaries to 
improve the electrical properties of higher angle grain boundaries. There are pronounced 
changes in the microstructure and improvement of the electrical properties of the small-angle 
GB and also high-angle GB that are induced by doping the boundaries with Ca. Ca doping 
provides a viable means of engineering the electrical structure of the grain boundaries 
themselves polycrystalline Y0.8Ca0.2Ba2Cu3O6+x. One may accept also that Jc improvement of 
Ca doped YBa2Cu3O7 coatings could change the level and shape of the Jc/Jc0 (length, width) 
dependence shifting Jc/Jc0 to higher values [91]. The downside of Ca doping is reduction of Tc



791

Fig. 31. Critical temperature versus oxygen content x in the Y0.8Ca0.2Ba2Cu3O6+x and 
YBa2Cu3O6+x superconductor, adopted after [92].  

and also necessity of avoiding oxygen overdoping, Fig. 31. It is also possible to engineer the 
grain boundaries of the (RE)0.8Ba2Cu3O7 coatings with better connectivity by manipulating 
the composition of the GB using a mixture of the rear earth elements with different ion 
radiuses.

5.1.3 Intragrain pinning improvement 
Because the detrimental effect of grain boundaries on the current percolation is limited to 
lower operation temperature and magnetic fields below H*, see Fig.26 [83], it is therefore 
important that paths to further improvement of the intragrain Jc have to be researched along 
the Y2O3-BaO-CuO phase diagram [4,93,94], Fig 32. The obvious objective of the 
introduction of the Y2BaCuO5 non-superconducting nanoparticles into the body of 
YBa2Cu3O7 is to improve flux pinning therefore Jc by increasing the defect density, Fig.33b), 
but also it is probably more importantly to reduce an angular dependence of Jc(H) without 
causing chemical degradation.  

a) b)

Fig. 32. a) simplified Y2O3-BaO-CuO phase diagram [4,93] with outlined fragment presented 
in b); b) contour lines of Jc at 77K and 0 Tesla on the fragment of the Y2BaCuO5-BaCuO2-
CuO phase diagram marked in Fig.32a) [94].  
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There is a strain surrounding the columnar defects induced by Y2BaCuO5 particles [95], 
which can be due to different lattice mismatch between lattice parameters of Y2BaCuO5* and 
YBa2Cu3O7: (a*/a) - 6.9%, (b*/b) + 4.3%, (c*/c) - 3.2%, where a* = a/2, b* = b/3, c* = c·2. In 
the case of Y2BaCuO5 it is advantageous that the interface between Y2BaCuO5/YBa2Cu3O7 is 
sharp due to the lack of chemical reactivity or chemical demixing which is not the case for 
Y2O3 and CeO2. At 77K the Y2BaCuO5 particles size should be comparable to the ξc~4nm.

a) b)

Fig. 33. Y2BaCuO5/YBa2Cu3O7 multilayer coating by PLD: a) Comparison of the critical 
current density of the virgin YBa2Cu3O7 broken line and in situ co-deposted YBa2Cu3O7/
Y2BaCuO5 35 subsequent coating, solid line, Ha = 1.6T; b) TEM of the (Y2BaCuO5 1.6nm/
YBa2Cu3O7 6.6nm).35 multilayer system where Y2BaCuO5 density~3.1011 cm-2, equivalent H 
~ 6T. There is evidence of columnation from localized stress between Y2BaCuO5 defects. 
After T.Haugan [96,97].  

5.1.4 Coated conductors for AC applications  
Because of (RE)Ba2Cu3O7 coated conductors are characterized by high irreversibility line and 
high Jc values in external magnetic fields they are one of the most promising candidates for 
power applications such as: generators or motors [98]. Advances in multifilamentary 
YBa2Cu3O7 coated conductor technology such as laser grooving, ink-jet patterning and ink jet 
printing may allow the manufacture of narrow filaments with high critical current density on a 
thin non-magnetic metal alloy substrate which is separated from the superconductor by a thin 
dielectric or conductive or even magnetic buffers, Fig.34, see also Table 2.  

Therefore there are many issues, which should be address during the design stage of the 
coated conductor for AC transport current and AC external field applications before actual 
optimisation of the deposition processes of the conductor takes place. The transverse 
resistivity across the filamentary structure, ρtr, depends: on the resistivity of YBCO/metal 
layer boundary, ρb, which affects the current transfer length, on the resistance of the metal 
layer covering the filaments per unit length, and finally on the width and Jc of YBCO 
filaments. In the case of the filaments with highly conductive stabilizers only on the top of the 
filaments, Fig 34c) transverse resistivity between filaments can be high. 
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Fig. 34. Schematic representation of the variety of design of straight multifilamentary 
structures of the coated conductor, where: a) highly conductive stabilizer on the top of the 
filaments and in between filaments; b) highly conductive stabilizer interconnecting the 
filaments; c) highly conductive stabilizer only on the top of the filaments, (filaments are 
electrically decoupled). These tapes will exhibit minimized ac losses by subdividing the 
YBCO layer with barriers which exhibit high electrical resistance [100]; d) as on a) but with 
the conductive buffer layer providing additional stability from the metallic substrates 
(filaments are fully coupled in the conductive matrix); e) magnetic buffer and magnetic cap 
layer to provide magnetic decoupling and even electric decoupling of the filaments.  

H

Fig. 35. Schematic of the fragment of the single filament and multifilamentary coating in 
external magnetic field.  

It was established that for long tapes the average Jc increases for a smaller grain size (or larger 
sample) [71,101]. Therefore in this case, both high Jc and high uniformity of Jc are favoured 
for a small grain size (see paragraph on IBAD). This has significant consequences for coated 
conductor development. Since the multifilamentary coated conductors appeared to be 
favourable solution for low AC loss applications, the factors, which, affect the percolative 
nature of current flow in superconducting coated conductors, such as grain size and sample 
dimensions, have to be considered [102]. The hysteresis losses in perpendicular magnetic 
fields are about 2-3 orders of magnitude higher than in the parallel field as described in the 
eq.(4)-eq.(6):
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(6)

In the case w=1cm, t=1µm the ratio Jc⊥/Jc|| ≅ 0.1. 

Initial calculations of the normalised magnetic moment M/Mmax(mono H||c) of an exemplary 
multifilamentary coated conductor are presented in Fig.36. It is evident that division of the 
tape into filaments has little effect on the magnetic moment in the magnetic field parallel to 
the ab-planes of the conductor. 

a) b)

Fig. 36. a) calculated normalised magnetic moment of the YBa2Cu3O7 filamentary tape for 
H||ab plane and H||c axis presented as outlined in b), division of the tape into filaments has 
little effect on the magnetic moment in the parallel field; b) schematic of the filamentary 
YBa2Cu3O7 tape architecture.  

The exemplary magnetic hysteretic losses of the model variable widths filamentary 
YBa2Cu3O7 coating deposited onto single-crystal LaAlO3 substrates 3.2mm x12mm by the 
PLD process grooved by YAG laser at Mound Laser & Photonics Center, Inc. were recently 
measured and it confirmed the validity of the findings presented in Fig.36 [103], also recent 
energy loss measured on the actual multifilamentary and monofilamentary YBa2Cu3O7 coated  
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Fig. 37. a) An optical picture of the YBa2Cu3O7 coated conductors by RABiTS technique: i) 
20 filaments, single filament ~ 400µm and the grove ~ 100µm , ii) single filament conductor 
(laser micromachining translation rate equal 0.10 mms-1); b) AC losses due to the external 
magnetic field are reduced 10 times in the multifilamentary RABiT conductor in a 
perpendicular magnetic field. Red symbols IBAD monofilament, blue symbols RABiT 
monofilament, black symbols IBAD multifilament coated conductor.

conductors made by the RABiTS process, Fig.37. The comparison of AC losses measured for 
a 1 cm wide monofilamentary coated conductor manufactured by the RABiT and  IBAD 
techniques is also presented in Fig.37b). The IBAD sample has slightly higher losses per unit 
length than RABiTS conductor, which may be due to the defect density of the fine grain 
structure of the superconducting layer. 

It was established experimentally [103] that YBCO RABiTS non-striated 
(nonofilamantary) tape in perpendicular applied magnetic field linear extrapolation gives a 
loss value  0.55 J/m/cycle at 1Tpeak (equivalent of 110 W/m/cycle at 200 Hz and 1Tpeak). 
AC losses follow H3 and H1 dependencies in accordance with the critical state model 
(Jc=const) for partial and full penetration regimes, respectively. The frequency dependence on 
the energy loss per cycle which is rather weak and the AC losses at different angles are 
governed mainly by the magnetic field component perpendicular to the ab-plane of the 
superconductor.

The multifilamentary RABiTS type coated conductor as presented in Fig.37 has roughly 
1 order of magnitude lower losses than the monofilamant one, Fig.37b). At magnetic fields 
nearly parallel to its ab plane of superconducting coated conductor AC losses in substrate 
start to dominate. AC losses in RABiTS multifilamentary conductor are dominated by losses 
in substrate at all angles of the applied magnetic field with respect to the ab plane of the 
superconductor. Presence of the magnetic substrate of RABiTS conductors may influence the 
loss behaviour at higher magnetic fields and different angles due to demagnetizing effects. 

For DC applications at any field and for low frequency applications eddy current enabled 
current sharing will always be superior. For moderate and high frequency applications 
superconducting links which enables current sharing will have a better loss-sharing trade-off. 
For decoupled filaments AC loss reduction is directly proportional to the number of filaments 
eq.7 [104,105]. 
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(7)

where: N - number of filaments (limited by the smallest possible filament width from the 
point of view of current percolation).

a)

b)

Fig. 38. Distribution of the coupling currents through the current leads in the model 2-
filament coated conductor: a) untwisted conductor where currents are flowing along the low 
resistance current leads; b) twisted conductor where no coupling current is flowing between 
conductors.

a) b)

Fig. 39. a) schematic of the initial design of the multifilamentary twisted YBa2Cu3O7 tape for 
a 1 MW superconducting generator armature, after Oberly [98] see also Fig.34c); 
b) schematic cross section of the conductor in Fig a).

Despite the electrically decouple filaments as in Fig.34c) and Fig.37a) a large circulating 
current can exist among the filaments due to obvious connections at the end (current leads). 
AC losses may increase by one order of magnitude or more depending on the distance 
between the filaments and the resistance at the end contacts. 

Considering the presence of the coupling currents in an AC application, the filaments 
must be transposed (or twisted) at least one time in the middle of the length provided that the 
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magnetic field is exactly symmetric along both half lengths twisted decoupled filaments to 
achieve AC loss reduction, Fig 38a). Such a design is used in a 1MW superconducting 
generator, Fig.39. 

5.1.5 Magnetically decoupled multifilamentary YBCO coated conductors 
Presence of the magnetic material can have a detrimental and also beneficial influence on the 
reduction of AC losses and increase of Jc of superconductors. This problem is particularly 
important in the case of coated conductors and multifilamentary wires. The latest research on 
the multifilamentary conductors surrounded by magnetic material proved that losses can be 
reduced substantially according to eq.(8) by coating individual filaments with magnetic 
material.  

By comparing losses in a standard multifilamentary superconductor, Qst, to losses in a 
multifilamentary superconductor with the magnetic covers around individual filaments, Qcov,
at the same reduced current i, one can obtain magnetic decoupling loss reduction coefficient, 
Kmd, (eq.8); where i=I/Ic  Ic1=Ic/N, N number of filaments. The parameters k(i) and α are to be 
determined from experiments and represent individual filament [105]. 

K md =
Q st

Q cov
=

α I c
2 F i( )

Nk i( )a α 2 I c 1
2 F i( )

=
N 2 I c 1

2

Nk i( )α 2 I c 1
2 = N

k i( )α 2 (8)

The numerical modelling of a model YBa2Cu3O7 coated conductor with a different 
number of filaments of a rectangular cross-section covered with a magnetic layer 
schematically shown in Fig.34e) was performed using a Finite Element Method commercial 
package (QuickField) supported by a specially developed AC loss evaluation software 
[40,106]. As a magnetic material a soft iron was used with B(H) characteristic and hysteretic 
losses.  It was shown before that the best shielding effect and therefore the best decoupling of 
the filaments was obtained when also the buffer layer and cover layer was magnetic so that 
each filament was completely embedded in magnetic material. The modelled AC losses were 
calculated starting from a monocore conductor, Fig.23b) which we then divided into 5 
filaments and 11 filaments, keeping the amount of the superconducting material unchanged. 
In all cases the iron layer 1 µm thick covering each filament was considered and the 
separation between the covered filaments was always 5 µm. The critical current density jc=
1010A/m2 was chosen, a typical value for YBa2Cu3O7 films at 77 K. The part of the losses 
dissipated in the iron layers was less than 0.5% of the losses dissipated in the superconductor, 
so only the losses in the superconductor are shown. With no magnetic cover ac losses 
practically do not depend on the number of the filaments in the geometrical configuration 
under study. Covering the filaments with iron layers decreases the ac loss level significantly. 
With 11 filaments an ac loss decrease of about 4 times was achieved. With increasing number 
of the filaments ac losses decrease. The lower curve in Fig.40 represents the losses of one 
filament multiplied by the corresponding number of filaments, i.e. it is a theoretical limit of 
totally decoupled filaments and it cannot be overcome. Again the two horizontal lines in 
Fig.40 represent two different goals (0.45mWA-1.m-1 and 0.25mWA-1m-1) for high 
temperature superconductors (HTS) to be competitive with copper wires. Only the coated 
conductor with 11 filaments covered with 1mm iron layers fulfils the weaker criterion 0.45 
mWA-1.m-1. To clarify the contribution of the individual filaments to overall ac losses in 11 
filamentary coated conductors further analysis was performed. AC loss distribution among 
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the individual filaments is very inhomogeneous as can be seen in Figure 41, central filaments 
tend to have the lowest losses. The highest loss level is reached in the filaments positioned at 
the edges of the tape due to its high aspect ratio. Covering the filaments with iron layers 
smoothes to some extent the ac loss gradients, but the filaments positioned at the edges of the 
tape still have the highest losses due to high aspect ratio of the filaments and due to the non-
linear properties of the iron layers as well. 

Fig. 40. AC loss in superconducting material of a model coated conductor (jc =106 A cm-2)
versus number of filaments (constant amount of superconducting material, iron layer 
thickness 1µm, separation between covered filaments 5µm). (  - coupled filaments, i.e. no 
magnetic cover,  - magnetically screened filaments,  - decoupled filaments, i.e.  
no magnetic cover but the filaments mutually independent). The curves are the guides  

for the eye. The two horizontal lines represent two different goals (0.45 mW A-1.m-1 and 0.25 

mW A-1.m-1) for HTS to be competitive with copper wires.

Fig. 41. AC loss contribution of the individual filaments in a half of the 11 coated conductor: 
 - coupled filaments,  - magnetically screened filaments.  
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The proposed method utilises the shielding effect of magnetic material. In an idealised 
case magnetic field of a current-carrying filament embedded in a ferromagnetic material 
propagates outside and is screened by ferromagnetic coverings of the neighbouring filaments, 
so that the current distribution of the filaments inside these ferromagnetic coverings remains 
unaffected by the magnetic field of the current-carrying filament. This effect is visualised by a 
numerical modelling Fig.42 performed on a model multifilamentary composite with 7 
filaments of a rectangular cross-section embedded in a ferromagnetic material with different 
relative magnetic permeability m when only one filament the upper left one carries the 
current.

a) b)

c) d)

Fig. 42. Comparison of the magnetic flux profile in a superconducting multifilamentary 
YBCO coated conductor: a) Hastelloy substrate no-magnetic covers around the 
superconducting filaments, b) Hastelloy substrate magnetic covers around the 
superconducting filaments, c) NiFe substrate no-magnetic covers around the superconducting 
filaments, d) NiFe substrate magnetic covers around the filaments. The dimensions of the 
filaments are 8 µm in width and 2 µm in thickness. The thickness of the ferromagnetic layer 
in the case of b) and d) is 0.5 µm. The spacing between the filaments, covered with a 
magnetic layer, in both, horizontal and vertical directions, is 1 µm. The current with a current 
density of 109A·m-2 passes only through the central filament [22,106].  
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6. ION-BEAM-ASSISTED-DEPOSITION, IBAD 

All the results so far are based on achieving a crystallographic texture in the superconductor, 
which is exactly the same as that of a given metallic substrate using RABiTS technique. The 
best properties have so far been obtained by pulsed laser deposition, though there is much 
research into faster, more scalable techniques such as non-vacuum sol-gel technique with 
orientational epitactic crystallisation of the superconducting and buffer layers. One of the 
techniques of the coated conductor deposition which provides  finer grains than the RABiT 
technique, is ion beam-assisted deposition, IBAD, inclined substrate deposition processes, 
ISD. A highly textured but fine grained superconducting layer is very important in terms of 
minimisation of the percolation effect for multifilamentary (RE)Ba2Cu3O7 conductors for AC 
applications, Fig.21, Fig.23a), Fig.24d), Fig.25 and Fig.26. In IBAD and ISD processes, 
Fig.43 the superconducting layer is aligned according to the biaxially aligned buffer layer. 
This type of conductor is usually formed on a metallic substrate that is mechanically strong, 
but not textured. For example biaxially aligned yttrium-stabilised zirconia (YSZ) buffer layers 
can be deposited on untextured metallic substrates using the IBAD and ISD process. Using 
this technology, YBa2Cu3O7 tapes with a length of a few meters has been fabricated in Japan 
and in Germany. Summarising, the YBa2Cu3O7 layers produced by IBAD technique can the 
finer grain size than that of RABIT process and can be therefore be formed into the finer 
filamentary conductors without so significant a reduction of the transport current as it is for 
RABiT conductors as presented in Fig.25.   

Fig. 43. Schematic diagram for reel-to-reel IBAD system to deposit biaxially textured 
template films on long metal tapes. A beam divergence sensor was applied to characterize the 
assisting ion beam. [107]; courtesy of I.  Shirohara, see also Fig.3b)  

Ion-beam-assisted-deposition (IBAD) is characterized as direct deposition of textured 
templates on non-textured substrates at quite low temperature [108]. No epitaxial 
relationships are required with metal tapes, Fig.44. Smooth and highly textured oxide 
template films of YSZ, Gd2Zr2O7 can be obtained without any degradation that comes from 
grain boundaries of metal substrates. Recent progress of vacuum technologies makes it 
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possible to fabricate reliable long length substrates by IBAD [109,110] characterized by 
smaller grains than achievable by RABiTS technology.  

a)

YSZ

YBa2Cu3O7

1µm

GBGB

Substrate
b)

250nm

Fig. 44. IBAD of YBa2Cu3O7 layer on untextured metallic substrates. (a) TEM, micrograph 
of the superconducting conductor cross section deposited on flexible metallic substrates by 
ion beam assisted deposition, IBAD. A highly textured YSZ buffer layer formed on the 
randomly oriented metallic substrates by the IBAD method has a columnar structure and fine 
nanometre scale grains. The subsequent highly textured YBa2Cu3O7 layer, 300nm thick, has 
much larger grains with no correlation to the grain structure of the substrate but definitely 
suppressed the YBa2Cu3O7 grain growth; courtesy of L.O. Kautschor and C. Jooss from 
Institute für Materialphysik, University of Goettingen; (b) the Scanning Tunnelling 
Microscopy of the top surface of the YBa2Cu3O7 superconducting grains showing a-b plains 
formed during island growth (courtesy of C. Jooss and V. Born). The average grain size is 
0.2µm.

7. METAL ORGANIC DEPOSITION 

The fundamental difference between YBa2Cu3O7 layers processed by MOD and PLD is that 
MOD provides a laminar microstructure and the defects are along the a-b plane whereas PLD 
provides a columnar microstructure with defects along the c-axis. These morphological 
differences also have influences on the pinning anisotropy in such materials. In some cases 
the design with magnetic field parallel to the ab planes can be more favourable than the H||ab.
The metal organic deposition process, MOD, (precursor based on metal trifluoroacetate ink 
[111-114]) can be used to facilitate the engineering of nanoparticle additions. There is a wide 
range of possible particulate additions such as: Y2O3 (coherent with the YBa2Cu3O7 matrix), 
Y2BaCuO5, Y2Cu2O5, Y2Cu2O5, BaCeO3 and BaZrO3. The MOD process, through the 
precursor chemistry and process parameters, allows full control of nanoparticle density, size 
and composition. According to T. Holesinger, (LANL), nanoparticle doping by the MOD 
process shows improvement in Ic in all fields and temperatures and also provides very 
important reduction in angular critical current dependence Jc(B,φ).
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8. SOL-GEL TECHNOLOGY 

A sol is a colloidal dispersion of a solid in a liquid; it may be viewed as the intermediary stage 
between a liquid and a suspension. The discrete particles introduced into the solvent move 
randomly under Brownian motion and must be less than 1µm in size for stability; this is 
achieved by adjusting synthesis variables (such as time and temperature) as well as chemical 
variables (such as the choice of precursors, pH and concentration). The biggest advantage to 
sol-gel technology (known by many in the field of superconductivity as chemical solution 
deposition, CSD) is that the chosen metal ions in solution are mixed at a molecular level; this 
reduces the chances of chemical demixing/segregation and promotes chemically uniform 
coatings. Other advantages include low-cost fabrication (non-vacuum deposition methods 
when compared to other superconductor processes) and it also opens up the possibility for 
novel deposition methods as mentioned in paragraph 8.2. 

8.1 Sol-Gel Synthesis 

The main methods for the synthesis of sols can be divided into two sub-categories; aqueous 
and non-aqueous. Each synthesis route has its advantages and disadvantages but this is in 
terms of the method in which the sols are deposited, a critical overview of which is given in 
paragraph 8.2. 

8.1.1 Aqueous Routes 
A common aqueous form of REBCO formation via an aqueous route is by utilising acetate 
precursors. In this process, aqueous acetate solutions are mixed in their stoichiometric 
quantities and a complexing agent (commonly tartaric acid or succinic acid) is used to 
stabilise the sol.  

The main advantages of this route are that it is relatively straightforward to synthesise 
and the precursors are non-toxic and low cost. The solutions created have a high surface 
tension and viscosity can be regulated to a certain degree by the addition or subtraction of the 
complexing agent. 

Another popular aqueous route is the nitrate synthesis method. Here, metal nitrates are 
dissolved in water and complexed via citric acid. The solutions formed have a lower surface 
tension then that of the acetate route and the variation of viscosity can be done through the 
use of additives such as ethylene glycol (Pecchini method [115]). The biggest disadvantage to 
the nitrate route is the highly exothermic reactions caused by the removal of nitrogen (in the 
form of NOx gases) during heat-treatment. This exothermic reaction hinders the morphology 
of the coating and therefore restricts it to the deposition if thin layers (in the order of 
nanometres as opposed to microns) as thinner layers involve the removal of less organic 
fraction. This method has become more popular and successful for the deposition of buffer 
layers (such as CeO2 [116]) as opposed to superconducting layers as thinner layers are 
required from buffer materials. There are a number of other ways of forming superconducting 
and buffer layers from sol-gel technology via aqueous routes but the two most popular have 
been highlighted above. 



803

Table 4. List of synthesis sol-gel routes for preparation of the buffer and superconducting 
layers. 

Route Synthesis Comments Properties 
Aqueous
Acetate 
[117] 
[118-120] 

Aqueous acetate 
solutions.
Complexing agent (such 
as succinic or tartaric 
acid).
Yield a low viscosity 
sol with high surface 
tension.

Poor wetting on surface 
therefore unsuitable for 
deposition purposes such 
as dip-coating and ink-jet 
coating.  
Ideal for ink-jet printing.  
BaCO3 is known to form 
at the grain boundaries and 
hinder superconducting 
properties.

Tc: ~88K 
Jc: 3500 A/cm2

(77K)

Aqueous
Nitrate 
[115] 
[121] 
[122-124] 

Nitrate precursors 
Citric Acid. 
Addition of a 
polymerising agent such 
as ethylene glycol to 
increase viscosity 

Good wetting means 
suitable for all deposition 
processes.
Highly exothermic 
reaction involved in the 
removal if nitrogen. 
Formation of thick YBCO 
layers is difficult.  
Limited to thin buffer 
layer formation 

Tc: ~90K 
Jc: 4·106 A/cm2

(20K)

Non-
Aqueous
Alkoxide 
[15-20] 
[133] 

Hydroxides dissolved in 
a non-aqueous solvent 
(such as methanol, 
isopropanol and/or 
hydrochloric acid).  
Aid of amines and 
xylenes to yield a sol 
with variable viscosities 

Excellent wetting makes it 
very suitable for various 
deposition processes.
Main drawback is the high 
cost of precursors 

Tc: ~90K 
Jc: 105 A/cm2

(77K)

Non-
Aqueous
Fluorine 
[111-114] 
[132] 
[131] 

Metal precursor 
powders (for example 
acetates). 
Trifluoroacetic acid and 
methanol solvents. 
Produce sol with 
variable viscosities and 
low surface tension. 

Fluorine content means 
that a barium fluoride 
complex is formed which 
stops the formation of 
barium carbonate.
High quality YBCO may 
be formed. Conversion 
process is highly 
exothermic therefore thin 
layers must be built. 
Removal of fluorine is in 
the form of hydrofluoric 
acid 

Tc: ~90K 
Jc: 2·106 A/cm2

(77K)
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8.1.2 Non-Aqueous Routes 
There are two main contenders to the field of non-aqueous sols in terms of REBCO 
production; the alkoxide and fluorine routes. The alkoxide route consists of the addition of 
metal hydroxides, as well as an amine, into an alcohol based solvent (such as methanol, 
isopropanol and/or hydrochloric acid). The reactions generated are very complex and involve 
a number of processes including polymerisation which yields high viscosities. As it is alcohol 
based, surface tensions are low and gelation (removal of solvent to create a gel network) is 
rapid. The main advantage to this process is that it is well established as one of the original 
sol-gel synthesis routes and hence is well covered in the literature. Its main disadvantages are 
that its precursors are generally expensive and its synthesis conditions are only stable in a 
narrow window. 

Fluorine routes are becoming increasing popular in the sol-gel synthesis of YBCO. An 
example of this process is the addition of acetate precursors dissolved in water, methanol and 
trifluoroacetic acid producing a highly viscous sol. The biggest advantage to this route is that 
the fluorine attaches itself to the barium ion complexes and this avoids the formation of 
barium carbonate, eq.(9), and produces high quality YBCO films. The biggest disadvantages 
are that the process produces hydrofluoric acid (during the removal of fluorine from the 
system) and is highly exothermic so heat-treatments must be very controlled. 

3YOF + 2Ba3O2F2 + 6CuO    3YBa2Cu3O6 + 7HF + xO2

or (9)

Y2CuO3 + 4BaF2 + 5CuO  2YBa2Cu3O6 + 8HF + xO2

Comments on the synthesis and processing issues for a range of applicable routes such as 
Acetate Tartaric Route [117,119,120], Nitrate Route [115,121,122-124], Alkoxide Route 
[125-130,133], Fluorine Route [111-114,132,131] discussed above are presented in Table 4. 

8.2. Deposition Processes 

There are a number of well established and new deposition processes for the formation of 
YBCO and buffer layer coatings via sol-gel technology. These can be divided into two 
categories; those that coat a uniform thin layer on the surface of the substrate in two 
dimensions and those that open up the possibility for the formation of structures and devices 
in three dimensions and patterns. 

The chosen sol synthesis route greatly depends upon the deposition process as each sol 
behaves in a particular way (such as viscosity and surface tension) that may or may not be 
suitable for the deposition process of choice. 

8.2.1 Two Dimensional Coatings 
The most popular form of two dimensional coating depositions is that of dip-coating. In this 
process, the substrate is literally dipped into a bath of the desired sol and depending upon the 
sol and deposition parameters, a layer of the sol is coated over the substrate, Fig.45. The 
possibility to coat the surface of complex substrate structures (helical, spherical etc.) is now  
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Fig. 45. Cross-sectional dip-coating schematic at bath-substrate surface [134]. 

possible as the entire surfaces of the substrates are immersed in the sol bath and coated upon 
removal.

In the dip-coating process, rheological properties of the sols have a large effect on the 
thickness, h, of the coating developed. The eq.(10) shows the balance between viscous drag 
(∝ ηU/h) and gravitational forces (ρgh) during deposition by dip coating. It summarises the 
parameters involved during the deposition of sols on surfaces during dip coating, where c1 is a 
constant and h is governed by the viscosity of the sol, η, the speed of withdrawal of the 
substrate from the ink, U, the density of the sol, ρ, and the gravitational pull, g. As noticed, 
varying the withdrawal speed, density of the sol (i.e. concentration) and viscosity can have 
large effects on the coating deposited. Sols with viscosities that can be varied (nitrate, 
hydroxide and fluorine based sols) are of great advantage and sols with low surface tensions, 
γ, are crucial as adhesion, EAd, must be sufficiently high (non-aqueous sols are ideal) to 
produce low wetting angles, Ωc, eq.(11).

h = c1 · ((ηU) / (ρg))-0.5    (10)  

EAd = γLA · (1 + cos (Ωc))  (11)  

The biggest advantage to dip-coating is that it opens up the possibility for an all CSD 
process for coated conductors. In a reel-to-reel deposition sequence, buffer layers can be 
deposited by CSD means onto textured substrates and superconducting layers can be 
deposited on top of that to form long length conductors. The only drawback is that both 
surfaces are coated and the process can be messy and limited to two-dimensional coatings. 

Another reel-to-reel deposition process that rivals that of dip-coatings is ink-jet coating. 
In this process a number of droplets are printed onto the surface of the substrate via an ink-jet 
nozzle, the droplets then spread to cover the entire substrate surface on the chosen side (hence 
avoiding the use of scrubbers and reducing the quantity of sol waste). The sol properties 
required for ink-jet coating is similar to that of dip-coating; sols with low surface tensions 
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(non-aqueous). However, in order to enable the printing process and deposit through small 
nozzles (with dimensions in the order of a few microns) the viscosity of the sol must be as 
low as possible (similar to that of water at 1mPas) and therefore a dilute solution must be 
used. There are several other two-dimensional deposition processes, such as spray coating, 
that create uniform two-dimensional coating on flat or complex shaped substrates, however 
for the creation of three dimensional structures other deposition processes are required. 

8.2.2 Two Dimensional Patterning and Three Dimensional Coatings  
Ink-jet printing is the main contender in the rapid-prototyping of three-dimensional coatings 
of YBCO for the development of complex shapes and structures and the analysis of AC 
losses, Fig.46. In this process, well defined droplets are fired out of the nozzle onto the 
surface of the substrate, lines are printed and consecutive layers are built to form the desired 
pattern. In order to achieve these well defined drops, the sol or ink properties required are 
quite different to that of the two dimensional processes. Fig.46 illustrates the droplet profiles 
as deposited by ink-jet printing. The wetting angles created between the substrate and the ink 
has a large effect on the profiles. With angles close to zero, the velocity the droplets 
accumulate before interaction with the surface may cause it to spread, causing loss of 
resolution. With wetting angles within the 90-100º range, the resolution of the droplet is 
maintained and consequent droplets deposited alongside would form the desired pattern. On 
the other end of the scale, with wetting angles greater than 100º, the contact between the ink 
and the surface of the substrate is so small that the friction exerted on the droplet by the 
surface is virtually negligible. The droplet is mobile and therefore the next deposition by its 
side would be absorbed by it and a discontinuous print would be created. 

Fig. 46. Various profile created by droplets ink-jet printed onto a solid surface that exhibits a 
variety of wetting angles.  

The optimal sols for this deposition process must have a sufficiently high surface tension 
to create well defined drops (such as the acetate-tartrate or acetate-succinic routes). In an ideal 
situation, Fig. 48, the wetting angles should lie in the range of 80-110º but in reality, surface 
friction exerted onto the droplet by the substrate would mean a whole range of synthesis 
routes are viable if droplet size can be decreased sufficiently. 

Recent trends in the alternative development of coated conductors by non-vacuum 
techniques prompts questions concerning the high AC loss level of such mono-layer coated 
conductors. One way to reduce losses could be the division of the conductors to filamentary 
structures by laser patterning, see Fig.37a). However this adds an extra process to the already 
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expensive conductor manufacture procedure and may, more importantly, limit the actual 
transport current due to the intergranular current percolation between grains [101], Fig.25. 
Twisting or braiding of the sub-filaments of such conductors, Fig. 47a) and b) is impossible 
by a single coating procedure as it could pose problems on future AC applications. The 
proposed ink-jet printing technique will enable formation of braided and twisted coated 
conductors.

a )

b ) c)

Fig. 47. a) schematic of transposed braided multifilamentary cable; b) schematic of twisted 
two layer Rutherford-type cable; c) photo of the ink-jet printing multi-head printer developed 
in Cambridge, which contains integrated mixer for deposition of inks with the YBa2Cu3O7

and Y2Ba4Cu7O15 seeds for uniaxial and bi-axial alignment of (RE)Ba2Cu3O7 tracks [137].  

The practical usage of the thin film coated conductor in AC applications very strongly 
depends on the level of the AC losses. Single layer superconducting coating on the cm wide 
metallic ribbons proved to have a very high AC losses in self-field and external field [99,105]. 
Division of the wide coatings to a narrower multifilamentary coating was proposed to reduce 
losses in the external magnetic field. Such a solution has almost no effect on self-field losses 
[135]. Recently proposed magnetic decoupling of the continuous parallel 
multistrip/multifilamentary conductors by usage of ferromagnetic coating around individual 
filaments proved to be successful and is very effective in self fields and partially effective in 
an external magnetic fields [31,136]. However such a technique required however extensive 
development of epitactic magnetic buffer layers. None of the above solutions considered 
transposition of the filaments. Due to the nature of the deposition of kilometre long coated 
conductors, conventional transposition adopted from low temperature superconductors and 
even high temperature Bi-based multifilamentary powder-in-tube conductors for continuous 
twisting and braiding is impossible. Therefore a new sequential semi-continuous ink-jet 
printing technique of deposition is proposed to produce transposed conductors. A description 
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of the use of the developed ink-jet printing technique [138] adopted for sequential semi-
continuous deposition of transposed braided and twisted multifilamentary coatings is 
presented in Fig. 48. There are essentially 3 stages of manufacture of transposed filaments in 
multifilamentary coated conductor as described in Fig.48. As a result of such ink-jet coated 
conductor preparation transport ac losses, in external magnetic field and also in self-field, can 
be reduced substantially.  

a)

(a)

b)
(b)

c)
(c)

d) e) f)

Fig. 48. (a–c) Stages of braided filaments manufacture for coated conductor: a) stage 1 where 
the outline of the first level of the superconducting paths is created; b) stage 2 where 
insulating or conductive or magnetic layer were deposited bridging uncompleted conductive 
paths over existing paths; c) stage 3, final superconducting coating was deposited over 
insulating or conductive or magnetic paths forming fully conductive network of transposed 
multifilamentary coated conductor. (d–e) Stages of manufacture of twisted filaments in 
multifilamentary coated conductor: d) stage 1 where the outline of the first level of the 
conductive/superconducting paths were created plain substrates metallic or buffered metallic 
or ceramic substrates in one direction; e) the stage 2 where insulating / conducting / magnetic 
layer were deposited covering uncompleted conductive paths leaving only the edge of the first 
layer uncovered; f) stage 3, the final coating of the conductive line array was deposited over 
layer two in a such a way that the edges of initially deposited superconducting paths are 
connected to the edges of the paths deposited in stage 3 forming fully conductive network of 
transposed ‘twisted’ multifilamentary coated conductor [16].  

9. LIQUID PHASE EPITAXY 

Among the major techniques researched for manufacture of the superconducting conductors is 
the liquid phase epitaxy method (LPE). This method was first developed for thin film growth 
of semiconductors and oxides for optoelectronics [139]. LPE involves the undercooling of a 
molten flux supersaturated with solutes and in the presence of a suitable substrate (e.g. small 
lattice mismatch), the desired phase would nucleate and grow. Growing HTS materials by the 
one-step LPE method was pioneered by Scheel et al. [140] who surveyed the essential 
problems and difficulties connected with the epitaxial growth of YBCO films. LPE of 
(RE)Ba2Cu3O2 is more difficult than the traditional LPE of semiconductor and garnet films 
since the solubility of RE elements in the melt is very low, hence nucleation and growth is 
more difficult. The process of LPE has four stages: (i) Producing a solution containing a 
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quantity of solute corresponding to a saturation temperature Ts; (ii) Cooling this solution to 
the growth temperature Tg producing an undercooling supersaturation corresponding to ∆T
=(Ts - Tg); (iii) Bringing the solution and the substrate into contact for an appropriate period 
of time for the layer thickness required where the solution and/or substrate rotation can be 
used; (iv) Terminating the growth by separating the solution from the film. The order of 
stages (i) and (iii) can be interchanged and the cooling can be started (or continued) after the 
solution and the substrate are brought into contact. Cooling of the solution to promote 
supersaturation may be in continuous or in a single step mode, or a combination of these two. 
Stages (iii) and (iv) require certain mechanical movement of the solution and/or the substrate. 
After growing a layer with the desired thickness, the substrate is removed and it is important 
to ensure that the surface is free from any drops of excess solution. Knowledge of the phase 
relation, especially the primary crystallisation fields, PCF, and solubility curves, in the Y-Ba-
Cu-O (or other RE) system is of fundamental importance for (Y,RE)Ba2Cu3O7 crystal growth. 
Fig.49a) shows a ternary phase diagram of Y2BaCuO5-CuO-BaCuO2 system exhibiting the 
PCF of YBa2Cu3O7. For LPE (and crystal growth), the processing has to be performed within 
the PCF. Ternary phase diagrams of other REBCO systems are not fundamentally different 
but the areas of PCF may vary; for instance, the PCF of NdBa2Cu3O7 is much wider than that 
of YBa2Cu3O7. Fig.49b) illustrates the paths of liquid composition in cooling a melt of 
composition p. Upon cooling the liquid, solid phase Y2BaCuO5 crystallises out along p-q. 
From q to r, Y2BaCuO5 reacts with the liquid and forming YBa2Cu3O7, i.e. peritectic reaction 
starts whereby Y2BaCuO5 reacts with liquid to form YBa2Cu3O7 crystals around the 
Y2BaCuO5 particles. At r, all of Y2BaCuO5 has decomposed into YBa2Cu3O7 but YBa2Cu3O7

continues to crystallise from the liquid along r-s. Along s-t, YBa2Cu3O7 and BaCuO2

crystallise together and finally, at point t, the remaining liquid solidified via a eutectic 
reaction forming YBa2Cu3O7, BaCuO2 and CuO phases. 

a)
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CuO
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Fig. 49.Ternary phase diagram of Y2BaCuO5-CuO-BaCuO2: a) underline of PCF of 
YBa2Cu3O7 in air; after [141]; b) a schematic ternary phase diagram of Y2BaCuO5-CuO-
BaCuO2 showing the path in cooling a melt of composition p, indicated by arrows in the 
direction of falling temperature, adapted from [142].  
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a) b) c)

Fig. 50. Optical microscopy pictures of the surface of LPE YBa2Cu3O7 layers grown at 
different patterns: (a) a-axis oriented film of YBa2Cu3O7 grown on NdGaO3; (b) c-axis 
oriented growth of YBa2Cu3O7 on NdGaO3; (c) c-axis oriented growth of YBa2Cu3O7 on
SrTiO3. After [144], courtesy of Cheng.  

a) b)

Fig. 51. Transmission Electron Microscopy images across the YBa2Cu3O7 layer grown by 
LPE on different substrates showing high degree of epitaxy: a) NdGaO3, see Fig.50b) after 
[144]; b) MgO buffered SrTiO3 substrate after [145], Fig.50c).  

The liquid phase epitaxy, LPE, growth mechanism is a complex process that is initiated by 
multi-nucleation, followed by spiral-mediated growth around dislocation centres beyond a 
certain critical film thickness according to the BCF theory (Burton, Cabrera, and Frank) 
[143]. The film continued to grow in a nucleation-free manner and readily developed into 
elliptical or polygonised (straight edge) spirals that were associated with crystallographic 
orientations of the film as is demonstrated in Fig.50. Advantages of liquid phase epitaxy over 
the vacuum-base thin film techniques such as sputtering and pulse laser deposition (PLD) are 
evident. Such a process is characterised by fast growth rate, typically 1 µm/min, texture of the 
superconducting coating and Jc do not degrade with increasing film thickness which is unique 
to LPE and the process is in-situ and non-vacuum (relatively low cost), Fig.52. The 
disadvantages are superconducting layer cracking above 5µm thickness dramatically 
degrading transport critical current. Also the process is conducted at a very high temperature 
in a corrosive atmosphere where most of the metallic substrates will corrode and the growth 
process is not exactly epitaxial and is sometimes called Liquid Phase Processing (LPP), 
therefore scalability and applicability of such a LPE technique to manufacture long lengths of 
tape from a conductor is problematic. 
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Fig. 52 Cross sectional Transmission Electron Microscopy observation of the LPE grown 
YBa2Cu3O7 film on the YBa2Cu3O7 seed layer on Y2O3-YSZ buffer layer on Ni-Cr alloy; 
courtesy of Dr Y.Yamada.  

Fig. 53. Critical current density vs magnetic field for the YBa2Cu3O7 superconducting LPE 
film presented in Fig.52.  

Although the LPE fabrication process is complex, it provides excellent results in terms of 
production rate, texture, Fig.52 and film thickness and very high superconducting transport 
properties, Fig.53, when deposited on the flexible metallic tapes.  To simplify the architecture 
of the conductor and reduce the cost of conductors, LPE fabrication of superconducting layers 
can be conducted directly on Ag substrates, which have a very low reactivity with YBa2Cu3O7

and high conductivity ideal for cryomagnetic protection. Since the melting point of Ag is 
relatively low, the fabrication temperature of the LPE process must be lowered to around 
900oC. The temperature of the LPE process can be lowered when BaF2 is added to a Ba-Cu-O 
solution that is saturated with Ag. Using this procedure, YBa2Cu3O7 films have been 
successfully fabricated on short Ag substrates by LPE process. Attempts are made to develop 
a continuous fabrication process that will allow longer tape conductors to be produced. The 
goal of this type of conductor is to produce a long tape with a superconducting layer at least 
10 µm thick using a non-vacuum procedure. The only problem with the thicker YBa2Cu3O7

layers is the minimum bending radius of such conductors which may restrict the usage of such 
conductors with superconductor thickness > 5µm to specific applications e.g. Fault Current 
Limiters. 
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9.1 Hybrid Liquid Phase Epitaxy  

As was described in the previous paragraph in the case of classical LPE from a bath of molten 
flux, growth is controlled either by cooling of the melt from the undersaturated regime, or by 
spatial transport of flux from a high temperature saturated region to a lower temperature 
region at the substrate where it becomes supersaturated. In contrast, hybrid liquid phase 
epitaxy, HLPE growth is controlled by adjusting the rate of feeding of the liquid layer, with 
RE-rich material at constant temperature (RE)Ba2Cu3O7, growth occurs by RE diffusive 
transport through a thin liquid BaO–CuO boundary layer); in this case σ, and the 
corresponding undercooling, adjust self-consistently to match the growth rate to the feeding 
rate [146].  

For steady state growth the flux layer needs to be fed with stoichiometric (RE)Ba2Cu3O7

material. Since the liquid flux layer can be as thin as 100 nm, the flux cannot dissolve a large 
amount of the substrate or seed layer, and the transit time for diffusion of RE through the 
layer is of the order of 0.1 ms, defining a time constant for equilibration of σ. It is found that 
nucleation of the (RE)Ba2Cu3O7 phase is easier for HLPE than in the case of LPE where there 
is also a transition from c-axis oriented growth to a–b growth for increasing supersaturation 
(undercooling). It was reported that there exists a very narrow working window in 
temperature (~3oC) for growth of c-axis Ba2Cu3O7 films on closely matched substrates such 
as NdGaO3 [147]. We found a somewhat wider working window (~10oC) for LPE on 
NdGaO3 [148,149]. However, in the case of HLPE this width is around 100oC. Also, while 
some degree of a–b misorientation was observed for lower deposition temperatures, this 
misorientation could be eliminated for reduced deposition rates. We believe that the origin of 
this fortunate behaviour lies in the liquid layer that promotes more thermodynamically stable 
c-axis growth rather thanmore kinetically favourable a–b growth [150]. Thus HLPE embodies 
all the advantages of LPE without the disadvantages of difficult nucleation and a large 
volume of aggressive liquid. YBCO films 1–2 µm thick with excellent epitaxial orientation, 
with Tc~90 K and a critical current density Jc > 2 MA cm-2 have been grown on a range of 
(100) textured nickel-alloy tapes buffered with NiO/SrTiO3, and also on unbuffered (110) 
textured silver tape. Growth rates up to 10nms-1 have been demonstrated with HLPE. 
Deposition of c-axis oriented epitaxial YBa2Cu3O7 is reported on both seeded and non-seeded 
substrates; the process is tolerant of a high substrate mismatch. In marked contrast to LPE, it 
is possible to grow epitaxial c-axis oriented films without a seed layer even on significantly 
mismatched substrates such as MgO.  

To enable continuous liquid phase deposition of the (RE)Ba2Cu3O7 coatings on the 
metallic substrates a horizontal LPE continuous deposition technique of “drawing” the ribbon 
inside the crucible was developed in Cambridge. A split furnace arrangement was used for 
continuous coating of metallic tapes [151]. The arrangement of a uniquely designed “split” 
furnace (Fig.54) enables continuous deposition of an LPE film under precisely controlled 
parameters: temperature and RE supersaturation-rich fluid feed rotation system. Long metallic 
tapes were successfully coated, Fig.56b). 

A part of the tape was immersed into the crucible in a similar manner as the rotating 
substrate. The submerged tape is kept in place by a ceramic holder over which can slide while 
being pulled (moved) through the melt. The stirring is accomplished by crucible rotation 
(resulting in a similar effect as the substrate rotation). In this case two stage mixing (boundary 
layer control is achieved), by tape movement at velocity u ~ 0.1 mm s-1, and crucible rotation 
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at angular frequency (~ 100 rpm). The inert gas chamber used allowed growth to be carried 
out under reduced partial pressure of oxygen down to 0.1%, hence at much reduced 
temperatures (~850°C). However, reducing the growth temperature implies reduction of the 
solubility Fig.55.  

Fig. 54. Controlled atmosphere chamber used for reduced temperature LPE deposition. Inset 
is showing “split furnace” detail that enables horizontal continuous LPE coating of long 
metallic tapes [151,152].  

a)

0.0 0.2 0.4 0.6 0.8 1.0 1.2

800

900

1000

1100

lowest eutectic
(solid flux)

C
L ( 0 .5 % )

vapour/particle feed: Y:Ba:Cu=1:2:3

Y - 1 2 3  +  B a C u O
2
 +  L

   
un

sa
tu

ra
te

d

Y
in 

BaC
uO

flu
x

ho
m

og
en

. n
uc

lea
tio

n

C
L ( 1 % )C

E
 (high J

c
)

T
P

Y - 1 2 3  +  L

Y - 2 1 1  +  L

liq
. m

et
as

t. 
re

gio
n

T
S

te
m

pe
ra

tu
re

 (
o C

)

Y concentration (at %)

b)

Fig. 55. a) schematics of Y solubility in BaO-CuO flux in air (gray/cyan) and in 0.1% oxygen 
in 1 bar Ar (black/blue). The initial composition of the flux applied by HLPE is shown as 
CL(0.5%) and CL(1%) for respective Y concentration; b) Fractured cross section of the coating 
[146].  
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Fig. 56. The HLPE YBa2Cu3O7 coated condutor: a) Trapped field mapping of HLPE 
YBa2Cu3O7 on SrTiO3 buffered NiO/Ni textured tape using Hall-probe scanner; b) view of 
the continuously deposited (RE)Ba2Cu3O7 from the RE supersatuated Ba-Cu-O flux by LPE 
on NiFe/SrTiO3 tape [153].  

This drawback of lower solubility was researched with adding RE elements into the flux 
containing Y. The mixing of Y and RE was found to increase the overall solubility and 
supersaturation, hence the growth rate. 

For lower deposition rates, the films have high crystalline perfection and correspondingly 
a low Jc; when the deposition rate is high, Jc values of 2-4 MA cm-2 have been demonstrated 
consistently, Fig.56a). In this work we have achieved Tc~90 K and Ic ~400 A per cm width in 
YBa2Cu3O7 films on a range of substrates including single crystal substrates and RABiTS Ni-
alloy tape with NiO/SrTiO3 buffers. The influence of substrate parameters and morphology on 
the controlled seeding process was investigated [152]. Rough vacuum deposition, high growth 
rates and easy composition control, with great flexibility in the feeding method are very 
attractive process characteristics. In addition, the process has a high efficiency of material 
utilization, and thick films can be produced with excellent crystallinity and high critical 
current densities. These features suggest that HLPE has the potential to be a robust high-rate 
low-cost process for coated conductor processing [18,151,154,155].  

10. MAGNETIC ALIGNMENT AND THERMO - MAGNETIC GROWTH 
OF (RE)Ba2Cu3O7

In traditional, thermo-mechanical processing of grain-oriented superconducting oxides for 
applications, thermal treatment is combined with some method of mechanical alignment of 
grains, such as rolling or sequential pressing. An alternative to this approach involves 
applying a high magnetic field before or during thermal treatment to align grains. When a 
grain having an anisotropic paramagnetic susceptibility in its normal state is placed in a 
magnetic field, the grain rotates such that the axis of the minimum susceptibility is aligned 
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parallel to the field direction. Any anisotropic crystal placed in a uniform external magnetic 
field acting orientating force, F, defined by the difference of magnetic susceptibility for the 
perpendicular crystallographic axes ∆χ, magnitude of the applied magnetic field, H, volume 
of the crystal, V, and also orientation of the applied field (φ- angle between crystallographic 
axis at which c has a maximum value and the direction of external magnetic field), eq.12.

F = ∆χ ⋅ V ⋅ H 2 ⋅ sin(2φ) (12)

Because the paramagnetic susceptibility of the rare earths is anisotropic, an alternative 
alignment method is to use a static magnetic field to align crystals, which precipitate from a 
melt. The most effective texturing effect of the (RE)Ba2Cu3O7 compounds in the external 
magnetic field is for such RE ions, which have the highest magnetic moment, Table 5.

Table 5. Magnetic moments of the RE ions and axis of (RE)Ba2Cu3O7 alignment 

atomic number atomic symbol ionic radius 
(nm)

magnetic moment Axis Parallel to H 

21 Sc 0.083  –  
39 Y 0.106  0 c 
57 La 0.122  0  – 
58 Ce 0.118  2.56 – 
59 Pr 0.116  3.62 – 
60 Nd 0.115 3.68 c 
61 Pm 0.114  2.83  – 
62 Sm 0.113  1.55–1.65 c 
63 Eu 0.113  3.40–3.50 a 
64 Gd 0.111 7.94  c 
65 Tb 0.109 9.7   – 
66 Dy 0.107 10.6  c 
67 Ho 0.105 10.6  c 
68 E 0.104 9.6 a 
69 Tm 0.104 7.6 a 
70 Yb 0.1  4.5 a 
71 Lu  0.99 0 – 

Because YBa2Cu3O7 contains no magnetic elements, its magnetic alignment results from 
anisotropy in the paramagnetic susceptibility associated with the Cu-O conducting planes. 
Since the susceptibility parallel to the c-axis is higher than that perpendicular to the c-axis, the 
compound aligns with the c-axis parallel to the applied field direction. In principle there are 
two contributing factors to the magnetic forces tending to align superconducting cuprates: the 
magnetic moment tending to align the longest dimension parallel to the field and the moment 
which aligns the axis of largest susceptibility along the field direction for a paramagnetic 
material. For spherical YBa2Cu3O7 powder, the shape factor is small, and so the c-axis aligns 
along the direction of the field. For rare-earth doped (Y,RE)Ba2Cu3O7 compounds, the 
paramagnetic susceptibility is dominated by the R3+ ion, and the source of anisotropy is 
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single-ion anisotropy associated with crystal fields at the rare-earth site. For Gd and Ho doped 
(Y,RE)Ba2Cu3O7, the particles align with c-axis parallel to the magnetic field, while for Er-
doped (Y,RE) YBa2Cu3O7, the particles align perpendicular to the magnetic field. An addition 
of the Nd, and Eu to YBa2Cu3O7 material causes density reduction of the sintered 
superconductor where Gd, Yb and especially Ho increase the density of the sintered 
YBa2Cu3O7 coatings. There is a linear dependence between ionic radius of the rare earth 
elements and actual a and c lattice parameter of (RE)Ba2Cu3O7 unit cell which is important 
for the magnetic alignment of the mixed rear earth, see Figure 57. The presence of a liquid 
phase such as binders and carriers in the superconducting oxide greatly facilitates grain 
alignment. Such a liquid phase can be attained through high temperature treatment of the 
oxide during simultaneous sintering, thereby eliminating the grain interface impurities or 
alternatively if the liquid phase has the similar composition to the superconducting oxide it 
may act as a interconnector between the individual particles during grain growth improving 
the grain interconnectivity and therefore minimising current percolation. The great advantage 
of the self-liquid approach for high or low temperature processing over the use of an organic 
solvent liquid is the significant decrease in impurity phases created at the grain boundaries by 
reaction of the (Y,RE)YBa2Cu3O7 compound with the organic solvents and binders and low 
density of the final coating. Such impurities and voids degrade connection between grains, 
thereby severely limiting the Jc values achievable. When these materials are textured by a 
high magnetic field during melt-growth, not only is a textured, larger domain structure 
attained, but textured small grains with better connection between grains is achieved by liquid 
phase binding during the high temperature processing [156] as it is described under the two 
following headings. 

Fig. 57. Lattice parameters variations of the different (RE)Ba2Cu3O7crystals versus ionic 
radius of rear earth element.  
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a) b)

c) d)

e) f)

Fig. 58. SEM a), c), e) and high-resolution AFM images of the three CVD YBa2Cu3O7 films
grown at different magnetic fields: (a) 0T, large rectangular grains; (b) 0 T, A single-core 
spiral; c) 2 T, irregular grains; d) 2 T, 2D-growth behaviour; (e) 4 T, small interconnected 
grains; f) 4T, the 3D growth mode.  

10.1 Alignment During Slow Solidification of the (RE)YBa2Cu3O7

This alignment technique essentially based on the anisotrotropic magnetic susceptibility is 
very similar to the second technique [157]. In this particular case slow cooling through the 
solidification temperature maximise (RE)Ba2Cu3O7 grain size and simultaneously give 
enough time for the particles to rotate so that the direction in which the susceptibility is 
maximum aligns parallel with the direction of the applied magnetic field. Both calculations 
and experiments have shown that at temperatures which are sufficiently high to melt 
(RE)Ba2Cu3O7 in preparation for resolidification under field, this magnetic force is large 
enough to overcome disordering forces from thermal agitations or shape anisotropy. The 
successful thermal procedure is: 100°C/h  1085°C 0.4h  fast cooling to 1035°C cooling 
2°C/h  980°C cooling 3°C/h  930°C  60°C/h  420°C 72h  200°C/h  RT. 
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Fig. 59. Jc of YBa2Cu3O7 superconducting non-vacuum coatings on silver substrates. Low 
values of the Jc of YBCO deposited by ultrasonic spray pyrolysis [159] on highly textured 
silver ribbons with a single component {110}<011>, FWHM smaller than 6° in comparison 
with CVD deposition on highly polished polycrystalline substrates [161] prove the point that 
smoothness of the substrate has a decisive role in high texture alignment of YBa2Cu3O7 on 
silver not actual texture of the silver [160]. Similar comparative dependence was observed in 
the case of Tl1223 coatings [162].  

Magnetically Assisted Nucleation and Growth of YBa2Cu3O7 such a process conducted 
on polycrystalline untextured silver substrate by the chemical vapour deposition, CVD, 
appeared to possess much better Jc vs B characteristics through the improved grain 
connectivity [158] than that deposited on a highly textured silver substrates [159], Fig.58, 
Fig.59.  

Images for the YBa2Cu3O7 films deposited at different magnetic fields are presented in 
Fig.58. In the absence of a magnetic field, the films exhibit large rectangular grains, and large 
voids and poor interconnections are present. At 2 T, the grain shape seems similar to that of 
the 0T films, but the grain size is reduced. Under a field of above 2T, the crystallites of films 
were more homogeneous than an irregular grains; 1-2µm were well connected to each other, 
compared with that without the magnetic field. Clearly, the intergrain connectivity and 
morphology were less influenced by fields over 4T. Thus, with increasing magnetic field, the 
grain size was reduced, but the grain connectivity was improved. Smoothness but not an 
actual texture of the silver-based substrate has a decisive role in nucleation of the 
preferentially align HTS coating [160]. The YBa2Cu3O7 growth-mode change from the spiral 
growth mode at zero field to the two-dimensional or three dimensional island growth mode 
under an external magnetic field which is responsible for improvement of transport property 
of superconducting coatings [161], Fig.59. The thermo-magnetic process is very effective in 
yielding superconducting well-interconnected YBa2Cu3O7 films on silver substrates with 
relatively high critical current densities, but without the use of any buffer layers. Such a novel 
technique may be used to produce texture in a bulk samples and in a low cost long lengths 
YBa2Cu3O7 coated conductors, however further research is required to improve Jc vs B
performance.

One can conclude that YBa2Cu3O7 coatings on highly polished silver or silver plated Ni 
flexible metallic substrate (for better mechanical strength), can achieve good textured 
microstructure without any particular preferential texture development, is a promising 
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technique for conductors in long lengths. The Jc value compares well with the conventional 
superconducting tapes, e.g., Nb3Sn. The microstructure and superconducting properties of the 
tape are very sensitive to the substrate parameters during the formation process which is a 
crucial parameter in maximising tape performance. 

10.2 Dynamic Magnetic Alignment 

As it was described earlier a static magnetic alignment by settling or immobilising 
monocrystal grains in a constant magnetic field is a common process to obtain uniaxially 
aligned YBa2Cu3O7 [163]. In the case of the untwined Y2Ba4Cu8O16 or Y2Ba4Cu7O15 (or any 
rare earth-based) compound, advantage can be taken of their orthorhombic structure. The 
anisotropy of the structure leads to normal-state magnetic susceptibility with b < a < c for
Y2Ba4Cu7O15 and Y2Ba4Cu8O16 [164]. A constant magnetic field will align freely suspended 
grains along the c-axis. The rotation relaxation time as the time which a particle takes to 
rotate to its equilibrium orientation in a static magnetic field of given magnitude can be 
controlled. If the field is rotated from its initial orientation by 90° for a time shorter than the 
c-axis rotation relaxation time so that the c-axis alignment is not disturbed, the a-axis, with 
intermediate susceptibility, will tend to align along the rotated direction. The b-axis of the 
grain, with the minimum susceptibility, will align with the zero field direction. If such an 
alternating or dynamic field is applied to a powder in suspension in a medium of the 
appropriate viscosity, biaxial alignment will be achieved. The complete process is detailed 
elsewhere [137]. Fig.60a) illustrates the results of the process in the case of Y2Ba4Cu8O16.
Clearly a significant fraction of the large melt-grown grains are aligned with one another and 
with the axes of the tape (parallel to the image’s sides).  

(a)     (b)

Fig. 60. The Y2Ba4Cu8O16 tape magnetically assisted melt-processed at 920oC, (a) SEM 
picture of the top surface of the tape [164]; (b) comparison of results Jc for biaxially aligned 
coating, BMA, uniaxially aligned coating, UMA and non-aligned coating, NA in respect to 
BMA coatings. However the lines are guides for the eye the benefit of biaxial alignment is 
obvious.
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Using a dynamic alignment technique founded on similar ideas, Zhang and Budnick 
[165] demonstrated biaxial alignment of Sm2Fe17 particles with the a-axis and b-axes 
distributed within about 15°. In that case, they used an oscillating field and progressively 
decreased the amplitude of the oscillation, so that the process finished with the magnetic field 
fixed in direction. It is believed that maintaining the rotating field during the entire process is 
more appropriate to achieve in-plane anisotropy of the final superconducting coating. This is 
supported by the very high degree of texture obtained. Rocking curves on samples 
demonstrated FWHM to be as low as 2°.

The critical current results Fig.60b) demonstrate improvements due to the biaxial 
alignment process [164]. Benefit of biaxial alignment is presented in Fig.60b). The critical 
current densities of the uniaxially magnetically aligned, UMA, and non-aligned, NA, tapes 
are plotted as a function of the critical current density of the corresponding biaxially 
magnetically aligned, BMA, coating. The diagonal gives the limit below which a benefit is 
observed. The tapes compared were in the same batch and were melt processed at the same 
time. The only difference between them is the magnetic alignment process. All the data are 
situated in the bottom right part of Fig.60b) signifying a benefit from biaxial alignment. 

11. CRYOMAGNETIC STABILISATION OF Ag/YBa2Cu3O7/BUFFER/Ni-BASED 
COATED CONDUCTOR 

The highly conductive layer on the top superconductor has to provide cryomagnetic stability 
to the conductor and also protect it from the quench. Also this conductive layer helps to 
provide electrical contact to the current leads which have to be attached to the final product 
after construction, see Fig 14a). Once the current approaches the critical current value the 
current shering may take place and also the electric field can be generated. The problem of a 
voltage–current relation in a superconductor carrying a transport current is one of the most 
important for applications. There exist several theoretical models, which describe nonlinear 
voltage–current characteristics of type-II superconductors [166]. Particularly at high currents I
(I≤Ic) a power-law model, E=(J/Jc)* with n=U0/kT [167] is a good approximation of 
experimental data (Ic critical current, E electric field, Ec electric field at which the critical 
current density Jc is defined, U0 a characteristic energy of bonding of the vortex to the pinning 
centre, k Boltzmann constant, T temperature). All the existing models are valid under 
isothermal conditions. In the real case non-isothermal conditions and resulting voltage 
(electric field) current relations of YBa2Cu3O7 coated conductor immersed in liquid nitrogen 
have to be analysed. The 2-dimensional (2D) steady-state Poisson’s heat transfer equation has 
to be solved using finite element method software with input parameters taken from 
experiment [73].

A YBa2Cu3O7  coated conductor, 1 cm wide, of the cross-section given in Fig.60a) and 
b), was modeled for the case when immersed in a liquid nitrogen bath in the nucleate boiling 
regime. This regime is characterised by the saturation temperature T0 = 77.3 K and 
approximately constant heat transfer coeffcient α=4.06·104 Wm-2 K-2 [168]. The boundary 
condition for the heat flux F=-κ(T)∂T/∂ = α(T-T0) non the outer surface of the coated 
conductor was used. The validity of the regime is up to (T-T0)=5 K [168]. The temperature 
dependence of the critical current density Jc was taken from measurements on a real 
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YBa2Cu3O7 coated conductor and approximated by Jc(T)=Jc0(12.106-0.14368T) (in SI units) 
with Jc0=4·109 Am-2 [169]. The n-value of the power law voltage–current characteristics 
(n=24) was also taken from [169] for a real YBa2Cu3O7 coated conductor. Its value was only 
weekly temperature dependent in the range of temperatures 77.3–85 K used in the modeling. 
Electrical conductivities (at 77.3–85 K), of the other materials used in the modeling were Ag: 
ρAg=1.1·1011T-1.32 [170] (in SI units), NiFe: ρNiFe=1:33·106 S/m [171]. Thermal conductivities 
(at 77.3–85 K), of the materials used in the modeling were for YBa2Cu3O7: κ(T)=
9.295÷0.044313T [168] (in SI units), Ag: κ=400 Wm-1 K-1, [170], NiFe: κ=13 Wm-1 K-1

[172], buffer layer: κ=0.1 Wm-1 K-1 [172]. The influence of a thin stabilising silver layer on 
top of YBa2Cu3O7 film (Fig.61) was also modeled. 
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Fig. 61. Cross-sections of the conductors used in the E-I modeling: a)
YBa2Cu3O7/buffer/NiFe coated conductor 1 cm wide YBa2Cu3O7 4 µm thick, buffer layer 
1µm thick, NiFe 25 µm thick); b) Ag/YBa2Cu3O7/buffer/NiFe coated conductor with Ag 
thickness 5 µm, other parameters as in a); c) calculated electric field – current characteristics 
(points) of the YBa2Cu3O7 coated conductors as in (Fig.60a) and Fig.60b)) immersed in liquid 
nitrogen in nucleate boiling regime. The straight line is the isothermal power-law voltage–
current characteristic of the bare YBa2Cu3O7 film at 77.3 K.

The calculated Electric field - current characteristics of the coated conductors 
YBa2Cu3O7/buffer/NiFe and Ag/YBa2Cu3O7/buffer/NiFe (Fig.61a) and Fig.61b) immersed in 
liquid nitrogen bath in nucleate boiling regime are shown in Fig.61c). The voltage–current 
characteristics of the composites follow the isothermal E–I curve of YBa2Cu3O7 film up to an 
electric field E=100µV/cm. This means that in the experiments on composite materials in this 
electric field region the properties of the YBa2Cu3O7 material itself are measured. The 
YBa2Cu3O7/buffer/NiFe sample starts to be unstable (defined as the onset of negative 
differential resistance) at a current I=1.4Ic and Ag/YBa2Cu3O7/buffer/NiFe at I=1.72Ic. At 
E=105 µV/cm the Ag/YBa2Cu3O7/ buffer/NiFe composite sample carries a total current 
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274.75 A of which the Ag layer carries 162.44 A, the YBa2Cu3O7 film 108.98 A and the NiFe 
3.33 A. Results of  additional calculations conducted for the different thicknesses of the Ag 
stabilizing layer in a coated conductor are presented in Fig.62.  

Detailed analysis of the E–I curve around E 1µVcm-1 showed that already at E>1µV/cm
the current starts to decrease with increasing electric field, i.e. the differential resistance of the 
sample starts to become negative. This implies an onset of thermal instability during a typical 
critical current measurement. At such a measurement a current power supply is usually used, 
which has a current feed back. The result of this is that such a power supply increases its 
voltage up to the maximum value in order to keep the pre-set current. At the point of the onset 
of negative differential resistance the power supply sets its maximum voltage. For a typical 
power supply with an output current of the order of 1 kA this maximum voltage is typically 
about 10 V. If we suppose that this voltage is applied over the measured length of a sample 1 
cm long we obtain an electric field E 10Vcm-1 =107 µVcm-1. Extrapolating the linear part of 
E–I curve in the normal state (Tmax > Tc) in the graph in Fig.62 to E=107 µVcm-1 one obtains 
roughly a power of about 5 kWcm-1, which usually results in damage to the sample. On the 
other hand in an experimental arrangement when a voltage power supply is used (with voltage 
feed back) the current is governed by the resistance of the sample. Under these conditions the 
sample works as a current limiting device suppressing the current.  
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Fig. 62. a) Calculated voltage–current characteristics (points) of the Ag/YBa2Cu3O7/buffer/
NiFe coated conductor immersed in liquid nitrogen in nucleate boiling regime. Series of 
curves represent variable Ag thickness 1, 5 and 10µm, thickness of other components of 
coated conductors are kept constant: YBa2Cu3O7 10µm, NiFe 25µm and insulating buffer 
layer 0.5µm. The broken straight line is the isothermal power-law voltage–current 
characteristic of the bare YBa2Cu3O7 film at 77.3K. Open symbols represent extracted E-I 
characteristic of the YBa2Cu3O7 superconductor in the silver stabilized conductor, where the 
full symbols represent the E-I characteristic of the actual conductor including silver; 
b) Schematic outline of the conductor architecture.
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12. FINAL REMARKS 

The relative contribution of the different (RE)Ba2Cu3O7 thin film applications to the total 
worldwide film market is depicted in Fig.62 [174]. As it is presented in Fig.62, only 11% of 
the thin film market is assigned to power applications like: resistive fault current limiters, 
transformers and cables, where (RE)Ba2Cu3O7 coated conductors are going to be used. The 
current status of the coated conductors across the world can be view on the following web 
page: http://www.lanl.gov/superconductivity/score.shtml. 

There are alternative processes for continuous formation of the YBa2Cu3O7 in the form of 
fibres [4], but further development will probably take place once the coated conductor shows 
its final limitations.  

Fig. 62. Relative contribution of film (RE)Ba2Cu3O7 applications to the total worldwide film 
market: 1) - the 67% share goes to RF-filters for mobile communications, 2 - power 
applications like resistive fault current limiters (11%), 3) - basic research (11%), 4) - medical 
applications such as Squid magnetometers or MRI / NMR – coils contribute only a minor 
share because such devices and sensors are small and engage only very little superconducting 
material (6%) 5) - uperconducting electronics (5%). After W. Prusseit and M. Yoshida [174].  
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1. INTRODUCTION 

In the Editorial of the first issue of the review "Superconductor Science & Technology"
J.E.Evetts noticed that "intense media attention has ensured that the one time specialist world 
of superconductivity is now firmly in the public mind" [1]. Sixteen years after, we have to 
admit that most of the dreams of the first age of High Temperature Superconductivity are not 
yet realities. Moreover, due to economic recession, the free data-base High Tc Update stopped 
its activity and the expression "superconductivity" is slowly disappearing of national and 
international research programs. Surprisingly, in the same time, the metallic superconductors
especially the A15-type compounds Nb3Sn, Nb3Al and Nb3Ga seems to find a new youth [2-
8] while the interest for MgB2 with a transition temperature about 40 K [9], claimed as 
promising solution in the fields of transport of current and electronic devices at the medium 
temperature range [10], is growing. It is an indication that the high temperature 
superconducting cuprates generated new problems not yet solved. Indeed, each class of 
superconducting materials has to clear a technological and economical barrier which 
postpones the date for large scale and home applications. The critical temperature lower than 
25 K and the necessary cryogenic investment is unfavourable for metallic superconductors; 
the anisotropy of high temperature superconductors (HTS) questions about the ability of these 
materials to operate in high magnetic fields and to allow current flow through the grain 
boundaries. However, despite this quite depressing context, good news come from the "first 
generation" of the cuprates, (Bi,Pb)2Sr2Ca2Cu3Ox with a critical temperature Tc = 110K, 
prepared by a powder-in-tube (PID) process. The studies of the phase formation, the 
understanding of the crucial role of the oxygen partial pressure during the sintering process 
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[11-14], the optimisation of the thermal treatments to improve the grain microstructure 
[15,16], the effects of the sheath material on the electrical and mechanical properties of the 
composite tapes [17] have been necessary ways for the development of conductors for 
practical use [18]. Long length, in the km range, wires and tapes are now commercially 
available. Power transmission lines, energy storage coils, transformers are under test (see for 
instance [19]) but the prohibitive cost of the Ag sheathed (Bi,Pb)2Sr2Ca2Cu3Ox cables and too 
high ac.losses are the limiting factors for a large scale transfer in the industries [20]. The birth 
of the "second generation" conductors based on coated YBa2Cu3O7 with Tc(max)= 92 K may 
be also considered as a good new. The anisotropy of the "historical" compound, which was 
the first to show a critical transition temperature above the boiling point of nitrogene [21], is 
less than that of (Bi,Pb)2Sr2Ca2Cu3Ox . In addition, the emergence of low-cost film processes 
using Rolling Assisted Biaxially Textured substrates (RABiTS), associated with spray 
pyrolysis, Metal-Organic Deposition (MOD), Metal-Organic Chemical Vapor Deposition 
(MOCVD), screen-printing or sol-gel methods are expected to solve the problem of grain 
connectivity. A reel-to-reel system has been used to fabricate continuous ribbons of 
YBa2Cu3O7 compatible with the industrial request, with a cost which is estimated to be two to 
five times lower than $50/kA.m, the price of a wire prepared by the first generation powder in 
tube technique [22]. YBa2Cu3O7 tapes with critical current densities Jc in the order of 10 
MA/cm2 have been prepared [23] and large-size films (30x10 cm2) with a mean inductive Jc

value of 2.6 MA/cm2 have been obtained [24] by coating-pyrolysis process, opening the door 
of superconducting fault-current limiters and microwave applications. At this point of the 
listing of the principal activities in the field of superconducting materials, it is noteworthy that 
the two series of the cuprate superconductors HgmBa2Can-1CunOx and TlmBa2Can-1CunOx, here 
referred as (Hg-Tl)-m2(n-1)n having the highest critical temperature, Tcmax = 135 K [25] and 
Tcmax = 127 K [26], respectively do not appear as possible systems for applications of 
superconductivity. The volatility of mercury- and thallium oxides at high temperature and the 
subsequent health hazard that could result , is one of the problem for the production of (Hg-
Tl)-based superconducting cables. However, the performances realized on Hg- or Tl- thin 
films presenting critical current densities close to or higher than 1MA/cm2 at 77 K [27-33] are 
attractive enough for the coated technology which, applied to these materials, could provide 
an alternative solution for future conductors and microwave devices [34,35]. Hg- and Tl-
based superconducting cuprates may be compared for their high Tc and they have also a 
similar chemistry which favours partial substitution to improve the transport properties or to 
stabilise the phases [36-39]. But contradictory to the mercury-based system, the single and 
double TlO- layered compounds may be prepared at ordinary pressure and are 
thermodynamically stable at room temperature. Thus, beyond the applications, the thallium 
cuprate systems show an increased advantage from a basic research viewpoint. A great 
number of publications review the synthesis, the structural and the superconducting properties
of the various Tl-compounds [35,40-43]. Recently we have reported on the formation and the 
stability of the unsubstituted phases and demonstrated that the knowledge of the phase 
equilibrium and the control of the pathway for the formation of the phases under interest are 
determinant elements for the preparation of compounds with similar, if not enhanced 
superconducting properties comparatively to the homologous substituted materials [44].  

It is proposed here to review the thallium phases, mainly the effect of substitutions on 
the phase stability and on the superconducting properties in order to attempt to take stock of 
the work which still has to be done for better understanding of these compounds and to 
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discuss their potential for producing tapes open to become alternatives to YBa2Cu3O7 or to 
(Bi,Pb)2Sr2Ca2Cu3Ox.

2. STRUCTURAL AND CRYSTAL CHEMISTRY ASPECTS OF TlmBa2Can-1CunOx

All members of the HTS TlmBa2Can-1CunOx have a tetragonal lattice, crystallising in the 
P4/mmm or I4/mmm space groups, depending on whether m = 1 or m = 2, respectively. An 
orthorhombic Tl2Ba2CuO4, space group Fmmm (and subgroups) can be also prepared with 
high thallium and/or oxygen content [45-47].  

The two oxide families have been initially described in a general model which consists 
of an intergrowth of oxygen deficient perovskite blocks separated by insulating rock salt 
NaCl-type layers, leading to the general formulae [AO]m [A(CuO2.5) 0.5]n, A= Tl, Ba-Ca, = 
oxygen vacancy, derived from K2NiF4 or from the Ruddelsden-Popper [AO][ABO3]n  type 
structures [48-50]. In a "local charge" picture the perovskite blocks contain n CuO2 planes, 
which may be considered as the superconducting element of the structure and the (AO) layer 
constitutes a kind of "charge reservoir" [51]. This description accounts for oxygen deficiency 
and possible order-disorder transitions, but encounters some difficulties to explain the 
formation of mixed valence state CuII-CuIII which is admitted to be the key for 
superconductivity. Because it is doubtful that extra oxygen could be inserted in the 
stoichiometric compounds, one way to generate CuIII ions is to produce some thallium 
vacancies. The high temperature factors calculated for Tl on refining the crystal structure of 
the members of the series with m = 2 argues for this behaviour. Still remains to elucidate the 
case of the m = 1 series whose compounds have nearly stoichiometric Tl = 1 content. Another 
hard point of the model is the nature and therefore the role of the A cation to be placed in the 
rock-salt layer.  

Early after the discovery in 1986 of the superconducting cuprates [52], Nardin et al. 
[53] proposed a unified description based on geometrical building but  the first architecture 
for HTS which takes into account the bidimensional character of the supercurrents through 
sheets of the CuO2 planes is due to R.Li [54]. The conductive CuO2 planes are separated by 
"separators" layers S and connected by "connectors" C. A critical ionic radius (rc =1.0-1.15 Å) 
classifies the size of the cations and is useful to account for oxygen excess or deficiency. 
Taking advantage of possible arrangements of large and small ions surrounding the CuO2

square planes, Li proposed a classification of the layered cuprate compounds in which blanks 
could be a good chance to discover new  phases. It is proposed to induce superconductivity in 
known phases not yet superconducting, such as Tl-1222 or Tl-2222 by doping the CuO2

layers, or to build new structures either using the known units of the cuprates, for instance 
LaBa(Nd,Ce)2Cu2Oy , or by combining new separators and connectors as it was done for Tl-
1232.

The more recent critical compilation of the crystallographic structures of HTS by 
R.Gladyshevskii and P.Galez [55] is based on a similar approach. The structure is built by 
stacking atoms layers following simple empirical rules based on more than 400 high-Tc

superconducting cuprates known up to 1997. Four atom layers are defined: the "conducting" 
layer DO2 representing the CuO2 square planes, the "separating" layer C which is a single 
square mesh of metal atoms, Ca, Tl, Pb… separating the CuO6 octahedra into two CuO5

square pyramids, the "bridging" layer BO, for instance BaO, CaO.. and the "additional" layer 
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AO (A=Tl, Bi, Pb..), the "charge reservoir" in the classical perovskite-rock salt scheme, 
always separated from the CuO2 planes by a bridging layer. This classification of the atom 
layers combined with related stacking rules induces the generation of a "family tree" for all 
HTS. The thallium series are included in this family represented by a stacking sequence such 
as (DO2)-C-(DO2)..-BO-AO-BO for the single TlO layer compounds. This layer model is 
more representative of the 2-dimensional superconductivity in cuprates than the block model. 
It offers a number of possibilities for intergrowth structures and, in the family tree, some 
branches still remain to be discovered. In addition, as it is the case for the block representation 
of HTS, the relations structure-composition makes clear the deviations from stoïchiometric 
compositions and the doping of the CuO2 plane may be interpreted in terms of valence 
fluctuation of thallium in the (TlO) layer. The correspondence  between the block and the 
layer schemes for Tl-1223, written (TlO,BaO)[BaCa2(CuO2.5 0.5)2(CuO2 )] or (CuO2)-Ca-
(CuO2)-Ca-(CuO2)-BaO-TlO-BaO respectively, is given as an example in figure 1.  

O

Ba,Sr

Tl, Pb, Bi, Hg

Cu

Ca

Rock salt (AO) blockAdditional (AO) layer

Bridging (BO) layer

Conducting (DO2)

 Separating layer
  (C)

Oxygen deficient
Perovskite derived
blocks
Superconducting layersConducting (DO2)

Charge reservoir layer

Fig. 1. The TlBa2Ca2Cu3O9 phase described as perovskite-rock salt intergrowth layers (right) 
or as a stacking of atoms layers (left). Only one group of pyramidal CuO5 blocks has been 
represented for simplicity. 
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K.S.Aleksandrov and B.V.Beznosikov [56,57] included the HTS in their general 
studies on architecture and  hierarchies of perovskite-like crystals for which a block descrip-
tion is preferred to a layered analysis. The model is based on BX6 octahedra (named O), 
linked at their vertices. These blocks may be reduced to BX5 pyramids (P) or BX4 squares (Q) 
when the material is anion-deficient. The single TlO-layer cuprates are representative of such 
anion deficient multilayer Tl-12(n-1)n compounds with n up to 6 if Cu substitutes Tl [58]. As 
usually accepted, the double TlO-layer Tl-22(n-1)n series is representative of the Aurivillius 
phase-type: (Tl2O2)(A2Can-1CunO2n+4), A=Ba, Sr. The model suffers to be essentially 
geometric, but the systematic stacking of O, P and Q blocks, is an efficient "instrument" for 
the generation of new series of compounds with a perovskite-related structure. 

The precedent representations, although based on crystal chemistry are essentially 
empirical so that the structure-properties relations cannot emerge. A more physical view is 
needed to be introduced. The first step is perhaps due to P.Ganguly and N.Shah [59] who 
proposed to apply the AX3 close-packed description to the  layered cuprates. It is known that 
the perovskite ABO3 may be derived from a close-packed L12 (Pm3m), AuCu3 - type structure 
for AO3 by placing the atom B in the centre of the cubic unit cell [60]. Inversely, when the 
perovskite is defined with the A atom in the central position, removing it gives the ReO3

structure, DO9-type, suggesting then to describe cation-deficient perovskites as A*BX3, A* 
representing a cation vacancy. The second important point is that AX3 is also able to induce a 
DO22 closed-packed arrangement in the (112) plane [61]. P.Ganguly and N.Shah thus consid-
ered the rock-salt layers AO as derived from AX3 in which X2 rows have been removed.

X      A     X      A

X      X     X      X

A      X     A      X     A

X      X      X     X     

A      X     A      X     A 

X      X      X      X

A      X     A      X

+ B ---->

Triangular ordering                                     L12 -AuCu3                                      Perovskite ABX3of A 

Rectangular ordering of A

DO22- TiAl3

- X2

---->

Rock-salt layers

(111)

(112)

Fig. 2. The close-packing model for the perovskite ABX3 – type structure and for a rock-salt 
layer (AX)  
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In figure 2 the close-packed structures with a triangular ordering of A atoms in the 
plane (111) and a rectangular ordering of the same  atoms in the plane (112), leading to 
CuAu3 and TiAl3 respectively, have been represented. In outline, the route for the perovskite 
ABX3 and the NaCl layers is also shown. Note that in the tetragonal distorted DO22 structure, 
the successive mixed AX layers are displaced by [1/2,1/2,0]. This close-packed description 
allowed P.Ganguly and N.Shah to use, for the layered cuprates, the results of the physical 
metallurgy, such as the existence of antiphase boundaries in incommensurated phases in 
intermetallics. The role of the A cation on the phase stability and on the critical temperature 
Tc of the cuprate superconductors may be estimated. For instance, an average size for the A 
atom, rA= 1.02 Å, is found to be a constraint for the stability of the close-packed structure. 
This value may result from elements giving possibility for a mixed  valence state or from 
substitution, or from vacancies in the site under consideration. With the thallium systems, 
using the Shannon-radii [62] for Tl1+ (rTl

1+= 1.50 Å) and Tl3+(rTl
3+= 0.885 Å ) in octahedral 

coordination , the ideal value for rA is reached when the ratio Tl1+/Tl3+ = 0.28. Then about 22 
% of thallium ions in the TlO-layers should be monovalent. Similarly, when Pb2+ (rPb

2+ = 1.19 
Å) substitutes Tl3+ we find  Pb2+/Tl3+ = 0.82, meaning that thallium and lead would be nearly 
equally distributed to offer the greatest  stability of the (Tl,Pb)-m2(n-1)n compounds. The size 
effect explains the number of possible substitutions on the Tl-site and also intersite exchange 
between Tl and Ca which are often reported in the Tl-22(n-1)n series,  [63-67]. It has to be 
said that, even if the model cannot account for a complete understanding of the thallium 
superconductors, such as the existence of the single and double Tl-O layers, it presents some 
advantages comparatively to the stacking of blocks or of atoms layers, one of the most 
interesting being to clarify the coupling between the Tl-O and the CuO2 layers, via the values 
of a tolerance factor for the stability of the close-packed structure. It is noteworthy that the 
close-packed representation of HTS, in the sense of equivalence between alloys and 
perovskite-like structures has been recently extended to a large variety of materials by J.Hauk 
and K.Mika [68,69], on the basis of the one-dimensional ising- model of the metal lattice and 
the oxygen positions.  

Whatever the packing of the layers is described, one characteristic of the thallium 
cuprates is the presence of mixed valence states for Tl and Cu. For the latter, the coexistence 
of Cu3+ and Cu2+ i.e. the formation of holes in the (CuO2) layers, is assumed to be the key for 
high temperature superconductivity. For YBa2Cu3O7-  and for the Bi2Sr2Can-1CunOx systems 
this p-doping is accepted to be due to the oxygen excess in the charge reservoir layers [70,72]. 
The hole concentration is related with the total amount of oxygen atoms in the materials and 
may be measured by iodometric titration [73,74] if the valency of all cations is 
unambiguously known. For the thallium series, the solution chemistry titration [75-78] cannot 
provide so clear relation between the liberated iodine during the chemical reduction and the 
hole concentration because (i) the thallium concentration in the superconducting phases is 
subjected to fluctuate depending on the preparation method and (ii) even if the thallium 
content is known, the two oxidation states Tl3+ and Tl1+ may coexist. Then, the total oxygen 
content in the system can be obtained only in materials with known Tl concentration, but 
individual oxidations in the CuO2 and TlO layers cannot be distinguished [79]. In the early 
determination of the crystal structures of Tl-2212 and Tl-2223 the mutual substitution 
between the thallium and the calcium sites [65,80,81], suggested that the oxidation state of Tl 
is less than 3. The oxygen excess in between the double TlO layer (O4-position), possible 
substitutions of copper ions for thallium and thallium vacancies [82-84] are arguments for the 
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mixed valency of Tl in Tl-2201. Then, for the Tl-22(n-1)n series, it is of general agreement 
that holes in the CuO2 sheets depends on the thallium content in the material. For samples 
with a thallium content close to 2 per formula unit, the p-doping occurs from an overlap of the 
initially empty Tl-6s band and the conduction band of the CuO2 sheets. For the single TlO-
layer series, the wet chemistry titration tends to indicate that thallium is at his highest 
oxidation state Tl3+ meaning there is no electrons in the Tl-6s band of Tl and thus the doping 
of the CuO2 layers should be due to Tl vacancies and/or oxygen excess. However, detailed 
structural analysis of Tl-1223 single crystals [85] and recent X-ray photoemission 
investigations on the chemical bonding in Tl-1212, [86] gives a straightforward indication 
that Tl valency is close to, but not equal to 3. 

Relying on the fact that Cu3+ ions never have been really observed in HTS, 
H.Oesterreicher proposed to see the superconducting cuprates as subperoxides containing Oq

1-

2q anions, resulting of the mixture of O2- and O- [87-89]. The model is claimed to give a 
universal picture of HTS, also offering new interpretation of conventional results. For 
instance, the superconducting transition temperature Tc is found to scale with the O-/(O-+O2-)
ratio, due to a subperoxide charge order which promotes hole propagation in the CuO2 planes. 
The good agreement between calculated and observed Tc for the thallium systems is 
noticeable. 

Table1. Structural characteristics and critical temperature Tc for the thallium family members 
All distances are in Å 

Compounds a (Å) c(Å) d(Cu-Oap) d d' Tc(K) ref. 

Tl1.2Ba2Cu0.7O4.8 3.869(2) 9.694(9)   9.694 ns 48 
Tl0.9Ba1.2La0.8CuO4.86 3.8479 9.0909 2.5  9.091 52 90 
Tl1.17Ba2Ca0.83Cu2O6.75 3.8566(4) 12.754(2) 2.76 3.087 9.553 103 91 
TlBa2Ca0.5Nd0.5Cu2O6.86 3.87677(5) 12.6045(3) 2.626 3.287 9.317 40 92 
TlBa2Ca0.8Nd0.2Cu2O6.86 3.85638(5) 12.6534(2) 2.686 3.247 9.406 100 92 
TlSr2CaCu2O7 3.7859(1) 12.104(1) 2.31 3.3407 8.763 ns 93 
Tl1.2Sr2Ca0.8Cu2O6.86 3.79333(4) 12.1259(2) 2.389 3.332 8.794 60 94 
Tl0.5Pb0.5Sr2CaCu2O7 3.795(1) 12.094(5) 2.06 3.286 8.829 85 95 
Tl1.1Ba1.88Ca1.9Cu3O9 3.853 15.913 2.73 3.198 9.128 110 96 
TlBaSrCa2Cu3O9 3.8316(1) 15.5926(5) 2.54 3.287 9.019 103 97 
Tl0.5Pb0.5Sr2Ca2Cu3O9 3.81265(8) 15.2630(4) 2.292 3.2602 8.761 118 98 
Tl0.5Pb0.5Sr1.6Ba0.4Ca2Cu3O9 3.81863(7) 15.3511(4) 2.456 3.2667 8.818 116 98 
Tl0.8Bi0.2Sr1.6Ba0.4Ca2Cu3O9 3.8211(2) 15.4235(9) 2.383 3.279 8.865 113 99 
TlBa2Ca3Cu4O11 3.84809(5) 19.000(3) 2.638 3.201 9.451 114 100
Tl1.85Ba1.94Cu1.15O6 3.8608(4) 23.1332(5) 2.7  11.57 12.4 101
Tl1.7Ba2Ca0.9Cu2.3O8 3.857(1) 29.39(1) 2.646 3.231  95 48 
Tl2Ba2CaCu3O8 3.8550 29.318 2.700 3.166 11.49 110 102
Tl2Ba2Ca2Cu3O10 3.85101(1) 35.5824(1) 2.656 3.199 11.39 102 103
Tl2Ba2Ca3Cu4O12 3.85049(1) 41.9668(2) 2.729 3.233 11.46 109 104
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It could be expected that the charge transfer between the reservoir layers and the CuO2

planes affects the lattice parameters or some other characteristic lengths in the cell, such as 
the distance between the copper atoms and the oxygen atom in apical position in the CuO6 or 
CuO5 blocks. The separation distance d between two successive internal CuO2 planes, as well 
as the thickness d' of the rock-salt type layers between two CuO2 external planes, may also 
influence the transport properties, essentially the irreversibility line and the flux pinning. In 
table 1 the a- and c- cell parameters, the distance of the copper with the apical oxygen 
d(CuO2-CuO2), the distance between two consecutive CuO2 square-plane d, the distance 
between two consecutive CuO6 octaedra or CuO5 square-based pyramids d', and Tc of  the 
compounds of the thallium family are summarized.  

The crystallographic parameters of samples reported in table 1 result from structure 
refinements by X-ray or neutron diffraction. Only the tetragonal lattice, with the P4/mmm and 
I4/mmm space groups for the Tl-12(n-1)n and Tl-22(n-1)n series, respectively has been 
considered. As it was already indicated, Tl2Ba2CuO5 may also be prepared with an 
orthorhombic cell, Fmmm space group. Reversible conversion from orthorhombic to 
tetragonal type structure depends on the thallium and of the oxygen contents of the phase. It is 
the unique example in the high Tc's cuprates of a phase showing a superconducting critical 
temperature up to 90 K with two crystal symmetries. In addition to the data in table 1, it has to 
be noticed that for all thallium cuprates, the mean Cu-O distance in the CuO2 squared planes 
is 1.92(1) Å and is not correlate with Tc and that the warping of the basal layers slightly 
increases with the number of copper layers, specially in the double TlO series, with a O-Cu-O 
angle of 175.2° for Tl-2212 and 178.4° for Tl-2234. The Tl-O distance in the (001) direction 
is about 2 Å in all Tl-m2(n-1)n compounds.

The a and c lattice parameters of the tetragonal cell of a large quantity of samples not  
substituted [48, 77, 81-83, 91, 96, 105-110], thallium-  [98, 99, 111-120], barium- 
[93,94,95,97,121-123], and oxygen- [124,125] substituted, have been analysed. The most 
representative values are reported in figure 3 for the two series m=1 and m=2. It may be 
observed from this figure that the a cell parameter slightly decreases with the number of CuO2

layers. In addition, the size of the square basal plane is dependent on the nature of the 
substituted atoms for Tl (Pb, Hg, Bi) but more significantly when Sr, Y or rare earths La, Nd 
substitute Ba, and fluorine replaces oxygen. For instance, a is reduced of about 2 % when 
strontium replaces barium in the two-copper-layers compound of the m=1 series. The effect of 
substitution on the cell size also decreases as the number of CuO2 layers increases. Similar to 
a, for the two series Tl-12(n-1)n and Tl-22(n-1)n, the size of the substituting ion has some  
influence on the c-parameter which is also distorted of about 3% comparatively to the non 
substituted phases and which increases linearly with n. For the single TlO layer compounds, it 
is found that c1= 3.19(3).n + 6.31(9) and for m=2,  c2= 6.27(4).n + 16.9(1). For m=1, the 
relation simply describes the packing of the layers c ~ (n-1)dCuO-CuO + 2.dCu-Oap + 2 dTl-O. In 
m=2 phases, c2 is not exactly twice c1 due to the addition of a TlO-layer and also to the 
change in the barium coordination number which is 12 in the single and 9 in the double TlO 
compounds. The relations above mentioned includes all anionic or cationic substituted phases, 
indicating that bonds in the c-direction can accommodate with a large range of ionic radii.  
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A common feature of the thallium superconducting phases with other cuprates is that the 
distance (CuOap) between the copper atoms and the apical oxygen in pyramidal CuO5 or 
octahedral CuO6 blocks, as well as the distance of two consecutive CuO2 layers cannot be 
clearly related with Tc as may be seen in figure 4.  For the latter however, a sharp drop in Tc is 
observed for d(CuO2-CuO2) > 3.30 Å. However, when considering the transport properties, 
the distance d' between the CuO2 planes separated by the insulating and charge reservoir 
layers was found to be correlated with the irreversibility line, which is drastically displaced 
towards high values when d' is shortened [126,128].  

In addition to these features, it is well known that for the two series m=1 and m=2, the 
critical temperature increases as the number of CuO2 layers increases up to n= 3 and then 
decreases for n=4. Even if not reflected on Tc, it is obvious that the selected distances Cu-Oap,
d(CuO2-CuO2) and d' are important parameters for the cohesive energy of the unit cells. For 
the two TlO layered phases Yang et al. [129] calculated the combinative energy of the 
perovskite and the rock-salt blocks and found it is closely related to Tc going through a 
minimum value (12.98 eV) as Tc is maximum (Tc = 128.5 K) for Tl-2223. 
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3. THE PHASE STABILITY OF THE SUBSTITUTED THALLIUM CUPRATES 

The study of substitutions in the thallium cuprates was originated by the behaviour of the 
copper valence in the two families. Greenblatt et al.[41] noticed that the valence of copper for 
all the compounds of the single TlO-layer series, TlBa2Can-1CunO2n+3 is (2+1/n)+ assuming  
thallium is 3+, as really observed. Then for Tl-1201, Tl-1212, Tl1223 and Tl-1234, we should 
find Cu3+, Cu2.5+, Cu2.33+ and Cu2.25+, respectively. The thermodynamic  stability of the phases 
in this series was claimed to be affected by such high values of the copper valence and may 
explain the difficulties encountered to prepare pure samples. It is then suggested to replace 
thallium by metals with higher oxidation numbers.The behaviour of the double TlO materials, 
with the ideal stoichiometry Tl2Ba2Can-1CunO2n+4 is on the opposite side with a valence of 
copper being strictly 2+. Accepting that the occurrence of superconductivity is related to a 
mixed valence state, high Tc's for m=2 needs to generate some Cu3+ or Cu1+ ions, for instance 
by inducing a thallium deficiency or an oxygen excess. As for m= 1, it is also possible to 
modify the hole or the electronic concentration in the CuO2 layers by substitution: Pb2+ or 
Hg2+ on thallium sites, rare earth elements on the barium and calcium sites or fluorine on the 
oxygen site. Then substitutions in thallium cuprates have for main objective to study the 
change in the doping level of the CuO2 sheets and to reach an optimum value of about 2.2-2.3 
for the valence of the copper. A posteriori these substitutions have been found to make easier 
the preparation of some compounds essentially in the m= 1 family. In table 2 are reported the 
Shannon radii [62] of the most used ions for substitution comparatively to the radii of initial 
ions: Tl3+, Ba2+, Ca2+, Cu2+ and O2-. For the lead and the bismuth ions, a mixed valence state 
may occur increasing the number of possible distributions on the thallium sites. 

Table 2. Shannon radii of some substituting ions in the superconducting thallium cuprates . 
The coordination numbers are given in brackets 

Tl 3+ Tl 1+ Pb 4+ Bi 5+ Hg 2+ Ba 2+ Sr 2+ La 3+ Ca 2+ 
0.885(6) 1.5(6) 0.775(6)  0.76(6) 1.02(6) 1.47(9) 1.31(9) 1.216(9) 1.12(8)
     1.61(12) 1.44(12) 1.36(12) 
Y 3+ Nd 3+ Gd 3+ Cd 2+ Li 1+ B 3+ Rb 1+ O 2- F 1- 
1.019 1.108(8) 1.053(8) 1.10(8) 0.76(6) 0.27(6) 1.52(6) 1.4(6) 1.33(6)

3.1 Substitutions in the double Tl-O layered systems 

In tetragonal Tl-2201, A.K.Ganguli and Subramanian [130] and Käll et al.[131] replaced Ba 
by Sr and found that superconductivity is suppressed for a substitution ratio Ba/(Ba+Sr) of 30 
% to 50 %, depending on the initial Tc, 55K and 90 K respectively. The introduction of Sr in 
the Ba sites results on a compression of the bond lengths round this site; in particular the Cu-
Oap distance is shortened allowing an increased charge transfer from the charge reservoir layer 
to the CuO2 planes which then becomes overdoped.  La3+ was found to have a solubility limit 
x= 0.2-0.3 in both tetragonal and orthorhombic Tl2Ba2-xLaxCuO5 [81, 132,133]. There is no 
clear indication on the possibility to substitute oxygen by fluorine in Tl-2201 but Sun et 
al.[134] reported the formation of  "near pure" phase by using a mixture of xBaF2 and  
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(2-x)BaO2 in the preparation process. For x=0.6 a critical temperature of 100 K was 
measured, which is about 8 K higher that for the best Tl-2201 oxide material.  

Because calcium (and possibly copper) is present on the thallium sites, it may be said 
that the Tl-2212 compound is a kind of "self-substituted" phase, but, if we restrict our 
investigation to ions different of the mother series, mercury has been reported to substitute 
thallium. Thopart et al.[66] replaced up to 18% thallium by Hg. No special ordering in the 
(Tl,Hg)O layers was observed. Hg substitution has poor influence on the critical temperature 
(Tc=110 K) and on the irreversibility lines. The (Tl,Hg)-2212 solid solution extends up to a 
value less than 50% Hg as may be seen on samples prepared by Tatsuki et al. [135] in their 
measurement of the thermoelectric power of (Tl0.5Hg0.5)-2212. Interested to the relation 
between doping and crystallographic structure, and taking into account the work of Sequeira 
et al. [136] in which nearly 50% of Tl was replaced by K+ without incidence on the critical 
temperature, Morosin et al. [113] determined the structural parameters of Rb+- substituted Tl-
2212. Due to the difference between the atomic number of Tl and Rb, the amount of rubidium 
determined by X-ray refinements cannot be given with high accuracy. It was estimated  that 
17% could be the limit for the uptake of Rb from more rich fluxes. The Tc onset of the 
resulting single phase samples was in the range of 107-112 K. E.A.Hayri and M.Greenblatt 
[137] found that the solid solution obtained by replacing Ba by Sr extends up to nearly 50%.  
As for Tl-2201, Käll et al.[131] explain the decrease of Tc from 110 K to 100K by a 
compression of the bonds near the (Ba,Sr) sites. In their study of the electrical resistivity of 
Tl2Ba2Ca1-xRxCu2O8- , R=Nd3+, Gd3+, Awad et al.[138] found that the c-parameter of the 
tetragonal cell decreases linearly with the rare earth content x with a slope dc/dx =-0.056 for 
Nd and -0.0524 for Gd. The solubility limit seems to be in the range of the compositions 
prepared by the authors, x=0.6 for Nd and x=0.4 for Gd. Superconductivity is suppressed at a 
critical composition xc = 0.369 and xc=0.259 and the samples become semiconductor at x=0.6 
and x=0.4, for Nd and Gd, respectively. This behaviour is similar to that reported by 
Paranthaman et al. [139] for Y with x=0.3. To study the normal state pseudogap in the density 
of state at the Fermi level, Poddar et al. [140] examined the suppression of Tc by doping the 
CuO2 planes by cobalt in Tl2Ba2Ca2-xYx(Cu1-yCoy)2O8+  and found that this suppression is 
more rapid in the underdoped region. An inverse power law with hole concentration is found 
for the magnitude of the pseudogap. 

It is now established that Tl-2223 samples prepared with the stoïchiometric ratio 
Tl:Ba:Ca:Cu = 2:2:2:3 are multiphase, containing Tl-2212 as main impurity but also the 
(Ca,Tl)CuO2 solid solution and the Tl-rich binary phase Tl2Ca3O6 [44]. Usually, thallium 
vacancies up to 12 % and about 10% calcium substitution on the thallium sites  are conditions 
to prepare single phase Tl2-x-zBa2Ca2+xCu3O10. A zero resistance temperature at  Tc = 127 K 
(130 K for a diamagnetic response), the highest critical temperature in the thallium systems 
has been measured by Kaneko et al. [26] for a sample with the composition 
Tl1.7Ba2Ca2.3Cu3O10. In agreement with R.S.Liu and P.P.Edwards [141], Paranthaman et al 
[142] reported that the solubility limit of Ca in the double TlO-layer is x=0.4. In reality, the 
composition of the sample, found by wet chemistry analysis is Tl1.33Ba2Ca2.4Cu3O9.67. The 
authors demonstrated that introducing Ca in the Tl-sites contributed to the hole concentration 
optimisation. It must be noticed that Maignan et al. [143] have grown from the melt Tl-2223 
single crystals of composition Tl1.95Ba2Ca2.05Cu3O10-  with typical superconducting properties 
(Tc=124 K and Jc

(a,b) ~ 106 A.cm-2), indicating that the doping is due essentially to the 
presence of Ca2+ in the Tl-sites and that pinning does not depend on punctual defects. In the 



845

same register of "self-substituted" phase, copper was also claimed to partially occupied the 
thallium sites. Sinclair et al. [144] showed that Cu excess and  calcium deficiency in 
(Tl1.72Cu.28)Ba2(Ca1.86Tl0.14)Cu3O10 favours the formation of a Tl-2223 phase  with  Tc = 125 
K. Rubidium was also inserted in the double TlO layer by Morosin et al. [113] which 
encountered the same analytical difficulties than for Tl-2212. Nevertheless, it may be 
accepted that about 20% of the thallium sites are occupied by Rb. The Tc is not correlated 
with the Rb content and was found to range between 116 K to 120 K. From the work of Xin et 
al. [145] it is difficult to separate substitution from compositional effects in a series of 
Tl2M0.2Ba2Ca2Cu3Ox, all multiphase samples, where M is an alkaline or a transition metal. 
Nevertheless, it is interesting to note that 95% to 98% Tl-2223 was prepared with M= Ti, Zn 
and Hg with Tc of 115 K, 112 K and 120 K, respectively. Singh et al. [146] introduced Cd in 
the preparation of thin films by a spray pyrolysis process. The doping favours the formation 
of a single phase film and enhances the superconducting temperature up to 124 K for 0.2 Cd 
ions per formula unit. It is then deduced that Cd has similar effect than Ca, substituting Tl 
and/or filling the vacancies in the TlO-layers. Transport critical currents jc = 1.12 105 A.cm-2

have been measured at 77 K in self field and the films showed predominantly c-axis 
orientation. Starting from a mixture adjusted to form single phase Tl1.8Ba2Ca2.2Cu3Ox, Kayed 
et al. [146] added up to 3 mol.% of Li+. After a heat treatment (890°C for 3h in oxygen), 
appropriate to form preferably Tl-2212, the samples prepared with addition of 0.29 mol.% Li 
consisted mainly in Tl-2223. This behaviour at least indicates that small quantities of lithium 
may be used to improve the formation of Tl-2223, similarly as observed by the same author 
for 0.8-1 % boron additions [147]. Fluorination by a diffusion substrate-coating couple 
process using TlF as partial thallium source has been reported by Kikuchi et al. [148] who 
concluded that F-additions increases the critical transport current and shifts the irreversibility 
to higher temperature. The effect on phase formation is not clear due to the fact that the 
diffusion couple is multiphase.

3.2 Substitutions in the single Tl-O layered systems 

It was already mentioned that in the single TlO-layered thallium cuprates the copper valence 
is between 2.2+ and 3+, so that holes in the CuO2 sheets may control the superconducting 
state. The optimum doping value may be reached, as for the members of the m=2 series by 
changing the thallium or the oxygen content of the phases but the oxygen non stoïchiometry 
has been more evidenced in the double TlO layer than in the single one. For instance, 
D.M.Ogborne and M.T.Weller [123] noticed that in Tl-2212, the O(3) sites of the in plane 
TlO layer are vacant up to 6% whereas in Tl-1212 only 1% change in oxygen stoïchiometry 
may be observed. Then substitution appears to be most efficient procedure to optimise the 
superconducting properties. Usually, in this m= 1 series, simultaneous substitution on the 
thallium and on the barium sites is claimed to result in the stabilization of both 
thermodynamic and superconducting properties. We observe that Pb4+ and Bi5+ for Tl3+ and 
trivalent rare earths for barium may be used to inject electrons in the CuO2 layers whereas 
only size effects are expected when Sr is used instead of  Ba. Studer et al.[149] by X-ray 
absorption spectroscopy showed that the lead valence is +4 in the series 
Tl0.5Pb0.5(Sr,Ca)n+1CunO2n+4+  with n=1-3. One of the problems encountered when thallium 
and barium are respectively substituted by lead and strontium, is the reaction pathway through 
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stable barium plombate perovskite and/or strontium-calcium cuprates which affects the 
kinetics of formation of the superconducting phases.  

It is argued that the formal valence of copper (3+) in the first member of the m=1 
family, TlBa2CuO5-  is the reason why most of the samples are not superconducting (  = 0) or 
shows either a very low critical temperature (9.5 K) [121] or a "metastable" superconductivity 
around 25 K [122]. The Tl-1201 phase was stabilized by Letouzé et al. [112] who prepared a 
chromium-substituted single phase Tl0.8(CrO4)0.2Ba2CuO4.3-  in which chromate groups where 
evidenced, the Cr(6+) ions being on the Tl sites. The sample showed stable superconductivity 
at 42 K. A number of double substitutions (Pb,Bi) for Tl and Sr for Ba have been 
experimented. As a general trend if  barium is completely replaced by strontium, in 
TlSr2CuO5, and in the solid solutions (Tl1-xBix)Sr2CuO5 and (Tl1-xPbx)Sr2CuO5 superconduc 
tivity is difficult to be observed [150, 41,111]. A size effect on the band filling and the 
increased possibility for Ca2+ sites to accept thallium ions are presumably the reasons which 
promote superconductivity in TlBaSrCuO5 where half of Ba2+ ions have been replaced by 
smaller Sr2+ and for which Tc = 43 K [121]. However, more enhancement of the critical 
temperature is obtained when La3+ in placed on the alkaline earth site independent on thallium 
substitution. Subramanian et al.[90] and Ku et al.[122]  prepared TlBa2-xLaxCuO5 with x up to 
0.8 and reproducible Tc from 45 K to 57 K. Shi et al. [151] obtained similar results in the 
(Tl,Pb)(A,R)2CuO5 systems with A= Ba, Sr and R= La, Pr and Nd. The highest critical 
temperature in the system has been measured in samples where some oxygen are supposed to 
be substituted by fluorine. M.A.Subramanian [124] used TlF as fluorine source to produce 
TlBa2CuO5-xFx single phase samples for x ≤ 0.5 with Tc onset in the range 35-75 K. In such 
materials, the fluorine doping effect is not sufficient to explain such high Tc because the 
formal valence of copper (between 2.5+ and 2.8+) lies above the optimum value. Formation 
of oxygen vacancies during the preparation process is then expected. 

Contradictory to Tl-1201, TlBa2CaCu2O7 is easily prepared with a  superconducting 
critical temperature of 103 K [91]. From a structural point of view the phase is very similar to 
YBa2Cu3O7-  which is the reference material for transport applications of superconductivity at 
77 K. Then, with a Tc 10 K higher, Tl-1212 offers promising pinning properties and accounts 
for the large number of substitutions studies. From an electronic point of view, the formal 
valence of copper is 2.5. For not substituted quenched-annealed samples, Nakajima et al.[152] 
pointed out the extreme effect of the oxygen content on Tc. When oxygen-annealed specimens 
are heated at low temperature (500°C) in nitrogen, 0.5% of oxygen atoms are released and Tc

jumps from 80 K to 110 K. Small changes in oxygen stoïchiometry during the preparation 
process are probably responsible for the behaviour of samples where barium was fully 
replaced by strontium. TlSr2CaCu2O7 has been found not superconducting [93] or with Tc

ranging from 20 to 75 K [95,153]. Similarly to Tl-1201, the intermediate TlBaSrCaCu2O7

phase seems to take benefits of the substitution of Ba2+ by Sr2+ since Tc as high as 94 K was 
reported by Gopalakrishnan et al. [116]. Due to the difficulty to clearly identify the reasons 
for high critical temperature multi-site substitution has been extensively studied. We can 
summarize the main expectations: (i) lead, bismuth  and chromium for thallium are supposed 
to increase the hole concentration in the CuO2 planes; (ii) strontium from barium shrinks the 
cell decreasing substantially the d' distance between 2 consecutive CuO5 or CuO6 blocks, thus 
favouring charge transfer;(iii) The latter is however more efficient when trivalent rare earths 
partially occupy the Ca2+ site. A special mention has to be assigned to oxygen exchange by 
fluorine or chlorine due to experimental difficulties to quantify the substitution amount. 
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Table 3. Summary of superconducting  properties of substituted Tl-1212 phase 

Compound Tc (K) Main Ref.
TlBa2CaCu2O7- 80-110  =0.035: Optimum hole amount 152
TlBa2CaCu2O7-  100-116 single crystal;  anneal 400°C / Ar 

→ Tc unchanged 
115

TlBaSrCaCuO7 94 after slow cooling in nitrogen 116

TlSr2CaCu2O7-

(Tl0.5Pb0.5)Sr2CaCu2O7

47
85

69-77

about 90% of Tl-2212 
pure Tl-1212; lamellar crystals 
depending on the heat treatment; change 
in oxygen stoichiometry is around 1%  

95

123

Tl0.961Cr0.100Sr2Ca0.93 Cu2Oy 101 nearly pure phase; Cr at high valence 
state 

114

Tl0.55Bi0.45Sr2CaCu2 94.9 10% of Ca sites substituted by Tl; platelet 
morphology- Jc(50K,2T) 104 A/cm2

115

Tl0.5Pb0.5Sr2Ca1-xYxCu2Oy 110 absence of oxygen effects on Tc 154
TlBa2Ca1-xNdxCu2O7-

x=0.2, 0.5 and 1 
0-100 all samples are single phase Tl-1212; x=1 

not superconducting  
for x=0.2 and 0.5 → =0.14; holes 
governs superconductivity but not 
necessary due to the TlO layer 

92

(TlPb)Ba0.4Sr1.6Ca0.8R0.2Cu2Ox

R= rare earths 
23.9-
100.1

all samples are single phase; the low Tc is 
for Ce, the highest for Sm. 

155

Tl(Sr2-xCex)CaCu2O7 x<0.6 
TlSr2(Ca1-yCey)Cu2O7 x<0.7 

Tl(Sr2-xRx)CaCu2O7 R=Sm,Eu, 
Dy; 0.1<x<1   

Tl(Sr2-xRx)CaCu2O7 R=rare 
earth

0-62

80

90

single phase samples except for x=y=0; 
maximum Tc for x= y= 0.35; Transition 
metal-insulator for x= 0.6 at T=150K; 
from resistivity Ln ~ Tn, n=1/4→ 3D 
hopping mechanism 

156

157

158

TlBa2Ca1-xYxCu2O7 96 (Ca,Y) complete solid solution; for 
x=0.3-0.5, Tc suppressed by 
inhomogeneous hole distribution; 
existence of a spin-gap 

159

(Tl,Cr0.15)Sr2(Ca0.9Pr0.1)Cu2O7-x 84-86 Ag-sheathed tapes dominated by weak-
links no significant anisotropic transport 
properties, comparatively to Bi-2223; Pr 
stabilizes the phase; Cr enhances Tc

160

TlA2RCu2O7-x A= Ba,Sr;
R= RE,Y,Ca 

 coexistence superconductivity-magnetic 
ordering 

161

TlSr2CaCu2O7-xAx    A=F,Cl 35-50 SrF2 and CaCl2 used as F and Cl sources; 
single phase for F up to x<1.5; Cl 
prevents the Tl-1212 formation;  

162

TlSr2CaCu2O7-xFx 0-110 CaF2 used as F source; x=0 is not 
supercon ducting; maximum Tc when 
CaO complete ly replaced by CaF2;
optimum F content 

125
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Some results of such substitutions on superconducting properties have been 
summarized in table 3 in which it may be noticed that, as a matter of fact, the highest critical 
temperatures (110-116) have been measured on non-substituted TlBa2CaCuO7-x parent phase 
by optimising the heat treatment in order to produce the more efficient doping on the CuO2

layers. The same result has been observed by using a fluorine component (SrF2 or CaF2 ) in 
the preparation process of the superconducting phase. Again, it is worth noting that fluorine 
was never directly observed on the oxygen sites but its effect on the superconducting 
properties, on the melting temperature and on the mechanical properties of the phase are 
arguments for giving some credibility to an effective substitution. The failure to form the Tl-
1212 phase by chlorine doping, due to the large Cl- ionic radius compared with F-, may also 
induce similar conclusion. The effect of the replacement of oxygen by fluorine on the 
superconductivity of the thallium cuprates is to reduce the hole carrier number in the CuO2

layers. This is also realized when Sr and Ca are substituted by trivalent rare earths with the 
insurance that substitution really occurs in the expected sites. Such cationic substitutions give 
rise to extended solid solutions in which  transitions from non superconducting metallic to 
insulator state may be studied. We observe that substitutions on the thallium site, by lead or 
bismuth are always associated with at least partial replacement of Ba by Sr.  

Considering now the stabilization of the phase by partial substitution, some comments 
are needed. Most of the papers in the literature mentions that the Tl-12(n-1)n compounds are 
more stable when they are substituted phases. As a matter of fact,  it has to be understood that 
"more stable" here means that these substituted phases are easier to be formed due to their 
formation at a lower temperature than the parent compound and also appears as more pure   
materials. In any case this behaviour may account for thermodynamic stability. It more likely 
reflects the kinetics of the phase formation. To my knowledge, no systematic study of the 
thermodynamic properties of the substituted thallium cuprates has been reported, excepted for 
the m= 1, n= 3 member of the series that will be discussed in detail hereafter.  

3.3 Phase stability of substituted Tl-1223 phase 

The superconducting properties of the single layer TlBa2Ca2Cu3O9- , with possible critical 
temperatures approaching 130 K, a high temperature irreversibility line with a 3D-like 
behaviour which well compares with YBa2Cu3O7 and the infinite possibilities of substitutions 
which are expected to promote pinning centres, here are enough reasons to justify a special 
attention to the phase. Most of the reports on the compound concerns the substituted phase 
which was found to be more easily prepared than the parent material. Recently we have 
demonstrated that a careful analysis of the reaction path for the phase formation may help to 
prepare nearly pure TlBa2Ca2Cu3Ox (93%) with similar, if not enhanced superconducting 
properties. This is illustrated by the irreversibility field behaviour as a function of the 
temperature for TlBa2Ca2Cu3O9- , (Tl0.5Pb0.5)(Sr1.6Ba0.4)Ca2Cu3Ox [163], (Tl0.6Pb0.2Bi0.2)Sr1.8

Ba0.2Ca2Cu3Ox [164] and YBa2Cu3O7-  [165] (fig.5). We have found for some not substituted 
samples a high temperature irreversibility line very close to (Tl,Pb,Bi)-1223 but the most 
usual behaviour is similar to (Tl,Pb)-1223 [44,67]. It may argued, on the view of careful 
analysis of X-ray diffraction patterns and of the ac.susceptibility measurement of the Tc of 
Tl1.05Ba2Ca2Cu3Oy (fig.6), that the high temperature irreversibility line is due to intergrowths 
of Tl-1223 and Tl-2223 phases [67,166]. Note in the inset of figure 6 the derivative of the ac. 
susceptibility which reveals the presence in the powdered sample of four superconducting  
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Fig. 5. Irreversibility field for thallium cuprates compared with YBCO 

Fig. 6. Low angle part of the X-ray diffraction pattern of  Tl1.05Ba2Ca2Cu3Oy showing 
coexistence of Tl-1223 with 2 intergrowth phases (1223/2223) and (1223/2223/2223) (left) 
and the ac.susceptibility curve for the same powder sample which clearly shows in the inset 4 
superconducting transitions (right) 
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Fig. 7. Platelet-like grains of TlBa2Ca2Cu3O9- . The mean size of the grains is 20 µm and their 
thickness 5 µm 

phases whereas the low angle X-ray diffraction pattern indicates Tl-1223 and two intergrowth 
phases (1223/2223) and (1223/2223/2223). However, it was found that the structure 
refinement is improved when (1223/2223/2223/2223) is also considered, in agreement with 
the 4 Tc signatures. Intergrowths are frequently encountered in the high temperature 
superconducting systems; in the thallium compounds their presence is favoured by the 
existence of the two series m= 1 and m= 2, by the pathway for the formation of Tl-1223 
which implies Tl-2223 and therefore includes equilibrium state between the two phases, and 
finally, as recently showed by Iyo et al. [167,168] with samples prepared under high pressure 
(3.5 GPa), by carbon contamination which promotes the formation of Tl-2223. For the 
generation of "powder in tube" conductors, the transport properties however remained far 
from expected if we refer to the intrinsic superconducting properties and to the platelet-like 
Tl-1223 grains grown from Tl-2223 (figure 7) in the reaction pathway. 

Returning to the hole doping description of the high temperature superconducting 
phases, the formal copper valence in Tl-1223 is +1.33, near the optimum value. As for Tl-
1212, and for similar reasons replacement of Ba2+ by Sr2+ was attempted but only the use of 
high pressure (6GPa) allowed the preparation of single phase samples TlSr2Ca2Cu3O9-  [169] 
with Tc= 86 K. Martin et al. [97] were more successful  with TlBaSrCa2Cu3O9-  with Tc =103 
K which may be increased up to 116 K after annealing at 280°C for very short times (15 min) 
in a reducing atmosphere. At so low annealing temperature, oxygen is removed from the cell, 
contributing to injects electrons in the CuO2 layers and then to reduce the hole concentration. 
Substitution on the thallium site by Hg with a Ba-based phase with the objective to increase 
pinning effects have been reported [170,171] in (Tl0.7Hg0.3)-1223. In a series of publications, 
Awad et al.[172] found that Ni and Zn may replace Tl with solubility limits of 0.3 and 0.4 
respectively but with contradictory effects on Tc. The same author [173,174] reported 
activation energies for the flux motion in (Tl-Pr,Yb)-1223, single phase up to 20-30% 
substitution. Tl-1223 is the major component of multiphase [TlxCu1-x]Ba2Ca2Cu3Oz samples 
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prepared under high pressures by Yamamoto et al [175] and Tanaka et al.[176] for the study 
of Tl-valence fluctuations. The impurity phases may be others thallium cuprates (Tl-1212, Tl-
1234) or BaCuO2, Ca0.8CuO2 and CuO depending on the applied pressure. Weight losses 
attributed to oxygen during annealing at 350°C indicate that 0.4 Tl3+ per formula unit are 
converted to Tl1+ giving a Tc rise from 97.6 K for as synthesized samples to 125.6 K. Looking 
for a new superconducting phase, Chen et al. [177] discovered in the strontium-based 
TlSr2Ca2Cu3Oz, than vanadium may be inserted in the thallium sites up to a ratio Tl:V = 1:1, 
but the most remarkable results are due to Liu et al. [178,179] who increased the critical 
temperature of (Tl0.5Pb0.5)Sr2Ca2Cu3O9 up to 130 K after long evacuated anneal in vacuum 
and proved that such samples may transport currents as high as Jc = 1.24 105 A.cm-2 at 77 K 
under a 1 T field. The 3-D character of the irreversibility field which in this phase, is 
supposed to be responsible for high Jc, rather than creation of pinning centres, was observed 
from heat capacity measurements above Tc. The superconducting properties of such (Tl,Pb)-
1223 then being comparable to YBCO but about 30 K higher, may be considered as the 
starting point of the credibility for thallium cuprates to be used in transport applications even 
if Doi et al. [180] first published interesting results on the formation of pinning centres not 
attributed to impurity precipitates, for double substituted (Tl0.5Pb0.5)(Sr1.6Ba0.4)Ca2Cu3Ox.
Double substitution in the Tl-and Ba-sites have been extensively studied [98,99,119,181-187] 
in order to understand the phase formation, to determine its homogeneity range and to 
optimise the sample microstructure for the improvement of the superconducting properties.  

The reaction pathway for the formation of the substituted Tl-1223 phase depends on 
the nature of the substitution element. In developing long length (Tl0.78Bi0.22)Sr1.6Ba0.4

Ca2Cu3Ox wires Miller et al.[188] reported the transitory or equilibrium precipitation of 
BaBiO2.77 and of  (Ca,Sr)-Cu-O mixed oxides but the (TlBi)-1212 phase precedes the 
formation of (Tl,Bi)-1223 and all the bismuth atoms which will be further in the latter are 
already included in the former. K.Lebbou [163] and S.Trosset-Jarnieux [189] have 
extensively studied the reaction pathway, the kinetics for the phase formation and the phase 
equilibrium of substituted (Tl,Pb,Bi)(Sr,Ba)Ca2Cu3Ox. It is important here to point out the 
extreme complexity of the substituted systems because the (Tl,Pb)(Ba,Sr)-1223 phase belongs 
to a six component oxide system (TlO1.5)- (PbO)- (BaO)- (SrO)- (CaO)- (CuO), assuming that 
all metallic oxides are stable in the pressure-temperature field investigated. The knowledge of 
the equilibrium states requires the study of 57 equilibrium phase diagrams! We can restrict 
our investigation by focussing our attention to sections which contains the impurity phases 
formed in the ultimate step of the preparation of (Tl,Pb)-1223, namely the (Ca,Sr)pCuOx the 
perovskite (Tl,Pb)(Ba,Sr)O3 phases, the calcium plumbate phase Ca2PbO4 and the two-CuO2

layered neighbouring phase (Tl,Pb)(Ba,Sr)2Ca2Cu3Oz. For kinetics studies, it is also important 
to understand the equilibrium implied in the precursor material which does not contain 
thallium "(Ba,Sr)2Ca2Cu3Ox" but which may govern a reaction pathway as we have found for 
the unsubstituted Tl-1223 phase [44]. The ternary CaO-SrO-CuO system containing the 
precursor mixture "Sr2Ca2Cu3Ox" for the preparation of the Sr-based (Tl,Pb)-1223 was 
revisited at 950°C by Lebbou [163, 190]. The precursor is two-phase (Sr,Ca)CuO2 and 
(Sr,Ca)2CuO3. On substituting Ba for Sr, it is necessary to investigate the quaternary BaO-
CaO-SrO-CuO system. On the "Ba2Ca2Cu3Ox- Sr2Ca2Cu3Ox" line the equilibrium states imply 
extended solid solutions of the binary compounds SrCuO2 Sr2CuO3, BaCuO2 as major 
components. Sr14Cu24Ox and Ba4CaCu3Ox were also found to participate to the equilibrium 
[189,191]. The solid state equilibrium in the field forming the perovskite compound 
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(Tl,Pb)(Ba,Sr)O3 has been established [192]. No quaternary new phase could be detected in 
the Tl2Ba2O5-Tl2Sr4O7-PbSrO3-PbBaO3 section and the equilibrium diagram at 840°C shows 
an extended PbBaO3 solid solution on Tl and Sr substitution for Pb and Ba, respectively. 

The description of a single phase field in the six-component system needs 7 
independent intensive thermodynamic variables!  In order to limit this number, we can fix the 
temperature and the pressure of the equilibrium and add the compositional constraints for 
copper and calcium which are necessary xCuO = 0.375 and xCaO = 0.25. Then the Gibbs rule 
for the variance of the system becomes ν = 4 –  and a single phase field now belongs to a 
three-dimensional space. In this space all the (TlyPb1-y)(SrxBa1-x)-1223 stoichiometric 
compositions are located in a parallelogram with terminal vortexes TlBa-1223, TlSr-1223, 
PbBa-1223 and PbSr-1223. The homogeneity range at about 950°C of the (Tl,Pb)(Ba,Sr)-
1223 phase has been represented in Fig.7  
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All the phases surrounding the (Tl,Pb)(Ba,Sr)-1223 field reported in Fig.7 are substituted 
(Tl,Pb)- and (Ba,Sr,Ca)-oxides. We note that the most usual composition for current transport 
studies, (Tl0.5Pb0.5)(Ba0.4Sr1.6)Ca2Cu3Ox is at the limit of the single phase field which, in open 
system, is stable up to 820°C-860°C, the temperature range at which thallium starts to 
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decompose. Studying the melting and the vaporization of the (Tl,Pb)(Ba,Sr)-1223 phase, 
Cook et al. [193] found by thermal and thermogravimetric analyses (DTA/TG) in oxygen 
flow, two main events on heating in the temperature ranges 920°C - 980°C. Other groups 
[163,189,194] confirmed the existence of two endothermic reactions but at temperatures 
slightly higher (960°C-1000°C). The temperatures discrepancy is probably due to the use of 
alumina for the sample container rather than MgO. In multiphase samples a third DTA signal, 
at about 860-880°C, not correlated to weight change, and with small intensity has to be 
attributed to solid state reactions between the impurity phases. The high temperature 
behaviour in the compositional field under interest has been represented in Fig.9.  
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The single phase limits are reduced at high temperature only in the barium-rich corner. 
Indeed, TlBa2Ca2Cu3Ox starts to decompose at 938°C, about 20°C below the strontium 
containing compounds. It is an argument for the highest stability of substituted phases. The 
first significant endothermic reaction occurs at 960°C for Tl-rich compositions and 980°C in 
the Pb-rich side. It corresponds to the decomposition of the (Tl,Pb)-1223 phase to (Tl,Pb)-
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1212, perovskite (Ba,Sr)PbO3, calcium plombate (Ca,Sr)2PbO4 or (Ca,Sr)-cuprates, depending 
on the starting composition. It is not clearly established yet if a liquid phase participates to 
this decomposition but thallium (or thallium-lead) losses are strongly associated to the DTA 
signal and then could be significant of a peritectic-like reaction. The second DTA peak 
reported in Fig.9 reflects the liquidus surface which seems to form a kind of valley in the 
central part of the diagram, suggesting a eutectic reaction.  

Contrary to TlBa2Ca2Cu3Oz the formation (Tl1-xPbx)(Sr1-yBay)2Ca2Cu3Oz, does not 
implies the double TlO layer series even in lead-free, barium substituted samples. This is due 
to the equilibrium composition of the precursor mixture which contains, as already 
mentioned, solid solutions of (Sr,Ca,Ba)-cuprates in which thallium is consumed to form 
Sr4Tl2O7 during the thallination process. It is not expected that the first members of the double 
TlO series could be  grown from this precursor. The first superconducting compound to be 
formed at 830°C in the reaction pathway is (Tl,Pb)-1212. The homogeneity field of this phase 
is very similar to that of (Tl,Pb)-1223 with the difference that the barium-free compound may 
be obtained easily for 0.3< Tl/Pb< 0.5.   

To close this review on the substitution (Tl,Pb)-(Ba,Sr) effects on the thermal 
behaviour of the Tl-1223 phase, it is note worthy that bismuth may substitute thallium  
[163,182,183,185,187,194,195] but no more than 20% of bismuth atoms may be present in 
the thallium site for single phase samples. For Ba:Sr = 0.4:0.6 and a Bi content 0.2 < x < 0.4 
BaBiO3 is found to coexist with Tl-1223 and the decomposition temperature in oxygen is 
944°C, very close the value for the corresponding pure thallium compound. However Bi has 
been found to increase the kinetics for the phase formation due to the occurrence of a liquid 
phase in the reaction pathway at a temperature as low as 885°C which accelerates the grain 
growth. A benefit effect for texturing is then expected [194]. The results of cation substitution 
on the phase stability may be summarized as follows:  

– Ba is necessary to form the substituted Tl-1223 phases but it was found to affect the 
microstructure of the samples so that high strontium contents are generally used, the key 
value being Sr/(Sr+Ba)= 1.6/2, for which a decrease of the thickness of the insulator layer 
is expected resulting in an increase of the Josephson coupling between adjacent CuO2

layers; the irreversibility line is shifted towards high temperatures. A non negligible 
secondary effect of Sr on the barium sites is to shorten the Cu-O distances in the (a,b) 
plane and consequently crystal growth in this direction is enhanced.

– The optimum ratio Tl:Pb is 1:1 as predicted by the close-pack model for cuprates by 
Ganguly and Shah [59] but in (Tl,Pb)-1223 lead was found with an oxidation number 
Pb4+; the copper valence is thus reduced.

– Bismuth may also substitute thallium complementary with lead or not but the substitution 
ratio never excess 0.2 Bi atoms per formula unit. Bi seems to act as a catalyst for the 
formation of Tl-1223 due to liquid-phase sintering.  

– Impurity phases always coexist with Tl-1223. Their nature depends on  the content and on 
the nature of substituting element. Nevertheless, the barium perovskite BaPbO3, the 
calcium plombate Ca2PbO4, the mixed calcium-copper oxides (Ca,Sr)2CuO3 and 
(Ca,Sr)CuO2 are the most current not superconducting phases encountered. Their quantity 
is drastically decreased if excess of Ca and Cu are used.  

With the recurrent problem related to its analysis, fluorine substitution for oxygen has been 
claimed to improve the superconducting properties of Tl-1223. Handam et al.[196] using 
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CuF2 as fluorine source enlarged the magnetization loop. Sung et al.[197] noticed that 
fluorine facilitates the formation of either Tl-1223 or Tl-2223 depending on the carbon 
impurity which induces superlattices (mTl-1223): nTl-2223). Kikuchi et al.[198] verified that 
the formation of Tl-1223 is enhanced when TlF is used as thallium source and argued that the 
observed decrease of the c-cell parameter when the annealing time at 850°C is increased is 
significant of fluorine inclusion in the phase. Trosset-Jarnieux included fluorination in her 
study of the stability of (Tl,Pb)(Ba,Sr)-1223 [189]. Based on pH titration of fluorinated 
solutions, it is concluded that F substitutes oxygen up to 0.15-0.2 atoms per formula unit but 
without influence on the homogeneity range and on the phase stability. On the contrary, 
Bellingeri [194] observed that (Tl0.57Pb0.5)(Sr1.67Ba0.2)Ca1.95Cu3OyF0.47 prepared on high 
isostatic pressure (50 bar He) melted 10°C lower than the F-free corresponding compounds 
but Tl-1223 coexist with the liquid phase up to 995°C.  

4. SUBSTITUTED OR UNSUBSTITUTED TlBa2Ca2Cu3O9- :
COMPARATIVE SUPERCONDUCTING PROPERTIES 

The TlBa2Ca2Cu3O9-  phase received poor attention comparatively to (Tl,Pb)(Ba,Sr)-1223. As 
indicated, the reasons refers to the difficulties to produce single phase compounds and to 
transport high superconducting current. It is interesting here to rapidly compare the two 
systems. TlBa2Ca2Cu3O9-  decomposes at 940°C, about 20°C lower than the substituted phase 
but it has been produced with a high degree of purity once the reaction path and the kinetics 
for the formation have been understood (see ref.[44] for detailed discussion).  

All the samples analysed for this review showed a critical temperatures Tc  ranging 
between 90 K and 130 K (Fig.10) depending on the thermal treatment. For unsubstituted 
phases, the most frequent Tc values are about 110 K-120 K. Iyo et al.[167] reported transitions 
as high 133.5 K for multiphase samples Tl1.05Ba1.99Ca1.96Cu3Ox prepared under 3.5 GPa which 
could contain carbon as impurity. It is not excluded that such high Tc could be related to 
intergrowths between Tl-1223 and Tl-2223. When preparing under a pressure of 4.5 GPa  
(Cu0.5Tl0.5)-1223 with a large copper excess on the thallium sites, Tanaka et al.[176] also 
obtained Tc = 131 K after low temperature annealing (550°C). By XPS measurements, it was 
found that 40% of the occupied thallium sites are Tl1+. So high critical temperatures are usual 
with the Tl-2223 phase which is in equilibrium with TlBa2Ca2Cu3Ox for thallium contents 
from 1.4 to 0.9 per formula unit. A careful analysis of the X-ray diffraction pattern at low 
angles for testing the (00 ) lines (2< <8) is necessary to differentiate the two phases. 
Optimised heat treatment on Sr-substituted compounds gives Tc values comparable to the 
mother phase or slightly lower. The curve in the plane yOz in Fig.10 shows that the optimum 
doping composition for Pb or a mixture (Pb,Bi) replacing thallium is Tl/(Pb+Bi)=1/1 with Tc

∼120 K 
A general finding when fluorine is tentatively inserted in the cell is that fluorine has no 

significant effects on Tc, suggesting that the eventual substitution does not occurs in the CuO2

planes but in the TlO-layer in such a way, the charges are equilibrated by partial reduction of 
Tl3+ to Tl1+ [194]. Remembering the Tc of TlBa2Ca2Cu3Ox, between 90 K and 120 K,  it may 
be observed that the doping effect of substitutions remains relatively weak if compared with 
thallium deficiency, Tl-Ca intersite disorder and oxygen stoïchiometry.  
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The morphology of the powders is of interest for the superconding properties. The ability to 
form  orientated crystals for processing tapes obviously depends on the grain texture of the 
phases, which itself is related with the preparation conditions. In this context, TlBa2Ca2Cu3Ox

is a good candidate due to the platelet-like grain morphology resulting from the reaction 
pathway (see Fig.7). Strontium or lead incorporation results in a more acicular morphology 
unfavourable to further preferential orientation and probably due to the number of 
intermediate compounds which participate to the phase formation and act as nucleation 
centres. With bismuth or fluorine substitutions the melting temperature of the Tl-1223 phase 
are lowered comparatively to lead substituted compounds. For instance, 
(Tl0.8Bi0.22)Ba0.4Sr1.6Ca2Cu3Oz under 1 bar of oxygen melts at 944°C [185], nearly the same 
value than TlBa2Ca2Cu3Ox and about 50°C lower than the lead equivalent phase. The platelet 
like morphology of the grains is recovered due to rapid grain growth in presence of a liquid 
phase. It then appears that the synthesis of  each material needs an optimised heat treatment; it 
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will be a compromise between the conditions to ensure complete reactivity of the components 
and these to avoid thallium vaporization.

Associated with the grain morphology the irreversibility lines are a clear indication of 
the potential qualities of the material for applications. If we neglect the  high temperature line 
for  TlBa2Ca2Cu3Ox which could be, as previously indicated a non equilibrium state, the 
irreversibility lines for the Tl-1223 phases represented in Fig.5 more display the role of 
substituted atoms. In particular it is observed that partial replacement of lead by bismuth in 
the thallium shifts the irreversibility line from 12 K towards high temperatures. Similar 
behaviour occurs when fluorine is used during the synthesis of the phase [189]. The 
irreversibility line reflects the flux pinning inside the grains which is enhanced when the 
distance d' between the CuO2 planes of the perovskite blocks is shortened giving a tendency 
to a 3- dimensional superconductivity. Doi et al.[180] discovered that Tl-1223, as YBa2Cu3O7

intrinsically contain pinning centres related to the coupling of the CuO2 layers. The change 
from a 2-D character for the Tl- double layer to a 3-D behaviour for Tl-1223 is accompanied 
by a drastic reduction of d' from 11.40 Å to 9.40 Å.  

Table 4. Crystal characteristics for some Tl-1223 phases 

Compound a c d' ref
Tl0.9Ba2Ca2Cu3Oz 3.84597 15.8681 9.4669 [67] 
Tl0.5Pb0.5Ba0.4Sr1.6 Ca2Cu3Oz 3.8186 15.3511 8.8500 [163] 
Tl0.5Pb0.5Sr2 Ca2Cu3Oz 3.81265 15.2630 8.7440 [163] 
Tl0.7Pb0.2 Bi0.2Ba0.2Sr1.8 Ca2Cu3Oz 3.8195 15.3335 8.8330 [163] 
Tl0.8Bi0.2Ba0.4Sr1.6 Ca2Cu3Oz 3.8211 15.4235 8.8654 [99] 
Tl0.5Pb0.5 Ba0.4Sr1.6 Ca2Cu3OzF0.27 3.8256 15.356 8.8451 [189] 

Inside the same family, here Tl-1223, the correlation between d' and the irreversibility field is 
not so clear. In table 4 the crystal characteristics of some Tl-1223 phases are summarized. The 
attempt to associate the results of Fig.5 and the data of this table, unfortunately fails. Indeed, 
it must be concluded that unsubstituted Tl-1223 and substituted (Tl,Pb)(Ba,Sr)-1223 may 
have the same flux pinning mechanism because they present the same irreversibility field . 
However, the pinning cannot only originate from better coupling between the CuO2 blocks for 
which d' is, in the substituted phase, reduced by an amount of 6.5%. In bismuth and fluorine 
doped phases, the pinning mechanism is enhanced but it may be seen that d' is governed by 
the strontium size and not by Pb or Bi so that the CuO2 coupling should be very similar in the 
lead and in the bismuth phases. In addition to punctual and linear defects which are the usual 
pinning centres, the shift of the irreversibility line towards high temperature could be due to 
small precipitates of impurity phases.  

The weak-link problem between the grains of polycrystalline phases has been 
identified early after the discovery of high temperature superconductivity. The critical current 
densities Jc are limited by the defects produced during the fabrication process of the 
conductor. The mechanical damages, the porosity, the impurity segregations affects the 
connectivity between the grains of the superconducting powder. Including the use of  high 
isostatic pressure in order to favour the alignment of the crystals was found to be efficient and 
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with platelet-like forming crystals, the problem is more easy to solve than for phases forming 
acicular-shaped grains. In the bismuth superconducting family, critical density currents as 
high as 41 kA/cm2 at 77 K in self field, were obtained with Bi2Sr2Ca2Cu3Oz [199], the 
competitive to YBCO material for large scale applications. Such performance is due to 
relatively good grain orientation, facilitated by combination of a high pressure, high 
temperature treatment. In this respect, Tl-1223, the bismuth and  the fluorine substituted 
phases are promising materials. Kung et al. [165] in a study on the granularity of 
TlBa2Ca2Cu3Ox in Ag-sheathed tapes measured Jc(77K,0T) values no higher than 6.5 kA/cm2.
However, the constituting powder of the (PID)  tapes presented  a "cauliflower"- like 
morphology unfavourable to good intergrain connectivity. In a review on Tl-based 
superconductors for high current application, Jergel et al.[200] listed the best critical current 
densities obtained in Tl-1223 tapes. It is interesting to note that the highest critical current 
density at 77K in self field (21 kA/cm2) is found for Ag-sheathed pressed tapes 
(Tl0.8Bi0.22)Ba0.4Sr1.6Ca2Cu3Oz prepared by Ren et al.[201]. Recently lead containing  
(Tl0.8Bi0.2Pb0.2) )Ba0.4Sr1.6Ca2Cu3Oz tapes were just-rolled by Jeong et al.[202] with 
reproducible Jc(77 K, 0T)= 18 kA/cm2 further enhanced up to 25 kA/cm2 with  decreasing the 
barium content down to 0.2/ per formula unit. In these compounds, the grains were found to at 
least partly textured. The same author reported that  highest Jc are obtained when tapes are 
prepared using unreacted precursors [203] rather than with partially reacted materials. It is an 
indication that the reaction pathway for the phase formation is a key parameter for obtaining 
optimised properties. On the basis of magnetization measurements Hamdan at al. [196,204] 
reported that incorporation of fluorine in Tl-1223 increases drastically the critical current 
density but the results are not confirmed in a systematic investigation by Trosset-Jarnieux 
[189] who found for (Tl0.6Pb0.3) )Ba0.4Sr1.6Ca2Cu3OzF.15, Jc(77K,1T) )= 6 kA/cm2, nor by 
E.Bellingeri [194] who measured Jc(77K,0T) )=10 kA/cm2 for a sample with a slightly 
different composition,  (Tl0.6Pb0.5) )Ba0.2Sr1.8Ca1.9Cu3OzFx.

5. THALLIUM COATED SUPERCONDUCTORS 

The problem of the grain connectivity may be attenuated by improving the preparation 
conditions. For instance, film processing of superconducting phases allows epitaxial grain 
growth and it is not a vogue reason if great number of the work on superconducting materials 
turned to the study of thin or thick layers . The actual technology may be divided into two 
main groups: physical processes include the most popular Ionic Beam Assisted Deposition 
(IBAD),  generating films in the submicrometer scale, and chemical processes such as spray 
pyrolysis, electrochemical deposition, screen printing, MOCVD..which mostly provides thick 
films in the micrometer scale. This chemical route seems to be more easily adaptable to 
industrial applications of high temperature superconductor. In both case, the superconducting 
component is deposited onto a substrate which has to satisfy a number of chemical, 
crystallographic, mechanical and economic requirements. The substrate has to be chemically 
inert with  the superconducting layer and lattice mismatch cannot exceed a few percents. 
Generally a multiplayer architecture is proposed for coated conductors on RABiTS. As for 
bulk samples, the thallium-based cuprates, mainly Tl-1223,  are found to be serious candidate 
for flexible cables, due to high critical currents densities developed in films. 
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The spray pyrolysis process is one of the method the most largely developed to 
produce thick films of good qualities. The method usually implies a double step procedure. 
The precursor oxides excluding thallium are deposited by spray pyrolysis and then thallinated 
ex-situ. DeLuca et al.[205], using a two-zone reactor for the thallination of precursors 
containing a small quantity of Ag sprayed on zirconia, yttrium oxide stabilized (YSZ) 
substrates measured a critical current Jc(77K,0T)= 105 kA/cm2. The superconducting films 
have a "brick-wall" structure which allows percolating currents through paths of small (a,b) 
misorientation [206]. Koo et al [207] noticed that the thallination by a bulk Tl-1223 sample 
may advantageously replace the two-zone reactor. Recently Phok et al.[32,208] produced 
TlBa2Ca2Cu3Ox films deposited on LaAlO3  exhibiting a good c-axis orientation, an in-plane 
structure and Jc(77K,0T) = 750 kA/cm2. The X-ray diffraction pattern and the grain 
microstructure are given in Fig.11. In the inset of the /2  X-ray diffraction the rocking curve 
reveals that   = 0.6°.  A small quantity of unreacted BaCuO2 and (Tl,Ca)1-xCuO2 phases 
may be observed and we note, in the backscattered electron image the high density of the 
film. In addition, It is remarkable that the formation of the Tl-1223 phase is similar to that for 
bulk compounds, implying the double TlO-layers phases.  A pseudo reaction order n= 2.3 for 
the conversion Tl-2223 → Tl-1223 reflects a 2D grain growth mechanism which is believed 
to correspond to the layer rearrangement as Tl and O atoms diffuses out of Tl-2223. The 
activation energy for such conversion, 160 kJ.mol-1 is  significantly higher those derived for 
the YBCO and Bi-based phases, and could be due to the reaction pathway which 
continuously, until completion forms the Tl-22(n-1)n phases [209]. 

Fig. 11. Morphology (left) and /2  X-ray diffraction pattern (right) of Tl-1223 [32] 

Electrodeposition was extensively used by Bhattacharya et al. [210-215] to prepared 
unsubstituted  Tl2Ba2Ca2Cu3Ox phase (Jc(77K,0T) = 44 kA/cm2) and substituted (Tl,Pb,Bi)-
1223 with optimum Jc(77K,0T) = 300 kA/cm2 for samples electrodeposited on Ag-coated on 
single crystal LaAlO3. Higher values Jc =1.2 MA/cm2 at 77 K in self field, are reported by the 
group of G.Gritzner [216-218] in (Tl0.5Pb0.5)Ba0.4Sr1.6Ca2Cu3Oz prepared by screen printing, a 
low cost, low polluting process. Malandrino and Fragala reviewed the preparation of Tl-Ba-
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Ca-Cu-O superconducting films on ceramic substrates [29]. They were most interested by the 
double TlO-layer series but formation of the Tl1+xBa2Ca2Cu3Oz and Tl1+xBa2CaCu2Oz

metastable structures  is interesting for further pinning studies.  
The studies above mentioned on the film preparation confirm the promising properties 

of the thallium cuprates for large scale applications. As for bulk materials, Tl-1223 is 
competitive with YBCO but the challenge is now to transfer these properties from small 
samples deposited on single crystals to long RABiT coated conductors on low cost substrates. 

6. CONCLUSION 

This report is an attempt to review the major steps in the knowledge of the superconducting 
properties of the thallium base cuprates. Due to the number of publications mainly in the first 
period following their discovery by Sheng and Hermann [219] the literature cannot be 
exhaustive but the actual ideas on the system are the result of an impressive effort to 
understand the crystallographic structure, the chemistry, the physics and the thermodynamics 
of the two suprconducting family series.  

The crystal chemistry of the superconducting phases is a starting point for the 
understanding the doping behaviour, for conceiving possible new compounds and suggesting 
efficient substitutions for the improvement of the superconducting properties. In this respect, 
the intersite disorder between thallium and calcium, which is a kind of self substitution, the 
existence of thallium vacancies and the oxygen stoichiometry are the parameters in the 
thallium cuprate series which control the doping level and then the superconducting 
temperature. Substitutions on the thallium site by lead, bismuth, mercury and copper do not 
drastically modify Tc but they may influence the bulk transport properties, especially the 
critical current densities. The fluorine doping is not yet clearly understood even if the effect 
on Hc and Jc cannot be contested. It is not sure, however that the fluorine ions reach a high 
substitution level in the parent compounds. Its action on the superconducting properties must 
also be discussed in terms of phase relations and particularly the high temperature solid-liquid 
equilibrium remains to be precised.  

The age of coated conductors which improves the grain connectivity offers a chance 
for thallium cuprates to become the future material for magnets and high current applications 
but more work is needed to solve the problem of high field behaviour. The more recent 
investigations here reported allow to have an optimistic point of view. 
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1. INTRODUCTION 

Before the discovery of high-temperature superconductors (HTSs), the applications of bulk 
superconductors were generally deemed not practical mainly due to their low cryostability [1]. 
However, the discovery of HTS changed such a situation. The thermal stability of HTS is 
extremely high because of their large thermal capacity. The stability is also greatly enhanced 
when they are used at higher temperatures. The simplicity of one of the earliest 
demonstrations of HTS, the levitation of a permanent magnet over a bulk Y-Ba-Cu-O, as 
shown in Fig. 1, started researchers seeking for their potential applications.  

During the past fifteen years, researchers have made significant improvements in the 
materials properties of bulk HTSs and have investigated the feasibility of their use in various 
engineering applications. The combination of permanent magnets and HTS enabled us to 
construct magnetic bearings with a low-loss rotation that are installed in prototype high-
efficiency flywheels. Bulk HTSs have demonstrated the ability to trap magnetic flux, and 
some samples have exhibited surface magnetic fields approximately an order of magnitude 
higher than presently used permanent magnets.  

The performance of bulk HTS materials is given by the following equation: 
M = A Jc r (1) 

where M is magnetization and stands for the performance of bulk materials, A is a 
geometrical constant, Jc the critical current density, and r the radius of single domain or the 
radius of a current loop. Thus in order to improve the performance of bulk HTS, one needs to 
increase Jc or the size of bulk HTS.  



870

Fig. 1. Levitation of a Fe-Nd-B permanent magnet above bulk Y-Ba-Cu-O cooled by liquid 
nitrogen. 

2. MATERIALS DEVELOPMENTS 

2.1. Y-Ba-Cu-O 

In the early stages of HTS research, bulk Y-Ba-Cu-O was synthesized via a solid-state 
reaction, which is a common ceramic processing route. However, due to its small coherence 
length and large anisotropy, high-angle grain boundaries acted as weak links and reduced 
critical currents below the level required for engineering applications. Sintered Y-Ba-Cu-O 
pellets were thus discarded as candidates for practical applications except a simple scientific 
toy for levitation experiment. Today, it is customary to fabricate bulk Y-Ba-Cu-O with 
controlled, melt processing based on the following peritectic solidification reaction. 

Y2BaCuO5 + liquid (BaCuO2 + CuO) → 2YBa2Cu3Oy (2) 

The most common process is called “top-seeded melt growth” (TSMG), in which a 
NdBa2Cu3Oy (Nd123) or Sm123 seed crystal with a higher melting temperature than Y123 is 
placed on top of a pre-sintered Y-Ba-Cu-O pellet (a mixture of Y123 and Y211) to promote 
heterogeneous grain nucleation, and the material is slowly cooled in the presence of a 
temperature gradient [2]. This process yields a highly textured structure with its c axis 
oriented perpendicular to the disk surface, as schematically shown in Fig. 2. 

Fig. 2. Schematic illustration of the grain growth of Y123 during the top-seeded melt-growth 
process.
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To impart superconductivity, melt-grown Y-Ba-Cu-O disks are subjected to annealing 
at 300-500°C in an oxygen atmosphere. The critical temperature (Tc) of TSMG-processed Y-
Ba-Cu-O is in the range of 90-93 K, depending on the quality of the starting powders, the 
conditions of melt processing, and the oxygen-annealing treatment. Bulk Y-Ba-Cu-O has a 
microstructure in which small Y211 particles are distributed in the Y123 matrix.  

The critical current densities (Jc) of Y-Ba-Cu-O are very sensitive to microstructure, 
particularly to the volume and size of dispersed Y211 particles [3] in that Jc is given by the 
following equation:  

d

V
AJ f

c =  (3)  

where A is constant, Vf and d are the volume fraction and the average diameter of Y211 
particles. Thus under constant volume of the second phase particles, Jc is inversely 
proportional to the size of the Y211 particles. It is thus common to add Pt or CeO2 powders to 
the precursor to inhibit coarsening of Y211 particles, which leads to an enhancement of Jc

values. Zero-field Jc at 77 K ranges from 104 to 105 A/cm2, and Jc values at 77 K and 1 T for 
the B//c axis are 5-30 kA/cm2. The irreversibility field (Birr) of Y-Ba-Cu-O is 3-5 T at 77 K 
for the B//c axis. Although Birr for the B//ab plane exceeds 10 T at 77 K, Birr for B//c is more 
important for industrial applications that mainly use trapped fields or levitation forces.

Bulk Y-Ba-Cu-O disks can trap a large field due to flux pinning or induced 
supercurrents flowing persistently in the pellet. As presented in equation (1), the 
magnetization (M) or the trapped field (Btrap) increases with increasing grain size. At present, 
the maximum grain size of Y-Ba-Cu-O is 10 cm [4]; however, due to contamination from the 
substrate materials, the superconducting properties of such a large grain degrade, and the Btrap

at 77 K is only 0.8-1 T. A typical size of commercially available Y-Ba-Cu-O disks is 3-6 cm, 
for which the Btrap values at 77 K are 0.8-1.5 T. The trapped field increases with decreasing 
temperature and reaches 3-6 T at 50 K and even higher values at lower temperatures.  

As the trapped field increases, the disk experiences a higher electromagnetic force, 
which sometimes causes cracking. The mechanical properties of Y-Ba-Cu-O are anisotropic 
but not so temperature dependent. The tensile strength along the c axis is 5-10 MPa, and that 
perpendicular to the c axis is 20-30 MPa [5]. It is important to realize that the maximum 
trapped field is limited by the tensile strength rather than the superconducting properties. 
Hence, an improvement of mechanical properties is critically important for enhancing the 
field trapping ability. The techniques to improve mechanical properties of bulk HTS will be 
described later.

2.2. RE-Ba-Cu-O 

YBa2Cu3O7 is a stoichiometric point compound, whereas RE-Ba-Cu-O (RE: Nd, Sm, Eu, or 
Gd) systems are known to have a RE1+xBa2-xCu3Oy type solid solution (RE123ss) [6]. When 
RE-Ba-Cu-O is synthesized by melt processing in air, RE-rich RE123ss is formed, leading to 
a depression of Tc. This is because RE substitution on the Ba site decreases the hole 
concentration. Thus, RE-Ba-Cu-O had not been considered as a practical material until the 
oxygen-controlled melt-growth (OCMG) process [7] was invented. When RE-Ba-Cu-O is 
melt processed in a reduced oxygen atmosphere, the substitution of Ba by RE ion is 
significantly reduced. In addition, small clusters of RE-rich RE123ss 50 - 200 nm in size are 
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uniformly distributed in OCMG-processed RE-Ba-Cu-O. These RE-rich RE123ss clusters can 
act as field induced pinning centers, which causes a secondary peak effect in the Jc -B curve 
and thus relatively high Jc values at high fields as shown in Fig. 3 [8]. OCMG-processed Nd-
Ba-Cu-O exhibits Jc values of 20-41 kA/cm2 at 77 K and 2 T for B//c. Jc-B properties of RE-
Ba-Cu-O are sensitive to chemical compositions and processing conditions. It is generally 
accepted that both Jc and Birr values of properly processed RE-Ba-Cu-O are much superior to 
those of Y-Ba-Cu-O. 

Fig. 3. Schematic illustration of field-induced pinning due to RE rich RE123ss cluster. They 
are superconducting in low fields, but are driven normal in high fields and thereby can act as 
effective pinning centers. This causes a secondary peak effect in Jc-B curves. 

Recently, compounding the RE site with several rare earth ions was found to 
dramatically enhance flux pinning [9]. For example, (Nd, Eu, Gd)-Ba-Cu-O exhibits an 
extremely high Birr of 15 T at 77 K for B//c axis, with a Jc value exceeding 10 kA/cm2 at 10 T 
[10]. Microstructural observation showed that RE-rich RE123ss clusters about 3-5 nm in size 
formed dense regular arrays in this material, as shown in Fig. 4, which was responsible for the 
high Birr. This result shows that high-field superconducting applications are possible for RE-
Ba-Cu-O even at 77 K.  

Fig. 4. Scanning tunneling micrograph of (Nd, Eu, Gd)-Ba-Cu-O sample with Birr of 15T at 
77K for B//c axis. Regular arrays of RE rich RE123ss clusters observed in (Nd, Eu, Gd)-Ba-
Cu-O. The average size of the clusters is 3 - 5 nm, which is almost comparable to the 
coherence length or the size of quantized fluxoid. Such a dense distribution of pinning centers 
is responsible for extremely high Birr.
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Because of their higher Jc and Birr values, most researchers consider RE-Ba-Cu-O 
systems far superior to Y-Ba-Cu-O as trapped-field magnets. However, according to equation 
(1), trapped-field values also depend on grain size, and much present effort is devoted to 
developing processes for producing larger grain RE-Ba-Cu-O. Since these compounds are 
also peritectically formed like Y-Ba-Cu-O, the TSMG process can yield good-quality large-
grain disks if oxygen partial pressure is controlled. The maximum grain size of RE-Ba-Cu-O 
systems is 3.0 cm for Nd-Ba-Cu-O, 6.0 cm for Sm-Ba-Cu-O, and 6.5 cm for Gd-Ba-Cu-O. 
The maximum trapped fields of these systems at 77 K are 1.8 T, 2.0 T, and 3.0 T, respectively. 
However, these values are affected by the aspect ratio, so that the trapped field between two 
Gd-Ba-Cu-O samples was found to be 4.1 T at 77 K after 90 min relaxation [11]. Like Y-Ba-
Cu-O, the trapped-field values of RE-Ba-Cu-O are dramatically improved by lowering 
temperature, but again poor mechanical properties limit the field-trapping capability.  

2.3. Mechanical properties

The field-trapping ability of bulk HTS material is essentially limited by its mechanical 
strength. The electromagnetic force in an energized trapped-field magnet is a hoop stress or a 
tensile stress, and tensile strength is quite low in bulk HTS. Thus, an improvement of the 
mechanical properties is critically important for high-field applications. Ag addition is well 
known to improve mechanical properties, since it distributes in a bulk and these clusters 
contribute to crack blunting [12]. However, in large-grain bulk HTS, crack initiation occurs at 
defects like voids and microcracks, and fracture strength is much smaller than what can be 
obtained in small samples. Y-Ba-Cu-O and RE-Ba-Cu-O undergo tetragonal to orthorhombic 
transformation during oxygen annealing, causing crystal deformation such that the c axis 
shrinks. Since there is no accommodation process for stress relaxation along the c axis, 
microcracks are introduced along (001) planes in a bulk body. The presence of such defects 
often causes serious cracking of bulk HTS materials during activation as shown in Fig. 5.  

Fig. 5. Cracking in Y-Ba-Cu-O sample during the activation. The sample was field-cooled in 
10 T and fractured when the external field reached 8T at 50K. 

For large-grain samples, fracture strength improves from about 1 MPa to almost 10 
MPa with the addition of Ag [13]. Therefore, Ag addition alone is not sufficient to ensure 
reliable mechanical stability or high trapped fields. Fortunately, compressional strengths of  
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500µm

Fig. 6. Optical micrograph of a cross section of bulk Y-Ba-Cu-O treated with a resin 
impregnation. Note that resin can permeate into a bulk body through surface cracks and fills 
voids connected to the cracks. 

bulk HTS exceed 200 MPa. Hence, encapsulation with metal rings was employed to improve 
mechanical properties [14]. When a bulk disk is surrounded by a metal ring, compressional 
stress acts on the disk on cooling to the operation temperature as the metal shrinks more than 
the disk. The resulting pre-compression force will accommodate the magnetically induced 
hoop stress and greatly enhances field-trapping ability.  

Resin impregnation is also effective in improving the mechanical properties of bulk 
HTS [15]. When bulk disks are vacuum impregnated with epoxy, the resin can permeate into 
the bulk through surface cracks and fill internal voids, as shown in Fig. 6. This treatment 
increased the tensile strength of large-grain samples from several MPa to 100 MPa. In 
addition to enhanced mechanical strength, surface coating with resin improved the corrosion 
resistance against moisture. However, the resin can reach only 2-5 mm from the surface, and 
therefore the internal mechanical strength was not improved with resin impregnation. To 
overcome this problem, 0.5-1.0 mm diameter holes were mechanically drilled through the 
disk prior to resin impregnation, which allows the impregnation of resin into internal defects 
and thereby the improvement of the internal mechanical strength.  

2.4. Cryostability

The stability of the current-carrying mode in type II superconductors has been a problem [16]. 
The low specific heat of LTS materials was responsible for their quenching. Multifilamentary 
structures solved this problem in that fine superconducting filaments generate less heat per 
unit volume due to flux motion and are embedded in a high thermal conductivity matrix that 
distributes the heat. The superconducting state in HTS materials is extremely stable due to 
their large heat capacity and high operating temperature. These are the principle 
characteristics that make the bulk HTS applications possible. However, another thermal 
instability intrudes when the bulk HTS magnet is activated. During activation, fluxoids in 
bulk HTS move, which generates heat. For stability, i.e., to avoid temperature rise, the 
cooling power of the system must be larger than local heat generation. Since the thermal  
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Bi-Pb-Sn-Cd alloy

300µm

YBCO hole

Fig. 7. Optical micrograph of the cross 
section of bulk Y-Ba-Cu-O drilled a 
center hole about 1mm in diameter 
followed by the impregnation treatment 
of Bi-Pb-Sn-Cd alloy. Note that the 
alloy can permeate into the artificial 
hole and furthermore it can fill the 
cracks and voids connected to the hole. 

conductivity of HTS is small, cooling by 
cryogen at the bulk’s surface is not sufficient 
to cool the interior region, leading to a local 
temperature rise. Regions with higher 
temperature are weaker superconductors or 
smaller in flux pinning, and surrounding 
fluxoids try to jump in. This phenomenon is 
called “flux avalanche” or “flux jumping” [17] 
and is more remarkable in larger samples. 
Once flux avalanche takes place in a 
superconductor, it is no longer stable, and bulk 
HTS is destroyed due to crack formation from 
the large electromagnetic forces.  

Thermal stability in bulk HTS was 
improved by a simple treatment. An artificial 
hole about 1 mm in diameter was drilled 
through the disk, followed by impregnation of 
Bi-Pb-Sn-Cd alloy with melting temperature < 
100°C. Like resin, the alloy could permeate 
into the bulk body through cracks connected to 
the drilled hole, as shown in Fig. 7. This 
enhances the effective interface areas between 
the alloy and bulk material. The insertion of a 
highly conductive Al rod with its diameter 
slightly smaller than the hole was also 

effective in further enhancing the thermal stability. The alloy impregnation treatment also 
improved the internal mechanical strength of bulk HTS.  

Fig.8 shows the trapped-field distribution of a 2.6-cm-diameter Y-Ba-Cu-O disk 
internally impregnated with Bi-Pb-Sn-Cd alloy. The disk was field cooled in 18 T to a target 
temperature, and the external field was removed. The trapped field for this disk was 9 T and 
17 T at 46 K and 29 K, respectively [18]. Furthermore the distribution shows that the trapped 
field is not saturated at 29 K, indicating that the disk could trap much higher fields if a higher 
background field were available. 

0

2

4

6

8

10

12

14

16

18

-15 -10 -5 0 5 10 15

Distance from center (mm)

T
ra

pp
ed

 f
ie

ld
 (

T
)

Fig. 8. Trapped field distribution.
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2.5. Joining 

As already mentioned, it is possible to grow large-grain RE-Ba-Cu-O, 10 cm in diameter; 
however, Jc degrades with distance from the seed due to the presence of growth 
inhomogeneities and chemical contamination from the substrate materials. Consequently, the 
grain size of high-performance RE-Ba-Cu-O is limited to 3-6 cm. In principle, this limitation 
can be overcome by joining small RE-Ba-Cu-O blocks, and arbitrarily large monolithic 
structures should be fabricable once this technique is refined. 

Several approaches have been used to obtain joints. These approaches can be grouped 
into two categories: (1) joining by using an HTS filler material that has a decomposition 
temperature lower than that of the RE-Ba-Cu-O blocks to be joined [19] and (2) direct-contact 
joining, which might include pressure loading of the joint [20]. For joining Y-Ba-Cu-O, fillers 
include Yb-Ba-Cu-O, Tm-Ba-Cu-O, Er-Ba-Cu-O, and Ag-doped Y-Ba-Cu-O. After oxygen 
annealing, the joined block exhibits superconductivity. However, the joining with filler 
materials often suffers from the segregation of residual liquid phase. This problem could be 
overcome by controlling the joined surface of the mother block parallel to be (110) [21]. 
Since the growth front is (100) facet, the liquid/solid interface is tilted by 45 degrees from the 
joined surface during the joining process. This will result in the formation of a zigzag-like 
liquid/solid interface, which prevents the layered segregation of un-reacted liquid phase along 
with an increase in the effective interfacial area. Fig. 9 shows magneto-optical images 
showing the distribution of the external fields exerted upon two joined samples. The left hand 
side is for the Y-Ba-Cu-O sample where (100) surfaces were joined using Er-Ba-Cu-O, and 
the right hand side for (110)/(110) joint. It is clear that the joint is not weakly linked for the 
sample in which (110) surfaces were welded. 

600Oe 600Oe

Fig. 9. Magneto-optical images for two Y-Ba-Cu-O samples joined with Er-Ba-Cu-O solder. 
(100)/(100) joint (left) and (110)/(110) joint (right). 

3. APPLICATIONS OF BULK HTSs 

When the magnetic fields change around electric conductors, electric currents are induced in 
the conductors as to oppose the change in the external fields according to Lenz’s Law. In the 
case of a superconductor, the current that arises to counter the external change in flux can 
flow persistently. Thus, a superconducting material can act as a strong diamagnet or a strong 
quasi-permanent magnet depending on how the external changes. The magnetic applications 
of bulk HTS materials use these two properties and are classified into two categories: 
levitation and field trapping.  
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3.1. Levitation 

One of the most popular applications of HTS levitation is the demonstration of the ability to 
levitate large masses, especially people [22] as shown in Fig. 10. Sumo wrestlers with total 
levitated mass (wrestler plus magnet) of 200 kg have also been levitated using the same 
device.

The use of magnetic levitation to avoid mechanical contact has special application to 
cryogenic structures. Most cryogenic tanks and transmission lines already have vacuum 
jackets, so the heat leak into the cryogen is through radiation and conduction paths. If a 
cryogenic storage tank or transmission line is magnetically levitated, then the conduction path 
disappears, and it is possible to reduce the heat leak significantly. Because a cryogenic 
environment already exists in this application, the use of an HTS to provide the levitation 
seems very reasonable. One of the earliest of these studies was the use of HTS levitation in 
hydrogen storage tanks for automobiles [23].  
Bulk HTS could be used in dynamical levitational applications in several ways. The stable 
levitational force in HTS suggests application in magnetically levitated conveyor systems in 
clean rooms, where high-purity products can be transported without contact [24]. Trapped-
field HTSs could be used to replace the superconducting coils aboard maglev vehicles 
traveling along normal-conducting guideways [25] (see Fig. 11). In this case, the trapped-field 
HTSs would act as very powerful PMs that allow much higher levitation heights than can be 
achieved with conventional PMs on maglev vehicles. Alternatively, the diamagnetic HTSs 
could be placed over a PM guideway [26]. 

Fig. 10. Levitation of a person. Fig. 11. Man-loading vehicle on a Fe-Nd-B guideway. 

3.1.1. Magnetic bearings 
The combination of diamagnetic behavior as the superconductor attempts to negate any 
change in its internal magnetic field, together with the ability to lock magnetic field lines in 
pinning centers within the HTS, allows the stable levitation of a PM above or below an HTS 
[27]. If the PM is cylindrically symmetric, it freely rotates about its axis of symmetry and 
forms a low-loss magnetic bearing that is passively stable [28]. HTS bearings have seen 
considerable development and have been suggested for many applications [29, 30].  
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A dimensionless parameter that some have used to characterize HTS bearings is the 
coefficient of friction (COF), defined as the rotational drag force divided by the bearing load. 
A COF < 10-7 has been obtained for several experimental HTS bearings [28], and the limit to 
obtaining lower values seems to depend on the ability to produce PMs of higher homogeneity. 
For comparison, mechanical roller bearings typically have a COF of the order of 10-3.
Damping time constants in directions other than the rotational one are typically of the order of 
seconds, so HTS bearings with such low rotational drag exhibit a remarkable anisotropy in 
damping.  

3.1.2. Flywheel Energy Storage 
The availability of HTS bearings that are so nearly friction-free naturally leads to their 
consideration for flywheel energy storage, and several major projects have investigated this 
application [30 - 33]. Flywheels with conventional bearings typically experience high-speed 
idling (that is, no power input or output) losses on the order of 1% per hour. With HTS 
bearings, rotational losses as little as 0.001% per hour (of the energy in a full-speed rotor) 
have been achieved in laboratory experiments [34]. When conduction losses to the cryostat 
are included, and energy is taken from the flywheel to power the refrigerator that cools the 
HTSs, total parasitic energy losses for the bearing of 0.1% per hour are believed to be 
achievable. When coupled with efficient motors/generators and power electronics (capable of 
losses as low as 4% on input and output), the potential exists for constructing flywheels with a 
90% diurnal storage efficiency. Probably only one other technology is capable of achieving 
such high diurnal storage efficiencies: superconducting coils hundreds of meters in diameter.

Electric utilities have a great need for efficient diurnal energy storage, such as 
flywheels, because the inexpensive base load capacity of the utilities is typically underutilized 
at night, and they must use expensive generating sources to meet their peak loads during the 
day. A distributed network of diurnal-storage devices could also make use of underutilized 
capacity in transmission lines at night and add robustness to the electric grid. These factors 
are expected to become more important in the forthcoming deregulation of the electric utility 
industry. Efficient energy storage would also be beneficial to renewable-energy technologies, 
such as wind turbines.

With modern graphite fiber/epoxy materials, the inertial section of a flywheel rotates 
with rim speeds well in excess of 1000 m/s and achieves energy densities greater than those of 
advanced batteries. The kinetic energy in a 0.3m-sized flywheel with this rim speed is 1
kWh, and a 1m-sized flywheel could store 20 - 41 kWh. Experimental versions of flywheels 
that employ HTS bearings have already stored >2 kWh.  

3.2. Trapped-field magnets 

3.2.1. Experimental magnet system
Bulk superconducting magnets can be used as a magnetic source like PMs. The benefit of the 
superconductor is that the field strength is much greater than that of conventional PMs, 
although refrigeration is necessary. An experimental magnet system has been developed and 
already commercialized in that the trapped-field magnets generate fields [35]. Two types of 
experimental magnet systems are commercially available: a single-pole type and a double-
pole type. Fig. 12 shows the latter. Here, two bulk RE-Ba-Cu-O disks are installed at the  
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GM-type refrigerator

He gas tube

Vacuum tube

Magnetizing coil
Magnetic pole
(in the coil)

Sm123 bulk sample
(in the vessel)

Vacuum vessel

GM refrigerator

Vacuum controller

Compressors
(in the box)

Thermometers

Magnetic pole

Fig. 12. Photograph of a double-pole bulk HTS magnet system for laboratory use. It is now 
commercially available. 

heads, which are connected to a cryo-cooler and cooled down to the target temperature. As 
described in section III, one needs to apply high magnetic fields to magnetize bulk 
superconducting magnets. To make the operation simple, a pulse-field magnetization 
technique activates the bulk magnets in this system. At present, a magnetic field of 3 T can be 
obtained at the center of two trapped-field magnets in free space. An interesting feature of this 
magnet system is that the field configuration with like poles facing each other (e.g., N to N) 
can be easily produced by simply changing the direction of magnetization, in addition to the 
common field configuration of N to S. 

3.2.2. Magnetic separation device 
Purification of water is a very important technology. It is now common to use 
superconducting solenoids for magnetic separation of contaminants from polluted water. The 
force exerted on magnetic materials is given by 

A
dB

F B
dr

=  (4)  

where A is constant, B magnetic induction, and dB/dr the field gradient. Hence, one needs a 
steep field gradient to achieve a large magnetic force for separation. Unfortunately, the field 
distribution of a large superconducting solenoid is quite uniform, so that steel wires are 
inserted in the bore of the magnet in order to achieve a steep field gradient. In contrast, the 
field created by a bulk superconducting magnet has a large dB/dr in addition to a large B.
Thus, this material can be directly used for magnetic separation [36]. A commercialized 
magnetic separation device uses bulk HTS magnets to clean the filter of a membrane-type 
magnetic separator. In this type of separator, the membrane or the filter catches contaminants 
of polluted water. The polluted water is treated with coagulants that can flocculate small dirt 
particles to make flocs larger than the mesh size of the filter; thereby, the contaminants are 
caught by the filter. However, cleaning of the filter has been a problem, inhibiting continuous 
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operation. Thus, the possibility was raised to make magnetic flocs by adding ferromagnetic 
particles during the coagulation process; thereby, the dirt on the filter is detached by 
permanent magnets. The separation speed of such a system was very slow and was not 
commercially available due to small magnetic forces. The replacement of permanent magnets 
with bulk HTS magnets made the system powerful [37]. Fig. 13 shows a photo of a magnetic-
separation device for water purification that is now commercially available. Here, several Y-
Ba-Cu-O disks are cooled by a cryocooler down to 50 K and magnetized with a 
superconducting coil in the field-cooling process. The field strength of the trapped-field 
magnet is 5 T at the surface and 1 T at the working place where the dirt on the filter is 
detached. As shown in Fig. 14, the dirt on the filter is cleaned effectively and transported to a 
sludge pot with a rotating shell. The system can remove 98% of the contaminants from 
sewage. The density of recovered sludge is 41 g/ . Because the system is compact, it can be 
carried on vehicles. Mobile magnetic separation devices have already been developed and 
successfully used to clean ponds and rivers contaminated by green algae. This device can also 
be used to clean red tide, toxic planktons, and oil-contaminated seawater.

Trapped field magnets

cryocooler

contaminants

filter

Fig. 13. Magnetic separation device. Fig. 14. Magnetic separation in operation. 

3.2.3. Magnetron sputtering device 
Magnetron sputtering is widely used to produce thin films for various industrial applications. 
In the sputtering process, a target or a cathode plate is bombarded by energetic ions generated 
in a glow discharge plasma. The bombardment process consists of removal of target atoms 
and subsequent deposition on a substrate. In this process, secondary electrons are also emitted 
from the target and maintain the plasma formation. PMs play a key role in the magnetron 
sputtering process. They are arranged such that one pole is positioned at the center of the 
target material, and the other in a ring shape covers the outer edge of the target. This 
arrangement creates magnetic closed loops starting from the center toward the edge. Soft 
magnetic materials are also used to form a ring along the periphery of the target. Secondary 
electrons are constrained along the loop due to the Lorentz force. If the field strength can be 
made higher, more dense plasma will be available near the target, which increases the 
deposition rate. It is also possible to maintain plasma even in high vacuum in large fields, 
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leading to the production of high-quality films. In addition, ferromagnetic thin films can be 
made with high-field magnetron sputtering. In conventional magnetron sputtering devices 
with permanent magnets, the field could not pass through ferromagnetic target materials. 
Hence, the idea was born to replace Fe-Nd-B magnets by trapped-field magnets [38]. Fig. 15 
shows a schematic illustration of a magnetron sputtering device in which trapped-field 
magnets are installed as a magnetic source. A Sm-Ba-Cu-O disk, 65 mm in diameter, is used 
as a trapped-field magnet that can generate 6 T at 50 K. The parallel field of 0.6 T could be 
generated at the target surface using this trapped-field magnet. The experimental results show 
that a discharge current higher than 10 mA is achievable in the vacuum of 2 x 10-4 torr. It was 
also possible to deposit Fe particles using the high-field magnetron sputtering device. The 
system will be commercialized in the near future. 

Fig. 15 Schematic illustration of a magnetron sputtering device in which trapped field 
magnets are installed as a magnetic source.  

3.2.4. Motors
Shortly after the discovery of HTSs, work began on HTS motors. A result of this work was 
experimental devices of ever-increasing size [39]. The early devices used HTS wires and were 
analogs of conventional synchronous and homopolar motors that had been investigated earlier 
for LTS motors. More recently, motor designs that use bulk HTSs have been investigated as 
analogs to hysteresis, reluctance, and brushless PM designs. The expected benefits of HTS 
motors are greater efficiency and smaller motor size [40 - 43]. 

The ability of bulk HTSs to trap magnetic fields as high as 17 T [18] suggests their use 
in superconducting analogs to brushless synchronous motors that currently use PMs. In 
addition, the diamagnetic and hysteretic nature of bulk HTSs have suggested several new 
concepts for motors. For the most part, initial experiments with bulk HTS motors have 
allowed the entire motor to be situated in a liquid-nitrogen bath. If the application is cryogenic 
pumping, this condition is adequate. Slight modifications of these motors can easily be 
envisioned as operating in a liquid-hydrogen infrastructure. Also, there are several industrial 
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applications where compactness or low rotor inertia is the major parameter of interest. For 
these applications, the efficiency or type of cooling is not a major issue, and existing bulk 
HTS motor designs are already sufficient. However, in most power applications, the motor 
housing must be at ambient temperature, and the difficulties of cooling such motors must be 
addressed in the future. 

4. SUMMARY AND FUTURE PROSPECTS 

Since the discovery of HTSs, the advances in bulk HTS processing technologies have 
progressed to a level where these materials are used in some engineering applications, such as 
laboratory magnets, low-loss bearings, and motors.  

There are two major areas in that bulk HTSs are presently used; those are magnetic 
levitation and trapped field magnets. A combination of permanent magnet and bulk HTS 
enabled us to levitate a heavy object. Five-man loading maglev vehicle has already been 
developed by a Chinese team. Flywheel energy storage system is now under development as a 
national project worldwide. Bu the load is limited by the field strength of a permanent magnet. 
Hence it is interesting to use a superconducting magnet as a magnetic source for magnetic 
levitation, which will allow the active control of the levitation and an increase in the load 
bearing capacity at least ten times higher than the present PM/HTS system. 
 Another interesting area of bulk HTS application is trapped fields. Bulk HTS can trap 
>17T at 29K and can act as a very strong quasi-permanent magnet. Some commercial 
products installing bulk HTS magnets are now on the market. Those are field generators for 
laboratory experiments and magnetic separation devices. Superconducting motors and 
magnetron sputtering devices are almost ready to be brought to market. However, the 
activation of bulk HTS magnet requires another magnetic source. At present superconducting 
solenoids and pulse magnets are used to magnetize bulk HTS. A simple but powerful 
activation method must be developed to promote broad bulk HTS magnet applications.  
 Besides industrial applications, the field trapping ability of bulk HTS > 20T is highly 
attractive for many scientific new areas. The application of such a high field to physical, 
chemical and biological processes will lead to the discovery of novel phenomena. 
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Array 5 Array 6 Array 7 Array 8 

Fig. 15. The levitation force dependence on the gap of four different arrays 

Fig 16. Levitation force of each YBCO sample (left) and the levitation force of seven-block 
YBCO in array 4 (right) 
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Fig 17. The rectangle-shape vessel in measurement (lift), measured interface (center), and 
measured results (right) of on board single HTS magnetic levitation equipment (43 pieces of 
YBCO bulks) 

The onboard HTS Maglev equipment is a key component of HTS Maglev vehicle. The 
onboard HTS Maglev equipment is composed of YBCO bulks and rectangle-shape liquid 
nitrogen vessel [51]. 

There are 43 pieces of YBCO bulks in the vessel. The YBCO bulks are 30 mm in 
diameter and 17-18 mm in thickness. All the YBCO bulks are fixed firmly in the rectangle-
shape vessel. Fig 8 shows schematic diagram of the rectangle-shape vessel. 
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Fig. 17(a) shows a measuring system of the levitation forces of single onboard HTS 
Maglev equipment over the magnetic guideway. Fig. 17(b) shows that the levitation force of a 
single onboard HTS Maglev equipment over the magnetic guide way is 1227 N at the 
levitation gap of 15 mm, and the levitation force is 1593 N at the levitation gap of 8 mm. Fig. 
17(c) shows that the levitation forces of 8 onboard Maglev equipment over the magnetic 
guideway are different. The levitation force of Maglev equipment No. 7 is 1493 N at the 
levitation gap of 10 mm, and 1227 N of 15 mm. The levitation force of Maglev module No. 3 
is 1091 N at the levitation gap of 10 mm, and 902 N of 15 mm.  

6.3.4 LEVITATION FORCE OF MULTIPLE SEEDED MELT GROWTH YBCO [54] 

Schatzler [52] and Jee [53] proposed multiple seeded melt growth (MSMG) as the way to 
fabricate larger and well textured YBCO bulks. Song et al. [54] reported the experiment 
results of magnetic levitation force of TSMG YBCO bulks above the NPM guideway in 
parallel and perpendicular mode between the length directions of the NMP guideway and that 
of the MSMG bulks. All the TSMG bulk samples were fabricated by IFW, Dresden, Germany 
[52]. Each trisected part (30 35 15 mm3) (Fig. 1(d)) corresponds to one growth domain with 
one seeding crystal. They are stacked up as one bulk array (90 35 15 mm3). Moreover, there 
is a piece of MSMG bulk with the dimension (90 36 15 mm3) (Fig. 1(e)). The levitation 
forces are measured by the HTS Maglev measurement system [48, 49]. 

(a) (b)

Fig. 18. Levitation force of the MSMG bulk and the stacked array consisting of bulk S01, S02 
and S03 in the parallel mode (a) and perpendicular mode (b)

The levitation force of the MSMG bulk and the stacked array in parallel [Fig.18(a)] and 
perpendicular [Fig.18(b)] mode are compared. In the parallel mode hysteresis loss of the 
MSMG bulk is more obvious than the stacked array in [Fig.18(a)], and the weak-link GB give 

The difference between them is 7.0 N with the percentage of 4.68%. But the difference rises 
up to 36.1 N with the percentage of 21.40% in the perpendicular mode though their maximum 
forces drop to 204.8 N and 168.7 N, respectively.

rise to hysteresis behavior. However, their maximum levitation forces are slightly different.
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1. INTRODUCTION 

The structural properties, i.e., defect structure, crystalline structure and surface morphology, 
of REBa2Cu3O7-δ (RE123) thin films influence the electrical properties and determine the 
applicability in multilayer structures. For instance, structural defects, grain boundaries and 
anti-phase boundaries (APB’s) play an important role in the flux pining mechanism [1,2,3,4], 
whereas the surface morphology of RE123 thin films is important in multilayer structures 
which require smooth surfaces. Both, structural properties and surface morphology are a 
direct result of the thin film growth, influenced by deposition conditions and substrate 
properties. At the initial stage of the growth the stacking sequence of the individual atomic 
layers in RE123 at the interface with the substrate is influenced by the substrate surface 
properties, i.e., the terminating atomic layer and the crystalline structure. During subsequent 
deposition, the lattice mismatch between substrate and growing film becomes dominant.  
 Various deposition techniques, most frequently physical vapour deposition (PVD), are 
applied for the growth of RE123 thin films. Among them are reactive co-evaporation, 
molecular beam epitaxy (MBE), laser-MBE and pulsed laser deposition (PLD). Reflection 
high-energy electron reflection (RHEED) is most often used to study the growth of RE123 in
situ. Independent of the deposition technique, oscillation of the RHEED intensity is observed 
caused by the two-dimensional (2D), unit cell layer by layer growth of RE123[5] when all 
constituents are provided simultaneously. It is found that the oscillation period corresponds 
precisely to the time necessary for deposition of one unit cell layer in the c-axis direction. In  
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Fig. 1. Schematic representation of the unit cell of REBa2Cu3O6 (a) and REBa2Cu3O7

(b) consisting of three perovskite blocks (c). Note that the Cu-chain layer, i.e., the topmost 
layer in (b), is oxygen depleted in REBa2Cu3O6.

general, it is believed that in epitaxial growth of ionic oxides the growth unit with a certain 
chemical composition has to satisfy charge neutrality. In the case of RE123 this minimum 
growth unit is the unit cell consisting of 6 atomic layers, see figure 1. 
 Growth in charge neutral unit cells has implications in the 2D epitaxial growth of RE123. 
First, a specific stacking sequence of the atomic layers should exist and, second, the growth 
unit should always terminate with the same atomic layer. Since the first atomic layer is 
determined by, both, substrate and film, the following questions arise:  

• Is the charge neutral growth unit during the initial, hetero epitaxial growth, i.e., 
deposition of the first unit cell layer, also the unit cell of RE123 consisting of 6 atomic 
layers?  

• Is the terminating atomic layer of the RE123 thin film depending on the terminating 
atomic layer of the substrate or is it thermodynamically determined by RE123 itself?  

• Is the terminating atomic layer influenced by the deposition conditions? 

In this chapter a state-of-the-art overview is given of the complex growth mechanisms of 
RE123 on SrTiO3 substrates. Combined with experimental results, the questions mentioned 
above will be addressed and, if possible, answered. For this, in situ RHEED, ex situ atomic 
force microscopy (AFM), and high-resolution electron microscopy (HREM) have been 
applied to study the growth of RE123 on SrTiO3 at typical PLD conditions. 

2 NUCLEATION STAGE AND INITIAL GROWTH 

Several groups have studied the initial growth of RE123 on SrTiO3 in detail. The most 
important subjects of these studies were the interface between RE123 and SrTiO3 and the 
terminating atomic layer of the first unit cell layer(s). Various techniques are applied like x-
ray standing waves (XSW), HREM and surface sensitive ion scattering spectroscopy. 
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2.1 ATOMIC LAYER STACKING SEQUENCE AT THE INTERFACE BETWEEN 
RE123 AND SRTIO3

Using HREM, Wen et al. [6] determined the stacking sequence of Y123, prepared by different 
techniques including evaporation, sputter deposition and PLD, on SrTiO3. They found, 
independent of the growth technique, the stacking sequence to be: bulk-SrO-TiO2-BaO-CuO2-
Y-CuO2-BaO-CuO-bulk. To determine the proposed stacking sequence, the terminating 
atomic layer of the substrate was predetermined to be TiO2. Without proper treatment, 
however, mixed terminated SrTiO3 substrates is expected [7] enabling other stacking 
sequences. Still, from the high-resolution images it was found that the perovskite stacking 
sequence is preserved at the interface between Y123 and SrTiO3. Using XSW the interface 
structure of c-axis oriented Gd123 and Eu123 films on SrTiO3 substrates was determined by 
Nakanishi et al. [8]. The experimental results indicated that for Gd123 as well as Eu123 
neither the CuO nor the CuO2 layer can be the first atomic layer on TiO2 terminated SrTiO3

and, neither the BaO layer nor the oxygen depleted RE layer can be the first atomic layer on 
SrO terminated SrTiO3. Therefore, a perovskite stacking sequence is proposed. Zegenhagen et 
al. [9] demonstrated, using soft XSW, that at the interface the stacking sequence of Y123 
(prepared using evaporation) on SrTiO3 to be perovskite-like. 

2.2 TERMINATING ATOMIC LAYER OF RE123 

The surface of a fully oxidised, orthorhombic RE123 (δ~0) crystal can have several atomic 
layers at the (001) surface: CuO2, CuO, BaO and the oxygen deficient RE layer. These 
surfaces are differentiated by their composition and depend on the sequence of the underlying 
atomic layers. 
 Tanaka et al. [10] investigated the surface structure of Y123 deposited by ozone-assisted 
reactive co-evaporation on SrTiO3 using in situ low-energy electron diffraction (LEED) and 
low-energy ion scattering spectroscopy (LEISS). From their LEED measurements it was 
concluded that the surface of the film is clean, crystalline and atomically flat. The films have 
an in-plane epitaxial relation of [100]YBCO//[100]STO and [110]YBCO//[110]STO. LEISS 
shows Cu and O atoms in the terminating layer of the surface. Through anneal experiments 
and measuring the O2 desorption from the film it is concluded that the CuO chain layer is the 
terminating layer. Using depth profiling [11] the second layer is determined to be BaO. The 
stacking sequence of the top unit cell layer is found to be BaO-CuO2-Y-CuO2-BaO-CuO.
Shimura et al. [12] confirmed this stacking sequence by cross sectional HREM. 
 Matijasevic et al. [13,14] studied the growth mechanism of co-evaporated (by reactive 
MBE) Sm123 thin films using atomic force microscopy (AFM) and high-resolution electron 
microscopy (HREM). AFM studies of less than one unit cell thick Sm123 films show 
preferential nucleation at the substrate steps. By changing the cation stoichiometry it was 
shown that irrespective of the composition, nucleation of molecular units with the same height 
occurred. Based on the height analysis of the Sm123 nucleation islands, a 1:3:3 cation 
stoichiometry for nucleation on TiO2 terminated SrTiO3 has been found, while x-ray photon 
spectroscopy (XPS) shows BaO termination. To match the proposed stacking sequence of the 
nucleated islands with AFM height measurements a reaction of the terminating BaO layer 
with air had to be taken into account. This reaction leads to a BaCO3 top layer and, 
subsequently, to a height increase of 2 Å. 



916

 Behner et al. [15] studied Y123 prepared by DC-magnetron sputter deposition in situ
using XPS and showed a uniform BaO termination. The proposed stacking sequence is: bulk-
BaO-CuO2-Y-CuO2-BaO-CuO-BaO. From ex situ XPS it was concluded that carbonates are 
formed on the film surface within the first few hours due to reaction with CO2 upon exposure 
in air.
 Pennycook et al. [16] concluded from amorphization experiments, induced via oxygen ion 
implantation at room temperature, that Y123 films, deposited with PLD using molecular 
oxygen, terminate with the CuO chain plane. Z-contrast electron microscopy demonstrates 
growth to be unit cell by unit cell through sequential nucleation and coalescence of islands. It 
was concluded that the unit cell terminates with the CuO chain layer. They considered 
amorphization as the reverse of the growth process. 
 Badaye et al. [17,18] used atomic resolved AFM to determine the terminating layer of 
Nd123 [19] made by PLD. They found the CuO chain layer to be terminating layer, which 
was confirmed by total reflection angle X-ray spectroscopy (TRAXS) [20]. In order to 
perform these spectroscopic measurements the samples had to be cleaned in situ at 200 °C for 
20 min with an atomic oxygen beam.  
 Rao et al. [21] determined the surface layer of Y123 with the glancing incident exit x-ray 
diffuse scattering (GIEXS) technique. It was shown that for a heat-treated PLD film the 
terminating layer is a mixture of BaO2 and BaO. The topmost layer was shown to be the CuO 
plane after a heat treatment in a radical O* atmosphere. 
 Huibregtse et al. [22] concluded from AFM analysis of sub unit cell Y123 films the 
terminating atomic layer to be CuO on TiO2 terminated SrTiO3. The proposed stacking 
sequence for the first unit cell layer is bulk-SrO-TiO2-BaO-CuO2-Y-CuO2-BaO-CuO. On SrO 
terminated SrTiO3, on the other hand, BaO is expected to be the terminating layer. In this case 
the stacking sequence is bulk-SrO -BaO-CuO2-Y-CuO2-BaO. In the latter case the remaining 
CuO leads to the formation of CuOx precipitates. Sub unit cell deposition, however, leads to 
nucleation of a cubic, (Y,Ba)CuO3 phase [23] due to minimization of surface and interface 
energies. Determination of the terminating atomic layer of Y123 from AFM analysis is 
therefore not straightforward. 

2.3 DISCUSSION 

Both, the starting and terminating atomic layer of RE123 on SrTiO3, deposited using various 
techniques, have been experimentally determined. In most cases a perovskite stacking 
sequence has been found at the interface. The starting atomic layer could only be determined 
assuming the terminating atomic layer of the SrTiO3 substrate to be predetermined, i.e., either 
SrO or TiO2. Without correct treatment of SrTiO3 substrate surfaces, however, the termination 
is not well defined. Most of the experiments reported in literature concerning the first atomic 
layer of RE123 on SrTiO3 have been performed on heat-treated substrates. Since a mixed 
termination is expected using heat treatments, the first atomic layer remains unclear. 
Nonetheless, a perovskite stacking sequence has been found in most cases. The first atomic 
layer of RE123 is, therefore, determined by the substrate terminating atomic layer. 
 The experimental results, reported in literature, concerning the terminating atomic layer of 
RE123 thin films are controversial and, therefore, the terminating layer remains ambiguous. 
Independent of the RE element, BaO [14,21,22,24,25,26] as well as the CuO 
[10,11,12,15,16,17,20,22] chain layer have been found as the terminating layer. Experimental 
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determination of the terminating layer, however, is not straightforward. The terminating layer 
will depend on the environment, i.e., temperature and oxygen pressure, during growth and 
post deposition treatments. Ex situ measurements usually involve surface treatments like 
annealing and/or ion bombardment to clean the surface prior to the measurement. Since 
modification of the surface is to be expected, determination of the terminating layer is 
difficult. For instance, a BaO termination was found after heat treatment, whereas treatment in 
radical O* environment a CuO was found to be the terminating layer [21]. 
 Employing amorphization by oxygen ion implantation at room temperature [16], it was 
demonstrated that Y123 thin films, deposited by PLD in molecular oxygen, terminate with the 
CuO chain layer. Growth, however, takes place at elevated temperature and low oxygen 
pressure. Decomposition of the CuO chain plane is more likely at these temperatures 
compared to room temperature. Therefore, the terminating atomic layer during growth can be 
different from the terminating atomic layer of a treated RE123 film. The CuO chain layer has 
zero net charge and has been predicted [27] as the most stable surface. In the case of oxygen 
depleted, tetragonal RE123 (δ~1) the BaO surface possesses neutral charge and becomes the 
stable terminating atomic plane.  
 During growth, the oxygen content in the surface layer is in equilibrium with, both, the 
oxygen in the film and gas phase. To stabilize the RE123 film a certain amount of oxygen has 
to be incorporated in the surface. The deposition pressure during growth of RE123 depends on 
the deposition technique. While low pressures (typically below10-2 Pa) are used in MBE and 
laser-MBE, higher pressures (between 1 and approximately 100 Pa) are used in PLD and 
sputter deposition. The oxidation power of molecular oxygen at these high pressures has been 
proven to be sufficient to stabilize the RE123 film [24,28] at deposition conditions. At low 
deposition pressures, however, more adequate oxidants like oxygen ions, atomic oxygen, 
ozone or nitrogen peroxide have to be used. Consequently, RE123 films can be stabilized at, 
both, low and high deposition pressure using suitable oxidation gasses. The termination layer, 
however, also depend on the oxidation power at deposition conditions. As mentioned earlier, 
at high temperatures, for example deposition temperatures, Cu-O bonds are easily broken 
resulting in desorption of oxygen. A high oxidant flux density is necessary to avoid the 
decomposition and, subsequently, to stabilize the CuO chain layer. Because of the different 
oxidation power used in the mentioned deposition techniques it is, therefore, expected that 
stabilization of the CuO chain layer depends on the deposition conditions. As a result the 
terminating layer of the as-deposited film will depend on the deposition conditions and is not 
always thermodynamically determined by the RE123 itself. 

3 INFLUENCE OF SUBSTRATE PROPERTIES ON RE123 GROWTH 

Not only the atomic stacking sequence at the substrate-film interface but also the growth 
mode is affected by the substrate properties. Especially the surface step density of SrTiO3

substrates and lattice mismatch with RE123 have a large influence on the growth mode and 
will be discussed. 
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3.1 INFLUENCE OF VICINAL ANGLE SUBSTRATES ON THE GROWTH MODE 

SrTiO3 substrates used for deposition of RE123 typically have a miscut angle between 0.05° 
and 0.5°, resulting in a step-terrace surface morphology. Assuming 3.905 Å as the average 
step height, i.e., the lattice parameter of SrTiO3, an average terrace length between ~500 and 
~50 nm is to be expected. The step edges of the substrate act as a preferential adsorption site 
for atoms diffusing on the surface of the substrate. The nucleation and growth are, therefore, 
expected to depend on the relative distance of the terrace length lT and the surface diffusion 
length lD. If lD>lT, nucleation on the terrace is prevented resulting in step flow like growth 
[13,29,30,31,32]. On the other hand, if lD<lT, nucleation on the terrace occurs resulting in 2D 
growth. Nevertheless, preferential nucleation will also take place at the step edges [33,13]. 
 The diffusion length of Y123 (at 0.2 mbar oxygen pressure and 760 C) in PLD is 
determined by STM studies [34] on vicinal substrates. The cross over from step flow like 
growth to 2D nucleation and growth is observed on substrates with 1.2° miscut. From this, a 
surface diffusion length lD ~20 nm was determined. 

3.2 INFLUENCE OF VICINAL ANGLE ON STRUCTURAL DEFECTS 

At the initial growth, nucleation and growth towards steps in the substrate lead to the 
formation of anti-phase boundaries [13,29,30,35] (APB’s). These APB’s are perpendicular to 

the interface and can be described by a displacement vector R=[00
3
1

], see figure 2 (a). 

Mechanisms preventing APB’s to be formed at the substrate steps or annihilating APB’s have 
been proposed in literature. A variable stacking mode [4] at the substrate steps during 
nucleation of Y123 creates the possibility of partial overgrowth at these steps, see figure 2 (b). 
Here, on the lower terrace, an additional BaCuOx layer (~4Å) prevents the formation of the 
APB. This additional BaCuOx layer can be seen as non-unit cell growth and changes the 
stacking sequence at the initial growth. As a result, the terrace length of the film is larger than 

that of the substrate. Due to the displacement vector R=[00
3
1

], however, not all APB’s at the 

substrate steps are prevented by the proposed variable stacking sequence. Another stacking 

sequence is necessary to obtain [00
3
2

] displacement. 

 (a) (b)

Fig. 2 . Schematic view of an anti-phase boundary (a) at a SrTiO3 substrate step with 
displacement vector [001/3] and the variable stacking sequence (b).

BaCuO 

BaCuO 

RECuO
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 Non unit cell growth, like the variable stacking sequence, is not only observed at the initial 
growth. Also, annihilation [35] of APB’s by non unit cell growth is observed at later stages of 
the growth. APB’s in the film that originate from steps in the substrate can be eliminated 
enabling an energetically more favourable growth. 

3.2 INFLUENCE OF STRAIN ON THE GROWTH 

Lattice mismatch between film and substrate gives rise to epitaxial strain, which is relieved by 
the introduction of misfit dislocations above the critical thickness hc. Several strain relieving 
mechanisms during hetero epitaxial growth of RE123 on SrTiO3 (lattice mismatch ~1.6%) 
have been proposed [36,37,38,39,40,41]. Although the mechanisms for dislocation nucleation 
differ in nature, pseudomorphic growth has been found for layer thickness smaller than the 
critical thickness hc. Values of hc between 5 and 20 nm, i.e., between ~4 and ~16 unit cell 
layers [42,43,44,45,46,47], have been found for RE123 deposited on SrTiO3 by PLD using 
molecular oxygen. Huijbrechtse et al. [22] found that the critical thickness depends strongly 
on the SrTiO3 substrate termination. A value for hc of 7.3 nm on SrO terminated substrates 
and 19 nm for TiO2 terminated substrates was found. From this they concluded that the larger 
substrate-film interface energy for the TiO2 termination enabled stabilization of a thicker 
pseudomorphic layer. 
 Not only the substrate termination but also the growth conditions determine the critical 
thickness hc. The film surface morphology, which is a direct product of the growth process, 
has a large influence on the nucleation of dislocations. Stress relaxation via dislocation 
nucleation at the critical thickness depends, therefore, on the growth conditions. For instance, 
nucleation of dislocations in a structural perfect film with a smooth surface is extremely 
difficult. As a result, a large critical thickness hc is expected. The large difference in the 
experimentally determined hc values is, therefore, probably a result of the growth conditions. 
Note that control of the surface morphology during growth can be used to increase the critical 
thickness for pseudomorphic growth. 

4 EXPERIMENTS: REBA2CU3O7-δ ON SRTIO3

The questions, presented in the introduction of this chapter, have been discussed in many 
papers in the last ten years. Most discussions, however, are based on RE123 films deposited 
on SrTiO3 substrates with unknown termination. As a result the first atomic layer and stacking 
sequence of the individual atomic layers of the first unit cell layer of RE123 remains 
ambiguous. 
 In this study accurate control of the terminating layer of the SrTiO3 substrate as well as in
situ diagnostics by high pressure RHEED have been used. Chemical treatment followed by 
heat treatment has proven to be a suitable method to obtain single TiO2 terminated SrTiO3

with atomically smooth terraces. The use of these substrates enables the determination of the 
stacking sequence unambiguously with, for instance, HREM. 
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4.1 EXPERIMENTAL SETTINGS 

The deposition conditions used in PLD of RE123 influences the growth significantly. This 
holds especially for the laser energy density at the target [48,49,50], the growth temperature 
and the oxygen deposition pressure [51,52] and these are, therefore, important parameters. 
Although a wide range of the parameter values have been investigated, only a small range 
have been found for optimised growth. As a result the parameter “space” converged to a 
typical set of values. The growth conditions used in this work are comparable to this set. 
 During growth of RE123, the substrate was heated to a temperature of 780°C and an 
oxygen background pressure of 18 Pa was applied. A sintered ceramic target was used which 
contained cation atoms in nominal ratio RE:Ba:Cu = 1:2:3. The energy density at the target 
[53,54,55] was set to 1.3 J/cm2. Stoichiometric transfer from target to substrate is typically 
found above 1.3 J/cm2. Lower densities leads to preferential ablation (between 1.0 and 1.3 
J/cm2) or phase separation in the target (below 1.0 J/cm2). Phase separation at these low 
energy densities occurs due to the incongruent melting of RE123. Due to repetitive irradiation 
below the threshold of 1.3 J/cm2, both, composition and morphology of the target surface is 
altered. As a consequence, the film characteristics during deposition change. The distance 
between substrate and target was set to 58 mm. At this position the substrate is placed just at 
the end of the visible plasma. Using these settings, films with transition temperatures of 
typically 90 K are produced. AFM measurements show surface morphologies resulting from a 
2D growth mechanism. No growth spirals are observed at these growth conditions [56,57,58]. 
The thermalization of ejected particles from the target is heavily influenced by the deposition 
pressure and determines the impingement energy of the particles arriving at the substrate. 
Generally, 2D nucleation and growth is observed at typical PLD conditions for RE123 
growth, i.e., pO2 ~10-30 Pa and substrate placed at the end of the visible laser plasma. Higher 
deposition pressure decreases the impingement energy and, therefore, the diffusion length of 
the deposit. A transition from the 2D nucleation and growth mode to the spiral growth mode 
is observed when the diffusion length between the deposition pulses becomes sufficiently 
small. In the remainder of this chapter the mentioned growth conditions are referred to as 
standard growth conditions. 
 The RE123 films are deposited on TiO2 terminated (001) SrTiO3 substrates using the high 
pressure RHEED PLD equipment [59]. The typical miscut angle of the substrates is between 
~0.05 and ~0.2°, yielding an average terrace length of ~400 to ~100 nm, respectively. All 
RHEED measurements are performed with 20 KV acceleration voltage. The angle of 
incidence was set to ~1°. The azimuthal angle was set to ~0° with respect to the [010] or [100] 
orientation of the SrTiO3 substrate.

4.2. INITIAL GROWTH OF RE123 ON TIO2 TERMINATED SRTIO3

The RHEED patterns recorded after the deposition of 1 and 4 unit cell layers Y123 on TiO2

terminated SrTiO3 are depicted in figure 3 (a) and (b), respectively. Already at the initial 
growth, i.e., the deposition of the first few unit cells, the sharp 2D spots, originating from the 
SrTiO3 substrate, are blurred into streaks. These streaks originate from the unit cell of Y123. 
The corresponding specular RHEED intensity shows a sharp decrease during deposition of the 
first unit cell without a large recovery, see figure 3 (c). Intensity oscillations are damped after 
approximately 4 unit cells. The observed streaks in the RHEED pattern and loss of RHEED 
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intensity are indications of a roughened surface, i.e., the step density at the surface is 
increased. Bulk lattice parameters of substrate and film influence the specular RHEED 
intensity because of the small penetration depth of the electron beam and multiple scattering 
effects. The angle of incidence used in the experiments is set to ~1º. At this angle, the 
specular RHEED intensity is maximal on SrTiO3. A small increase (~10%) of the specular 
RHEED is always observed by a small change of the angle of incidence of the electron beam 
after deposition. 
 This increase can be seen in the AFM micrographs depicted in figure 4 (a) and (b), 
showing the surface morphology of 4 and 20 unit cell thick Y123 layers, respectively. The 
insets show the cross section height analysis. Clearly the growth proceeds by 2D nucleation 
and subsequent spreading into larger 2D islands. Besides steps with heights corresponding to 
the c-axis unit cell parameter also smaller steps, corresponding to sub unit cell heights, are 
visible.
 Note that the average island size is small compared to the terrace width of the vicinal 
substrate. The vicinal substrate steps are, therefore, not responsible for most of the sub unit 
cell steps at the surface of the Y123 film. The morphology of the 20 unit cell thick film is a 
result of 2D nucleation and growth. Here, nucleation and incorporation of adatoms at step 
edges is proceeding on an increasing number of unit cell levels. For example, in figure 4 (b) 
up to 4 unit cell levels can be seen. 

(a) (b)

Fig. 3. RHEED patterns recorded after deposition of 1 (a) and 4 (b) unit cell layers of Y123 
on TiO2 terminated SrTiO3 and the specular RHEED intensity recorded during initial 
growth (c).

(c)
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 In figure 3 (a) and (b), besides the observed streaks, clear 3D spots are visible as indicated 
by the arrows. From the intensity and sharpness of the spots one can conclude that on top of 
the Y123 film many small crystallites are formed. From the horizontal and vertical distance 
between the spots a lattice parameter of ~4.3 Å can be determined. From the applied 
constituents, i.e., Dy, Ba, Cu and O, only cubic cuprite, Cu2O, can be identified to be 
responsible for these 3D spots. The lattice parameter of Cu2O is 4.27 Å, which fits with the 
observed lattice parameter. The position of the spots revealed that the Cu2O precipitates are 
aligned with the [010]Cu2O//[010]SrTiO3 and [001]Cu2O//[001]SrTiO3.

Fig. 4. AFM micrographs of a 4 (a) and 20 (b) unit cell thick Y123 on TiO2 terminated 
SrTiO3.

Fig. 5. Overview transmission electron micrograph of 4 unit cells Dy123 on TiO2 terminated 
SrTiO3. The horizontal arrow indicates the interface. SrTiO3 was deposited on top of the 
Dy123 layer to serve as a protection layer during HREM sample preparation.  
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Fig. 6. HREM image of an anti-phase boundary in Dy123 film on TiO2 terminated SrTiO3.
The arrows indicate the CuO chain layers. 

Fig. 7. Schematic of the three possible perovskite atomic layer stacking sequences of Dy123 
on TiO2 terminated SrTiO3.
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 Assuming a perovskite stacking sequence, stoichiometric deposition of Y123 on TiO2 (B-
site) terminated SrTiO3 should lead to B-site terminated Y123, e.g., either a CuO2 plane or the 
CuO chain layer. Furthermore, a symmetric unit cell with stacking sequence bulk-BaO-CuO2-
Y-CuO2-BaO-CuOx-bulk leads to the CuO chain layer as the terminating atomic layer. As 
mentioned earlier, it is expected that the small oxidation power at standard PLD conditions 
gives rise to an unstable CuOx chain layer. As a consequence, BaO becomes the terminating 
atomic layer of Y123 and Cu2O precipitates are formed. To comprehend the RHEED and 
AFM measurements of the first few unit cell layers on TiO2 terminated SrTiO3, high-
resolution electron microscopy (HREM) was carried out [60]. HREM is performed along the 
perovskite cube directions; i.e. along [100] or [010] of the RE123 film. Imaging both the film 
and the substrate under ideal conditions is not straightforward; the lattice mismatch between 
film and substrate (about 1.6 %) causes local bending of the ultra-thin film. Figure 5 shows an 
overview HREM image of 4 unit cells Dy123. No interface dislocations or surface steps in the 
substrate have been noticed in this overview. The unit cells are clearly visible and the epitaxy 
is perfect all over the film with [001]Dy123//[001]SrTiO3. The interface between film and 
substrate is atomically flat and no amorphous or secondary phases were observed. 
 The most prominent defects that occur are APB’s. They start at the substrate-film interface 
and persist over the total film thickness. The average distance between the APB’s is ~20 nm. 
An enlargement of an APB is shown in figure 6. The atomic layer sequence on both sides of 
the APB is determined using intensity line scans.  
 A perovskite stacking sequence is found at the substrate-film interface, allowing three 
possible atomic layer sequences at the interface of Dy123 on TiO2 terminated SrTiO3. These 
are visualized in figure 7. Because the size of a Ba-block (4.14Å) is larger than the size of a 
Dy-block (3.39Å), the position of the Dy-layer on both sides of the APB can be located. 
Figure 8 shows a detailed HREM image of the interface for a very small sample thickness and 
a defocus around –25nm. Image simulations indicate that the cations are imaged as dark dots 
and that oxygen columns are imaged as bright dots. Two arrowheads in figure 8 indicate the 
substrate-film interface; an APB is present in the middle of the figure, indicated by the 
vertical arrow.
 Intensity scanning along the vertical [001] direction allows determining the first layer of 
the Dy123 film, see insets in figure 8. The first atomic layer of the Dy123 film was found to 
be at the same level on both sides of the APB; excluding a surface step as the reason for the 
APB formation  

 A clear shift of the Dy layer is observed over R=[00
3
1

], leading to a structural misfit and, 

unavoidably, two different interface configurations. The structural misfit and the change in 
interatomic spacing at the APB also cause a relaxation and a slight bending of the atomic 
(001) planes close to the APB. This is clearly visible in the detailed HREM micrograph in 
figure 6. The interface stacking sequence is different on both sides of the APB. The interface 
stacking on the left side is determined to be: bulk substrate-SrO-TiO2-BaO-CuO-BaO-CuO2-
Dy-CuO2-BaO-bulk film. For the stacking of the layers at the interface on the right side the 
following sequence is found: bulk substrate-SrO-TiO2-BaO-CuO2-Dy-CuO2-BaO-CuO-BaO-
bulk film. These two interface configurations were observed throughout the complete film. 
Image simulations for both interface models were performed and the contrast could be 
matched with the experimental images. These simulated images are shown in figure 8 as 
insets. 
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Fig. 8. Defocused HREM image. For, both, contrast and position, a focus value of 24 nm and 
a thickness of 2.4 nm was used for the left part of the image while a thickness of 3.2 nm was 
used for the right part.  

 The third possible interface stacking: bulk substrate-SrO-TiO2-Dy-CuO2-BaO-CuO-BaO-
CuO2-Dy-bulk film was never observed. Apparently, an interface with BaO as a first layer of 
the film is more stable than one with Dy as first layer. 
 The instability of an interface with Dy as the first atomic layer can be understood by 
taking into account the co-ordination environment of the Ti4+ cations. The -SrO-TiO2-Dy-
CuO2- stacking sequence would imply an incomplete square-pyramid polyhedron for the Ti 
cation whereas it is favourably disposed towards an octahedral co-ordination. The absence of 
oxygen atoms in the Dy layer also results in an increase of the lattice energy associated with 
the interface due to a repulsion between the highly charged Ti4+ and Dy3+ cations. As a 
semiquantitative measure of the lattice energy and hence the stability of different interfaces 
one can use the Madelung’s constant α. The Madelung energy is the electrostatic contribution 
to the binding energy of ionic crystals. It should be noted that an absolute value of the 
electrostatic energy is meaningless for RE123 compounds because of the strong covalent 
bonding in the (CuO2) planes. Nevertheless, it is possible to compare α values for different 
types of interface configurations since the interaction between Ti4+, Dy3+, Ba2+ and oxygen 
can be considered as mostly ionic. The Madelung constant was computed using the Ewald's 
method of convergent series with an algorithm described by Popov et al. [61]. The charges 
associated with statistically occupied positions were chosen in accordance with the site 
occupancies. The unit cell constructed for these calculations consists of one unit cell of Dy123 
and one unit cell of SrTiO3. With this model the madelung constant have been computed for 
the three possible stacking sequences, depicted in figure 7, which contain equal amount of 
atomic layers of the same type and differ only by layer sequences. The α value is drastically 
lower for the interface C (α = 52.05) compared to interfaces A (α = 64.18) and B (α = 63.85). 
This rough estimate suggests that the C interface is unstable in comparison with the interfaces 
A and B. Furthermore, similar lattice energies have been found for the interfaces A and B. As 
a consequence, formation probability of both interfaces is (almost) equal. 



926

4.3 DISCUSSION 

From the above presented data we can conclude that the initial growth of RE123 on TiO2

terminated SrTiO3 is dominated by two effects, i.e., the unstable terminating CuO chain layer 
at deposition conditions and the two possible stacking sequences at the substrate-film 
interface. The first effect will lead to BaO termination and Cu2O precipitates, while the latter 
gives rise to the formation of APB’s. Both hamper the unit cell layer by layer growth. The 
formation of Cu-rich precipitates on the surface of RE123 has been studied using PLD 
[62,63], MBE [64] and off-axis sputter deposition [65]. Especially the formation and growth 
kinetics were subject to the studies. Using light scattering technique [62] together with ex situ
AFM it was demonstrated that at the initial stage of Y123 growth on TiO2 terminated SrTiO3

formation of CuO precipitates occur. These act as a nucleation site for BaCuO2 and CuO by 
subsequent gettering of Ba and Cu. It was shown that deposition of CuOx

63 on the surface of 
Dy123 using strong oxidizing conditions leads to the formation of Cu2O precipitates, which 
act as an effective sink for the rest of the deposited CuOx.
 In general it is believed that, independent of the deposition technique, Cu-rich composition 
during deposition of RE123 will lead to the nucleation of CuOx precipitates. At the initial 
growth stage, i.e., the deposition of the first unit cell layer, of Y123 on TiO2 terminated 
SrTiO3 the composition can be regarded as Cu-rich because of the BaO termination. In other 
words, the surplus of CuOx, which is not incorporated in the first unit cell layer, leads to Cu 
enrichment. Due to the high reactivity [63] between the nucleated Cu2O and BaO during 
subsequent deposition, BaCuxOy phases are formed. These stable phases hamper the 
reincorporation in the growing film. Consequently, the film will be Ba and Cu depleted. 
 From HREM measurements of Dy123 growth on TiO2 terminated SrTiO3, the following 
conclusions can be made: 

(1) The substrate-film interface is perovskite like. The first atomic layer on TiO2

terminated SrTiO3 is BaO. 
(2) The stacking sequence at the interface is either SrO-TiO2-BaO-CuO-BaO-CuO2-Dy-

CuO2-BaO-bulk or SrO-TiO2-BaO-CuO2-Dy-CuO2-BaO-bulk resulting in formation 

of [00
3
1

] APB’s during deposition of first unit cell layer.

(3) The diffusion length of the RE123 deposit during initial growth is ~20 nm, 
determined from the average distance between the APB’s. 

Various authors reported the presence of APB’s in thin RE123 films, grown on SrTiO3.
However, in these cases the presence of the APB’s was attributed to unit cell steps at the 
substrate. For instance, Dam et al. [35] concluded from cross section TEM analysis that the 

APB density is closely related to the substrate step density. They observed [00
3
1

] APB’s with 

average spacing ~10 to 20 nm on SrTiO3 substrates with a miscut angle of 0.5° 9 average 
terrace length of ~50 nm ).  

 In our case, however, the density of the APB’s, is large compared to the density of 
substrate unit cell steps, determined from the miscut angle of the substrate surface. The 
density of substrate steps, observed in cross-section HREM, depends on the orientation of the 
step ledges with respect to the crystallographic orientation of the sample during observation.  
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The maximum density is observed if the cross-section HREM sample is cut perpendicular the 
step ledges. The average terrace width, determined from the miscut angle (<0.2°), is larger 
than 120 nm. From this one can conclude that APB’s are formed on the atomically smooth 
terraces and not only at the substrate steps. Here, APB’s are formed by the coalescence of 
neighbouring islands with a different stacking sequence. Consequently, the APB density is 
found to be larger than the substrate step density. 
 An APB will be formed at the substrate step if the stacking sequence on both terraces 
adjacent to the substrate step is identical. On the other hand, APB formation at the substrate 
step can be prevented by different stacking sequences on adjacent terraces. A large influence 
of the substrate steps on the growth of RE123 can be expected if the APB density becomes 
comparable to the substrate step density. This has been observed on high-miscut vicinal 
substrates by Haage et al. [34]. They attributed the presence of the variable stacking sequence 
to the substrate steps and proposed a model where partial overgrowth at the substrate steps 
occurs. This overgrowth leads to step flow like growth if the average terrace length of the 
substrates becomes comparable to or smaller than the surface diffusion length. They found 
that a miscut angle larger than 1° (The calculated average terrace length at 1° is 22 nm.) has to 
be used at typical PLD conditions, since a surface diffusion length of ~20 nm is expected 
[34].  

Fig. 9. Schematic representation of the initial RE123 growth on TiO2 terminated SrTiO3.
Coalescence of islands with different stacking sequence causes formation of anti-phase 
boundaries (APB’s). 

TiO2 terminated SrTiO3

RE122: BaO-CuO2-RE-CuO2-BaO

RE133: BaO-CuO-BaO-CuO2-RE-CuO2-BaO

RE123: CuO-BaO-CuO2-RE-CuO2-BaO



928

 The initial growth of Dy123 on TiO2 terminated SrTiO3 can be described qualitatively by 
the following sequence (see schematic view in figure 9): 

(1) 2D islands nucleate on the substrate surface until saturation in the density is reached. 
This density depends on the diffusion length of the deposit. 

(2) During subsequent deposition coalescence of the spreading islands occurs. 
Coalescence of islands with different stacking sequence at the substrate-film interface 

leads to the formation of [00
3
1

] APB’s. The surface step density is increased because 

of the height difference (~4Å) between the islands. Consequently, the RHEED 
intensity is decreased.  

(3) After coalescence of islands in the first unit cell layer, 2D unit cell by unit cell growth 
occurs indicated by the RHEED oscillations. The period of the observed oscillations 
equals the time necessary for deposition of one unit cell layer.  

 Thus, APB’s are not only created at substrate step edges but also on the atomically smooth 
terraces of the substrate. As shown, precipitation of Cu2O and, consequently, BaO (A-site) 
termination occur during growth of the first RE123 unit cell layer on TiO2 (B-site) terminated 
SrTiO3. To avoid precipitation, substrates with SrO (A-site) termination can be an alternative. 
Here, stoichiometric deposition of RE123 leads to A-site termination and the supplied CuO 

     (a)  (b)

Fig. 10. RHEED patterns recorded after deposition of 1 ML SrO (a) and, subsequently, 4 
unit cell layers of Y123 (b) on TiO2 terminated SrTiO3 and the specular RHEED intensity 
recorded during Y123 growth (c).

(c)
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will be incorporated in the thin film. Hence, precipitation of Cu2O is prevented. So far, 
however, no chemical treatments have been reported that produces single SrO terminated 
SrTiO3 while heat treatment of SrTiO3 usually results in a mixed termination. To obtain SrO 
termination we deposited a monolayer of SrO on TiO2 terminated SrTiO3.
 The RHEED patterns recorded after growth of SrO and, subsequently, 4 unit cell layers of 
Y123 are depicted in figure 10 (a) and (b), respectively. Now, only streaks, originating from 
the Y123 layer, can be seen. No indication of Cu2O formation has been found, i.e., no 3D 
transmission spots have been observed. During the deposition of Y123 the supplied CuOx is 
incorporated in the unit cell layer and A-site termination is preserved. Still a large drop in the 
RHEED intensity is observed without large recovery indicative for an increased step density, 
see figure 10 (c). In fact, the RHEED intensity resembles the RHEED intensity recorded 
during growth on TiO2 terminated SrTiO3. So, no difference in the growth mode is expected. 
Here, also the occurrence of two stacking sequences is likely, i.e., bulk substrate-SrO-TiO2-
SrO-CuO-BaO-CuO2-Dy-CuO2-BaO-bulk film and bulk substrate-SrO-TiO2-SrO-CuO2-Dy-
CuO2-BaO-CuO-BaO-bulk film. Equal nucleation probability at the initial growth leads to an 
increase in the step density and formation of APB’s. From, both, RHEED and AFM 
measurements we conclude that the growth mode on SrO terminated SrTiO3 resembles the 
growth mode on TiO terminated SrTiO3.

4.4 MANIPULATING THE INITIAL GROWTH OF REBa2Cu3O7-δ 

Stoichiometric deposition is a prerequisite at all stages during the film growth, to avoid 
precipitation of Cu2O during the deposition of the first unit cell layer on TiO2 terminated 
SrTiO3. The cation ratio RE:Ba:Cu of the first unit cell should be 1:2:2 or 1:3:3, see figure 9, 

 (a) (b)

Fig. 11. AFM micrographs (1 µm2) of Dy122 unit cell layer on TiO2 terminated SrTiO3, at 
typical deposition conditions for RE123 (a) and optimised deposition conditions (b). The 
insets show the corresponding RHEED patterns. 
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rather then 1:2:3. A 1:3:3 cation ratio, however, leads to the two observed stacking sequences. 
To avoid the latter we propose to use the 1:2:2 cation ratio.

4.4.1 INITIAL GROWTH OF REBa2Cu2O7-δ ON TiO2 TERMINATED SrTiO3  
 
Deposition was performed using a target with nominal 1:2:2 composition. Figure 11 (a) shows 
an AFM micrograph after deposition of approximately 1 unit cell layer using the standard 
deposition conditions. The inset shows the RHEED pattern after deposition. The terrace 
structure of the substrate is still visible in the AFM micrograph. The terraces consist of 
coalesced islands with height ~4 Å. The step density is clearly increased and, consequently 
the 2D spots in the RHEED pattern are somewhat blurred. Since no 3D spots are observed it 
is expected that nucleation of Cu2O precipitates is prevented. 
 The intended stacking sequence is bulk substrate-SrO-TiO2-BaO-CuO2-Dy-CuO2-BaO.
Deposition of a single RE122 unit cell layer requires exact control of the supplied 
constituents. First, the amount of deposited material must exactly match to 1 unit cell layer. 
Second, the ratio between the constituents should be exactly 1:2:2. No improvement in the 
surface morphology has been observed by adjustment of the amount of deposited material. 
Excessive deposition leads to a more roughened surface. Obviously, supplying more material 
with a ratio close to 1:2:2 leads to nucleation of other phases. It is, therefore, expected that off 
stoichiometric deposition is the cause for the observed morphology. If the stacking sequence 
of the deposited Dy122 unit cell equals BaO-CuO2-Dy-CuO2-BaO, depletion of Ba and Cu is 
most probable. This can also be regarded as a surplus of Dy. 
 Several attempts were performed to obtain atomically smooth terraces by improving 
stoichiometry. Especially the energy density in the laser spot, the deposition temperature and 

Fig. 12. Specular RHEED intensity recorded during growth of RE123 on RE122. 
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pressure have been optimised. Although islands were always found on the terraces and atomic 
smooth terraces were never observed, the step density is clearly diminished by the 
optimalization, as shown by clear 2D RHEED spots. Figure 11 (b) shows an example of the 
AFM micrograph and corresponding RHEED pattern of a Dy122 unit cell layer deposited at 
an energy density of 7 J/cm2. Just after deposition the film was in situ annealed at a 
temperature of 880 ºC for 1.5 h. The ledges of the terraces are roughened through coalescence 
of islands with the ledges.  

4.4.2 INITIAL GROWTH OF DyBa2Cu3O7−δ ON DyBa2Cu2O7−δ  

Figure 12 shows the RHEED intensity during growth of Dy123 on top of a Dy122 unit cell 
layer. Clear intensity oscillations are observed indicating 2D nucleation and growth of the 
first unit cell layers. Compared to the initial growth on TiO2 and SrO terminated SrTiO3 the 
oscillations are more pronounced. Almost full recovery of the specular RHEED intensity is 
observed during deposition of the first few unit cell layers. Since the observed intensity is a 
direct measure of the surface step density, we conclude that no additional roughening takes 
place during initial growth. During subsequent growth, however, the oscillations are damped 
and the RHEED intensity decreases, indicating roughening of the surface.  

Fig. 13. Overview cross-section image of Dy123/Dy122 deposited on TiO2 terminated 
SrTiO3.The arrowheads indicate the substrate-film interface. 
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 HREM analysis indicates the nucleation and initial growth mechanism to be different 
compared to Dy123 growth on TiO2 terminated SrTiO3. No APB’s have been observed at the 
substrate-film interface, see cross-section image in figure 13 and HREM cross-section in 
figure 14 (a). However, non-unit cell growth has been observed remote from the interface, 
visualized by the Burgers vector in the HREM image in figure 14 (b). 

4.4.3 DISCUSSION 

As shown, deposition of the first unit cell layer with a cation ratio RE:Ba:Cu = 1:2:2 on TiO2

terminated SrTiO3 prevents Cu2O precipitation. Apparently, it also prevents formation of 
APB’s at the substrate-film interface. As discussed, APB’s are formed during Dy123 
deposition on TiO2 as well as SrO terminated substrates by the coalescence of domains with 
different stacking sequence. The stacking sequence of the first unit cell layer in the domains is 
either BaO(or SrO)-CuO2-Dy-CuO2-BaO or BaO(or SrO)-CuO-BaO-CuO2-Dy-CuO2-BaO.
The first can be considered as Dy122 whereas the latter can be considered as Dy133 (Dy133 
can be considered as a Dy122 unit cell on top of a BaCuO block.). Formation of the Dy133 
domains is suppressed in the case of Dy122 deposition, leading to one stacking sequence, i.e., 
bulk substrate-SrO-TiO2-BaO-CuO2-Dy-CuO2-BaO-bulk film. Subsequently, formation of 
APB’s is prevented. 

5 CONCLUSIONS 

Although in many studies a perovskite stacking sequence has been found at the interface of 
RE123 and SrTiO3, the determination of the terminating atomic layer of the SrTiO3 substrate 
as well as the starting atomic layer of RE123 remained ambiguous. Determination of the 
starting atomic layer with ex situ techniques like HREM and XSW requires the terminating 
layer of the substrate to be predetermined. The termination of SrTiO3, however, can be SrO, 
TiO2 or a mixture of both, depending on the surface treatment. Since most of the studies were 

Fig. 14. Cross-section HREM images of the film-substrate interface of Dy123/Dy122 
deposited on TiO2 terminated SrTiO3 (a). Non-unit cell growth during deposition of Dy123, 
indicated by the Burgers vector (b).

(a) (b)
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performed using thermally treated substrates, a mixed termination has to be expected. 
Reliable determination of the first atomic layer is, therefore, not straightforward. 
 The terminating atomic layer of RE123 have been studied extensively, using in situ and ex
situ measurements. Ex situ determination usually requires surface cleaning by heat treatment 
and/or ion beam treatments. Modification of the surface is likely. Consequently, the measured 
termination layer may differ from the terminating layer during growth. Both, CuOx and BaO 
have been found as the terminating layer. The growth conditions, especially the oxidation 
power during growth, determines the thermodynamically stable terminating layer at these 
conditions. Mostly, CuOx termination is found at high oxidation power using ozone, atomic 
oxygen or other activated oxygen, whereas BaO is found at lower oxidation power using 
molecular oxygen. At standard PLD conditions the terminating atomic layer is BaO. 
Consequently, Cu2O precipitation occurs during initial growth on TiO2 terminated SrTiO3 at 
these conditions.
 Two methods have been successfully applied to avoid Cu2O precipitation. In the first 
method, i.e., using SrO terminated SrTiO3 substrates, A-site termination is preserved during 
deposition of the first unit cell layer and, hence, all CuO is incorporated in the thin film. The 
second method ensures “stoichiometric” deposition during the first unit cell layer. The exact 
amount of material, needed for the thermodynamically stable unit cell layer at deposition 
condition, is supplied. Since both the starting and terminating atomic layer of the first unit cell 
layer is BaO, a cation ratio of RE:Ba:Cu = 1:2:2 has to be used. 
 Ultra thin films of Dy123 prepared by PLD on TiO2-terminating SrTiO3 apparently 
contain numerous APB’s. Such boundaries were already observed in RE123 thin films and 
often related to unit cell steps on the substrate. The miscut-angle of the substrate used in this 
study was less than 0.2°, implying that the minimum width of a substrate terrace is 112 nm. 
Since HREM showed that the average width of an anti-phase domain is of the order of 20 nm, 
unit cell steps at the substrate cannot be the only reason for the formation of APB’s, which are 
unavoidably created during the growth of the film. As a consequence two different stacking 
sequences at the interface are found. This causes a structural and chemical misfit and will lead 
to the formation of APB’s, which will negatively influence the superconducting properties of 
the film.  

A unique interface configuration is achieved by depositing the first unit cell layer with 
the cation ratio Y:Ba:Cu =1:2:2, instead of 1:2:3, on single TiO2-terminated SrTiO3 . Control 
of the stacking sequence at the interface has allowed us to study the influence of the density of 
APBs on the electrical transport properties of the superconducting film. It is found that the 
critical temperature Tc is depressed by increasing the in-plane ordering, which strongly 
indicates that the presence of APBs in the sample favors the oxygen indiffusion and the 
relaxation of the in-plane strain [66,67]. 
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1. INTRODUCTION 

Since the discovery of superconductivity in Hg, a huge number of superconductors were dis-
covered among metal elements and intermetallic compounds, as shown in Fig. 1-1. In the 
early stage of material investigations, several intermetallic material groups with the AlB2-type 
structure were already recognized as candidate materials for superconductors, mainly by B.T. 
Matthias and J.K. Hulm in the 1950s. “Matthias’s rule” was derived as a result of the investi-
gations of A15-type superconductors [1], and superconductors such as Nb3Sn, V3Ga,
Nb3(Al,Ge) [2] and Nb3Ge [3], which were important materials for practical applications, 
were discovered. The superconductors that were discovered in this stage are called “BCS su-
perconductors” because their behavior can be well explained within the framework of the 
BCS theory. However, the discovery of Cu-oxide high-Tc superconductors in 1986 [4] re-
quired a theoretical interpretation with a new key concept. The important point is that Tc was 
raised up to 138 K at ambient pressure [5], which is far above the highest Tc record of 23 K in 
Nb3Ge [3]. With the high-Tc record being broken one after another by Cu-oxides, one of the 
most challenging questions in superconductivity has become “how much will Tc increase in 
non Cu oxide superconductors?” Up to 2001, the highest Tc in this class was 33 K in electron-
doped CsxRbyC60 [6] and the next highest Tc was 30 K in Ba1-xKxBiO3 [7]. Within this back-
ground, we reported superconductivity at 39 K in MgB2 [8] in 2001, which is the highest Tc

among intermetallic superconductors and nearly twice the Tc previously reported. Although 
MgB2 is a well-known popular material, its high-Tc superconductivity (Tc=39 K) had been 
hidden for about 50 years until our discovery. Because the limit of Tc in metallic superconduc-
tors had been believed to be ~30 K in the framework of the BCS theory, the discovery of un-
expectedly high-Tc superconductivity in this simple binary intermetallic compound has trig-
gered enormous interests in the world. 
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MgB2 has opened a new 
frontier of investigation into the 
physical properties of intermet-
allic superconductors. In the 
short period since the discovery 
of its high-Tc superconductivity, 
a large number of experimental 
and theoretical works have been 
performed [9-13], and the inter-
pretation of this superconductiv-
ity focuses on the metallic na-
ture of the 2D layer formed by B 
atoms. The discovery also 
prompts a search for other high-
Tc materials in similar systems. 
Moreover, MgB2 is a particu-
larly attractive material for its 
multiple superconducting gaps 
which are caused by the charac-
teristic electronic structure de-

rived from 3D π-bands and 2D σ-bands. Although multiple-gap superconductivity had been 
proposed by Suhl et al. [14] and since then, discussed in relation to other materials, for exam-
ple, Nb-doped SrTiO3 by Binnig et al. [15], MgB2 is the first material containing intrinsic 
multiple gaps, and many basic elements of multiple-gap superconductivity have been investi-
gated from various experimental and theoretical aspects. Moreover, its high Tc, simple crystal 
structure, large coherence length, high critical current density, high critical field, transparency 
of grain boundaries to current and low normal state resistivity promise that MgB2 will be a 
good candidate material for both large scale applications and electronic devices. MgB2 has 
already been fabricated in the form of bulk, single crystal, thin film, tape and wire [16,17], 
and shows potential for practical applications. Superconductivity in MgB2 is one of the most 
fascinating topics in issues ranging widely from fundamental aspects to applications.

In this paper, we review the experimental results on MgB2. In Sec. 2.1, we introduce the 
crystal structures of several families of boride compounds. In particular, we describe geomet-
rical arrangements of boron atoms in borides. The boron atoms have a suitable size and elec-
tronic structure that allows them to form direct B-B bonds; that can form a boron network. 
The characteristic crystal and electronic structures of MgB2 are introduced in Sec. 2.2. In Sec. 
3 (Sec. 3.1, 3.2 and 3.3), we review the physical properties of MgB2, particularly the electric, 
thermal and magnetic properties, and also the experimental results on electron-phonon (EP) 
coupling and multigap behavior. In Sec. 4, we review the potential of MgB2 for practical ap-
plications. MgB2 is expected to be a new candidate material for practical applications, such as 
superconducting wires and thin films. The critical current properties of MgB2 in the form of 
single crystals, bulks and thin films are described in Sec. 4.1. In Sec. 4.2, we describe the dop-
ing effects on the critical current properties of MgB2. In Sec. 4.3, we introduce the future 
prospects for MgB2 materials. Finally, in Sec. 5, we will summarize the experimental results 
on MgB2 and mention the future prospects for material development of related intermetallic 
compounds and for the application of superconducting wire and thin films. We note that there 
are some excellent reviews on MgB2 [18,19].  

Fig. 1-1. Chronology of Tc.
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2. CRYSTAL AND ELECTRONIC STRUCTURE OF MgB2

2.1. Crystal Structure of Boride Compounds  

The boron atoms have a suitable size and electronic structure for forming direct B-B bonds 
that can form a boron network. The general chemical formulas of the borides correspond to 
the series M4B, M3B, M7B3, M2B  M3B2  MB  M11B8  M3B4  M2B3  MB2

MB4, MB6  MB12  MB15  M3B12  MB66. The geometric arrangements of boron atoms 
in boride compounds are shown in Table 2-1 [20]. With increasing boron content, the network 
formed by boron atoms have a higher dimensionality.  

In the metal-rich borides with the chemical formulas M4B, M7B3, M3B and M2B (Al2Cu-
type structure), the boron atoms are isolated. The crystal structures of Ni3B and Co3B are the 
same as that of Fe3C. This group is called cementite. In this structure, the atomic radius of the 
metal element, such as Cr, Mn and Fe, is smaller than 1.3 Å. Re3B is reported to be a super-
conductor (Tc~4.8 K) in borides with the M3B formula, [21,22], but the crystal structure of 
Re3B is different from that of cementite (orthorhombic; Cmcm). Moreover, Re7B3 (Tc=3.5 K) 
[22] and Ru7B3 (Tc=2.6 K) [23] have been reported in borides with the M7B3 formula. The 
crystal structures of compounds with the M2B formula are the same as the Al2Cu-type struc-
ture. In the case of Fe2B, the Fe-Fe distance is slightly smaller compared with that of pure 
metal iron. Many borides, Ta2B, Mo2B, W2B, Mn2B, Cr2B, Fe2B, Co2B, Ni2B, Be2B and 
Re2B, belong to M2B-type compounds. Among these, Mo2B (Tc~5 K), Ta2B (Tc=3.12 K), 
W2B (Tc~3.2 K) and Re2B (Tc=2.8 K) are superconductors [23-25], however, the crystal struc-
ture of Re2B is yet undetermined.  
As the boron content increases, B-B bonds form in pairs with M3B2-type borides. V3B2,
Nb3B2 and Ta3B2 belong to this type of boride, and crystal structures of these compounds are 
U3Si2-type. In this crystal structure, B-B bonds form in pairs through the side shared by two 
M6B triangular prisms. Similarly, in MB-type borides, the boron atom is surrounded by six 
metal atoms which form the M6B triangular prism and B-B bonds form in zig-zag chains. In 
this class, FeB-, CrB- and MoB-type crystal structures are basically constructed of double 
metal layers including the M6B triangular prisms, but crystal structures differ from each other. 
Among this class, TaB (Tc=4 K), NbB (Tc=8.2 K), ZrB (Tc~3 K), HfB (Tc=3.1 K) and MoB 
(Tc=0.5 K) were reported to be superconductors [23,26-29]. Boron atoms in M11B8-type bor-
ides are surrounded by metal atoms in triangle prisms, similar to M3B2 and MB. Also, boron 
atoms form branched chains. In M3B4- and M2B3-type borides, boron atoms form double and 
triple chains, respectively. Ta3B4, Nb3B4, Mn3B4 and Cr3B4 are listed as the former com-
pounds, and the latter are V2B3 and Cr2B3. The double or triple chain structure is considered 
to be just like the end of the honeycomb lattice or spin ladder compound seen in copper oxide. 
For example, in Ta3B4, while the B-B distance in a pair is 1.54 Å between each chain, the B-B 
distance in a chain is 1.8 Å. 

The many MB2-type borides have the AlB2-type structure (hexagonal; P6/mmm). In this 
structure, the characteristic 2D honeycomb layers formed by boron atoms are sandwiched by 
the triangular metal layers, like intercalated graphite, as shown in Fig. 2-1. The MB2-type 
structure is stable for a surprisingly wide range of metal atom sizes with a metal combination 
radius in the range of 1.3-1.8 Å. In these compounds, the transition metal electronic states are 
heavily involved in the Fermi energy [30,31]. Among metal diborides, ReB2 has a strongly 
distorted boron honeycomb lattice, as shown in Fig. 2-2. This buckling obviously precludes 
superconductivity by the same phonon E2g mode that mediates the superconductivity in MgB2

[9]; and ReB2 does not show superconductivity. On the other hand, theoretical calculation has  
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Table 2-1. Geometric arrangements of boron atoms in borides [20]. 

Fig. 2-1. Crystal structure of MgB2. Fig. 2-2. Crystal structure of ReB2.
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predicted that the density of states at the Fermi energy in ReB2 assuming AlB2-type structure 
increased rather than ReB2 with no assumption, leading to the possibility of superconductiv-
ity. Among AlB2-type borides, several superconductors have been reported, and their physical 
properties were investigated before the discovery of superconductivity in MgB2. In 1970, 
Cooper et al. reported superconductivity in B-rich NbB2 (NbB2.5) (Tc=3.87 K) and MoB2.5

(Tc=8.1 K) in MB2 (M: Y, Zr, Nb and Mo) compounds [32]. In NbB2.5, the increase of Tc to 
9.3 K and 7 K by slight Y and Th substitutions to Nb site was reported. Tc also increased by 
slight Y, Sc, Hf, Zr and Nb substitutions to Mo site, for example, Mo0.85Zr0.15B2.5 (Tc=11.2 K). 
Although the crystal structure of the superconductor MoB2.5 was the AlB2-type, it was con-
firmed to be the ε-Mo2B5-type structure (rhombohedral; R3m) with ahex=3.0152 Å and 
chex=20.971 Å [33]. Similarly, WB2 was first reported as the W2B5 phase, but its crystal struc-
ture was the “modified” AlB2-type (hexagonal, P6/mmc) with a= 2.982 Å and c =13.87 Å 
[34]. In 1979, Leyarovska et al. reported superconductivity of NbB2 (Tc=0.62 K) in MB2 (M: 
Ti, Zr, Hf, V, Nb, Ta, Cr and Mo) compounds [35]. They reported that Tc changed from 0.62 
to 6.4 K with increasing boron content from 2 to 2.5 in NbB2. Recently, however, Nb1-xB2

(x=0.24) prepared under 5 GPa revealed a maximum Tc of 9.2 K, and Tc  changed from 7 to 9 
K depending on the sintering pressure and nominal composition [36]. On the other hand, Gas-
parov et al. reported no sign of superconductivity in NbB2 [37], so more precise investigation 
of the relationship between stoichiometry and crystal structure is needed.  

Since the discovery of superconductivity in MgB2, the main issue in material development 
has been “whether MgB2 is just a special example among diborides or not”. Hence AlB2-type 
borides have been extensively investigated both theoretically and experimentally. Experimen-
tally, superconductivity in BeB2 (BeB2.75) [38], ZrB2 [37], TaB2 [39] and NbB2 [36] has been 
reported one after another. From among similar systems, BeB2 is the first natural candidate, 
since the lighter divalent Be atoms (atomic mass ratio of Mg to Be; MMg/MBe=2.25) may pro-
vide higher phonon frequencies while retaining similar electronic properties. However, Felner 
reported no sign of superconductivity down to 5 K, on the basis of susceptibility measure-
ments [40]. Young et al. reported that a superconducting phase (Tc=0.72 K) formed a complex
structure in contrast to the simple AlB2-type structure, and that this structure has a chemical 
composition of BeB2.75 [38]. Although Kaczorowski et al. reported superconductivity at 5.5 K 
in ZrB2 [39], more detailed characterization of this superconducting phase is needed because 
their sample includes a small amount of an impurity phase, ZrB12 (Tc=5.9 K). Kaczorowski et 
al. also reported superconductivity at 9.5 K in TaB2, whereas Gasparov et al. reported no sign 
of superconductivity in it [37]. Therefore, it is not confirmed whether TaB2 is a superconduc-
tor or not. From a theoretical point of view, it has been theoretically predicted that many 
isoelectronic boride systems such as CuB2, AgB2, AuB2, LixBC (x~0.5) and related com-
pounds should have a high Tc [41-43]. However, CaB2, AgB2 and AuB2 have not been synthe-
sized yet. In particular, in the case of a monovalent metal, Ag or Au, the AlB2-type structure 
is unstable. In a theoretical study of the thermodynamic stability of the AlB2-type structure 
[44], the divalent metal diborides are at the minimum limit of stability, while the monovalent 
diborides (Na, Ag, Au, etc.) are clearly unstable. Therefore, AlB2-type structures including 
Ag or Au cannot be formed. Although the possibility of superconductivity in hole-doped 
MgB2 or upon isoelectronic substitution of Mg (i.e., Mg1-xMxB2 with M=Be, Ca, Li, Na, Cu 
and Zn) has been suggested [45], the substitution of Li or Na to Mg site is also difficult for 
carrier doping and has not been reported. Fogg et al. reported the physical properties of LixBC 
(x>0.5), however, no superconductivity above 2 K was observed in this system [46].  

In the last part of this section, the borides with a 3D B-network are described (MB6 for-
mula; hexaboride and MB12 formula; dodecaboride). The crystal structure of MB6-type bor-
ides is cubic (CaB6-type; Pm3m), and characterized by a 3D skeleton composed of B6 octahe-
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dra, the interstices of which are occupied by a divalent or trivalent metal ion (see Fig. 2-3). 
The 3D frameworks of boron atoms and metal ions are arranged in a simple cubic lattice con-
sidering that the B6 octahedron is one unit and this structure is described to be of the CsCl-
type. The metal ions comprise the alkaline-earth metals (Ca, Sr and Ba), the rare-earth metals 
(La, Ce and Eu) and the actinium metals (Th and U). The lattice constants of hexaboride are 
increased linearly with increasing radius of these metal ions. However, the sizes of B6 octahe-
dra are unchanged and the distance between B6 octahedra changes with changing lattice con-
stant. In MB6-type borides including divalent metal ions, superconductivity was not con-
firmed, but among those with trivalent metal ions, YB6 showed superconductivity (Tc=6~7 K) 
[2,47,48]. As shown in Fig. 2-4, the crystal structure of MB12 dodecaborides is cubic (UB12-
type; Fm3m). The arrangement of B12 cubo-octahedra and the rare earth atoms is the NaCl-
type. Consequently, each metal atom is located at the center of a B24 cubo-icosahedron. This 
configuration is similar to the CaB6-type configuration. In this class, superconductivity was 
reported in YB12 (Tc=4.7 K), ScB12 (Tc=0.39 K), LuB12 (Tc=0.48 K) and ZrB12 (Tc~5.9 K) 
[2,49].  

Fig. 2-3. Crystal structure of CaB6.. Fig. 2-4. Crystal structure of UB12.

2.2. Crystal and Electronic Structures of MgB2

2.2.1. Crystal structure of MgB2

MgB2 has an AlB2-type hexagonal structure with a=3.08 Å and c=3.51 Å (P6/mmm) [50]. The 
atomic position of Mg is 1a (0 0 0) and that of B is 2d (1/2±δ 1/2±δ 1/2±δ). The structural 
arrangement can be described as an alternate stacking of boron honeycomb planes and Mg 
triangular planes. Each Mg atom is at the center of a hexagonal prism of boron atoms at a dis-
tance of ~2.5 Å. Each boron atom is surrounded by three other boron atoms, forming an equi-
lateral triangle at a distance of a/ 3 ~1.78 Å, while the Mg-Mg distance in the plane is equal 
to the lattice constant a. Because lattice constants a and c in the AlB2-type structure are in the 
range of 3.0-3.2 Å and 3.0-4.0 Å, respectively, MgB2 has the middle lattice constant in this type 
of structure. The crystal structure of MgB2 has been investigated by high-resolution neutron 
powder diffraction [51-53] and x-ray diffraction [54-60]. These experiments mostly focused 
on the temperature dependence of lattice constants and the lattice compression versus external 
pressure.
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The lattice constants, 
a and c, observed by 
several research groups 
are basically in good 
agreement; 3.085-3.090 
Å and 3.520-3.529 Å, 
respectively, at room 
temperature. The tiny 
differences may reflect 
some uncontrollable dis-
placement of the B atom 
from the ideal position 
and/or a slight defect at 
the Mg site. MgB2 re-
mains a hexagonal unit 
to the lowest temperature 
of 2 K or the highest 
pressure of 40 GPa, and 
no sign of structural 
transition was observed. 
Jorgensen et al. reported 
that the thermal expan-
sion coefficient along the 
c-axis is two times larger 
than that along the a-axis 
(αa 5.4×10-6 K-1 and 
αc 11.4×10-6 K-1 at 11-
297 K), on the basis of 
the temperature depend-
ence of lattice constants 
[51]. This behavior is 
essentially consistent 
with the results reported 
by Margadonna et al.
(αa 4×10-6 K-1 and 
αc 6.2×10-6 K-1 at 2-293 
K) [52] and Oikawa et 
al. (αa 3.1×10-6 K-1 and 
αc 7.3×10-6 K-1 at 31-
289 K) [53]. This anisot-
ropy corresponds to a 
difference in the bond 
strength; the B-B bonds 
are more rigid than the 

Mg-B bonds. Jorgensen et al. also pointed out that there is a small hump in the variation of 
the lattice constant along the a-axis at around Tc (∆a/a  1.6×10-5), while no hump exists 
along the c-axis. They speculated that these behaviors are related to the change of B-B bond-
ing for superconductivity. On the contrary, Margadonna et al., observed a slope discontinuity 
in the expansion along the c-axis just above Tc (∆c/c 4.0×10-5), but not along the a-axis. They 

Fig. 2-5. Pressure dependence of normalized a and c. Inset shows 
the extension of lower pressure region (adopted from Ref. 18). 

Fig. 2-6. Pressure dependence of Tc (adopted from Ref. 18). 
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Fig. 2-7. Band structure of MgB2 with B p cha-
racter [9]. The radii of the red (black) circles are 
proportional to pz (px,y) character. 

Fig. 2-8. Fermi surface of MgB2 [9]. Green and
blue cylinders (hole-like) come from the bon-
ding px,y bands, the blue tubular network (hole-
like) from the bonding pz bands, and the red
(electron-like) tubular network from the anti-
bonding pz band.

also argued that the anomaly in volume expansion ( (∆V)/ T) is consistent with the specific 
heat jump at Tc through the relationship (∆V)/ T = (dTc/dP)(∆C/ Tc). On the other hand, 
Oikawa et al. did not observe any anomaly in the temperature dependence of either lattice 
constant or the unit cell volume around Tc. The difference in these experimental results might 
be ascribed to the sample preparation process, which affects the stoichiometry, and structural 
properties such as imperfect stacking. 

Many reports on the compressibility of lattice constants showed that the lattice parameter 
along the c-axis decreased rather than that along the a-axis with applied pressure (see Fig. 2-
5). This anisotropic compressibility suggests that the out-of-plane Mg-B bonds are much 
weaker than the in-plane Mg-Mg bonds. In addition, dTc/dP values were estimated to be -0.35 
K/GPa [59] and -1.13 K/GPa [60]. These values are different from those estimated in other 
studies of the pressure-dependent properties (see Fig. 2-6) [61-67], for example, -1.6 K/GPa 
by Lorenz et al. [61]. The discrepancy among the compressibility values obtained in each 
study may arise from the difference in the 
pressure-transmitting medium such as 
silicone oil [54], methanol: ethanol: water 
(16:3:1) [57,62], helium [58,64-67], nitro-
gen [59], NaF [60], flourinert [61] and 
steatite [63]. The reduction of Tc under 
external pressure can be explained within 
the framework of BCS-type 
superconductivity mediated by high-
frequency phonons. The behavior suggests 
the reduction of the density of states at EF

by contraction of both B-B and Mg-B 
bonds.

2.2.2. Electronic structure of MgB2

Despite its crystal structure being similar 
to that of a graphite intercalated com-
pound, MgB2 has a qualitatively different 
and uncommon structure of the conduct-
conducting states. The band structure has 
been calculated in several studies since the 
discovery of superconductivity 
[9,10,42,68] (see Fig. 2-7). The band 
structure of MgB2 is similar to that of 
graphite, and is formed by three bonding 
σ bands (in-plane spx py hybridization) and 
two π bands (bonding and antibonding; pz

hybridization). MgB2 has two imperfectly 
filled  σ bands, and these σ bands 
correspond to the sp2-hybrid bonding 
within the 2D honeycomb layer. The holes 
of σ bands along the ΓA line localized 
within the 2D boron layer manifest 2D 
properties. In contrast, the electrons and 
holes in 3D π bands are delocalized. The 
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Fig. 2-9. Band structures of (a) primitive (AA stacking) gra-
phite (PG), a=2.456 Å, c/a=1.363; (b) PG boron, a=3.085 Å,
c/a=1.142 as in MgB2 [68]

Fig. 2-10. The (110) sections of the 
MEM charge density of MgB2 at room 
temperature (a) and 15K (b) [55]. 

2D σ bands and 3D π
bands at EF contribute 
equally to the total density 
of states, while 2D σ
bands have a strong 
interaction with 
longitudinal vibrations 
within the 2D boron layer. 
Moreover, because kz

dispersion of σ bands is 
weak, two cylindrical 
sheets appear around the 
ΓA line (see Fig. 2-8). On 
the other hand, π bands 
form two tubular 
networks: an antibonding 
electron-type and a bonding hole-type sheet. These two sheets touch at one point on the KH 
line. Belashchenko et al. examined the relationship between the band structures of MgB2 and 
graphite by comparing the following lattices; primitive graphite lattice with no displacement 
between layers, as in MgB2, using graphite lattice parameters; boron in the primitive graphite 
lattice with a as in MgB2, and c/a as in graphite (see Fig. 2-9) [68]. The band structure of the 
primitive graphite lattice with no displacement between layers is similar to that of graphite, 
and that of boron in the primitive graphite lattice shows a natural enhancement of the out-of-
plane dispersion of the π bands when the interlayer distance is reduced. The distinct differ-
ence between MgB2 and the primitive graphite 
lattice is the position of σ bands to EF at the Γ
point.

An investigation of the charge density 
distribution would give a better understanding of 
how the superconductivity is related to the 
electronic and crystal structures of MgB2.
Precise x-ray structure analyses by Nishibori et 
al. (in a polycrystalline sample) [55], Lee et al.
(in a single crystal) [56] and Mori et al. (in a 
single crystal; Mg1–xB2 x=0.045) [69] yielded 
accurate charge densities in MgB2.

The charge density obtained at room 
temperature revealed a strong B-B covalent 
bonding feature. On the other hand, there was no 
bond electron between Mg and B atoms, and Mg 
atoms were found to be fully ionized and in the 
divalent state. Nishibori et al. also reported that 
these characteristic density features were pre-
served in the charge density obtained at 15 K 
and were consistent with the calculated band 
structures indicating a two-band model [10]. 
Moreover, Nishibori et al. examined the valence 
of the atom by accumulating the number of 
electrons around a certain atom in the MEM 
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density (see Fig. 2-10). The numbers of electrons at room temperature and 15 K were esti-
mated to be 10.0(1)e and 10.0(1)e around the Mg atom and 9.9(1)e and 10.9(1)e around the 
boron 2D sheets, respectively. The values for Mg atoms are very close to the number of elec-
trons around Mg2+ ions, so Mg atoms are fully ionized in the MgB2 crystal at whole tempera-
tures. On the other hand, the total numbers of electrons around boron 2D sheets show signifi-
cant difference, which can be attributed to the valence of the whole boron 2D sheet changing 
from neutral to monovalent at 15 K. These results suggest that the electrons transfer from π
bands (pz orbitals) to in-plane σ bands (pxy orbitals) at 15 K. However, these results do not 
agree with the valence electron distribution at room temperature determined by Wu et al. us-
ing synchrotron x-ray and electron diffraction techniques [70]. They reported that two elec-
trons from each Mg atom moved to the B plane. Therefore, the boron layer had the same 
number of valence electrons, and these electrons were mainly located in the px py orbitals be-
tween neighboring boron atoms. This disagreement is not yet resolved.  

3. PHYSICAL PROPERTIES OF MgB2

3.1. Transport and Magnetic Properties of MgB2

3.1.1. Electric and thermal transport properties 
Transport properties of MgB2 determined by precise experiments using single crystals provide 
rich information to confirm the anisotropic band structure and phonon contribution to the 
electronic state that was estimated by band structure calculations [9,10,71]. In particular, the 
existence of two superconducting gaps in MgB2, a small one on the 3D tubular network and a 
large one on the 2D sheets, was predicted by Liu et al. using first-principles calculations [72]. 
The high Tc in MgB2 originates from strong EP coupling [11,63]. Thus, an important question 
is whether the normal state transport properties can be described by the EP interaction alone. 
Most reports on transport properties support a phonon scattering scenario and anisotropy of 
the electronic state.  

- Electric Resistivity - 
As shown in Fig. 3-1, the in-plane resistivity 
(ρab(T)) of MgB2 is about 5-10 µΩcm at room 
temperature [56,73-80]. The resistivity gradually 
deviates from a T-linear behavior with decreas-
ing temperature. The residual resistivity (ρ0) is 
0.5-2 µΩcm and the residual resistivity ratio 
(RRR) varies from 5 to 10, depending on the 
preparation conditions. Kim et al. reported 
ρab(T) under magnetic fields from 0 to 5 T 
(H//ab and H//c) [75]. They analyzed the data in 
the normal state using the Bloch-Grüneisen 
(BG) formula [81],  

( ) ( )TRRTR ph+= 0 ,

where R0 is the temperature independent residual 
part and Rph(T) is the phonon scattering contri-
bution given by  

Fig. 3-1. Temperature dependence of in-
plane and out-of-plane resistivities of
MgB2 [78]. Dotted lines show the fitted
lines using B-G formula. 
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with R1 being a proportionality constant. They reproduced the observed ρab(T) well with m =
3.0 and ΘD ~ 1100 K. This ΘD value is comparable to those previously determined from spe-
cific heat and resistivity measurements using polycrystalline samples [11,82-84]. Their results 
suggest that the normal state transport properties are well described by an EP interaction 
without taking an electron-electron interaction into account. On the other hand, Masui et al.
analyzed ρab(T) on the basis of the Boltzmann equation,  
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where ωp is the plasma frequency and ρ0 is the residual resistivity. In order to take account of 
the optical phonon contribution separately, they applied the model approximation [85] re-
ported by Allen et al. In this model, the Eliashberg function, α2F(Ω), is described as 

( ) )()( 222 Ω+Ω=Ω ED FFF ααα .
The first term is the Debye approximation part that gives the BG equation, and the second 
term represents the Einstein approximation, 

( ) ( ) )(2 42 Ω−ΘΘΩ=Ω DDDDF θλα
( ) ( ) 2/2

EEEEF ωδωλα −Ω=Ω
Here, ωE is a characteristic Einstein phonon energy, and λD and λE are the electron-phonon 
coupling constants for each approximation. Masui et al. analyzed ρab(T) data by two ap-
proaches in order to estimate the contribution from the E2g phonon mode. One approach is to 
assume a high ΘD in the BG formula, and the other is to treat the E2g phonon separately as an 
Einstein phonon. In the former treatment, they neglected the contribution of the α2FE(Ω)
term. In the latter, the BG part represents the contribution of the low energy acoustic phonons. 
Both treatments reproduced ρab(T) data well, however, they concluded that the latter treatment 
seemed to be more reasonable because the ΘD obtained roughly corresponded to the maxi-
mum frequency of the low energy phonon density of states for acoustic phonons [86], and the 
ΘD value of 400 K was also reasonable for explaining the phonon drag peak observed in 
thermoelectric power [76].  

Because the MgB2 single crystal grows easily along the ab-direction, the thickness of the 
single crystal is insufficient for out-of-plane resistivity (ρc(T)) measurement. The electronic 
state of MgB2 might be anisotropic because of the layered structure, so transport properties 
between in-plane and out-of-plane directions are expected to also be anisotropic. ρc(T) was 
measured by Montgomery-type analysis [78] and four-probe methods [79,87]. As shown in 
Fig. 3-1, the temperature dependence of ρc(T) is nearly the same as that of ρab(T), and the ab-
solute value of ρc(T) is higher than that of ρab(T), thus the resistivity ratio ρc/ρab is about 3 just 
above Tc. However, the temperature dependence of ρc and ρab suggests the existence of simi-
lar scattering mechanisms for in-plane and out-of-plane charge transfer. Eltsev et al. analyzed 
both ρc and ρab using the BG formula, and they obtained the same value of ΘD = 880 K and 
in-plane and out-of-plane residual resistivities ρ0 of 0.69 and 2.62 µΩcm, respectively. Thus, 
the basic agreement between the theoretical calculations [9,71,72] and the experimental data 
for the electronic structure and EP interaction is satisfactory, demonstrating the importance of 
EP scattering to both in-plane and out-of-plane resistivities. 
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Fig. 3-2. Temperature dependence of in-
plane and out-of-plane RH of MgB2 [78].
Inset shows temperature dependence of
cotθH at 5 T.

- Hall effect - 
On the basis of band calculations in MgB2

[9], there are four bands near EF, two hole-
like σ-bands forming a 2D cylindrical Fermi 
surface, and hole- and electron-like 3D π-
bands. Therefore, the normal state Hall coef-
ficients (RH) are strongly anisotropic [78,87] 
(see Fig. 3-2). The observed in-plane RH is 
positive, as seen in reports on polycrystalline 
samples and thin films [88-90], while the 
out-of-plane RH with H parallel to the ab-
plane is negative. The RH values in these 
reports were slightly temperature dependent. 
In order to understand two carrier behavior, 
Eltsev et al. analyzed RH, assuming two 
parabolic bands with both holes and elec-
trons as charge carriers [78]. RH is a sum of 
the contributions from each band:  

( ) ( )222
npnpH npecnpR µµµµ +−= ,

where e is the carrier charge, c is the veloc-
ity of light, n and p are the densities of elec-
trons and holes, and µn and µp are the mo-
bilities of electrons and holes, respectively. 
The positive and negative signs of RH are a 
result of the balance between the hole and 
electron terms. These behaviors can be expected within the framework of a two-band model, 
taking into account the possibility of different temperature dependence of the hole and elec-
tron mobilities. The upper limits of hole and electron densities were estimated to be 
p~2.6×1022 cm-3 and n~3.4×1022 cm-3 at 40 K. The Hall angle, cotθH=ρxx/ρxy, did not show the 
T2-dependence observed in high-Tc cuprates (see inset of Fig. 3-2). The scattering rates of σ
and π bands differ considerably and σ-π scattering is extremely small [91]. Furthermore, in 
the temperature dependence of in-plane and out-of-plane longitudinal and Hall resistivities, no 
sign change was observed, unlike in MgB2 films [89]. Therefore, the anomalous behavior in 
Hall effects of polycrystalline samples are due to an extrinsic origin. In conventional super-
conductors, the sign change of the Hall effects near Tc was reported in clean superconductors 
with l/ξ0=0.1, where l is the electron mean free path, and ξ0 is the coherence length. However, 
the sign of MgB2 does not change in either the clean (l>>ξ0) or dirty (l<<ξ0) limit, where the 
in-plane and out-of-plane ξ0 are ~68 Å and ~23 Å [78], and l are ~700 Å and ~180 Å, calcu-
lating the parameters for anisotropic resistivity, carrier density, and the Fermi velocity of 
4.9×107 cm/s (in-plane) and 4.76×107 cm/s (out-of-plane) [9]. The ratio in-plane and out-of-
plane l/ξ0 is about 10. Therefore, Eltsev et al. concluded that the absence of the sign change of 
the Hall effect in MgB2 is in good agreement with the empirical correlation between micro-
scopic material parameters and mixed-state Hall-effect behavior reported for type-II super-
conductors [92]. 
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Fig. 3-3. Temperature dependence of Sab

(solid circles) and S of polycrystalline 
MgB2 (open circles) [76,79]. 

Fig. 3-4. Temperature dependence of in-plane and 
out-of-plane thermoelectric power, Sab and Sc,
measured on single-crystalline MgB2 [100]. Inset 
shows anisotropy ratio of Sab/Sc.

- Thermoelectric power - 
Thermoelectric power, S, is an important parameter of the EP interaction. As shown by the 
electronic structure calculations [93], transport properties can be determined by the contribu-
tion from four sheets of the Fermi surface. The sign of S is positive in both polycrystalline and 
single crystal samples, reflecting the dominant contribution of σ-band holes [76,77,78,94-
100], and S (Sab) at 300 K is 7-12 µV/K. In particular, Masui et al. reported the temperature 
dependence of Sab (in-plane) for a single crystal and S for a high quality polycrystalline sam-
ple. At high temperatures, Sab reveals almost T-linear dependence and reaches ~7 µV/K.
However, this behavior is contrary to that of polycrystalline samples (see Fig. 3-3). The dif-
ference is ascribed to the phonon mean free path because the sample with lower resistivity 
(ρ(293K)=38 µΩcm, RRR=2.5) shows T-linear dependence. In the free-electron model, S is 
described as 

( )
T

n

EN

e

k
S FB

3

22π= ,

where N(EF) is the density of states at the Fermi level and n is the carrier density. The esti-
mated value at room temperature is about 14 µV/K, using predicted values of N(EF)=0.25
states/eV and n=0.13 holes/cell for σ-bands [10]. This value is two times larger than the ob-
served one because of the negative contribution of the electron doped π-band. Masui et al.
also discussed the contributions from acoustic and optical phonons to thermal transport prop-
erties. The temperature dependence of Sab showed a broad maximum at around 70 K, while it 
was not observed in S(T) of polycrystalline samples. This broad peak is attributed to the pho-
non drag effect; a phonon drag peak is usually observed at T~0.2ΘD when the mean free path 
of phonons is sufficiently long. The ΘD estimated from Sab(T) is about 350 K and this value is 
close to that obtained from the resistivity by BG and Einstein analyses [76,79]. Plackowski et 
al. reported in-plane (Sab) and out-of-pane (Sc) thermoelectric powers in a magnetic field up to 
13 T [100] (see Fig. 3-4). Sc values in zero field (3.7-4.3 µV/K) are substantially lower than 
Sab values (11.3-12.3 µV/K). The temperature dependence of S in both directions is similar, 
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and S(T) increases almost linearly between Tc and 80 K, while at higher temperatures, the 
curvature becomes increasingly negative. The anisotropy ratio, Sab/Sc, is on the order of 3-4 in 
the entire temperature region. The behavior of Sc is in contrast to the results reported in Refs. 
76 and 79.

3.1.2. Magnetic properties of superconducting state 
- Magnetic penetration depth - 
The magnetic penetration depth, λ, in a mixed state provides useful information on the low-
lying excitations in superconductors and hence that of the anisotropy of the superconducting 
energy gaps. Until now, several measurements by means of muon spin rotation (µSR) [101-
103], ac susceptibility [101,104], optical conductivity [105] and radio frequency (RF) tech-
nique [106,107] have been performed. Earlier experimental studies revealed that the tempera-
ture dependence of λ, λ(T), followed a power law, that is, a T2-dependence [101,105] or/and 
T2.7-dependence [104], which was contrary 
to other results that indicate s-wave symme-
try. However, later experiments confirmed 
the exponential temperature dependence of 
λ(T) at low temperature, which is consistent 
with an s-wave behavior [102,103,106,107]. 
Carrington et al. reported λab(0) 1100 Å, 
ξab(0) 55 Å and the mean free path l 250 Å 
from ∆λ(T) for H//ab and H//c on a single 
crystal (see Fig. 3-5) using the RF technique 
[106,107]. Although ∆λc(T) was shown to 
exhibit a similar temperature dependence to 
∆λab(T) and to be 1.4 times larger than 
∆λab(T), they did not exactly determine ∆λc

because ∆λc(T) contained ~20% error in the 
absolute value due to the sample surface 
being uneven. ∆λab(T) exhibited a clear ex-
ponential temperature dependence at low 
temperature and it was well fitted by the BCS 
behavior at T≤Tc/3,

( ) ( )TTT /exp2/ 000 ∆−∆≈∆ πλλ ,

where ∆0 is the energy gap at 0 K and λ0=λ(0)
in a weak coupling limit. ∆0 values estimated 
by analysis below 12 K for both ∆λab and ∆λc

were 29±2 K and 32±2 K, respectively. The 
temperature dependence of λ was consistent 
with an s-wave symmetry, however, the gap 
was smaller than that in the BCS weak cou-
pling limit. Kang et al. reported that λ(T)
could be represented by a two-gap model with 
∆S=1.9 meV, ∆L=6.1 meV and λ(0)=76.4 nm 
[108], on the basis of a magnetization analysis 
using the Hao-Clem model [109]. Ohishi et al.

Fig. 3-5. Temperature dependence of penetra-
tion depth for H//c and H//ab [106,107]. The
solid lines show fitted curves for BCS theory.

Fig. 3-6. Temperature dependence of σ1

under 0.5 T [103]. The solid line is the fit-
ted curve for two-gap model. 
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reported the temperature and magnetic field dependences of λ using µSR measurements up to 
5 T [103]. They measured λ(T,H) with precaution in selectcing field for the temperature de-
pendence of λ in order to avoid the influence of random flux pinning near the lower critical 
field, Hc1. They analyzed the muon relaxation rate, σ [µs-1], using a two-gap model [110] with 
∆ on σ-bands (∆σ = ∆1) and ∆ on π-bands (∆π = ∆2),

( ) ( ) ( ) ( ) ( )TwTwT ,1,0 21 ∆⋅−−∆⋅−= δσδσσσ ,

( ) ( ) ( ) ( )[ ]∞
−⋅=∆
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∆++= TkT BeTf εε ,

where w is the gap energy ratio the two gaps, kB is the Boltzmann constant, f(ε,T) is the Fermi 
distribution function of quasiparticles and ∆(T) is the BCS gap energy. The obtained ∆σ, ∆π, w
and Tc are 4.9(1) meV, 1.2(3) meV, 0.84(3) and 36.48(3) K, respectively (see Fig. 3-6). Al-
though their results are consistent with those in other report [102], the value of ∆π is consid-
erably smaller than the reported value of 
2.6(2) meV. λ can be deduced from σ
using the following equation in the case 
of an ideal triangular FLL:  

( ) ( )[ ] 224 2
1

19.3111083.4 −−+−×= λσ hh ,
where h = H/Hc2. Therefore, the relation-
ship between σ and λ provides the field 
dependence of σ when λ is constant. As 
shown in Fig. 3-7, λ(h) increases linearly 
with increasing h. This behavior is simi-
lar to those in YNi2B2C [111], NbSe2

[112] and high-Tc cuprate [113], where 
the increase of λ is attributed to the ani-
sotropic order parameter and the associ-
ated nonlinear effect due to the Doppler 
shift of the quasiparticles in the nodal 
region. Fitting the relationship  

( ) ( )[ ]hH ⋅+= ηλλ 10
provides a dimensionless parameter η which represents the strength of the pair-breaking ef-
fect; η and λ(0) are estimated to be 1.27±0.29 and 116.1±6.2 nm, respectively. The value of η
is intermediate between those in YNi2B2C (η=0.97 at 0.2Tc) [111] and NbSe2 (η=1.61 at 
0.33Tc) [112], while it is smaller than those in d-wave superconductors (η=5.5-6.6 in high-Tc

cuprates) [113]. These results indicate the existence of excess quasiparticle excitations outside 
the vortex cores, which strongly suggests an anisotropic structure of the order parameter in 
MgB2. 

- Lower and upper critical fields, Hc1 and Hc2 - 
Because of the unusual Fermi surface topology and the two-gap nature of the superconducting 
order parameter, peculiar physical properties have been observed [114]. Hc2 at 0 K (Hc2(0)) in 
a single crystal for H//ab plane and H//c axis (Hc2//ab(0) and Hc2//c(0)) were estimated to be 
~14-19 T and ~3-4 T, respectively, by means of magnetotransport, ac susceptibility, torque 

Fig. 3-7. Magnetic field dependence of λ at 10 K
[103]. Solid line is a fitted curve.  
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magnetometry and specific heat 
measurements [115-123]. Hc2//c(T)
exhibited a classical linear tempera-
ture dependence near Tc, while 
Hc2//ab(T) showed a positive curvature 
above 20 K (see Fig. 3-8). Moreover, 
the strong temperature dependence of 
the anisotropy of Hc2,
ΓHc2=Hc2//ab/Hc2//c, was reported to be 
~5-6 (0 K) and ~1-2 (near Tc). An 
upward curvature Hc2(T) near Tc and a 
temperature-dependent anisotropy 
have been observed in layered super-
conductors including NbSe2 [124] and 
borocarbide [125]. These behaviors 
cannot be accounted for by the stan-
dard Ginzburg-Landau theory incor-
porating effective mass anisotropy. 
These effects are addressed in various 
theoretical approaches involving gap anisotropy, the two-band model and strong coupling 
calculation. The use of the two-band model [126] seems appropriate for Hc2 in MgB2 because 
of the unusual Fermi surface and the two-band nature. In the region of low temperature and 
high field, Hc2 was dominated by anisotropic 2D bands because the suppression of the 3D gap 
by high external fields was observed in specific heat measurement [83] and tunneling spec-
troscopy [127], and thus the anisotropy ratio was enhanced. On the other hand, the supercon-
ducting transition involved the entire Fermi surface, including the 3D band near Tc, so the 
anisotropy ratio was reduced. The temperature 
dependence of the anisotropy ratio in a lower 
critical field, ΓHc1=Hc1//ab/Hc1//c, was also re-
ported by several groups. Caplin et al. sug-
gested, on the basis of magnetization loops, 
that ΓHc1~2 and independent of temperature 
[128], but their ΓHc2 was different from those 
in other reports [115-120,123]. Lyard et al.
found that Hc1//ab(0) Hc1//c(0) ~0.11 T, result-
ing in ΓHc2~1 at low temperature and negative 
curvature for Hc1//c(T), which led to an in-
crease of ΓHc1 with increasing temperature 
[123] (see Fig. 3-9). The temperature depend-
ence of ΓHc1 is in contrast to that of ΓHc2, and 
the increase of ΓHc1 is in good agreement with 
the theoretical prediction for a weakly coupled 
two-band superconductor [123,129-131] (see 
inset of Fig. 3-9), assuming that the anisotropy 
of each Hc1 and London penetration depth are 
the same.  

Fig. 3-8. Temperature dependence of Hc1//ab and
Hc1//c [123]. Inset shows temperature dependence of
Hc2//ab and Hc2//c.

Fig. 3-9. Temperature dependence of ΓHc1

and ΓHc2 [123]. Inset shows temperature
dependence of anisotropy ratios,
γH=Hc2ab/Hc2c and γλ=λc/λab [131]. 
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3.2. Electron–Phonon (EP) Coupling in Superconductivity of MgB2

The reported Tc (39 K) in MgB2 seems to be the upper limit explained within the framework 
of phonon-mediated BCS superconductivity. The BCS theory has shown the important roles 
of high-frequency phonons, and therefore low atomic masses, in producing high Tc. From a 
fundamental point of view, the central issue of superconductivity in MgB2 is whether the high 
Tc in this new system can be understood within 
the framework of a conventional EP mecha-
nism, or whether a more exotic mechanism is 
responsible for the superconductive pairing. 
The isotope effect, dHvA (de Haas-van Al-
phen) effect, Raman scattering and inelastic 
neutron and x-ray scattering (INS and IXS) are 
effective probes for detecting the contributions 
of phonon modes in superconductivity. Actu-
ally, many groups have reported the important 
role of phonons on this superconductivity [19]. 
Several groups have calculated the phonon 
dispersion curve in MgB2 and the phonon den-
sity of states (DOS) [9,10,42, 71,86,132,133]. 
There are four distinct optical phonon modes 
with calculated energies in the ranges of 40-42 
meV (E1u, in-plane B and Mg displacements), 
48-52 meV (A2u, out-of-plane B and Mg dis-
placements), 58-82 meV (E2g, B in-plane bond 
stretching), and 84-86 meV (B1g, B out-of-
plane bond bending) at the zone centre (Γ
point) in MgB2 (see Fig. 3-10). From the 
generalized phonon DOS (GDOS) based 
on the Born-von Karman (BvK) model, 
the contribution of light B atoms to the 
most weight to GDOS at high energies 
was calculated [132]. The strength and 
frequency dependence of EP coupling 
were determined from the EP spectral 
density, α2(ω)F(ω), and the bare phonon 
DOS, F(ω).α2(ω)F(ω) can be derived 
from the tunneling spectrum, while F(ω)
can be derived from the INS law S(Q,
ω). Usually, α(ω) varies smoothly with 
frequency, so the bare phonon DOS pro-
vides an estimation of the frequency 
moments that determine the Tc value 
[134]. The calculations of the EP cou-
pling constant indicated strong coupling 
of the electron to the E2g optic phonon 
mode, while the coupling to the other 
optic phonon modes was weak [72]. 

Fig. 3-10. Calculated phonon modes in 
MgB2. Arrows show the direction of atom 
vibration.

Fig. 3-11. Temperature dependence of relative
magnetization of Mg10B2 and Mg11B2. Inset
shows Mg, 24Mg and 26Mg isotope effects,
[11,135-137] (adopted from Ref. 18). 
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- Isotope effect - 
In order to understand the role of phonons in superconductivity, the isotope effect is crucial 
information. The change of Tc with isotope mass suggests that phonons may play an important 
role in superconductivity. The isotope effect coefficient, α, is defined by the relationship, 
Tc ∝ M-α, where M is the atomic mass. The boron isotope effect was reported by Bud’ko et al.
who performed susceptibility and specific heat measurements (see Fig. 3-11) [11,135]. They 
reported that the increase of Tc upon substituting 10B for 11B is 1.0 K, and the boron isotope 
effect coefficient, αB, is 0.26(3). This shift can be explained by the phonon-mediated BCS 
superconducting mechanism; therefore, the boron phonon modes play an important role in the 
pairing interaction. Hinks et al. reported that the estimated isotope effect coefficients for both 
B and Mg, αB and αMg, are 0.30(1) and 0.02(1), respectively [136,137]. These results show 
that the phonons involved in superconductivity are primarily boron phonons. The Mg pho-
nons apparently contribute little to overall pairing. Although α is experimentally found to be 
close to 0.5 for a simple metal such as Hg, Pb and Sn, α obtained for MgB2 is much less than 
0.5. Using the McMillan equation, α can be written as  

( )( )
( )( )+−
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1

2
1

λµλ
µλλα ,

where λ is the coupling constant and µ* is the screened Coulomb potential [138]. The coeffi-
cient α is obtained to be 0.5 in a phonon-mediated BCS superconductor with µ*=0 (corre-
sponding to the weak-coupling limit). Therefore, MgB2 is thought to be a strong-coupling 
superconductor.

Fig. 3-12. Calculated Fermi surface topology 
with possible dHvA external orbits (for fre-
quencies < 10 kT) [9,140]. 

Fig. 3-13. Angular dependence of observed 
frequencies as sample rotation from H//c to 
H//a [140]. 

- de Haas-van Alphen (dHvA) effect -
Experimental studies on the dHvA effect provide crucial information on the electric properties 
of metals. The observations of quantum oscillations allow the determination of the shape of 
the Fermi surface and the effective masses of carriers on individual Fermi sheets. Then, EP 
coupling constants can be obtained through band structure calculations. Yelland et al. [139] 
and Carrington et al. [140] reported dHvA studies using a single crystal. Three dHvA fre-
quencies were clearly resolved [139] for a rotation between [001] and [100], and these signals 
could be analyzed in the conventional manner using the Lifshitz-Kosevich expression [141] 
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for the oscillatory magnetization of a 3D Fermi liquid. Comparison between the temperature 
and angular dependences of the dHvA frequency and the temperature dependence of the 
dHvA amplitude with the band calculations strongly suggests that two of these frequencies 
originate from a single warped Fermi surface tube along the c direction and the third one is 
from cylindrical sections of an in-plane honeycomb network. The obtained effective mass was 
0.44-0.68 me. Yelland et al. found that the EP coupling strength λ is ~3 times larger for the c-
axis tube orbits than for the in-plane network orbit, upon comparison with calculated band 
masses. Carrington et al. detected dHvA orbits from all four sheets of the Fermi surface (see 
Fig. 3-12 and Fig. 3-13) [140], and they suggested an overall topology of the predicted elec-
tronic structure in MgB2. The EP interaction was larger on σ sheets and much smaller on π
sheets, according to the calculations of the EP coupling constants for the different orbits.  

- Raman scattering-
The phonon vibrational symmetry at the Γ point is 
specified as B1g, E2g, A2u and E1u modes. The E2g pho-
non mode, which is ascribed to the in-plane B bond 
stretching mode in the honeycomb sheet, is responsi-
ble for EP coupling. Evidence of the EP interaction 
and two-gap nature has been supplied by several 
measurements [58,86,142-149]. The E2g phonon fre-
quency is estimated to be 590-660 cm-1 according to 
several theoretical calculations [9,10,36,71,72,133]. 
Raman scattering measurement is a powerful experi-
mental technique for studying superconductors be-
cause it can provide direct information on the super-
conducting gap. The frequency and polarization de-
pendence of the pair breaking peak can determine the 
magnitude and symmetry of the superconducting gap 
(2∆). Quilty et al. reported the temperature and po-
larization dependence of the 2∆ pair breaking peak 
from in-plane and out-of-plane Raman 
shifts [144,145,148]. They suggested that 
the measured peak structure at around 
105±1 cm-1 in the in-plane spectrum 
showed BCS-like temperature dependence 
with slight anisotropy (see Fig. 3-14). This 
peak was associated with the clean-limit 
superconductivity on σ bands, and the 
average gap to Tc ratio 2∆/kBTc= 3.96±0.09 
indicated a strong-coupling superconduc-
tor. On the other hand, the measured peak 
structure at around 29 cm-1 in the out-of-
plane spectrum indicated strongly damped 
superconductivity-induced renormalization 
on π bands. Two gaps in MgB2, a large 
gap on σ bands and a small one on π
bands, could be distinguished from these 
behaviors. Both 2∆σ and 2∆π were consis-
tent with the temperature dependence cal-

Fig. 3-14. Polarized and depolarized
Raman spectra at T < Tc [144]. 

Fig. 3-15. Polarized (VV) and depolarized
(HV) Raman spectra at 300 K, 40 K and 21 K
[144]. Inset shows polarization orientation rela-
tive to MgB2 crystallographic axis. 
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culated using the Eliashberg formula, and their magnitudes showed good agreement with the 
results of theoretical calculations [77,150]. They also reported that the E2g mode was observed 
at around 620 cm-1. This feature narrowed substantially with decreasing temperature (see Fig. 
3-15), which is consistent with theoretical suggestions that the E2g phonon is very unharmonic 
[133]. The spectrum had an unusually broad linewidth of almost 300 cm-1, which was as-
cribed to an unharmonic character due to strong EP coupling. Martinho et al. pointed out that 
the temperature evolution of the E2g linewidth was well fitted by 2-phonon unharmonic decay 
function throughout the entire temperature range, without any hardening or softening of the 
phonon mode [151].  

- Inelastic neutron scattering (INS) measurement - 
The investigation of phonons in MgB2 is important as they play a crucial role in the supercon-
ductivity. In order to understand the phonon contribution to superconductivity in MgB2, sev-
eral groups studied the phonon 
DOS by means of INS measure-
ments on polycrystalline Mg11B2

[132,133,136,152]. The phonon 
DOS measured by each group are 
in agreement with the calculated 
phonon DOS (see Fig. 3-16) 
[86,133]. The acoustic phonon 
modes existed up to 35 meV and 
optical modes existed at higher 
energies of around 55, 70, 80, 90 
and 100 meV. In particular, these 
optic phonon modes had a large 
width, which was due to dispersion 
curve features of the optic phonon 
branches. Yildirim et al. reported 
that no substantial changes were 
found in the temperature depend-
ence of the spectrum from 7 up to 
200 K, while a very modest soften-
ing mode was observed at around 325 K 
[133]. In addition, they theoretically pre-
dicted that E2g in-plane modes are strongly 
coupled to the planar B σ bands near the 
Fermi level (see Fig. 3-17). Since the in-
plane B motions change the boron orbital 
overlap, there is a significant splitting of 
the bands as well as shifts near the Fermi 
level, indicating strong EP coupling. 
Osborn et al. reported that the only differ-
ence in the temperature range between 8 K 
and 100 K was a slight suppression of the 
peak at 54 meV below Tc [132]. In a poly-
crystalline average, this change in phonon 
DOS is a very small effect, but it could 
still represent a significant change in an 
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Fig. 3-16. Experimental result and theoretically cal-
culated phonon DOS, G(ω), in MgB2 [152]. The solid
line shows the theoretical calculation from Ref. 90. 

Fig. 3-17. Band structure undistorted (left)
and distorted (right) by E2g phonons [133]. 
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individual phonon branch. This mode at around 54 meV was ascribed to the E2g phonon mode 
and it was predicted to have the strongest EP coupling [10]. On the other hand, Muranaka et 
al. reported that the integrated intensity of phonon DOS increases with decreasing tempera-
ture in the energy ranges of 75 to 80 meV and 87 to 91 meV, assuming a multiphonon contri-
bution [153]. Since these energy regions were close to the energies of E2g and B1g phonon 
modes at the Γ point, they suggested that this behavior could be interpreted as evidence of a 
strong relationship between these phonon states and superconductivity. However, such con-
clusions by Osbron et al. and Muranaka et al. require the measurement of phonon dispersion 
curves using a single crystal in order to be substantiated.  

- Inelastic x-ray scattering (IXS) measurement -
INS and Raman scattering showed that the temperature dependence of phonon DOS in the 
energy range of the E2g phonon mode revealed anomalous behavior [132,152] and that the 
optical E2g phonon was strongly damped [58,86,142]. Phonon damping can be caused by EP 
coupling, i.e., mediated phonons decay into electron-hole pairs [153], or phonon-phonon in-
teraction due to unharmonicity [154]. Many calculations suggest strong unharmonic effects in 
MgB2 [72,133]. The INS experiments using polycrystalline samples [132,133,137,152] in-
volve the integration of Q(ω) which does not allow easy specification of the each mode, and 
Raman scattering is limited in detecting every phonon (Raman active phonon; E2g in MgB2) at 
the Γ point [58,86,142-149]. Since the available single crystals of MgB2 were too small for 
INS measurements, IXS measurements 
were performed by two groups to obtain 
the phonon dispersion in MgB2 and 
linewidth of phonons [155,156]. The 
linewidth (inverse of lifetime) of a given 
phonon is the sum of contributions from 
both EP coupling and unharmonic ef-
fects. Shukla et al. reported the phonon 
dispersion curves and linewidths along 
Γ-A, Γ-M and A-L in the Brillouin zone 
(BZ) (see Fig. 3-18) [155]. The meas-
ured phonon dispersion curves were in 
good agreement with their calculations, 
and the measured intrinsic linewidth of 
the E2g branch was strongly anisotropic 
in the BZ. Along Γ-A, the linewidth of 
E2g was large, while near the L and M 
points, it was within the experimental 
resolution. They suggested that the 
dominant contribution to broadening for 
all modes was EP coupling, because the 
unharmonic contribution was much smaller on comparison of the EP coupling constants ob-
tained from experimental results and theoretical calculations. On the other hand, Baron et al.
reported the softening and broadening of the crucial E2g mode in the region of the Kohn 
anomaly along Γ-M [156]. They reported the presence of a longitudinal mode along Γ-A near 
the energy range of the E2g mode, which was not predicted by theoretical calculations, but this 
anomalous intensity remains unexplained.  

Fig. 3-18. Bottom: Experimental (circles) and
theoretical phonon dispersion (solid line) along Γ-
A, Γ-M and A-L [155]. Top: Intrinsic line width 
of E2g mode. 
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3.3. Multigap in MgB2

Soon after the discovery of MgB2, it was basically classified as a conventional phonon-
mediated BCS superconductor [13,18,157,158]. However, deviations from the BCS frame-
work have been inferred from several experiments of, specific heat, photoemission spectros-
copy (PES) and tunneling spectroscopy, using polycrystalline samples or single crystals 
[83,110,159-165]. The striking feature is the direct observation of two kinds of superconduct-
ing gaps in MgB2. Theoretically, the two-band model was proposed to be appropriate for 
MgB2 because the system consists of two qualitatively different charge carriers derived from 
3D π and 2D σ bands [72]. Holes in σ bands are strongly coupled to phonons confined within 
the boron honeycomb plane. The large gap ∆σ opens in σ bands, whereas a relatively small 
gap ∆π opens in π bands due to the difference in the strength of EP coupling in each band. 
This scenario for superconductivity in MgB2 is supported by an increasing number of experi-
mental results. The concept of two-band superconductivity was first suggested by Suhl et al.
[14] soon after the advocation of the BCS theory, and has been discussed, since then, in rela-
tion to other superconductors, including Nb, Ta [166], doped SrTiO3 [15] and borocarbide 
[125]. Several experimental reports presented clear signatures for two-gap superconductivity 
and offered the opportunity for comparison with theoretical predictions. Thus, MgB2 is the 
first example of this model and opens up the possibility of interesting new phenomena.  

- Specific heat - 
In an early stage, specific heat measurements of a polycrystalline sample provided direct ex-
perimental evidence of the presence of a second gap in MgB2 [83,110,159,167,168]. Several 
experimental results on higher quality polycrystalline samples and single crystals were subse-
quently reported [163,169,170]. Bouquet et al. reported the temperature dependence of spe-
cific heat, C(T), under magnet fields [83,110,159,170]. In zero field, deviations from the BCS 
curve were observed in the 
amplitude and sharpness of the 
specific heat jump, and the 
large excess weight near 0.2Tc

was a robust feature (see Fig. 
3-19). Similar features were 
observed by other groups. 
Yang et al. and Bouquet et al.
noted that the exponential de-
crease of C(T) at low tempera-
ture is representative of a small 
gap, ~1-1.5kBTc, whereas 
Kremer et al. reported a larger 
gap of ~4kBTc and strong cou-
pling from specific heat jump 
[167-170]. These unusual be-
haviors were consequences of 
the anisotropic band structure 
of MgB2. Two main bands 
cross the Fermi level. One con-
sists of electrons and holes in 
the 3D π band and represents 
~56% of the total DOS. The 

Fig. 3-19. Temperature dependence of specific heat in
Mg11B2 [C(H)-C(9T)]/T at various magnetic fields [83].
Inset shows temperature dependence of electric part of
specific heat in superconducting state Ces/T normalized
to γn [170]. The thick line is fitted two-gap line, and hat-
ched area marks the low-temperature excess. 
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other consists of holes in the 2D σ band and represents ~44% of the total DOS. These differ-
ent types of carriers induce two gaps at T = 0, ∆0π~2 meV and ∆0σ~7 meV; both gaps disap-
pear at the same Tc [9,72,150]. The specific heat data were analyzed using the two-gap model 
(“α model” [171]) with the gap values ∆0π and ∆0σ, and relative weights of the Sommerfeld 
constant in each band, γπn/γn and γσn/γn (see inset of Fig. 3-19). The superconducting state en-
tropy is described by the following equation in the two-gap superconductor model: 

( ) ( )[ ]−−+−= kkkkBes ffffkS 1ln1ln2 , 
( )[ ] 1exp1 −+= TkEf Bkk ,

where the double sum is over the quasiparticle states in both bands, and Ek is the quasiparticle 
energy, which is different in the two bands. Ek1
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normal state quasiparticle energy, and ∆1(T) and ∆2(T) are gap functions. The temperature 
dependence of each gap follows the weak-coupling BCS behavior, but the amplitude is scaled 
by the parameter α = ∆(0)/kBTc: ∆1(T) = (α1/αBCS)∆BCS(T) and ∆2(T) = (α2/αBCS)∆BCS(T),
where αBCS = 1.764, α1 and α2 are free parameters, and the reduced gaps, ∆1(T)/∆1(0) = 
∆2(T)/∆2(0) = δ(T), are assigned numerical values tabulated by Mühlshlegel [172]. Thus, 
Ses(t)/γnTc in Ref. 171 becomes
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Here t T/Tc, and the differential of Ses(t)/γnTc gives Ces. For a two-gap superconductor, Ces is 
the sum of two curves, one scaled by γ1/γn and the other by γ2/γn, and is obtained numerically. 
These parameters were estimated to be γπn:γσn 45:55-50:50, 2∆0π/kBTc  1.2-1.3 and 2∆0σ/kBTc

 3.8-4.3 [110], which show good agreement 
with band calculations [72] and other spectro-
scopic measurements [144,161, 162]. Bouquet 
et al. also determined the Sommerfeld con-
stant, γn, to be 2.6 mJ/mol·K2, the Debye tem-
perature, Θ, to be 1050 K, [Hc(0)]2/γnTc

2 to be 
5.46 and ∆C(Tc)/γnTc to be 1.32. From these 
results, they concluded that gap values 
[Hc(0)]2/γnTc

2 and ∆C(Tc)/γnTc smaller than the 
BCS ones (5.95 and 1.43, respectively) can be 
ascribed to gap anisotropy or a multigap struc-
ture. In addition, they reported the results for a 
single crystal under magnetic fields up to 14 T 
(H//ab and H//c). In the region of H<0.5 T, no 
anisotropy of the Sommerfeld constant 
Γ (γab/γc) was distinguished for the two direc-
tions, the ratio being ~1. On the other hand, in 
the region of H>0.5 T, Γ rapidly increased 
toward Γ ~5 with increasing H (see Fig. 3-20). 

Fig. 3-20. Magnetic field dependence of
Sommerfeld constant γ(H) for H//c and
H//ab [163]. Inset shows expanded view 
of the low-field region. 
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( ) ( ) ∂+∂−= dEeVeVEfENdVdI Nσ ,

where N(E) is the quasiparticle DOS and σN is the conductance of the junction in the normal 
state. To account for the experimentally observed broadening due to thermal smearing, the 
smearing parameter Γ is usually used in the BCS DOS [175].  

( ) ( ) ( ) 22
Re ∆−Γ−Γ−= iEiEEN

To analyze the tunneling conductance of MgB2 under the assumption of two-band supercon-
ductivity, an analytical model requires the solutions of two simultaneous equations for two 
gaps:  
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where ∆0
1,2 are the intrinsic pairing amplitudes in the two bands, Γ1,2 are scattering rates re-

lated inversely to the times spent in each band prior to scattering to the other, and Γ*
1,2 are 

smearing parameters in the two bands, which are added to account for lifetime effects.
Although many tunneling results for MgB2 have been reported, the gap values are scat-

tered in the range of ∆ = 1.7-10, which indicated inconsistent results (see Table 3-1). This is 
probably due to the sensitivity of the sample surface state. However, these observed values 
have been categorized into two groups, ∆π and ∆σ [176], which had already been predicted 
theoretically [72,150]. Iavarone et al., Guibileo et al. and Karpinski et al. reported two dis-
tinct gap structures in the STM spectrum [12,157,177,178-181]. With increasing temperature, 
this two distinct gap structures disappeared at Tc of the bulk MgB2. In particular, Iavarone et 
al. reported that temperature dependence of both gaps followed the BCS theory (see Fig. 3-
23). This result confirmed the importance of Fermi-surface-sheet-dependent superconductiv-
ity in MgB2 that was proposed in the multigap model [72]. The results of point contact were 
reported by Laube et al., Li et al., Lee et al., Bugoslavsky et al., Szabó et al. and Gonnelli et 
al. for MgB2-Cu [160], In [162,182], Pt [162,183,189], Nb [184,185] Au [162,186-189] junc-
tion. They also reported evidence for two distinct superconducting energy gaps, and tempera-
ture dependences of both gaps were in good agreement with the BCS theory. Schmidt et al.,
Gonnelli et al. and Ekino et al. reported the tunneling spectrum obtained by the break junction 
method [127,176,189-193], and their results were in basic agreement with other results of 
STM, point contact and the break junction. However, the observed gaps revealed parallel con-
tributions to the conductance from both bands because of the existence of the S-I-S junction. 
A subtle feature was observed near the ∆π+∆σ region, which was reminiscent of strong cou-
pling effects. This feature provided important insight into the nature of two-gap superconduc-
tivity in MgB2.
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Table 3-1. Energy gaps of MgB2 determined by different tunneling spectroscopy methods 
(adopted from Ref. 176). 

 Energy gap (meV)  Reference 

STM ∆π=2.0   [177] 

 ∆=5-7  [12] 

∆π=2.3 ∆σ=7.1 [157,178]

∆π=3.5 ∆σ=7.5 [179]

∆π=2.2 ∆σ=6.9 [180,181]
    

Point  ∆π=2.6   [182] 

contact ∆π=1.7 ∆σ=7 [183]

∆π=2.8 ∆σ=9.8 [184,185]

∆π=2.8 ∆σ=7.0 [160]

∆π=2-3 ∆σ=6-8 [186]

∆π=2.3 ∆σ=6.2 [187]

 ∆=3-4  [188] 

∆π=2.8 ∆σ=7.1 [162,189]
    

Break ∆π=1.7-2   [190] 

junction ∆π=2.5 ∆σ=7.6 [127,176,191] 

∆π=2-2.5 ∆σ=8.5-10 [192,193]

Fig. 3-23. Tunneling spectrum with theoretical curves (a), (b) and temperature dependence of 
the gap values (c) [178]. Solid lines show BCS curves. 
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4. POTENTIAL OF MgB2 FOR PRACTICAL APPLICATIONS 

4.1. Critical Current Properties of MgB2 Single Crystals, Bulks and Thin Films 

4.1.1. Attractive points of MgB2 for practical applications 
Since MgB2 has the highest Tc of approximately 39 K among metallic superconductors and 
sufficient chemical stability, it is expected to be a new candidate material for practical appli-
cations, such as in superconducting wires and thin films, with operation at as high as 20 K, 
which can be easily attained using small cryocoolers or liquid hydrogen. The strongest point 
of MgB2 is its high Tc, which is higher than twice that of the currently widely used metallic 
superconductor, Nb3Sn (Tc~18 K). Although Tc of MgB2 is much lower than those of cuprate 
superconductors developed for practical applications, such as YBa2Cu3Oy (Tc~92 K) and 
(Bi,Pb)2Sr2Cu3Oy (Tc~110 K), MgB2 has many advantages, such as strong grain coupling for 
superconducting current due to long coherence length and high carrier density, low electro-
magnetic anisotropy, and simple binary composition without expensive elements. These 
points are not well satisfied by cuprate superconductors that have short coherence length, high 
electromagnetic anisotropy requiring a grain alignment technique, and several constituent 
elements including some expensive and rare ones. In addition, it should be noted that MgB2 is 
essentially a line compound free from the nonstoichiometric composition, which results in 
highly reproducible Tc, when it is prepared at moderately high temperatures under the ther-
modynamically equilibrium state. This point is quite favorable for the design and develop-
ment of practical materials, in contrast to A15-type intermetallic compounds and cuprates 
having cation and/or oxygen nonstoichiometry. 

Tc of pure MgB2 is changed by lattice strain, crystallinity and possible magnesium defi-
ciency. Lattice strain enhances Tc up to 41.8 K by slight expansion of the crystallographic c-
axis. On the other hand, low crystallinity and magnesium deficiency, which occur with low-
temperature processing, always decrease Tc. However, a decrease of Tc by several K can be 
allowed for practical applications at ~20 K.

Fig. 4-1. Application fields of superconductors and Jc (engineering) ~ 104 A cm-2 lines for 
various superconducting materials. Expected applications for MgB2 wires and thin films are 
represented by squares with dashed line. 
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For extensive application of MgB2 wires, high critical current density, Jc, must be 
achieved even in high magnetic fields. This means that a high-irreversibility field, Hirr, and 
high Jc in the irreversible region are required for wire applications, such as magnets for MRI, 
MCZ and MAGLEV trains. For thin film device applications, homogeneous superconducting 
properties with high Tc and Jc as well as clean surfaces are required. Expected fields of appli-
cation for MgB2 materials are displayed in Fig. 4-1 together with those for other supercon-
ducting materials.  

In the following section, critical current properties of undoped MgB2 are summarized for 
single crystals, bulk and thin films in order to clarify the essential factors determining Jc of 
MgB2.

4.1.2. Critical current properties of MgB2 single crystals 
Single crystals of MgB2 were synthesized at high temperatures under high pressures in sealed 
BN capsules [56] or by heating in a metal container [73]. The crystals grown were plate-like 
with a c-axis vertical to the wide plane and smaller than 0.1 mm2. Therefore, these tiny single 
crystals were not suitable for precise critical current measurements and were mainly used for 
studies on the fundamental physical properties. As was described in the previous section, the 
upper critical field, Hc2, of MgB2 single crystals is low because of its long coherence length, 
and its anisotropy is small with Hc2(//ab) / Hc2(//c) = 2~5 [119]. In particular, Hc2(//c) is quite 
low, approximately 35 kOe at 0 K. Reported Jc’s for MgB2 single crystals are ~105 A cm-2 or 
less even at low temperatures below 10 K under low magnetic fields [116,194]. Furthermore, 
Jc of the single crystals rapidly decreases with increasing magnetic field. For example, Jc be-
comes ~103 A cm-2 under an applied field of 20 kOe parallel to the c-axis. Hirr‘s of single 
crystals are ~30 k and ~10 kOe at 5 and 20 K, respectively, under H//c. These mean that in-
tragrain critical current properties of clean MgB2 crystals are not sufficient for practical appli-
cations even at the liquid-He temperature.  

4.1.3. Critical current properties of “ex-situ” processed MgB2 bulk 
Typical MgB2 bulk shows much higher critical current performance than the single crystals. 
Many methods have so far been developed to synthesize MgB2 bulk and the resulting bulk has 
exhibited various critical current properties. The “ex-situ” method is one of the main methods 
of producing MgB2 bulk, in which commercial MgB2 powder is used as a starting material. In 
this method, sintering under high pressures of several GPa is required for the fabrication of a 
well sintered bulk specimen [195] because MgB2 grains are not strongly joined by sintering 
under ambient pressure. The high-pressure sintered bulk is highly dense having almost 100% 
the theoretical density of MgB2, and is mainly composed of small grains 1~5 µm in diameter. 
Jc’s of the dense sintered bulk under low fields are ~5×102 and 2×105 A cm-2 at 5 and 20 K, 
respectively, which are several times higher than those of single crystals. In addition, the 
magnetic field dependence of Jc is greatly suppressed in the dense sintered bulk. High Jc of 
above 104 A cm-2 is maintained up to ~50 kOe at 5 K and ~30 kOe at 20 K. Hirr is also im-
proved to ~50 kOe at 20 K. Note that this Hirr is close to that of single crystals under H//ab.
Therefore, these improved critical current properties of the dense sintered bulk are considered 
to be due to randomly oriented grains and the presence of grain boundaries.  

The addition of small amounts of metals, such as Mg, In and Sn, is also effective for pro-
ducing highly dense MgB2 bulk or metal-sheathed tape [196,197]. Such bulk exhibits high Jc

of over 105 A cm-2 at 5 K under self-field, however, it quickly decreases with an increase of 
magnetic field, resulting in much lower Hirr than that of high-pressure synthesized bulk in 
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Fig. 4-2. Equilibrium vapor pressures of
metals. 

spite of the random grain orientations. This suggests that pinning force at grain boundaries is 
degraded by the addition of metals.  

4.1.4. Critical current properties of “in-situ” processed MgB2 bulk 
In the case of the “ex-situ” method, the grain size of MgB2 is usually larger than 1 µm. On the 
other hand, MgB2 bulk synthesized by the “in-situ” method has fine grains smaller than 0.5 
µm. In this method, Mg and B are used as starting materials. The most popular procedure is to 
start from a pressed powder mixture of Mg and B. The reaction between Mg and B occurs in a 
wide temperature range of 550~1200°C. It should be noted that the melting and boiling points 
of Mg under ambient pressure are 650 and 1107°C, respectively, while the melting point of B 
is higher than 2000°C. Since the equilibrium vapor pressure of Mg is high at the reaction 
and/or sintering temperatures, as shown in Fig. 4-2, the synthesis of MgB2 bulk by both “in-
situ” and “ex-situ” methods must be 
performed in sealed metal cells or under well 
controlled Mg vapor pressure. Synthesis of 
MgB2 bulk starting from the pressed powder 
mixture of Mg and B has been performed with 
heating at 800~1000°C in the early stage, be-
cause hard MgB2 bulk of almost a single 
phase can be obtained with a short heating 
time of less than 10 min. Such a rapid 
formation of the MgB2 phase is due to the 
liquid (or gas)-solid reaction between Mg and 
B. Although, critical current properties of 
high-temperature processed “in-situ” bulk are 
dependent on heating conditions, there are few 
systematic studies on determining the optimal 
conditions as functions of temperature and 
heating time. Through the synthesis of a series 
of MgB2 bulk by the powder-in-closed-tube (PICT) method using stainless tubes, which over-
came the difficulty in the synthesis of MgB2 bulk with reproducible Jc characteristics, the op-
timal heating conditions for the highest Jc at 20 K under self-field were found to be 
825~850°C for 3 h [198]. Such optimal conditions are considered to be a result of the balance 
of improvement in grain coupling and grain growth, i.e., the reduction of grain boundaries 
accompanied by heating. Jc of the MgB2 bulk prepared by the PICT method under the opti-
mized conditions is slightly higher than that of high-pressure synthesized “ex-situ” bulk, 
whereas the microstructure is porous with almost half the theoretical density.  

On the other hand, the reaction forming MgB2 requires a long heating time when synthesis 
is performed below the melting point of Mg, 650°C, where the solid-state reaction is pre-
dominant. In the low-temperature processing, grain size is mostly determined by that of the 
starting B powder, independent of heating temperature and time. Jc as high as that of the high-
temperature processed “in-situ” bulk ~4×105 A cm-2 at 20 K under self-field is achieved by 
low-temperature heating [199]. The bulk density is also low, approximately half the theoreti-
cal value. Furthermore, Jc in magnetic fields and Hirr of low-temperature heated MgB2 bulk 
are apparently higher than those of the high-temperature heated bulk. Higher Hc2, i.e., shorter
coherence length originating from the poor crystallinity of low-temperature heated MgB2

bulk, is believed to contribute to the improvement of Jc characteristics. Low-temperature syn-
thesis is always favorable for material development.  
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Fig. 4-4. Magnetic field dependence of Jc for MgB2

bulks with various densities. The densest bulk sample
was synthesized under a high pressure of 2 GPa. 

Fig. 4-3.: Typical secondary electron image of fractured surface of MgB2 bulk (a) and con-
cept of “in-situ” reaction of Mg and B (b). 

4.1.5. Effect of porous microstructure on the Jc characteristics of “in-situ” MgB2 bulk 
The porous microstructure characterized in the “in-situ” method originates from the relatively 
high density of MgB2 compared with those of Mg and B. Since the molar volumes of Mg, 
amorphous B and MgB2 are 14.0, ~4.9 and 17.4 cm3, respectively, the reaction of Mg + 2B = 
MgB2 is accompanied by a volume reduction of ~27%. Considering that the initial packing 
density of the powder mixture of Mg and B is approximately 70%, the low density of the re-
sulting MgB2 bulk that is almost 
half of the theoretical value is quite 
reasonable. In the case of MgB2

bulk, however, low density is not a 
very serious problem for limiting 
current passes because a strongly 
connected MgB2 network with large 
pores is usually formed in the 
microstructure, as shown in Fig. 4-
3(a). The large pores are initially 
occupied by the relatively large Mg 
particle that which diffuses into B to 
form MgB2 or evaporates during the 
heating process. Although the B 
particle expands by ~80 vol% with 
the formation of MgB2, larger pores 
remain, as displayed in Fig. 4-3(b). 
It is clear that the densification of 
MgB2 bulk is effective in enhancing 
Jc, as shown in Fig. 4-4. However, 
Jc can be almost doubled, at most, 
even in a desirably dense bulk 
synthesized by the diffusion 
method.
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Fig. 4-5. Jc-H curves for various MgB2 bulk samples 
and a single crystal at 20 K. 

4.1.6. Effects of particle size of MgB2 and purity of starting powders  
on Jc characteristics of “in-situ” MgB2 bulk 

It must be pointed out that there are various commercial reagents of B powder with different 
purity, particle size and distribution. Low-purity B contains Fe, Si, C and other elements and 
results in slightly lower Tc of MgB2. However, no clear systematic relationship between the 
critical current properties of MgB2 bulk or tape and the purity of B has been found, because 
some impurity elements unexpectedly contribute to the enhancement of flux pinning, as de-
scribed in the next section.  

The dependence of Jc on the grain size of MgB2 has not yet been quantitatively under-
stood, however, improvement in Jc of MgB2 bulk or tape upon using fine B powder has often 
been reported [196,200]. As is mentioned above, the grain size of MgB2 is strongly affected 
by the size of the starting B powder unless heating is at high temperature for a long time. 
Therefore, small grain size of MgB2 is preferable for enhanced Jc, similar to the case of Nb3Sn
materials where dense grain boundaries are believed to act as predominant flux pinning sites. 
Using fine B powder as a starting 
material has another advantageous 
point for the production of high-Jc

MgB2 bulk. Since the diffusion 
length of Mg in B in the formation 
reaction of MgB2 is shortened when 
using fine B powder, MgB2 bulk or 
tape can be synthesized by heating 
at lower temperatures and/or for 
shorter times, for example, at 630°C 
for 1 h [201]. These low-
temperature and short-time heated 
samples have poor crystallinity and 
slightly lower Tc by 1~2 K and show 
higher Jc in high magnetic fields, 
while Jc is high in low magnetic 
fields, e.g., ~3×105 A cm-2 at 20 K. 
The dependence of Jc on magnetic 
field at 20 K for various MgB2 bulk 
and single crystals is summarized in 
Fig. 4-5.  

4.1.7. Critical current properties of MgB2 thin films 
To prepare MgB2 thin films, there are three major methods: the two-step method of annealing 
B film in Mg vapor, the low-temperature “in-situ” method of coevaporation or sputtering, and 
the high-temperature “in-situ” method of hybrid physical-chemical vapor deposition 
(HPCVD) above 700°C. Details of MgB2 thin films have been well summarized in a recent 
review [16].  

The first method provides good c-axis-oriented thin films in terms of a clean surface, 
while the Tc of 37 K is slightly low even after moderate post-annealing, mainly due to poor 
crystallinity. Although these films consist of fine MgB2 grains 20~40 nm in diameter, the re-
ported Jc is not high, being 4×105 A cm-2 at 4.2 K under self-field [202]. 
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Fig. 4-6. Temperature dependence of Jc for various 
MgB2 thin films. 

By the second method, thin films showing high Tc of ~39 K and high Jc exceeding 106 A
cm-2 at 20 K under self-field were synthesized by several research groups [203-205]. The 
highest Jc’s at 15 K were 1.6×107 and 1×105 A cm-2 under self-field and 50 kOe (H//c), re-
spectively, recorded for a c-axis-oriented thin film [205].  

Thin films grown by the third method show significantly high Tc of up to 41.8 K due to 
lattice deformation and a large RRR (residual resistance ratio) even when compared with that 
of single crystals [206,207]. The highest Jc’s under low fields measured by the magnetization 
method are 1×108 A cm-2 at 5 K and 3×107 A cm-2 at 30 K [208]. The extremely high Jc at 5 K 
is comparable to the depairing current density. The films prepared by the HPCVD method are 
composed of columnar grains with an 
in-plane dimension of ~100 nm and, 
therefore, column boundaries parallel 
to the c-axis are considered to act as 
effective pinning sites under H//c. In 
fact, high Jc of over 106 A cm-2 is 
maintained up to 10 kOe at 20 K.

Critical current properties of 
various MgB2 thin films are shown in 
Fig. 4-6. From the viewpoint of device 
applications, sufficiently high Jc has 
already been achieved up to 30 K 
under low fields, and the remaining 
subject is the fabrication of clean and 
highly reproducible junctions. Recent 
progress on the fabrication of MgB2

junctions using thin films prepared by 
the low-temperature “in-situ” method 
[209,210] are promising in terms of 
practical device applications of MgB2

in the near future.  

4.2. Doping Effects on the Critical Current Properties of MgB2

4.2.1. Effective pinning sites in MgB2

Since the discovery of high Tc in MgB2, numerous efforts have been made to find new super-
conductors showing higher Tc by various substitutions of Mg and/or B sites.  Unfortunately, 
no effective agent has so far been found that enhances Tc. However, many experimental re-
sults regarding the doping effect on the superconducting properties of MgB2 have been accu-
mulated. As described in the previous section, critical current properties of “in-situ”-
processed undoped MgB2 bulk are mainly determined by the crystallinity, grain size and den-
sity. Poor crystallinity accompanies higher Hc2; smaller grain size is favorable for increasing 
the grain boundary pinning force, and high density directly increases current passes.  

Jc of undoped MgB2 bulk at low magnetic fields is high enough for practical applications, 
however, it rapidly decreases with an increase of magnetic field due to low Hc2 and lack of 
effective pinning sites. Therefore, both the enhancement of Hc2 and the introduction of effec-
tive pinning sites are needed to improve Jc under high magnetic fields for practical application 
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of MgB2 wires in high fields. The best Jc for undoped MgB2 bulk is 1×104 A cm-2 at 20 K 
under 40 kOe [211], which was reported by one group in 2002. Other many groups reported 
much lower Jc’s under the same conditions, while those in low magnetic fields were suffi-
ciently high, exceeding 105 A cm-2 at 20 K. This implies that a common method of producing 
MgB2 bulk with high Jc under magnetic field has not yet been established, in other words, the 
crucially important factor for improving flux pinning properties has not been identified up to 
now.

Doping of elements or compounds into MgB2 accompanies element substitution and/or 
inclusion of impurity particles. In the former case, changes of electronic state, lattice con-
stants and crystallinity are expected to occur. The latter impurity particles are expected to act 
as effective pinning sites if their grain size is moderately small and they are dispersed 
throughout the MgB2 matrix. Another expected effect of doping is the suppression of the 
grain growth of MgB2. In the following part of this section, effects of element substitution to 
Mg or B sites and compound substitution on the critical current properties will be described.  

4.2.2. Substitution effect of Mg site 
There are many elements that form metal diborides having the AlB2 structure. The effects of 
partial substitution at Mg sites in MgB2 have been reported for more than 15 of those ele-
ments, and three elements, Al, Ti and Zr, were found to be effective in the improvement of 
critical current properties. Unexpectedly, Ti and Zr do not substitute into the MgB2 phase and 
they form thin TiB2 or ZrB2 layers less than 1 nm thick, resulting in very fine MgB2 grains 
~10 nm in diameter and dense microstructures including fine MgO particles [211,212]. Corre-
sponding to the dramatic change in the microstructure, Ti- or Zr-doped MgB2 bulk shows 
dramatically improved Jc, particularly under low magnetic fields. Jc is higher for Ti-doped 
samples and a sample with a nominal composition of Mg0.9Ti0.1B2 exhibits the highest Jc for 
bulk of 1.3×106 A cm-2 at 20 K under self-field. However, Hirr is not high even when com-
pared with undoped MgB2 bulk, ~70 kOe at 5 K and ~40 kOe at 20 K.

Although Al substitution at Mg site dramatically decreases Tc of MgB2 due to the decrease 
of the hole carrier concentration, Jc under low magnetic fields is enhanced by 20~30% when 
the doping level is ~0.5% at Mg site. In this case, local weak superconducting regions around 
Al ions are considered to act as effective pinning sites. Similar dilute substitution effects are 
also found in cuprate superconductors [213,214].  

4.2.3. Substitution effects at B site 
Partial element substitution at B site has more significant effects on the superconducting 
properties of MgB2, because superconductivity appears at the honeycomb B lattice. Substitu-
tion effects at B site of MgB2 have been reported for Be, C, O, F and Si, all of which were 
found to essentially decrease Tc. Among them, C substitution effects have been eagerly stud-
ied to clarify the superconductivity mechanism and the improvement of critical current prop-
erties. Although there are numerous systematic studies on the relationship between the C sub-
stitution level and various physical properties, many inconsistencies concerning structural 
parameters and superconducting properties can be found. This problem originates from the 
difference in the C substitution level between nominal composition and the actual level in the 
resulting samples. In the case of single crystal growth at high temperatures of 1600~1700°C, 
the C substitution level is almost identical to the nominal one [215], while the actual C substi-
tution level is usually much lower for polycrystalline bulk, even when they are heated at high 
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temperatures above 1000°C. Because C contains impurity phases, raw C, MgB2C2 and Mg2C3

often remain in the C-substituted MgB2 bulk, resulting in a decrease in the actual C-
substitution level in MgB2. In the synthesis of C-substituted MgB2 bulk, amorphous C, graph-
ite, C60, C nanotubes, nanodiamond and B4C were used as starting materials.  

The original high Tc of MgB2 dramatically decreases with increasing C substitution level 
at B site, ~30 and ~ 2.5 K for 5 and 12.5%, respectively [215]. The temperature dependence 
of Hc2 is, however steeper for C-substituted MgB2 bulk [216,217] and, therefore, a small 
amount of C substitution into MgB2 leads to higher Hc2 at low temperatures. Corresponding to 
the enhancement of Hc2 at low temperatures, Jc under high fields and Hirr below 20 K are 
higher for C-substituted MgB2 bulk with moderate C concentrations than those of undoped 
bulk. This means that the pinning force in MgB2 polycrystalline bulk is somehow enhanced 
when coherence length is shortened. Since the enhancement of Hirr is also observed for C-
substituted single crystals [218], intragrain pinning is essentially improved by incorporating 
C.

For O substitution, unintentionally O-added thin films have attracted great interest due to 
their extremely high Hc2 at low temperatures and improved Jc under high fields even at 20 K, 
although Tc is greatly lowered to ~30 K [219]. In the case of MgB2 bulk, intentional substitu-
tion of O had been believed to be difficult, because O preferentially forms MgO and B2O3

during the high temperature heat treatment. However, several groups pointed out that small 
Mg(B,O)2 regions are generated in the MgB2 crystals [220], which suggests that O can substi-
tute at B site even in a bulk specimen. Recently, O was found to dissolve into MgB2 bulk re-
sulting in improved Hc2, Hirr and Jc, as in the case of thin films, when the bulk was synthe-
sized at low temperatures below 700°C [221]. Partial substitution of Si is reported to also be 
effective for improving the critical current properties under high fields [222].  

It should be noted that substitutions of C, O or Si at B site are effective for improving 
critical current properties only under high magnetic fields, and Jc’s in low fields are usually 
lower than that of undoped MgB2. On the contrary, as described above, substitutions of Ti, Zr 
or Al at Mg site are effective in enhancing Jc’s only under low fields.  

4.2.4. Doping effect of compounds on critical current properties of MgB2

The improvement of critical current properties of MgB2 has been also attempted by doping 
various compounds, among which SiC fine powder is well known as one of the most effective 
dopants for improving Hirr and Jc [223]. A 10 wt % SiC-doped MgB2 bulk showed Hirr~80
kOe and Jc~105 A cm-2 under 30 kOe at 20 K, while its density was almost half the theoretical 
value. These are the highest values obtained for MgB2 bulk at the present stage and are almost 
comparable to those of commercial Bi(Pb)2223/Ag sheathed tapes. In the SiC-doped MgB2

bulk, both Si and C are considered to contribute to the enhancement of Hirr and Jc by substitut-
ing at B site. In addition, Jc under low fields is not lowered by SiC doping. Highly dense dis-
locations and fine inclusions of Mg2Si ~10 nm in size and unreacted SiC observed in the mi-
crostructure are believed to enhance Jc even under low fields. Recently, SiC-doped MgB2 tape 
exhibited high Hirr of up to 230 kOe at 4.2 K [224], suggesting the possibility of practical ap-
plications for high magnetic field generation at the liquid He temperature.

Other effective dopants for the enhancement of Jc are fine powders of Y2O3 [225], SiO2

[224] and metal carbonates, such as Li2CO3, Na2CO3 [226] and Mg2CO3. For Y2O3-doped
MgB2 bulk, very small YB4 particles of 3~5 nm formed in MgB2 grains are pointed out to act 
as effective pinning centers. In the case of metal-carbonate-doped MgB2 bulk, C and O are 
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considered to substitute at B site, resulting in the enhancement of Jc under high magnetic 
fields.  

An additional advantage of compound doping is the high reactivity at low temperatures. 
Although substitution with C is known to be effective for improving Jc under high fields, 
reaction of C to form Mg(B,C)2 is nominal during low-temperature heating below 650°C, 
which is a desirable condition for enhancing both Hirr and Jc. On the other hand, C can 
substitute at B site in MgB2 with low-temperature processing using SiC or B4C as starting 
materials. A similar tendency is found for O substitution using B2O3 as a starting reagent.  

4.3. Future Prospect of MgB2 Materials 

MgB2 has various attractive points in terms of the development of wires and thin films for 
practical use. Its Tc is high enough for practical applications at 20 K, which can be easily real-
ized using small cryocoolers, and its strong grain coupling and long coherence length are de-
sirable for polycrystalline wires and thin films with homogeneous critical current perform-
ance. Although long coherence length suppresses Hc2 and the resulting Hirr is not high enough 
for field generating applications using MgB2 wires, various chemical dopants as well as low-
temperature processing have been found to be effective for improving Hc2, Hirr and Jc under 
high magnetic fields. In addition, MgB2 shows slow flux creep due to strong grain coupling 
compared with cuprate superconductors, as shown in Fig. 4-7. Several studies on the I-V
characteristics of MgB2 materials also revealed that the n-value in V = In is large, particularly 
under low fields [227]. These mean that MgB2 materials are suitable for fabricating a persis-
tent current circuit, which is desirable for use in various magnet systems.  

In the development of MgB2 wires, the problem of the flux jump phenomenon must be 
solved before they can be put to practical use. In an extreme case of our studies, a SiC-doped 
MgB2 bulk with dimensions of 0.7×1.1×1.8 mm3 and high density of ~2.2 g cm-3 showed flux 
jumps up to 25 K. This particular bulk had a very high Jc of 4×105 A cm-2 at 25 K un-
der5 kOe. Therefore, the development of multi-filamentary wires with fine MgB2 cores, 
which can prevent the flux jump phenomenon, is necessary for realizing reliable high-Jc

wires.

Fig. 4-7. Magnetization relaxation of MgB2 bulk and Bi(Pb)2212 single crystal at 20 K. 
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5. CONCLUSION 

Since the discovery of superconductivity at 39 K in MgB2, the Tc of which is the highest re-
cord in intermetallic superconductors, a huge number of theoretical and experimental investi-
gations have been reported in a short period because of its unexpectedly high Tc. In the 
framework of BCS theory, the theoretical interpretation of this superconductivity focuses on 
the metallic nature of a 2D layer formed by boron atoms and also on strong electron-phonon 
coupling caused mainly by the E2g phonon mode (B in-plane bond stretching), which is sup-
ported by experimental results. Short after the discovery of the high Tc in MgB2, experimental 
results progressively accumulated as the sample quality become higher, for example, as the 
growth of single crystals became possible. The results have become consistent, except for 
small inconsistencies which are probably due to some disorder of the boron atom and/or a 
slight defect at the Mg site. In particular, the two-gap (on 2D σ band and 3D π band) nature in 
MgB2 has been confirmed from the results of several spectroscopic measurements, and MgB2

is now recognized as the first material to be found that containing intrinsic multigaps.  
From the viewpoint of application, the high Tc, large coherence length, high Jc, high Hc2,

transparency of grain boundaries to current and low normal state resistivity promise that 
MgB2 will be a good candidate material for both large scale applications and electronic de-
vices. Because MgB2 has various merits for the development of wires and thin films for prac-
tical use, many trials have been performed for the improvement of Jc and Hc2 in single crys-
tals, bulk and thin films, involving the grain size effect, “in-situ” and “ex-situ” methods and 
the substitution effect for the introduction of effective pinning. Although the dependence of Jc

on the grain size of MgB2 has not been quantitatively explained, the improvement of Jc in 
MgB2 bulk or tapes when using fine B powder has been reported. The slight substitution lev-
els of C, O or Si at B site are effective for improving critical current properties only under 
high magnetic fields. Moreover, SiC fine powder is well known to be one of the most effec-
tive dopants for improving Jc, where Jc is not lowered under low fields. Highly dense disloca-
tions and fine inclusions with Mg2Si and/or unreacted SiC are believed to enhance Jc even 
under low magnetic fields. Although hurdles still remain, recent progress in the fabrication of 
MgB2 bulk, wires, tapes and thin films is quite promising for the realization of practical de-
vice applications of MgB2 in the near future.  

The entire scenario of superconductivity in MgB2 has essentially been clarified, and its 
potential for practical application has been shown. MgB2 has opened up a new frontier of in-
vestigation of the physical properties of intermetallic superconductors. Now, one of the most 
exciting questions is “whether MgB2 is merely a special example in the system of compounds 
including p-electron elements”. Actually, we have discovered new superconductors, for ex-
ample, Y2C3 (Tc=18 K) [228], since the discovery of MgB2. Because the “BCS limit” has 
been broken by MgB2, the discovery of new higher Tc non Cu oxides is strongly expected. 
Unidentified superconductors may yet be waiting to be found.  
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1. INTRODUCTION 

The discovery of superconductivity at 39K in a relatively common material, MgB2 [1] has 
triggered a great deal of interest in the research community. MgB2 exhibits the 
superconducting characteristics and physics of BCS-type LTS materials, as evidenced for 
example by a significant isotope effect; however, its critical temperature (Tc) is more than 
twice those of the presently used A15 superconductors Nb3Sn and Nb3Al, and more than four 
times that of the present LTS workhorse, NbTi. The importance of MgB2 lies in its simple 
crystal structure, high Tc, high critical current (Jc), large coherence length and transparency of 
grain boundaries to current flow. These properties of MgB2 offer the promise of important 
large-scale- and electronic device applications.  

One of the most important applications of superconductors is in the areas of high current 
and high field where high Jc in magnetic fields is essential. During the past two years, MgB2

has been fabricated in various forms, including single crystals, bulk, thin films, tapes and 
wires. In particular, enormous efforts have been directed to improvement of the critical 
current density through development and application of various novel techniques for 
fabrication of technical usable MgB2 materials. Several groups have reported Jc values for 
MgB2 as high as 106 A/cm2 [2-9]. This gives proof that the performance of MgB2 can rival 
and exceed that of conventional superconductors. However, the Jc of pristine MgB2 drops 
rapidly with increasing magnetic field due to its low upper critical field (Hc2) and weak 
pinning strength. To take advantage of its high Tc of 39K, enhancement of Hc2 and 
improvement of flux pinning are essential. Attempts to enhance Hc2 and flux pinning have 
been made by using a number of techniques, including impurity scattering, addition and 



1012

substitution, irradiation, various thermo-mechanical processing techniques and magnetic 
shielding. Reports of increases in transport Jc, the irreversibility field (Hirr), and Hc2 values are 
continually appearing, making a summary of this nature quickly dated. In this article, we 
review the progress on the central topic of critical current density of superconducting MgB2

wires and bulk. In section 2, we provide a brief overview of the two-gap nature of the 
superconductivity of MgB2 which has important implications for the Hc2 and Jc. Background 
information on materials processing is then given in section 3 with an emphasis on bulk and 
wires. We discuss the effect of doping on the Hc2 and Jc – H performance of MgB2 in detail in 
section 4. In section 5 we present the characteristics of vortex dynamics in MgB2 in contrast 
to HTS. In section 6 we provide a phenomenological explanation on the extraordinary sample 
size effect on magnetization in MgB2. In section 7 we describe the beneficial effect of 
magnetic shielding on Jc(H) performance. In section 8, we review the effects of various 
irradiation techniques on flux pinning. 

2. TWO-GAP SUPERCONDUCTIVITY OF MgB2

The compound MgB2 forms a honeycomb-like stack of hexagonal networks. The B 
honeycomb dominates the electronic structure, which can be thought of as deriving from σ
bonding within the B planes and π bonding orbitals out of the plane. In the MgB2 crystal the 
in-plane σ orbitals lead to a corresponding 2-D σ band while the π space charge extends both 
out-of-plane and in-plane to form the 3-D π band. This partially covalent structure of the 
MgB2 crystal gives rise to the Fermi surface with its two π and σ conduction bands. For dirty 
non-paramagnetically limited single-band low temperature superconductors a well known 
formula for the zero-temperature upper critical field Hc2(0) is given by the frequently quoted 
expression: 

Hc2(0)
Tc

c
c dT

dH
T

−
= 286.0   (2-1) 

It is well established that for single band superconductors both Hc2(0) /Tc and the slope  
(-dHc2/dT)Tc scale with the normal state resistivity ρ, and hence that (for fixed Tc) both the low 
temperature Hc2 and that near Tc benefit simultaneously from an increase in ρ. Equation (1) 
suggests an experimental method of obtaining Hc2(0) that can be carried out at moderate 
fields, near Tc. Increases in Hc2 can be expected to follow increases in the resistivity – a rule 
which has helped to guide the design of low temperature superconductors over the years. But 
for MgB2 the simple rule has quantitative variants because the resistivity ρ depends on the 
electronic diffusivities Dπ and Dσ associated with MgB2’s two-band conductivity as follows 
[10]:  

1/ρ )(2
σσππ DNDNe FF +=   (2-2)  

The introduction of two diffusivities results in pronounced departures from the single-band 
predictions. In particular (Hc2/Tc) and (-dHc2/dT)Tc respond individually to Dπ and Dσ rather 
than together and in proportion to 1/D. Thus while increasing impurity scattering is beneficial 
to Hc2 over the entire temperature range for both single-band and double-band 
superconductors, in the latter case it offers Hc2(0) the opportunity to diverge to very large 
values in response to strong decreases in either Dσ or Dπ.
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The two-gap superconductivity has significant implications for the applicability of MgB2

because it is the low Hc2 which has mainly limited the potential applications of clean MgB2,
for which Hc2 is even less than that of Nb-Ti. Efforts have thus been made to raise Hc2. Using 
nano-particle SiC doping into MgB2, the authors’ group has achieved a record high upper 
critical field, Hc2(0), in bulk materials [2]. Recently, using high field transport measurements, 
Braccini et al. have reported the achievement of record high upper critical fields (Hc2) for 
textured films [11]. The observed remarkable Hc2 enhancement to more than 74T for thin 
films is a consequence of the two-gap superconductivity of MgB2, which has been established 
by many measurements and calculations [3,12]. There are three different impurity scattering 
channels in MgB2 alloys: intraband scattering within each σ and π sheet and interband 
scattering between them. It is these multiple scattering channels which make it possible to 
increase Hc2 of MgB2 to a much greater extent than in one-gap superconductors, not only by 
the usual increase of the normal state resistivity, ρ, as in low-temperature superconductors, 
but also by optimizing the relative weight of the σ and π scattering rates by selective 
substitution of boron or magnesium.  

3. MgB2 MATERIAL AND WIRE DEVELOPMENT 

Canfield first fabricated wires by exposing tungsten-core B filaments to Mg vapor [4]. This 
work was quickly followed by reports pursuing powder-in-tube (PIT) approaches [5,6]. 
Numerous institutions and researchers are involved in PIT wire, as it seems the most useful 
form for many applications. Grasso [7] fabricated Ni sheathed MgB2 tapes using an ex-situ
method; after filling the conductors were cold worked by groove rolling, drawing, and rolling. 
Flükiger et al. [8] found that ball milling did not increase Bc2, but did increase Birr and Jc.
Goldacker et al. compared ex-situ and in-situ wires constructed with Ta and Nb barriers and 
found that the in-situ wires showed inferior properties at higher fields. Goldacker et al. [9] also 
compared round strands and tapes made using the ex-situ route. They saw some anisotropy in the 
tapes, as have others. They found MgB2 grain sizes ranging from 20 nm to 1µm. Oxygen was 
primarily present as MgO, and a small level of B-rich phases was found.

The authors’ group has been deeply involved in MgB2, producing some very useful and 
practical results [2,3, 13-15]. Early efforts by Dou et al., part of a collaborative effort between 
the University of Wollongong, Ohio State University and Hyper Tech Research, led to studies 
of pellet properties [16] and then to tape [5]. The authors’ group has developed an in-situ fast 
formation technique for the fabrication of MgB2 wire using the powder-in-tube technique [3]. 
A record high magnetic Jc of 106A/cm2 in zero field at 20K and a transport Jc of 20,000A/cm2

in 10T and 5K have been achieved for Fe-clad MgB2 wires [15]. They have also identified Fe 
not only to be chemically compatible with MgB2 but also ideal for the magnetic screening of 
external fields and hence the reduction of ac loss [17]. These results demonstrate clearly the 
great potential of the emerging superconductor for various applications. In a series of papers 
Dou et al. showed that the substantial enhancement in Jc(H) by nano-SiC doping can be 
transferred to the properties of short wires [2,15]. Recently, Serquis et al. have reported 
construction of a 6-layer coil to generate a field of 1T at self-field at 25K, confirming that SiC 
doped MgB2 is superior to the un-doped material, achieving Jc > 104A/cm2 at 7T [18].  
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As pointed out by Gurevich et al. [3], the use of MgB2 will open a new domain of 
applications for superconducting magnets, one that is well outside the reach of Nb3Sn. Its Tc

of 39 K will permit safe operation in the temperature range from about 15 to 20 K, wherein its 
Hc2 will, at the present time, drop from about 15 to 8T. However, if direct competition is 
called for, the Hc2(T) of MgB2 lies above that of Nb3Sn all the way down to 0 K. 
Enhancements to Hc2 will follow the judicious introduction of scattering impurities. In the past 
considerable effort was spent attempting to substitutionally modify the MgB2 lattice in the 
quest for higher Tc. Perhaps some of this work could be revisited in the future, but from the 
standpoint of increasing Hc2, even at the expense of some lowering of Tc.

The key to magnet applications of superconductors lies in the rare combination of low cost 
and a ready wire fabrication route, which produces conductors with high Hc2 and Jc. Due to 
recent advances in cryocoolers, many electric utilities may be best optimised at temperatures 
of 10 to 35K, a domain for which MgB2 could provide the cheapest superconducting wires. 

4. EFFECT OF SUBSTITUTION AND ADDITION 

Oxygen alloying in MgB2 thin films [19] and proton irradiation of MgB2 powder [20] have 
resulted in useful improvements in irreversibility fields (Hirr) and Jc(H). The great challenge is 
whether we can introduce effective pinning centres into MgB2 by “conventional” chemical 
doping. Chemical doping has not been successful in HTS materials due to their short 
coherence lengths and high anisotropy. In contrast, MgB2 has a relatively large coherence 
length and small anisotropy. Accordingly the fluxoids to be pinned are string-like and 
amenable to pinning by particles, precipitates, etc. This opens a window to the success of 
chemical doping in this material.  

The numerous early studies that were made on the effect of elemental doping into MgB2

focused on Tc measurement, mostly with negative results. On the other hand, attempts to 
improve flux pinning using chemical doping are only now gathering momentum. Chemical 
doping can be expected to influence Tc and Hirr, and may have secondary effects related to 
processing and crystal structure. 

4.1 Carbon Doping 

The effects of C-doping on superconductivity in MgB2 compound have been studied by 
several groups [21-28]. The results on C solubility and the effects of C-doping on Tc reported
so far vary significantly due to the precursor materials, fabrication techniques and processing 
conditions used. It appears that lower sintering temperatures and short sintering times result in 
an incomplete reaction and hence lower C solubility in MgB2. Ribeiro et al. used Mg and B4C
as precursors to synthesize C doped MgB2 by sintering at 1200oC for 24 hours [27]. A neutron 
diffraction study confirmed that the most likely solubility of C in MgB2 ranges up to around 
10% C in the boron sites, resulting in a large drop in both Tc and the a-axis lattice parameter 
[28]. Recently, Ohmichi et al. synthesised C-doped single crystalline MgB2 at high pressure 
(5GPa) and high temperature (1600°C), obtaining a C solubility of 15% at the boron sites and 
Tc depression to below 3K [29]. Kazakov et al. have performed a systematic study on C-
doped single-crystalline MgB2 grown under high pressure and high temperature at 1900-
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1950oC [30]. They found that the Tc can be tuned by adjustment of the nominal composition 
of Mg(B1-xCx)2 with x varying from 0 to 0.15.  

Most studies on C doping into MgB2 have largely focused on the effect on 
superconductivity. From the applications point of view, the effect of C doping on the flux 
pinning properties is crucially important. The author’s group has reported a significant 
improvement in Jc(H) and Hirr in MgB2 through nano-C [31], nano-carbon tube doping [32] 
and nano-SiC doping [2]. Recently, the effects of C doping on the flux pinning and critical 
current density in MgB2 have been studied using amorphous carbon [31] and diamond [33], 
both showing improvement of Jc at elevated magnetic fields. It is clear from previous work 
that complete substitution of C for B causes a drastic depression in Tc, which is very 
undesirable for improving Jc at high temperatures. In order to explore the potential 
applications of MgB2 around 20K or above it is essential to maintain the Tc and, at the same 
time, to enhance the Jc performance in magnetic fields. Soltanian et al. have designed 
compromise synthesis conditions that limit the degree of C substitution, which can cause 
disorder on B sites, and at the same time can promote the introduction of nano-additives to act 
as effective pinning centers in MgB2 [31]. These authors prepared polycrystalline MgB2-xCx

samples with x=0.05, 0.1, 0.2, 0.3, 0.4 nano-particle carbon powder using an in-situ reaction 
method under well-controlled conditions to limit the extent of C substitution. They found that 
both the a-axis lattice parameter and the Tc decreased monotonically with increasing doping 
level. For the sample doped with the highest nominal composition of x=0.4 the Tc dropped 
only 2.7K. The nano-C-doped samples showed an improved field dependence of the Jc

compared with the un-doped sample over a wide temperature range. X-ray diffraction results 
indicate that C reacted with Mg to form nano-size Mg2C3 and MgB2C2 particles. Nano-particle 
inclusions and substitution, both of which are observed, are proposed to be responsible for the 
enhancement of flux pinning in high fields. 

Among various carbon precursors, carbon nano-tubes (CNT) are particularly interesting as 
their special geometry (high aspect ratio and nanometer diameter) may induce more effective 
pinning centres compared to other carbon-containing precursors. Wei et al. have studied the 
superconductivity of MgB2-carbon nano-tube composites [34]. However, the effect of carbon 
nano-tube doping on critical current density and flux pinning has not been reported. Dou et al. 
studied the effects of doping with carbon nano-tubes on the transition temperature, lattice 
parameters, critical current density and flux pinning of MgB2-xCx with x = 0, 0.05, 0.1, 0.2 
and 0.3 [32]. The carbon substitution for B was found to enhance Jc in magnetic fields but 
depress Tc. The depression of Tc, which is caused by the carbon substitution for B, increases 
with increasing doping level, sintering temperature and duration. Fig. 1 shows the Tc

dependence on the sintering temperature of 10% CNT doped MgB2, indicating that the C 
substitution for B was clearly increased at 1000 °C. By controlling the extent of the 
substitution and the addition of carbon nano-tubes one can achieve the optimal improvement 
in critical current density and flux pinning in magnetic fields while maintaining the minimum 
reduction in Tc. Under these conditions, Jc was enhanced by two orders of magnitude at 8T 
and 5K and 7T and 10K. Jc was more than 10,000A/cm2 at 20K and 4T and 5K and 8.5T, 
respectively, as shown in Fig. 2. The general trend is such that the Jc(H) characteristic is 
improved with increasing sintering temperature. Although the sample sintered at 1000 oC has 
lower Jc values in the low field regime, its Jc(H) curve crosses over the Jc(H) for the other 
samples in higher fields. As a higher sintering temperature promotes the C substitution 
reaction for B, the improved field dependence of Jc measured at lower temperatures is clearly 
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attributable to the C substitution. However, because C substitution depresses Tc, the Jc(H)
behaviour for samples processed at high temperatures deteriorates above 20K. Thus, it is 
important to control the extent of C nano-tube substitution and addition to achieve the best 
combination of substitution induced flux pinning and C nano-tube additive pinning. 

Partial C substitution for B causes disorder on B sites that can lead to intrinsic scattering 
and hence the enhancement of Hc2. Fig. 3 shows a comparison of Hc2 for CNT doped and un-
doped MgB2 as determined by transport measurements [35]. 

Fig. 1. Magnetic AC susceptibility as a function of temperature for MgB1.8C0.2 sintered at 
different temperatures for 30 minutes. Carbon added was in the form of carbon nano-tubes. 

Fig. 2. Critical current density as a function of magnetic field at 5K and 20K for 
MgB1.8CNT0.2, sintered at different temperatures for 30 minutes.
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Fig. 3. Normalized temperature dependence (T/Tc(0)) of the upper critical field, Hc2, for pure 
MgB2 and MgB1.8C0.2. The latter was sintered at 900 °C. Inset: the same dependence, but vs 
the temperature.  

4.2 Nano-SiC Doping 

The exceptional properties of SiC as a dopant have been systematically studied by the 
authors’ group and collaborators over the past two years. Recently, we found that chemical 
doping of MgB2 with nano-particle SiC can significantly enhance Jc in high fields with only 
slight reductions in Tc up to a doping level as high as 30% of B [14]. In fact we obtained the 
highest Jc values in magnetic fields at 20K ever reported for MgB2 wires and bulk [2,15]. 
Compared to the un-doped sample, the Jc for the 10wt% SiC doped sample increased by a 
factor of 32 at 5K and 8T, 42 at 20K and 5T, and 14 at 30K and 2T, respectively (Fig. 4). Fig. 
5 shows a comparison of magnetic Jc(H) for a 10 wt% SiC doped sample at 20K with data 
reported in the literature. Jc for this sample exhibits better field performance and higher values 
in high field than any other element doped samples [36-37] and non-doped wires. The SiC 
doped MgB2 samples are even better than the thin film MgB2, which has exhibited the 
strongest reported flux pinning and the highest Jc in high fields to date. At 20K, the best Jc for 
the 10wt% SiC doped sample was105A/cm2 at 3T, which exceeded the Jc of state-of-the-art 
Ag/Bi-2223 tapes. At 20K and 4T, Jc was 36,000A/cm2, which is twice as high as for the best 
MgB2 thin films [12] and an order of magnitude higher than for state-of-the-art Fe/MgB2

tapes [10].  
Fig. 5 shows a comparison of Jc of the nano-SiC doped MgB2 wire with those reported in 

the literature. Because of this high performance it is anticipated that in the future “MgB2”
conductors will be made using the formula MgBxSiyCz instead of simple MgB2. This finding 
paves the way for this new compound to replace the current market leaders NbTi and HTS in 
many applications, as the chemical doping is a readily achievable, highly reproducible and 
economically viable process to introduce effective flux pinning.  
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Fig. 4. The magnetic Jc(H) dependence at 5, 20 and 30 K for un-doped and 10 mol%, 15 
mol% and 10wt% SiC doped samples indicated by the solid line, dashed and dotted line, and 
crosses, respectively [2].  

In comparison to all other doping reported so far, the special features of nano-scale SiC 
doping in MgB2 can be described as follows: (1) the extent of enhancement in Jc(H) is very 
large, by more than an order of magnitude above certain fields; (2) the enhancement of Jc(H)
extends to all temperatures up to Tc in contrast to most of the other doping studies, which only 
show that it is effective in enhancing Jc(H) at low temperatures. These special features of the 
SiC doped samples can be explained in terms of impurity scattering in the framework of two 
gap superconductivity theory [3] and the improvement of flux pinning. 

To understand the significant enhancement of Jc at higher fields with the nano-SiC doping, 
a set of four samples (Table 1) ranging from the clean limit to a very dirty state have wild 
variations of the normal state resistivity from 1 µΩ-cm to 300 µΩ-cm and significantly 
different electromagnetic properties, allowing us to understand the mechanisms behind the 
enhancement of Jc(H). These include two Wollongong samples (un-doped, A, and 10% SiC 
doped, B), compared to two Madison samples, one being at the clean limit (sample C) and the 
second being this same sample exposed to Mg vapor (sample D) as described in detail 
elsewhere [39]. For comparison we also list some literature data on a pure sintered pellet in 
Table 1. The highest value of HM* correlates well to the highest value of resistivity, both 
being found in the SiC-doped sample for which the Jc(H) characteristics are best too.

Role of impurity scattering

For sample D, the Mg vapor treatment caused the increase in resistivity from 1 µΩ-cm for the 
clean limit sample C to 18 µΩ-cm. Because Mg vapor treatment will largely affect the Mg 
sites in the lattice, the disorder in Mg sites will induce out-of-plane  band scattering which 
will increase the resistivity and dHc2/dT at low temperatures and hence the Hc2 at low 
temperatures. This was indeed confirmed by the resistivity measurements in high field which 
gave the value of Hc2(0) as about 29T [10]. As the Mg vapor treatment is unlikely to introduce 
impurities at grain boundaries, the increase in resistivity in this case can be considered tied to  
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Fig. 5. A comparison of magnetic Jc(H) at 4K (upper) and 20K (lower) for the 10wt% SiC 
doped sample and for Ti doped [36] and Y2O3 doped [37] bulks, as well as for thin film with 
strong pinning [19] and Fe/MgB2 tape [9,38]. Inset: temperature dependence of the 
irreversibility field for SiC doped MgB2 with different contents of SiC (triangles and squares) 
and for previously prepared non-doped MgB2 (round symbols).  
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Table 1. Comparison of Tc, resistivity and irreversibility field data for samples A, B, C, D and 
one literature sample (pure sintered pellet made from 10B [40]).  

Sample A: Undoped  B: SiC 
doped

C: Clean 
limit  

D: Mg vapor 
treated

Pure bulk  

Tc (K) 37.2 36.5 39 36.9 40.2 
ρ (µΩ-cm) at 40K 90 300 1 18  1 
RRR R(300K)/R(40K) 2.1 1.74 14.7 3 19.7 
Hm* (20K) (T ) 5.6 7.4 3.9 5.2 3.8 

the improvement in Hc2. The improvement in Hc2 at low temperatures leads to the 
improvement in Jc(H) at low temperatures as shown from the Jc versus H results for sample D 
at 4.2K in Fig 6(a). The Jc of sample D is substantially larger than that of the clean limit 
sample C and also crosses over sample A in higher fields. 

As for the SiC doped sample B, according to the two gap superconductivity theory [10], 
nano-SiC doping could lead to two different scattering channels. First, the partial C 
substitution for B or the formation of alloying between B and Si, B and C, and B and O in the 
close vicinity of B sites causes disorder on the B sites which will result in in-plane 
scattering. The alloying phases such as BC, BOx and SiBOx detected by the EELS analysis 
have dimensions well below 10nm. Their scattering will lead to an increase in dHc2/dT at 
temperatures near Tc. Second, the formation of nano-domain structures is due to the variation 
of Mg-B spacing which in turn causes disorder at B and Mg sites. These nano-domains with a 
size of 2-3nm are also well below the 8-10nm coherence length of MgB2. These extensive 
nano-domain defects could result in strong in-plane and out-of-plane scattering and contribute 
to the increase of resistivity and Hc2 over a wide temperature regime. This accounts for the 
enhancement of Jc(H) over a wide temperature range for the SiC doped sample. Fig. 7 shows 
the record high Hc2(0) value of 37T for a nano-SiC doped sample of bulk MgB2 obtained from 
transport measurements as reported by Serquis et al. [41] . The strong upturn of Hc2(T) at low 
temperatures indicates impurity scattering on the Mg sites. 

Recently, Gurevich et al. [10] reported a record-high Hc2 (0) = 29T for (un-textured) 
sample C, with Hc2

⊥ (0) = 34T and Hc2
|| (0) = 49T for a high resistivity film (ρ (40K) = 220 

µΩcm) using direct, high-field resistivity measurements. It is consistent that the SiC-doped 
sample with the highest resistivity of 300 µΩ-cm also has a very high Hc2.

Role of Flux Pinning 

The additional impurities at nano-scale introduced by SiC doping can serve as strong pinning 
centers to improve flux pinning within a certain field region. This is clearly demonstrated by 
the superior Jc – H performance of the SiC doped sample B as shown in Fig. 6. It is 
particularly interesting to note that the Jc for B is higher than for D by a factor of 
approximately 100 at 20K and 5T even though the Hc2 for D is higher than for B. This result 
is further confirmed by the higher irreversibility line for B than for D, as shown in Fig. 8. The 
potential pinning centers introduced by SiC doping include inclusions such as highly 
dispersed MgSi2, BC, BOx and SiBOx, which are all at a scale below 10nm, match the 
coherence length very well and can act as strong pinning centers. In addition, the extensive 
network of nano-domain defects at a scale of 2-3nm would provide very effective collective 
pinning at all the temperatures up to Tc as shown in Fig. 9 [42]. These periodic regions trap  
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Fig. 6. A comparison of Jc(H) for the un-doped (A), the 10wt% SiC doped (B), the clean limit 
(C) and the Mg vapor treated (D ) samples at 4.2 K (a) and 20K (b). 

Fig. 7. Comparison of Hc2 and Hirr for the SiC doped MgB2 (squares) with the Mg-vapour 
treated MgB2 (triangles) reported by Serquis et al. [41]. Note that Hc2(0) = 37T for the SiC 
doped sample of Dou et al. [2].  
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Fig. 8. The irreversibility field, HM* vs. temperature for clean limit, undoped, Mg vapour 
treated and 10% SiC doped samples.

numerous crystal defects migrating along nano-domain boundaries during self-alignment and 
act as intense vortex pinning centers that significantly enhance the high-field performance of 
MgB2. All these defects are absent in sample D as Mg vapor treatment would not introduce 
these impurities. Thus, the flux pinning in sample D is not as strong as in sample B, at least at 
higher temperatures. The fact that sample D has higher Hc2 but lower Hm

* than sample B 
indicates that there are two closely related but distinguishable mechanisms that control the 
Jc(H) characteristics: Hc2 and flux pinning. The Hc2 is the primary factor that sets the upper 
limit to Hm

* while the flux pinning is important to bring Hm* close to Hc2 and improve the 
Jc(H) within certain field regimes. These results suggest that we can manipulate the 
processing parameters that could lead to the improvement of either Hc2 or flux pinning or of 
both at the same time. 

Fig. 9. HRTEM morphology shows that the majority of the nano-domains had rectangular 
shapes and were aligned along [211] in self-aligned nano-structured MgB2 [42].  
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The effect of SiC particle size and morphology 

As a dopant, the SiC particle size and morphology were found to have a drastic effect on Jc –
H behavior, as shown in Figure 10 [43]. It is evident that the performance of the Jc field 
dependence was improved with decreasing grain sizes of the SiC precursor powder. The finer 
the SiC powders, the better the Jc field dependence is. For the coarse powders (37 µm), the Jc

field dependence is slightly better than for the MgB2 reference sample due to the limited 
reaction between the large grain size SiC powder and Mg+B. The sample doped with 100nm 
particles has a better Jc performance than the coarse particle doped one. The sample doped 
with 20nm particles shows very good Jc field dependence performance, as it contains fine 
particles, which can react strongly with Mg+B, and the resultant impurities or remaining SiC 
can embed in the MgB2 grains to act as pinning centers. For this sample a Jc value of about 
20000 A/cm2 was achieved at 5K and 8T, which is more than one order of magnitude higher 
than that of the MgB2 reference sample at the same field and temperature. The TEM results 
show that there are large numbers of nano-inclusions embedded inside MgB2 grains. This is 
because the SiC is very fine and can easily form inclusions inside MgB2 grains, as well as 
substituting in the lattice during the formation of MgB2 as determined by EDS during TEM 
examination. However, the coarse SiC powders may distribute themselves around grain 
boundaries where they act as weak links due to their poor chemical activity. 

Fig.10. The Jc field dependence of MgB2 samples doped with 10 wt % of different SiC 
powders as well as a pure reference sample at different temperatures of 5, 20 and 30K [43].  

Confirmation of the effect of SiC doping 

The significant enhancement of Jc, Hirr and Hc2 by nano-SiC doping has been confirmed by a 
number of leading groups around the world in the last two years. Matsumoto et al. [44] has 
confirmed the effect of SiC doping in improving Jc, as well as increasing Hirr substantially. In 
their particular case, Jc was increased by an order of magnitude and Hirr went from about 17 T 
to about 23 T. The anomalous increase in Hc2 and Jc is attributable to the unique feature of 
two-gap superconductivity in MgB2 [10]. Figure 11 shows a comparison of the Jc-H
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Fig. 11. The Jc-H curves in high magnetic fields of SiC doped and non-doped MgB2 tapes (A. 
Matsumoto et al. [44]).  

Fig. 12. Confirmation of the effect of SiC doping on MgB2 by A. Serquis et al. at Los Alamos 
National Laboratory [18]. Critical current Ic (left axis) and critical current density Jc (right 
axis) versus magnetic field at 4K for a 1-layer SiC doped MgB2 coil compared to a 6-layer 
coil made from non-doped MgB2.

behaviour of SiC doped MgB2 wire with un-doped wires reported by Matsumoto et al. [44] at 
the National Institute for Materials Science in Japan. Figure 12 shows a comparison of SiC 
doped MgB2 coil with un-doped MgB2 coil reported by Serquis et al. [18]. The Jc values for 
the SiC doped coils are higher than for the un-doped one by a factor of two to three. Figure 13 
shows pinning force density (from transport Jc) vs B at 4.2 K for MgB2 wires, with and 
without SiC doping respectively, reported by Sumption et al. (Ohio State University) [45].  
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Fig. 13. Pinning force density (from transport Jc) vs B at 4.2 K for MgB2 wires, with and 
without SiC doping (SiC/NSC), reported by M. Sumption et al. [45] (Ohio State University).  

These results demonstrated that the enhancement effect on Jc-H performance from nano-SiC 
doping is highly reproducible. This significantly strengthens the position of MgB2 as a 
competitor for both low and high temperature superconductors. 

In summary, under the framework of two-gap superconductivity, the authors’ group has 
discovered that nano-scale SiC doping into MgB2 enhances both Hc2 and flux pinning through 
multiple scattering channels. There are two closely related but distinguishable mechanisms 
that control the performance of Jc(H): Hc2 and flux pinning [46]. Jc for the nano-SiC doped 
samples increased by more than an order of magnitude at high fields and all temperatures 
compared to the un-doped samples. A record high Hc2(0) value of 37T for bulk MgB2 was 
achieved from transport measurements on a nano-SiC doped sample. Doping with SiC 
enhances the Jc(H), Hirr and Hc2 in a manner that helps make MgB2 potentially competitive 
with both low and high-Tc superconductors.

4.3 Si and Silicide Doping 

Si and silicides including WSi2, ZrSi2, MgSi2 and SiO2 as dopants for MgB2 have been found 
to have positive effects on Jc – H performance. Ma et al. have reported the effects of ZrSi2,
WSi2, ZrB2, Mg2Si and SiO2 on the Jc – H behaviour [47]. They found that Jc was enhanced 
by all these dopants except for SiO2. These compounds act as pinning centres in the form of 
additives. There are some reactions between these additives and Mg and B but there is no 
evidence that these elements are incorporated into the MgB2 lattice. The extent of Jc

enhancement depends on the additive content and processing conditions. However, the 
enhancement of Jc by these dopants is much less significant than that of SiC doping [2,44]. 

Cimerle et al. found that doping with a small amount of Li, Al or Si resulted in an increase 
in low-field Jc, but there was no improvement in Hirr [48]. Wang et al. studied the effect of 
nano-Si particle (<100nm) and coarse Si particle doping in MgB2 on the Jc – H performance 
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[49]. They found that the nano-particle doping enhanced the flux pinning while the coarse 
doping had a negative effect. A neutron diffraction study indicated that there is no substitution 
of Si in either B or Mg sites. The enhanced flux pinning is attributed to the impurity 
inclusions, including reaction products, Mg2Si and un-reacted nano-Si particles. 

4.4 Metal Element Doping 

Jin et al. studied the effect of several metal elements including Fe, Mo, Cu, Ag and Y on the 
Jc – H behaviour of MgB2. They found that these elements were not incorporated into the 
lattice and had negative effects on Jc – H characteristics, with Fe being the least damaging 
element while Cu, Y and Ti were the most detrimental elements [50]. The elements Cu, Ag, Y 
and Ti react with Mg while Fe, Ag and Ti react with B to form intermetallics.  

Fe doping was further studied by the author’s group using nano-scale Fe powder and 
found to have a much stronger negative effect on Jc – H behaviour, indicating that the 
magnetic properties of Fe damaged both the superconductivity and the Jc field dependence 
[51]. This is in contrast to work claiming that Fe addition acted to create effective pinning 
centres and improved the Jc – H performance [52]. In Jin’s study, they used an Fe particle size 
larger than 1µm so that the overall contact interface between MgB2 and Fe or an Fe 
compound is relatively small. By using nano-scale Fe powder the interface area increased 
substantially, and the ferromagnetic effect of Fe on surrounding superconductor becomes 
more pronounced, resulting in a strong depression in Tc and superconductor volume, which in 
turn reduced Jc.

Zhao et al. doped MgB2 with Ti and Zr. The Jc improved significantly at 4K, being 
attributable to the sintering-aid property and pinning centres of these additives [53]. However, 
there was no evidence for improved pinning at temperatures above 20K; the Jc dropped off 
rapidly with increasing field (Hirr = 4T at 20K). Finnemore et al. used the CVD technique to 
co-deposit Ti with boron to form TiB and TiB2 fibre [54]. When this fibre reacted in Mg 
vapor to transform boron into MgB2, the resulting conductor had a Jc of 5 × 106 A/cm2 at 5K 
and self-field. The samples show a fine dispersion of Ti without precipitation of TiB2 at grain 
boundaries, in contrast to the precipitation of TiB2 in the solid-state reaction route. However, 
as the un-doped sample is rather clean the Jc – H characteristics for both Ti doped and un-
doped samples showed strong field dependence. Prikhna et al. have achieved better Jc – H
performance of Ti doped MgB2 using the high pressure of 2GPa [55]. The Jc for optimized Ti 
doped MgB2 reached 10KA/cm2 at 20K and 5T. Their interpretation was that the role of Ti 
addition is due to the absorption of hydrogen impurity to form TiH in the sample. However, 
for the normal un-pressured condition there is no hydrogen in the samples. Thus, the effect of 
Ti doping remains unclear. 

Al substitution for Mg has been studied by a number of groups with the major emphasis 
on the effect on Tc. As Al substitution for Mg causes a serious deterioration in Tc it was 
expected that the effect on Jc would be negative too. However, recently, Berenov et al. used a 
low level of Al, 1-2.5 at% doping, to minimize the reduction in Tc. The Jc was enhanced by a 
factor of 20 for a doping level of 1 at% Al at 5K and 5T [56]. This may be attributable to the 
scattering at Mg sites as a result of Al substitution for Mg. 
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4.5 Oxide and Other Compound Doping 

A group at Imperial College doped MgB2 with nanoparticles of Y2O3 and obtained a 
significant improvement in the irreversibility field (Hirr= 11.5T) at 4.2K due to the 
introduction of dispersed inclusions such as YB4 [37]. However, the improvement in Hirr for 
the doped samples is less significant at 20K (Hirr = 5.7T). Chen et al. have reported the results 
of ZrO2 doping on the Tc and Jc of MgB2 [57]. They found that ZrO2 doping in conjunction 
with the in-situ reaction route caused detrimental effects on Jc while having only small effects 
on both Tc and Jc when the ex-situ reaction route was used.

The authors’ group has studied the doping effect on Tc and Jc – H behaviour using nitride 
compounds including Si3N4 and BN [58]. It was found that Si3N4 reacted with Mg to form 
MgSi2, causing degradation in both Tc and Jc – H behaviour. In contrast, BN is highly 
compatible with MgB2. There is little effect on Tc and Jc – H characteristics up to 20% 
addition, using an in-situ reaction route at an annealing temperature of 800oC.

5. ACTIVATION ENERGY 

Since the discovery of the superconductivity of MgB2, the vortex dynamics of this 
superconductor has been the subject of intensive study, because of its importance in the 
evolution of our understanding of flux pinning. The critical current density is determined by 
the pinning properties of the sample as well as by the flux motion, because the motion of the 
vortices over pinning centers (flux creep) in the superconductor induces dissipation and 
reduces the critical current density. The activation energy against flux motion, especially its 
dependence on the current density, the magnetic field, and the temperature, is very important 
for understanding the underlying mechanism governing vortex motion in superconductors. 
From ac susceptibility measurements, the current-density dependent activation energy has 
been derived to be highly nonlinear 2.0)( −∝ jjU  (see Fig. 14). This result suggests that the I-
V curve of MgB2 superconductors should also be highly non-linear, because using the 
Arrhenius rate equation, one has )exp(]/)(exp[ 2.0

0
−−∝−== jTkjUBvBvE B . Nonlinear I-V

characteristics have been experimentally observed in MgB2 [59]. On the other hand, the 
relaxation of the current density or the magnetization can be derived as 2.0/1

0 )]/[ln()( −∝ tttj ,

which is also a nonlinear function of )/ln( 0tt . This non-logarithmic relaxation can be 
detected by means of dc magnetization relaxation measurements. 

The activation energy as a function of the dc magnetic field )(BU  has also been derived 
and is shown in Fig. 15. It can be seen from Fig. 15 that a universal curve has been obtained 
by scaling the data by 21.0−j . This current density dependence is consistent with the result 

shown in Fig. 14. The solid line in Fig. 15 is a fit to the power law 33.1)( −∝ BBU . The 
obtained )(BU  is also consistent with the one derived from scaling in Fig. 14. The self-
consistent scaling of ),( BjU  suggests that separation of the variables in the activation energy 

),,( TBjU  is quite reasonable. The final expression for the temperature-, field-, and current-
density dependent activation energy is given by 
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Fig. 14. Activation energy 3..1),()( BBjUjU dc ×∝ as a function of the current density for an 

MgB2 bulk sample at various dc magnetic fields. Solid line is the fitting curve 2.0)( −∝ jjU .
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where 0U , 0j , and 0B  are scaling values, and the exponents n  and µ  are determined to be 
1.33 and 0.2, respectively. 

As for the magnetic field dependence of the activation energy, a 1−B  dependence has been 
previously derived using the Anderson-Kim model of the activation energy combined with the 
Ginzburg-Landau expressions for the coherence length, thermodynamic critical field, de-
pairing critical current density, etc. [60,61]. Such a 1−B  dependence has been observed in a 
La1.86Sr0.14CuO4 single crystal with weak pinning centers by McHenry et al. [62]. In addition, 
for YBa2Cu3Ox samples with strong pinning centers, such as twin planes, stacking faults or 
Y2BaCuO5 inclusions, a 5.0)( −∝ BBU  has been derived from both ac susceptibility and dc 

magnetization measurements [63,64]. For MgB2 on the other hand, we find a 33.1)( −∝ BBU
dependence, showing that the activation energy decreases even faster with increasing 
magnetic field, compared to weakly pinned high temperature superconducting 
La1.86Sr0.14CuO4 single crystal. The weakening of the activation energy with increasing 
magnetic field may be the reason why the critical current density drops steeply as the 
magnetic field increases, as has been observed by dc magnetization measurements [40,65-69]. 
This result is consistent with measurements of the flux creep rate S, defined as the logarithmic 
derivative of the magnetic moment m  with respect to time t , tm ln/ln− , which has been 
derived to be small at low magnetic fields, but increases quasi-exponentially as the field 
approaches the irreversibility field irrH . The energy 0U , which measures the vortex pinning 
as modified by vortex-vortex interactions is found to decrease rapidly with increasing field. 
Taking into account the relatively low irreversibility line and the weakening of the activation 
energy with increasing magnetic field, the pinning properties of MgB2 need to be enhanced  
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Fig. 15. Activation energy 21.0),()( −×∝ jBjUBU dc  as a function of the magnetic field for an 

MgB2 bulk sample at various current densities. Solid line is the fitting curve 33.1)( −∝ BBU .

for practical applications. Chemical doping such as with SiC has been shown to be very 
effective in increasing both the critical current density and the irreversibility field. 

6. SAMPLE SIZE DEPENDENCE 
OF THE MAGNETIC CRITICAL CURRENT DENSITY 

It has been reported that the critical current density derived from magnetic measurements in 
MgB2 superconductors depends on the sample size [70,71]. (See Fig. 16: a larger sample 
results in a higher critical current density at high fields.) If this were a true intrinsic property 
of this new superconductor, it would be advantageous to use MgB2 in large-scale applications. 
Such a phenomenon has not been observed in either high temperature or low temperature 
superconductors. Explanations have been proposed to account for this observation [70,71]. Jin 
et al. [71] suggested that the vortices in MgB2 are quite rigid at small sample lengths and 
break into segments as the sample length reaches the collective pinning length 

3/122
0 )/( γξε≈cL , with 0ε  the basic energy scale, ξ  the coherence length, and γ  a parameter 

of disorder strength. Horvat et al. [70] proposed that different coupling mechanisms between 
the superconducting grains at different length scales are responsible for the sample size 
dependent critical current density for the entire field range.  

In order to explain this observation, we start from the flux creep equation derived from 
Maxwell’s equation tBE ∂−∂=×∇ /  with vBE ×=  as discussed by Jirsa et al. [72] and 
Schnack et al. [73],  

−
∆

−=−
kT

TBjUBv

dt

dB

dt

dM ),,(
exp

0

0

0

0

µµ
χ

 (6-1)  

The vortex velocity v  is assumed to be thermally activated, i.e. ]/),,(exp[0 kTTBjUvv −= ,

where the attempt velocity 000 ωxv =  with attempt frequency 0ω  and attempt distance 0x  is 



1030

the velocity of vortices when 0)( =jU  (i.e. cjj = ). )( jU  is the activation energy and k  the 

Boltzmann constant. The differential susceptibility 0χ  and the geometric factor ∆  in Eq. (6-
1) depend on the size and shape of the sample. Considering a disk with B  parallel to its axis, 
one has )3/(32

0 JRπχ =  and )3/(2 22 JRπ=∆ , where R  is the radius of the disk, 

and RJ0µ the self-inductance of the disk. Eq. (6-1) can be solved for )( jU  as  

+

∆
=

dt

dB

dt

dM
vB

kTjU

00

0ln)(
χµ

 (6-2)  

For a hysteresis loop measurement, we usually have )/()/( 00 dtdBdtdM χµ << , and Eq. (6-
2) can then be reduced to  

=
BR

Bv
kTjU 02

ln)(  (6-3)  

where dtdBB /= . Eq. (6-3) is simply related to the current-voltage VI −  (or Ej − ) curves 

since for a cylinder of radius R , Faraday’s law leads to 2/BRE = . Therefore, a larger 
sample size R  will lead to a larger electric field in the sample, and therefore to a larger 
current density in the sample. This effect is similar to the effect of B  on the hysteresis loop in 
dynamical relaxation measurements [72,73].  

According to Eq. (6-3), a different )( jU  will result in a different dependence of the 
current density on the sample size. The relaxation results of MgB2 samples have led to a 
logarithmic dependence of the activation energy on the current density [74,75]  

j

j
UjU cln)( 0=   (6-5)  

where 0U  is the energy scale and cj  the true critical current density at which 0)( =cjU .
Combining Eq. (3) with Eq. (5), we obtain the sample size dependence of the current 

density as  
n

n
c Bv

B
Rjj

/1

0

/1

2
=  (6-6)  

where kTTBUn /),(0=  is the n-factor characterizing the jE −  relationship of the 

superconductor n
cc jjEE )/(= . The above analysis can also be applied to a rectangular rod 

with )/( baabR +≈ .

As can be seen from Eq. (6-6), the current density depends on the sample size as nRj /1∝ ,
therefore the dependence is determined by the exponent n , which is a function of both 
temperature and magnetic field. If n  is very large, there will be no sample size dependence as 

1/1 →nR , and this might be the reason why no sample size dependent current density has 
been reported in low temperature superconductors, Typical n  factors in low temperature 
superconductors vary between 10 and 100 [76]. As an example, magnets which work in the  
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Fig. 16. The magnetic field dependent current density of MgB2 samples at 5 K and 20 K. The 
arrows indicate the direction of increasing sample size.  

Fig. 17. The magnetic field dependent current density of MgB2 samples at low magnetic field 
for 20 K. The arrows indicate the direction of increasing sample size.  

persistent mode without a drift require wires with a high n  factor, typically larger than 30 at 
the highest field [76]. In high temperature superconductors, n  values as low as 5 in 
NdBa2Cu3O7 [77] and 4 in YBa2Cu3O7 [78] at high temperature and high magnetic field have 
been reported, indicating that a significant sample size dependent current density should be 
observed. However, weak-links in polycrystalline high temperature superconductors are very 
serious and prevail against the effects shown in Eq. (6-6), resulting in a lower critical current 
density in larger samples. 

Although the activation energy was reported to be very high in MgB2 at low temperature 
and low magnetic field, it drops sharply as the applied magnetic field and the temperature are 
increased [74]. The n  factors in MgB2/Fe tapes and wires have been reported [79,80] to be 
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around 60 at 4 T, but drop to below 10 at high fields. From the VI −  curves of MgB2 high-
density bulk samples reported by Pradhan et al. [81], the n  factor is derived to be around 1.5 
at 26.5 K and 5 T. Kim et al. [59] obtained a similar n  factor around 1 from VI −  curves by 
at 30 K and 3 T. When the n  factor is in this range, the sample size dependence of the current 
density is expected to appear as seen in Fig. 16. The power law dependence nR /1  saturates as 
R  is increased if n  is larger than 1, which explains the reported saturation of the current 
density. No saturation is expected at very high temperatures and fields (where n  may drop 
below 1), and the total current is limited by the irreversibility line as irrBB → .

On the other hand, as the n  factor is very high at low fields [79,80] (more than 100), a 
sample size dependence of the current density is not expected ( 1/1 →nR ). The decreasing 
current density as the sample size increases might result from the self-field effect. Because 
larger samples carry larger currents (even if the current density is almost the same), 
generating a larger self-field, this results in a smaller current density. Significant self-field has 
been observed in high temperature superconductors, especially in tapes with large critical 
currents [82,83]. MgB2 is expected to show similar behavior. Another possible reason is due 
to the surface pinning effect [84]. In the presence of both bulk and surface pinning, the 
magnetization is just the sum of the bulk and surface contributions [85]. However, the surface 
component is only effective in the fields κκ ln/1cp HHH ≈< , with κ  the Ginsburg-Landau 

parameter and 1cH  the lower critical field [85]. For the rectangular rods in this study, the ratio 
between the surface area parallel to the applied magnetic field and the sample volume is 

Rabcbcac /2/)(2 ≈+ , indicating a larger surface contribution as the sample size is 
decreased. This results in a larger current density in a smaller sample. The sample size 
dependence of the current density at low magnetic fields will be studied in more detail in our 
forthcoming work.  

7. OVERCRITICAL CURRENTS IN MgB2 WIRES
WITH FERROMAGNETIC SHEATHING  

In the previous chapters we have described an enormous effort to enhance pinning of vortices, 
which determines the maximum dissipation-free currents in superconductors in the Shubnikov 
state, by doping with various elements. The authors’ group [86] has recently discovered a 
fundamentally different type of current-carrying enhancement in MgB2 wire sheathed in 
ferromagnetic iron. It has turned out that this magnetic enhancement complements both 
intrinsic (bulk) pinning [87] and pinning gained by SiC doping. A critical current 
enhancement of more than one order of magnitude has been shown for round MgB2 wires 
sheathed in iron compared to the same wires with their Fe-sheath stripped off [88]. This 
critical current enhancement is referred to as the overcritical state.

The existence of the overcritical state as a result of the magnetic interaction has been 
theoretically predicted by Genenko et al. [89,90] for thin 2D-like superconducting strips 
placed in the environment of a soft magnetic material (magnet). The main idea of this 
prediction is that magnets located near a current-carrying thin superconductor can strongly 
affect the spatial variation of the current-induced field and, consequently, the distribution of 
the transport current associated with this field [89]. For some magnet configurations the 
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supercurrent profile over the strip can be redistributed so that the supercurrent is pushed from 
the flux-filled strip edges to the central flux-free part of the strip, resulting in a total 
overcritical current c

oc
c II > (the total critical current of the same strip having no magnetic 

environment) [90]. The field lines can be virtually removed from the edges of the strip, 
resulting in a suppression of the supercurrent near the edges and an enhancement of the 
supercurrent towards the centre of the strip. Effectively, the conventional ∪-like cross-
sectional distribution in the magnet-free environment [91] transforms into a ∩-shaped
supercurrent profile [5]. In the magnet-free environment, current singularities near the edges 
lead to a faster collapse of the superconductivity [91]. Such magnetically induced current 
redistribution (MICR) is possible and effective in thin strips since the (Meissner shielding) 
currents can flow over the entire surface (basically over the entire volume) of these thin 2D-
like superconducting strips, remaining effectively flux-free. According to [89,90], the flux-
free Meissner state is the physically important condition for overcritical currents to exist 
without violating the pinning-controlled critical current limitation mechanism. However, to 
achieve the highest predicted c

oc
c II /  enhancement ratio (~7), the strips should be situated in a 

peculiar, “hard to fabricate” geometrical shape: an open convex magnetic cavity. This 
fabrication obstacle made it difficult to achieve and experimentally test this prediction. 

In the only experiment on the overcritical state in thin films, Jarzina et al. [92] claimed 
that they had observed overcritical currents in YBCO samples with the magneto-optical (MO) 
imaging technique. These results, however, appear to be controversial for the following 
reason. Overcritical Meissner current densities ( oc

cJ  ~ 1.5×107 A/cm2), which were up to 4-5 

times larger than Jc ~ 3×106 A/cm2 at T = 77 K, were locally obtained by inversion of the 
Biot-Savart law in the film edge region next to the magnets, which were set perpendicular to 
the film. In contrast, the theory predicts that the currents should be suppressed near the edges 
adjacent to the magnet [90]. Moreover, no global investigations, such as magnetization or 
transport current measurements, were carried out. 

The situation is fundamentally different in a 3D bulk superconductor-ferromagnet system 
such as MgB2 superconducting wire sheathed in iron. In this case, the supercurrent flows only 
within the magnetic field penetration depth, unless the superconductor is filled with magnetic 
flux, which nominally violates the physical basis, predicted in [89,90], for the existence of the 
overcritical current. However, global magnetization experiments show that the overcritical 
state does exist in 3D bulk MgB2 wire sheathed in iron [86-88]. 

Fig. 18 shows the normalized critical current density calculated from the corresponding 
magnetization measurements [88]. As can be clearly seen, if the magnetic field is applied 
perpendicular to the cylindrical wire axis (Fig. 18(a)) an enhancement of the critical current 
density is observed (overcritical current state) compared to the same wire without the Fe-
sheath. The enhancement ratio c

oc
c JJ /  at the maximum in oc

cJ (H) is effectively constant and 
equals about 1.6 below T/Tc ~ 0.8 (Fig. 19). This temperature independent enhancement was 
shown to agree with the current increase predicted in [90] 

2/1

4
tan

4
1=

a

D

J

J

c

oc
c π

π
  (7-1)  

if the wire diameter D and the distance between the magnetic sheath and the superconducting 
core a are taken into account [88]. However, at higher temperatures (approaching Tc) an  
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Fig. 18. The normalized critical current density of MgB2 round wires for perpendicular (a) 
and parallel (b) field orientations relative to the cylindrical wire axis. The symbol curves show 
the comparative results for the Fe-sheathed wires. The bold solid curves exhibit the results for 
the bare wires with their Fe-sheath stripped off. The dashed lines denote the saturation fields 
Hs measured for the Fe-sheath above Tc for each orientation. 

enhancement of more than one order of magnitude is achieved (Fig. 19). This dramatic 
enhancement was explained as a consequence of the interplay between the field dependence 
of Jc in the wire with its Fe-sheath stripped off (bare wire) and the magnetic screening effect 
for the Fe-sheathed wire. A similar enhancement behaviour was measured for some 
geometries of the wire cross section. An enhancement ratio of about 5 was obtained for a flat 
tape at T = 35 K [87]. 

If the field is applied parallel to the axis (Fig. 18(b)) of the wire, the critical current 
density of the wire in the sheath is slightly suppressed compared to the same wire without the 
sheath. A plausible attempt to explain the difference in the enhancement of the critical current 
density for the perpendicular and parallel field orientations has been made in Ref. [88]. The 
wire with the field applied parallel to its axis always exhibits a Bean-like field-current profile, 
independent of the presence or the absence of the magnetic sheath. In contrast, for the 
perpendicular configuration, the field-current profile is expected to be significantly modified 
due to the sheath magnetization and the well-known magnetic screening effect [93]. 
Therefore, the MICR has turned out to be a reasonable explanation for the overcritical state 
observation [88]. 
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Fig. 19. The critical current density enhancement ( c
oc
c JJ / ) in the sheathed round wires 

relative to the same wires with the sheath removed measured at the field of the overcritical 
current density maximum (Fig. 1(a)) is indicated by the circles. The diamond symbols show 
the enhancement of a flat tape [87] for comparison. 

The proposed supercurrent redistribution was further supported by the magnetic flux 
profile investigations over the superconducting MgB2 wire sheathed in iron [94]. The 
experiments were carried out in different magnetic states, such as field cooled (FC) and zero-
field cooled (ZFC), as well as with and without transport current applied. The extraction of 
the critical current profiles from the flux distributions has not been done yet since the Biot-
Savart law inversion procedure is required to be modified to take into account the magnetic 
environment surrounding the superconducting core. However, a clear feature in the centre of 
the MgB2 superconducting core consistent with a supercurrent redistribution from the sides 
towards the centre of the core was observed for the transport current applied in the FC case 
[94]. It is worthwhile noting that the overcritical current was also observed in the FC state 
from the global magnetization measurements [88].  

The sheet supercurrent redistribution in a bulk round superconducting wire situated near a 
flat surface of a semi-infinite bulk magnet has been theoretically shown to change in the 
Meissner state [95]. The current is suppressed in the vicinity of the magnet and enhanced in 
the middle and on the opposite side of the wire, while the total current remains unchanged. 
The bulk flat magnet should act in a similar way as one side of the Fe-sheath does in MgB2

wires if the field is applied perpendicular to the axis [86,88,93,94,96]. Hence, for two flat 
magnets on each side (or for the configuration of the sheathed wire), one can anticipate the 
sheet supercurrent flowing mainly in the middle region. A certain degree of agreement 
between the theoretical study and experiment was obtained by only comparing the partially 
flux-filled FC state with the field applied perpendicular and the transport current flowing in 
the superconductor [94]. In the case of only transport current applied to the wire, no 
redistribution in the middle of the superconducting core has been observed [86,94]. This 
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could be explained by the smallness of the possible enhancement in the middle between two 
magnets in the Meissner state. Therefore, more sensitive MO investigations are needed. 

The superconducting signal subtraction procedure from a mixture of soft-magnetic and 
type II superconductor filament signals at low fields in the ZFC state has been developed on 
the basis of exact solutions of the London equation, and compared with experiment on MgB2

wires sheathed in iron [97]. The comparison between the theory and the experiment indicated 
that the error, which might appear in the Jc calculation carried out in [86-88] due to not taking 
into account the increased magnetization of the iron from the superconducting shielding, 
could be only about 3% for the wire geometry used in the experiments. In experiments [86-
88], a direct subtraction of the iron contribution measured above Tc from the mixed signal of 
the Fe/MgB2 core measured below Tc has been employed. Moreover, above the saturation 
field Hs of the ferromagnetic iron [88], the error should be approaching zero. 

The influence of the magnetic screening was also investigated by magnetization, transport 
and numerical finite element analysis methods (FEM) in Refs. [17,96,98]. Transport 
measurements carried out for the magnetic field applied parallel and perpendicular to the wire 
axis (and the current flow direction) showed that the shielding effect leads to considerable 
discrepancies in the critical current (Ic) dependence on the applied field [17]. For the 
perpendicular orientation, Ic was reduced by about 15% at ⊥

sH  = 0.2 T and T = 32 K. At 

higher fields, within 0.2 T < H < 0.6 T, Ic remained constant. At H > 0.6 T, Ic dropped as ∝
exp(-H/H0), with H0 ~ 0.35 T. For the parallel orientation, Ic dropped with the same 
exponential law starting from ||

sH  = 0.025 T. At H = 0.4 T, the critical current measured for 
the Fe-sheathed MgB2 wire was up to 75% larger for the perpendicular orientation than for 
the parallel one. However, no overcritical currents were reported. It is worthwhile noting that 
at fields < Hs, nearly complete shielding was measured by inserting tiny pickup coils inside 
the sheath after removal of the superconducting core. The Hs values measured for both 
orientations are strongly consistent with the saturation fields of the ferromagnetic iron 
measured with the help of the magnetization measurements [86,88]. The saturation field value 
depends on the properties of iron and its mechanical (and likely thermal) treatment during the 
wire manufacturing process. For example, for Fe-sheathed MgB2 multi-filamentary tapes Hs

can be as high as 1 T [86,87]. However, the degree and the range of the magnetic shielding in 
the wires depend on the wire geometry. For flat samples the magnetic screening range is 
smaller than the measured Hs of the Fe-sheath [87]. This is also supported by the FEM 
diagrams calculated in [96,98]. Correspondingly, in the range over which the “pseudo” 
Meissner state of the wires is effectively extended by the magnetic screening [86,88,96] 

sc
ps

c gHHH += 11 ,  (7-2)  

a geometry dependent parameter g < 1 has to be introduced. 
A comparative study of MgB2 wires sheathed in ferromagnetic iron and non-magnetic 

copper was performed by Kova  et al. [98]. Transport measurements of the wires showed that 
the normalized critical current behaviour as a function of field has somewhat similar 
behaviour to the normalized Jc(H) dependence exhibited in Fig.18(a). The critical current 
curves for the Cu-sheathed wire, to a large extent, resemble the behaviour of the stripped-off 
(bare) wires in Fig. 18(a), whereas the Ic curves for the Fe-sheathed wires behave similarly to 
the Fe-sheathed ones in Fig. 18(a) except for fields below ~ 0.4 T. This is because in the  
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Fig. 20. The irreversibility field as a function of temperature for the Fe-sheathed and stripped 
off round wires (a) and flat tapes (b). The dotted lines show the expected irreversibility field 
lines, which could not be measured due to the field limitation of the magnetometer used. 

magnetization experiments, Jc within |Hs| < 0.4 T for the round wires at the perpendicular 
orientation provides a vanishing superconducting signal due to the magnetic screening effect 
[86-88]. No overcritical currents were measured directly in [98], particularly taking into 
account the fact that critical current densities in Fe-sheathed MgB2 wires are usually much 
higher than in Cu-sheathed ones [99]. However, from the results obtained in [98] one can 
anticipate that the overcritical state can be also measured not only by magnetization 
measurements as was done in [86-88], but also by the transport current technique. It is 
interesting to note that when the external field was applied at an angle of around 45° to the 
wire axis, a 15% larger Ic was measured at H = 4 T and T = 4.2 K than for the perpendicular 
and parallel orientations [98]. 

The magnetic screening effect imposed by the iron sheath has been shown to reduce and 
eliminate AC hysteretic losses induced by an external magnetic field [96,100]. Effectively 
zero and extremely small losses were measured below ps

cH 1 , while above this field the 

hysteretic losses rise proportionally to 3
1 )( ps

cm HH − .
At least one disadvantage of the Fe-sheath influence on the superconductivity of MgB2

wires has been observed. The magnetized sheath suppressed Jc (i) for the parallel field 
orientation compared to that measured with the sheath stripped off (Fig. 18(b)); and (ii) at 
relatively high fields > Hcr for the perpendicular orientation (Fig. 18(a)) [86,88]. Eventually, 
this suppression led to a significant reduction of the measured irreversibility fields for both 
orientations (Fig.20). A similar suppression effect at high fields can be found upon 
comparison of the normalized critical current for the Cu- and Fe-sheathed wires in [98].  
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8. JC ENHANCEMENT BY IRRADIATION

Irradiation experiments on MgB2 have involved the bombardment of this material with fast 
and thermal neutrons, protons, electrons, and heavy ions, as well as the U/n method, where 
the MgB2 is doped with 235U and then exposed to thermal neutrons to promote fission of the 
uranium, leading to the production of fission tracks. The earliest experiments began within 
months of the announcement of the superconducting properties of MgB2 in early 2001. In 
some experiments the primary focus was on the disorder introduced by the irradiation, on how 
its effects compare with what is seen in other superconductors and how they affect the 
superconducting properties. Others were aimed at investigating such features as the two-gap 
structure of MgB2 or flux pinning at grain boundaries. Still others have had a more 
technological focus, with an interest in the radiation hardness of the material or with 
introducing columnar defects to improve flux pinning. 

8.1 Neutrons 

Neutron irradiation is achieved by placing samples in the core of a nuclear reactor. With 
neutron irradiation the main damage is done by a nuclear reaction rather than by direct 
bombardment, although some displacements occur when high-energy neutrons collide with 
lattice atoms. MgB2 made with natural boron has 19.9% of its boron atoms in the form of 10B, 
which has the enormous cross-section of 3837 barn for the 10B(n,α)7Li nuclear reaction at 
thermal neutron energies. The 10B nucleus and the neutron react to form an α particle with a 
kinetic energy of 1.47 MeV and a 7Li nucleus with a kinetic energy of 0.84 MeV. The 
reaction products produce the atomic displacements along the ranges of 4.8 µm and 2.1 µm,
respectively. Because of the low penetration range and extremely large reaction cross-section 
for thermal neutrons, they only induce defects at the surface of the sample. The reaction cross-
section decreases with En

-0.5 behaviour up to neutron energies of 105 eV [101] as the 
penetration range increases. A 0.5 mm cadmium shield will absorb almost all of the low 
energy neutrons, reducing the self-shielding effects and thus the inhomogeneity.  

A collaboration led by a group at the Institute of Metal Physics, Ekaterinburg, did not 
screen out the thermal neutrons, but achieved a relatively homogeneous distribution of defects 
by using a very high neutron fluence of 1 × 1019 n/cm2 on bulk MgB2 produced by an ex situ
method, corresponding to a damaging dose of 10 displacements per atom [102,103]. The 
irradiation increased the unit cell volume by 1.4%, mostly by increasing the c parameter, and 
decreased the occupancy of Mg sites. However, the symmetry of the original structure was 
maintained. The critical temperature Tc decreased to 5 K, but was progressively restored to the 
pre-irradiation value of 39K by annealing at higher and higher temperatures, being almost 
completely restored by annealing at 700°C. There was very little broadening in the transition 
width, indicating a relatively homogeneous distribution of defects, and little change in 
dHc2/dT. On the basis of the nuclear magnetic resonance (NMR) line shift and nuclear spin-
lattice relaxation, [102] ascribes the drop in Tc to a substantial decrease in the density of states 
(DOS) of boron 2px,y states due to the irradiation. The electronic states of Mg near EF were 
not affected. 

Babic et al. (2001) irradiated bulk and powder MgB2 with fluences of thermal neutrons 
ranging up to 4.5 × 1015 n/cm2. The highest fluence only produced a drop in Tc of 0.3 K, and 
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this group also noted the absence of transition broadening. Modest enhancements of 
magnetisation loops were observed at the highest fluence and attributed to flux pinning at ion 
tracks [104]. Eisterer et al. [101] (2002) irradiated bulk MgB2 with a fast neutron fluence of 2 
× 1015 cm-2 together with a thermal neutron fluence of 1.6 × 1015 n/cm2. In some of their 
experiments they used a cadmium shield to absorb the thermal neutrons. This increased the 
centre to surface ratio of defects from about 5 × 10-4 to 7%. Tc was only modestly reduced 
after irradiation, particularly in the unshielded sample, but they did report significant 
broadening in the unshielded sample due inhomogeneous distribution of defects.

Unlike Kar’kin et al. [102], Eisterer et al. observed an increased upper critical field Hc2 at 
lower temperatures with a steeper dHc2/dT in the unshielded sample. This was linked to an 
increase in the normal state resistivity and hence a decrease in the mean free path and 
decreased coherence length. Hc2(0) increased from 17 T to 24 T. The ratio between Hc2

⏐⏐ and 
the irreversibility field was about 2 before irradiation and remained unchanged by it, leading 
to an increased Hirr for the unshielded sample in particular. The low ratio of Hirr to Hc2 was
attributed to anisotropy and the random orientation of the crystal grains with respect to the 
applied field. Modest improvements in the critical current Jc were observed at higher fields, 
but this was attributed to the increased Hc2 rather than to flux pinning on radiation-induced 
defects.  

Fig. 21.Critical current density in MgB2 single crystal as a function of the reduced magnetic 
induction for several (fast) neutron fluences at 5 K. Inset: Enhancement of Jc with neutron 
irradiation at small inductions B/Bc2 = 0.02. After M. Zehetmayer et al. [106]. 
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The same group (Zehetmayer et al. [105,106] (2003, 2004)) also examined radiation 
effects in single crystal material irradiated with fast neutrons at fluences up to 1× 1016 n/cm2

Transmission electron microscopy (TEM) revealed spots of defect contrast 5 nm in diameter 
(comparable to the coherence length). These indicated locally bent lattice planes due to the 
strain field associated with defects. As in the bulk, Tc and ∆Tc were not much affected. 
µoHc2

c(0) increased from 3 to 7 T. The irreversibility line was dramatically increased, 
becoming almost identical to Hc2. Jc increased by up to a factor of up to 5 at low magnetic 
fields. In magnetisation measurements, a very pronounced fishtail effect appeared at fluences 
from 1 × 1014 n/cm2, as shown in Fig. 21. The effect first appears near Hc2, but extends over 
almost the entire mixed state as the fluence increases, and there are history dependent effects 
on Jc on the low energy side. The authors attribute this to an order-disorder transition where 
the pinning energy competes with the energy of the vortex lattice as the magnetic field 
increases, resulting in a more disordered lattice, but better adaptation of flux lines to the 
pinning environment and hence higher Jc.

In a collaboration led by a group at the University of Geneva, Bouquet et al. [107] and 
Wang et al. [108], both in 2003, were able to closely model the specific heat of polycrystalline 
MgB2 from the point of view of the two-gap theory, which explains some of the MgB2

properties from the presence of two superconducting gaps which open on different parts of the 
Fermi surface. The smaller arises from three-dimensional π orbitals, and the larger from 
nearly cylindrical sheets arising from the σ band. The workers investigated whether a total 
fast neutron irradiation up to a fluence of 3 × 1016 n/cm2, sufficient to strongly depress Tc,
would cause the gaps to converge as predicted by theory. This was measured by heat capacity 
measurements before and after irradiation. At the highest fluence irradiation was able to 
suppress Tc from 37 to 30 K. As reported by earlier workers, there were strong enhancements 
of Hc2 and in the residual resistivity. However, the low-temperature specific heat remained 
unchanged after irradiation, implying that the Sommerfeld normal state coefficient was 
unaffected and thus that the irradiation was producing its effects on Tc and Hc2 by merely 
enhancing scattering rather than by reducing the density of states, in contrast to the 
conclusions of [103]. The fact that Tc was affected rather than just the normal state resistivity 
implied that the irradiation was causing interband scattering between the π and the σ bands. 
The workers found a suppression of the larger σ gap after irradiation, while the π gap 
remained substantially unchanged, with convergence slower than predicted by theory. They 
noted that large increases in Hc2 could be achieved without sacrificing more than a few 
degrees of Tc, indicating the technological potential of tuned disorder to improve MgB2.

8.2 Protons 

Experiments involve irradiation with proton beams from accelerators, with proton kinetic 
energies ranging up to 6 MeV. A TRIM simulation showed that at 6 MeV the protons 
penetrate to 258 µm in MgB2, depositing most of their energy between 225 and 258 µm [109]. 
This profile is characteristic of protons so that achieving a reasonably homogeneous 
distribution of defects within a thin depth requires irradiating with a range of proton energies. 
The protons do not participate in a nuclear reaction in MgB2 and produce their damage by 
displacing Mg and B atoms directly, creating a variety of defects. The ageing effects reported 
by a collaboration led by the Imperial College group [110] suggests that the main defects are 
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vacancies, which can diffuse easily. The protons remaining at the ends of tracks can also react 
with Mg to create MgH2 or B to create boranes. Damage similar to that reported for neutrons 
has been reported. 

Mezzetti et al. [109] irradiated bulk MgB2 with protons at energies up to 6 MeV and a 
fluence of 0.8 × 1016 p/cm2. They noted very little change after irradiation and concluded that 
MgB2 is a good candidate for space applications where exposure to low and medium energy 
protons is unavoidable. The Imperial College collaboration [20,110] did see significant effects 
on small polycrystalline (PX) fragments and single crystals irradiated at lower proton energies 
and about the same fluence. These involved the same sorts of effects that have mostly already 
been described for neutrons: for the polycrystalline (PX) sample there were modest decreases 
in Tc (here on the order of 2K), increased Hirr at lower temperatures and higher dHirr/dT, as 
shown in Fig. 22. Jc in the PX sample is slightly decreased at low magnetic fields but 
increased at higher magnetic fields, so that it falls off much more slowly with increasing field. 
Aging causes a slow reversion to the virgin behaviour. In the single crystal sample there is a 
fishtail effect similar to that described for neutron-irradiated single crystals, with Jc

significantly increased in the peak. The fishtail effect strongly increases with aging, possibly 
because of diffusion of the defects responsible. Hc2 is approximately doubled at low 
temperatures, and the critical temperature decreased by 2K. The explanations given are 
similar to those for neutrons and relate to scattering, which decreases the mean free path so as 
to increase the normal state resistivity and Hc2. The decreases in Tc are ascribed to interband 
scattering in particular. The fishtail effect is due to an order-disorder transition, and it does not 
appear in the PX sample because in that case the defects (probably vacancies) can rapidly 
diffuse away along grain boundaries. 

Fig. 22. Temperature dependence of the irreversibility field H * for different levels of 
irradiation damage as defined by displacements per atom. The damage was caused by 
irradiation with protons at a range of energies up to 2 MeV. The irreversibility field is that at 
which Jc becomes immeasurably small; here a criterion of 1 kA cm-2 was used. There is a 
systematic increase of the slope of the H *(T) curve with increasing dose. After Bugoslavsky 
et al. [20]. 
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8.3 Electrons 

Okayasu et al. [111, 112] irradiated in-situ grown MgB2 with electrons accelerated to 2.5 MV 
at a fluence of 5 × 1017 e/cm2. They observed little effect on Tc. Critical currents were not 
affected at lower fields, but values were slightly lower after irradiation at higher fields. 
Sudden flux jumps of the zero-field-cooled susceptibility were more likely to occur near Tc in 
the irradiated sample, suggesting that vortices could suddenly move into the interior of the 
sample without trapping by pinning centres. These changes were attributed to degradation at 
the electron-irradiated grain boundaries, which tend to be much more affected than the 
interior of grains due to the smaller binding energies at grain boundaries. If the coupling at 
grain boundaries is degraded, then flux vortices can penetrate more easily. Conversely, these 
results support the importance of flux pinning at grain boundaries in MgB2.

8.4 Heavy Ions

Heavy ion irradiation is of particular interest because of the possibility of creating columnar 
defects. These are of special technological importance because they can allow a number of 
vortices to be pinned on the same defect. Spectacular increases in Jc have been achieved with 
columnar defects in highly anisotropic cuprate superconductors where pancake vortices can 
move independently on the different copper oxide planes, but significant results have also 
been achieved with less anisotropic materials such as Yba2Cu3O7-δ (YBCO) [113]. The 
Coulomb explosion and thermal spike models give alternative explanations for how tracks are 
created. In the Coulomb explosion model [114] the damage is done by a cylindrical shock 
wave. Due to the slow response of the conduction electrons with respect to the time required 
for the bombarding ion to cross an atomic site, a long cylinder of positively charged ions is 
created. The cylinder explodes in a radial direction due to violent Coulomb repulsion. In the 
more commonly invoked thermal spike model [115, 116, 117] the defects are tracks (possibly 
discontinuous) of amorphous material resulting from melting in a highly localised volume 
along the track of the high-energy ion followed by cooling that is too rapid to allow re-
crystallisation. The presence or otherwise of the tracks depends on whether the electronic 
stopping power Se is above a threshold value that depends on the target materials and ions 
[118, 119]. Energy transfer from the ions to the crystal electrons must occur on timescales that 
allow melting of the lattice, and the heat conductivity required for freezing the molten volume 
must be high enough that there is no time for re-crystallisation. It is difficult, although not 
impossible, to create ion tracks in metals because the large number of mobile conduction 
electrons screen any space charge and rapidly spread the deposited energy [120]. Computer 
modeling indicates that it ought to be possible for at least discontinuous tracks to occur in 
MgB2 [121,122]. However, the assumptions on which the models are based might not be 
correct, as there are strong differences in the literature as to whether columnar defects are 
created in this material. Determining the necessary parameters has been hampered by 
difficulties in growing large single crystals for experiments. There is disagreement in the 
reports as to whether any significant effects occurred as a result of the ion bombardment, and 
only one group has claimed to image columnar defects. The changes that were reported are 
consistent with point defects resulting from the irradiation. 

In experiments performed a few months after the discovery of MgB2, Narayan et al. [121] 
irradiated polycrystalline MgB2 with a beam of 200 MeV 107Ag ions from an accelerator up to 
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a dose of 10 × 1020 ions/cm2. They then used scanning tunnelling microscopy (STM) to image 
the irradiated surface. The results indicated amorphous tracks with diameters ranging from 50 
to 80 Å. Scanning tunnelling spectroscopy indicated that the amorphous tracks and grain 
boundaries both had a metallic nature. Although Narayan et al. were of the view that the 
tracks would enhance pinning and Jc, no experiments to determine this were done. Okayasu et 
al. [112] irradiated polycrystalline MgB2 with 3.54 GeV Xe ions from a ring cyclotron to a 
dose of 1 × 1011 ions/cm2. They claimed that Jc was not enhanced in the lower field region, 
but that the irreversibility field was shifted to a higher field region so that there was some 
improvement in Jc at higher fields. This was ascribed to columnar defects. Chikumoto et al. 
[123,124] irradiated very dense polycrystalline MgB2 with 5.8 GeV Pb-ions with fluences 
ranging up to 2 × 1011 ions/cm2. The samples initially had a sharp Tc transition at 39K, and 
there were no significant changes after irradiation. Jc decreased at low magnetic fields, but 
increased at high fields, particularly at low temperatures. Magneto-optical imaging showed 
slight changes after irradiation that could be attributed to increased pinning. The defects 
responsible for the pinning were identified from TEM as spherical amorphous defects about 
20 nm in size in [123], and not columnar defects as had been suggested in [121]. 

Olsson et al. [122] reported only slight shifts to higher temperature in the irreversibility 
and upper critical field in c-axis oriented MgB2 films after irradiation with 1.2 GeV U57+ to 2 
× 1011 ions/cm2 and 1.4 GeV Au32+ to a somewhat smaller fluence. These workers also 
reported an increase in Jc at high temperatures near Tc but not at low temperatures. They could 
find no evidence for anisotropic pinning and no evidence for columnar defects from STM. 
Ghigo et al. [125] irradiated high-density MgB2 bulk samples with 4.2 GeV Au ions at a 
fluence of 3.75 × 1010 ions/cm2. They found no significant change in Tc, the irreversibility 
line, or any other values or behaviours as a result of irradiation. Like [109] they suggested that 
the radiation hardness of this material might make it suitable for space applications. Gupta et 
al. [126] found no changes (apart from a slight increase in Tc) after irradiation of electron 
beam evaporation (EBE) grown MgB2 film in terms of irreversibility or Jc, but severe 
degradation in a pulsed laser deposition (PLD) grown film with much smaller grain 
boundaries. Irradiation was with 200 MeV Ag+17 ions at a dose of 1 × 1011 ions/cm2. The 
results are explained by irradiation-induced effects at grain boundaries in the context of a flux 
line shear model. 

8.5 U/n method 

The U/n method [127,128] involves doping a superconductor with 235U atoms and then 
irradiating with thermal neutrons. The uranium atoms absorb the neutrons and fission. The 
two fission products recoil in opposite directions with a total kinetic energy of approximately 
160 MeV. In cuprate materials this creates two randomly oriented, discontinuous fission 
tracks of amorphous material like the columnar defects due to heavy ions. Silver et al. [129] 
attempted to use this method on bulk MgB2 that had been made by a reaction in situ method 
from Mg powder and very fine crystalline isotopically pure 11B. The 11B was used to avoid 
the nuclear reaction discussed above under neutron irradiation. The samples were 1 wt% U in 
the form of uranium oxide 93% enriched with 235U. EDS mapping showed a reasonably even 
distribution of uranium oxide particles. Irradiation was in a nuclear reactor at a variety of 
fluences up to 2 × 1016 n/cm2. There were no significant changes as a result of irradiation in Jc
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or Tc, and there was no evidence of fission tracks in TEM, even though gamma ray 
spectroscopy showed that fission had occurred to the extent expected. This result, like [122] 
and [125], suggests that columnar defects probably do not form in MgB2,
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1. INTRODUCTION 

The discovery of superconductivity at 39 K [1] in MgB2, a material which is known since 
about 50 years, has initiated strong activities to investigate the fundamental and applied 
aspects of this material. The burst of activities was quite early reviewed by an article from 
Buzea and Yamashita [2]. Meanwhile it is well established that the physical properties of 
MgB2 are more comparable with the conventional LTS superconductors than with the high 
temperature superconductor (HTS) systems. A quite large coherence length of >5 nm explains 
the weak-link free grain boundaries [3]. In self field this leads to high transport current 
densities of the order of Jc > 106 Acm-2 and above in bulk material [4–6], thin films [7–9] and 
wires and tapes [10–19], even at temperatures raising to 20 K and above. However, the 
hexagonal AlB2-type structure (space group P6/mmm) of MgB2 is responsible to significant 
intrinsic anisotropic properties, similar to the HTS systems, in particular with respect to 
thermal expansion, compressibility [20, 21], resistivity [7], irreversibility field and upper 
critical field [22, 23]. This has important consequences for the application of MgB2 in wires, 
tapes and films at high background fields and will presumable lead in future to the desire of 
textured materials to achieve the best possible superconducting transport currents.

Quite low material costs, the already achieved high current densities and the possibility of 
a low cost powder-in-tube (PIT) wire and tape preparation route favours the chances of MgB2

to come into competitiveness with NbTi with the advantageous operation of a higher 
operation temperature around 20 K. Cryogen free cooling techniques as Gifford-McMahon 



1050

(GM) and pulse-tube coolers (PTC) made an enormous progress with respect to cooling 
power and reliability during the last years, last not least influenced from the progress in the 
HTS research. This situation gives MgB2 good prospects for a row of applications in 
intermediate fields as fault current limiters (FCL), magnetic resonance imaging magnets 
(MRI), motors, generators and devices for space application, operated at temperatures around 
20 K. The absence of granularity does not require a texture in MgB2 for high intergranular 
currents. This is an important aspect for the preparation of superconducting joints and their 
application in persistent mode coils. 

 The recent progress in increasing the upper critical field in textured MgB2 films, 
accompanied by a much more profound theoretical understanding of superconductivity in the 
two gap system MgB2, in particular from band structure calculations, gives profound 
prospects that at low temperatures (4.2 K) even high background fields above 20 Tesla could 
be tolerated in the most advanced samples. In films with non-magnetic C-doping Hc2(0)
values up to 49 T (perpendicular field) and 29 T (parallel field) were found [24]. These 
samples are close to the dirty limit for enhanced flux pinning (corresponding to high 
resistivity ρ) which is caused by impurity scattering on an atomic scale within the quite large 
coherence length of 5-10 nm. In addition microstrains in the scale of the coherence length are 
considered as pinning effective disturbance but are not yet confirmed. A systematic 
correlation between ρ, a reduction of Tc and an improvement of Hc2 could not be established 
yet due to the contribution from macroscopic secondary phase or impurity inclusions to the 
values of ρ [24]. In MgB2 wires and tapes transport currents are limited through the 
irreversibility field H* which is actually at about 60-80% of the Hc2 level. For MgB2 bulk 
samples with SiC particles as artificial flux pinning centres, a detailed discussion about 
relations between Tc, ρ and Hc2 or H* was given in Ref. [25].

After the discovery of superconductivity in MgB2, first MgB2 fibres were prepared by 
Canfield et al. via Mg vapour infiltration into the Boron layer of coated Tungsten-wires [26]. 
Inductively measured Jc values of 105 Acm-2 were achieved. However, nearly from the 
beginning round wires and flat tapes were also prepared applying the PIT technique, which is 
a quite simple low cost technique well known from the HTS BSCCO-conductors [10–19]. A 
variety of methods were applied for wire and tape fabrication as reviewed by Flükiger et al.
[27] recently. Wires and tapes with reacted MgB2 powder as precursor (ex-situ route) proved 
to carry already reasonable transport supercurrents after cold deformation [17, 28], although 
the commonly applied heat treatment at temperatures of 850-950°C, which reaches the 
decomposition regime of MgB2, was established to be favourable for an improved core 
density with well connected grains [15, 17, 29, 30]. The high annealing temperature, however, 
reduced the choice of sheath materials due to chemical reactions with the filament which have 
to be avoided in future multifilamentary wires with much smaller filament dimensions. The 
thickness of the reaction layer is typically in the range of 1-25 microns depending on the used 
sheath and applied heat treatment temperature. Much more flexible was the choice of 
unreacted Magnesium + Boron powder mixtures as precursor (in-situ route) with phase 
formation during a heat treatment of the final wire or tape [12, 15]. In this case much lower 
heat treatment temperatures in the range of 550-650°C are sufficient to achieve high critical 
current densities which extends the choice of applicable sheath materials. The main impurity 
in both precursor routes is oxygen forming MgO as secondary phase with a content of up to a 
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few percent. For the in-situ route also Boron rich phases are present due to not completely 
reacted precursor [24]. For further improvements alternative precursors were examined as 
MgH2 + B [31], mixtures of Mg2Cu and B [32] or mixtures of Mg and B6Si [33]. It was found 
that the particle size of the precursors plays an important role to achieve high critical currents 
[34], as the filament homogeneity and small MgB2 grains are favoured. For reacted MgB2

planetary ball milling got a crucial preparation step to crack agglomerates and the surrounding 
shell like MgO layers and to reduce the majority of the powder particles into the micron and 
submicron regime [34–36]. In Mg + B powder mixtures, extensive milling [37, 38] or use of 
small plasma sprayed Mg particles [39] led to an improved fine grained MgB2 phase. For all 
preparation routes a MgB2 grain size as small as possible in the submicron regime is one of 
the most crucial goals to enhance the flux pinning properties of the samples and the transport 
critical current densities in high fields. 

 Due to thermal instabilities, transport currents are commonly quenched far below the 
critical current at low fields and at low temperatures. As practised for technical LTS 
conductors, future technical MgB2 conductors require a low resistive component in the sheath 
composite to carry the transport current in the normal state. In addition a separation of the 
superconductor into a multifilamentary structure has to be done to have a stable current 
sharing with the sheath. First investigations of mono- and multifilamentary tapes and wires 
with small filament size led to reduced current densities due to an irregular filament geometry 
(sausaging) and chemical reactions with the sheath [40, 41]. 

This review for MgB2 wires and tapes is focussed on the most advanced recent results. For 
a broader insight in the evolution of wire and tape R&D, the reader should study the given 
citations or in particular review articles already published earlier [2, 27]. The authors like to 
distinguish explicitly between wires and tapes since the preparation techniques are 
significantly different. Round or nearly square wires are much more suitable and preferred for 
application in windings or coils. Tapes, however, have some advantages to achieve a dense 
MgB2 filament, texture and a large contact surface to the sheath which is important for 
thermal stability as outlined below.  

2 PREPARATION OF MGB2 WIRES AND TAPES 

2.1 In-situ phase formation 

Precursors of the in-situ route are mainly mixtures of Mg and Boron powders with grain sizes 
as small as available (typically –325 mesh) with the option of additional ball milling. 
Alternative approaches apply MgH2 and Boron [31] with the goal to reduce the oxygen 
contamination. The extraction mechanism for the hydrogen during annealing a closed long 
length wire is not finally clear at the moment. 

Also for the in-situ route the main impurity is oxygen which is introduced in the 
conductors as oxides from both powder components. DTA traces of the MgB2 phase 
formation indicate that the B2O3 impurities melt at 450°C and form MgO, the main secondary 
phase in MgB2 powders beside not completely reacted Boron rich phases (see Figure 1). 

The DTA exothermal dip minimum of the MgB2 formation is localized at 650°C, which 
coincides with the melting point of Mg [42]. Melted Mg strongly promotes the kinetics of the 
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MgB2 formation. Meanwhile it is a commonly accepted fact that fine powder particles are a 
supposition for the formation of small final MgB2 grains. However, fine grained Mg powders 
require handling in noble gas atmosphere (Ar filled glove boxes). When using fine precursor 
particles the reduced inter diffusion lengths improves the completeness of the phase formation 
and the damped grain growth of MgB2 at low temperatures favours small final MgB2 grains. 
A recently published advanced preparation method took advantage of these relationships 
applying nano-scaled Mg powder particles made via plasma spraying into Ar atmosphere 
[39]. The resulting small MgB2 grains led to significantly improved critical current densities 
and upper critical fields. For nano-scaled powders special care has to be spent to a 
contamination from surface oxygen. The formation of MgO shifts the composition of the 
filament due to consumption of Mg. 

An alternative method to reduce the grain size of the initial powders is mechanical alloying 
performed by means of long term ball milling of Mg/B powder mixtures. The intensive 
admixture of the elements in a submicron scale reduces the phase formation temperature in in-
situ processed tapes to values around 500°C [37, 38]. The observed broadening and reduction 
of Tc might be an indication of a possible contamination from the milling container and of 
induced strains in the powder particles.

Fig. 1. DTA characterisation of a MgB2/Fe wire and the corresponding Mg + B precursor 
powder mixture 

A lowered phase formation temperature avoids or minimizes chemical reactions with the 
sheath and favours the use of high conductive sheath materials like Cu and Ni which are 
suitable to improve the thermal stability of the conductor. A quite low phase formation 
temperature of 430 - 490°C has been observed by Chen et al. [43] in high temperature 
resistance measurements on bulk samples when using nanometer-sized Mg powder instead of 
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micrometer-sized material. Taking advantage of the lower melting point of Mg2Cu (568°C) 
compared to pure Mg (650°C) a reduction of the phase formation temperature in in-situ MgB2

wires and tapes was achieved by replacing pure Mg with Mg2Cu as starting material [32]. In 
another route Cooley et al. were able to produce MgB2 at temperatures as low as 450°C 
applying the ternary mixture of Mg and B6Si [33]. For identical annealing temperature and 
time the reactions were completed to a higher degree using the ternary system compared to 
the binary mixture of Mg and B, as indicated by higher diamagnetic shielding and larger X-
ray diffraction peak intensities of MgB2 in relation to those of Mg as reference. The question 
of the most suitable precursor for the in-situ route is still open.  

In-situ preparation routes offer the advantage to add nano-sized particles of a secondary 
phase to the powder mixture which are distributed in the microstructure of MgB2 and which 
primarily hinder the grain growth during MgB2 formation. Secondary phases improving Jc of 
MgB2 wires or tapes are SiC, TiB2, W or carbon nanotubes. Practically all substitutionally 
implemented additions as Li, Na, Ag, Ca, Cu, Al, Zn, Ti, Mn, Fe, Co, C occupy Boron sites 
(except Al) and decrease the critical temperature Tc [44, 45]. Up to now SiC is the most 
effective additive added with 10 mol% in form of about 10 nm small particles [46].  

2.2 Ex-situ route (reacted MgB2 precursors)  

Commercially available reacted MgB2 formed from the elements exhibits a broad particle 
range from the sub micron scale to >100 microns including agglomerates [35]. The main 
secondary phase is MgO with a content between 2 and 5 %. MgO can be found as cover layer 
on grains and agglomerates which originates from a reaction of MgB2 with moisture of the 
atmosphere, forming toxic Borane gas and MgO. Planetary bowl milling of the precursors 
tends out to be very favourable to crush the agglomerates and reduce the mean particle size 
for increased transport critical current densities and upper critical fields [35]. Heavily worked 
or milled MgB2 shows a strong broadening of the Tc transition due to strain effects. A heat 
treatment is necessary to recover the superconducting properties. MgB2 starts to decompose 
above 860-870°C and shows no defined melting temperature. For a good grain connection and 
strain release it is favourable to anneal the samples for a short time in the decomposition 
regime of 860-950°C, reforming the phase upon slow cooling. This high annealing 
temperature however favours chemical reactions with the sheath material. 

3 SHEATH MATERIALS AND COMPOSITE STRUCTURE 
OF MONOFILAMENTARY CONDUCTORS 

Several aspects are important for the selection of the sheath material. Most crucial is to avoid 
the already mentioned chemical reaction of sheath and filament. Formed reaction layers 
hinder the realisation of small filament diameters and an effective current sharing between 
filament and sheath. Depending on the precursor route, in-situ, ex-situ and mechanically 
alloyed in-situ, the choice of the sheath material meets different phase formation temperatures 
of about 900°C, 600°C and 500°C, respectively. Generally reduced phase formation  
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Fig. 2. Thermal expansion of MgB2 and different sheath materials normalised to T = 10 K. For 
comparison the values for Chevrel phase PbMo6S8 are added. SS = stainless steel 

temperatures give a chance to consider a wider selection of favourable sheath materials like 
Cu, Cu alloys, Ag or Ni being suited as thermal stabilisation. 

An important aspect for the design of a conductor composite is the match of the thermal 
expansion of the conductor components, which should always give a compressive pre-stress 
state in the filament upon cooling from the phase formation or sinter temperature. 
Precompression of the filament avoids crack formation but affects the superconducting 
properties. In Figure 2 the thermal expansion of selected sheath materials and MgB2 are 
shown [47]. The thermal expansion of MgB2 was calculated from temperature dependent 
neutron diffraction data of the lattice parameters in single crystals [20]. For sheath materials 
with a smaller thermal expansion than MgB2, as Nb and Ta, a composite with a steel clad is 
necessary for compressive pre-stress. 

Sheath materials which are applied were Cu [12, 17, 48,], Ni [11, 17, 34], Ag [17, 48], Fe 
[10, 11, 41, 46, 49–51], Cu-Ni [52] and stainless steel (SS) [31, 52, 53]. The option of a 
mechanically stainless steel reinforced composite sheath was realized for the materials 
Nb(Ta)/Cu/SS [15] and Fe/SS [41, 42, 51]. Fe was so far the most suitable one-component 
sheath which leads to restricted reaction layers of only 1-3 microns depending on the route 
(in-situ or ex-situ) and the heat treatment temperature applied [41, 54]. A disadvantage of Fe 
is the limited cold deformation due to strain hardening which requires for long conductor 
lengths intermediate annealing steps around 600°C to release work hardening strains. The 
intermediate heat treatment comes in conflict with the efforts to reduce the phase formation 
temperature well below 600°C for the in-situ routes. A pre-reaction of MgB2 during 
deformation is the consequence. Sheath composites with 2 or 3 material compounds might be 
suitable to solve either the reaction problems between sheath and filament and the 
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requirements for thermal and mechanical stabilisation, but introduce a much more complex 
deformation behaviour of the composite. Additionally increased costs of the conductor 
fabrication result. 

Round wires as well as flat tapes were under development from the beginning. Round 
wires are generally preferred performing layered windings of coils. Tapes offer in principle 
the option to achieve a texture in MgB2 to take advantage of the anisotropy of H* and Hc2.

4 THE PIT PROCESS 

The first preparation step of the PIT process is powder filling into a tube (see Figure 3). This 
happens preferably in glove boxes under protecting gas atmosphere (Ar, N2) to avoid ingot of 
oxygen and moisture. Actually no prior densification steps as CIP pressed rods are reported. 
Usually the powder has 50-60% density at the beginning, depending on particle shape and 
size. Before deformation, sheath tubes have typical diameters between 5 and 20 mm (10-15% 
wall thickness). The starting diameter is an important aspect for the applied deformation ratio 
which is in particular important for an extrapolation of the applied method to an industrial 
long length route. Starting at 10 mm outer diameter, Fe sheaths require an intermediate 
recovery annealing at about 2-3 mm diameter, whereas Ni and Cu need no intermediate heat 
treatment at all.  

For deformation, laboratory and material specific methods are applied as wire drawing, 
wire swaging and groove rolling. In the tape route flat rolling starts at about 2 - 2.5 mm 
diameter of the round wire and is processed to a final thickness of the tape of about 
0.25 - 0.35 mm thickness and a width of 2 - 5 mm. It was shown by a systematic investigation 
that the rolling process favours a high densification of the filament due to the short 
deformation zone (depending on roll diameter) and the related high deformation pressure 
[51]. Therefore, the grain connectivity is improved by the rolling process and also some c-axis 
texturing is observed with reduced tape thickness for the ex-situ route by mechanically 
oriented MgB2 grains (although the texture degree still remains relatively low and limited to 
the filament surface layer) [55]. To achieve comparable densities in round wires, preferably 
the in-situ route is chosen. 

P IT :   P r e c u r s o r  
p o w d e r  in  t u b e

S w a g in g  
d r a w in g

M o n o f im a le n ta r y  
r o u n d  w ir e

T a p e  
r o l l in g

F in a l h e a t t r e a tm e n t
R o u n d  w ir e , f la t  t a p e

H e x a g o n a l 
b u n d lin g

D e fo r m a t io n
M u lt i f i l a m e n t a ry  
c o n d u c to r  r o u te

F u r n a c e  w it h  A r

Fig. 3. Schematic sketch of the PIT wire and tape preparation mechanism 
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Multifilamentary wires and tapes are processed by different approaches. The conventional 
technical method starts with a bundle of monocores with hexagonal cross section inserted into 
a tube of sheath material (see Figure 3). The hexagonal arrangement leads to filament 
numbers of 7, 19, 37, 85, 126, etc. This technique requires a good compaction and contact 
between the components to avoid slipping and deformation failure. The alternative approach 
starts with a cylinder with drilled holes in the hexagonal arrangement, which need to be filled 
with the MgB2 precursor [37]. For tapes rectangular bundling of monocore tapes can be 
applied with the advantage of a more regular geometry of the filaments [35, 56]. Until now 
conductors with up to 37 filaments have been reported. 

5 ALTERNATIVE PREPARATION ROUTES 

A variation of the PIT preparation route was the continuous tube forming/filling procedure 
(CTFF) to prepare monocore wires [57]. Long sheath strips, 23 mm wide and 0.2 mm thick, 
from Fe or Nb are formed continuously into a tube with overlapping the strip sides and in 
parallel filled with the MgB2 powder or preferably with Mg/B precursor powder mixture. The 
closed tube (5.9 mm diameter) was introduced into another tube as Monel and deformed to a 
round wire. Both, binary and SiC doped conductors were fabricated with success [57]. 

Another technique starts with a steel clad thin Nb tube filled with a Mg rod surrounded by 
Boron powder [58]. After deformation and annealing the composite forms inside the Nb tube 
a layer from MgB2. Due to the shrinkage of the precursor during forming MgB2 a hole 
remains inside the now “hollow wire”. 

6 SUPERCONDUCTING PROPERTIES OF MGB2 WIRES AND TAPES 

6.1 Strain effects on the critical temperature Tc

After deformation of ex-situ PIT MgB2 wires and tapes commonly a strong broadening of the 
Tc transition and a decrease of the Tc onset is observed [59, 60]. The main reasons are strains 
and stresses induced from deformation. However, nearly full recovery can be obtained by 
strain release upon annealing. Investigations of pressure effects on Tc investigating MgB2

powder samples showed irreversible degradations of Tc with a strong decrease for non-
hydrostatic stress states [61, 62]. After release of the applied pressure only a partial recovery 
of Tc is observed [61]. Remaining lowered Tc values have to be attributed to residual strain 
states in the sample. Residual lattice strains of 0.2% were found from neutron diffraction 
experiments still after high temperature annealing [87]. Lattice strains could reach values up 
to 1% in deformed tapes which correlates with a decrease of Tc down to 31 K. From the fact 
of an anisotropic thermal expansion of the lattice axis of MgB2 in conjunction with an 
anisotropic compressibility, the presence of residual strains is expected in general, but so far 
not investigated in detail with respect to an influence on all the superconducting properties.
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6.2 Transport critical current density, irreversibility field and upper critical field 

The critical current density in MgB2 is determined by many factors, e.g. the preparation route 
(in-situ or ex-situ), choice of sheath material, heat treatment conditions, MgB2 grain size and 
connectivity and presence of secondary phases, additions and defects.

In self field at 4.2 K, the critical current density Jc of the best undoped MgB2 conductors 
exceeds values of 106 A/cm2 (magnetic measurements or extrapolated transport 
measurements). However, with increasing magnetic fields or with increasing temperatures, Jc

of undoped MgB2 conductors decreases drastically due to poor flux pinning properties. 
Crushing and milling of the precursor powder [36] (ex-situ) or mechanical alloying of Mg and 
Boron [37], low annealing heat treatment temperatures [42] and use of nano-sized Mg 
powders [39] (in-situ) led to improved critical current densities at high fields due to a reduced 
MgB2 grain size. Reported transport critical current densities of undoped MgB2 wires and 
tapes at T = 4.2 K and µ0H = 8 T were approximately 5·103 Acm-2 for undoped ex-situ [36] 
and 2.8·104 Acm-2 for undoped in-situ wires and tapes [39] (see Figure 4). 

Fig. 4. Jc(B) of undoped MgB2/Fe wires and tapes made from commercial MB2, Mg and 
Boron powders (Suo et al. [40], Goldacker et al. [42] in comparison to Jc(B) of MgB2/Fe 
wires with improved precursors. The improvement of precursors and resulting increase of Jc

especially in high magnetic fields was achieved by milling (Lezza et al. [36]), mechanical 
alloying (Fischer et al. [37]), use of Mg powder with nano grain size (Yamada et al. [39]), 
and SiC-doping (Dou et al. [63] and Yamada et al. [39]). 

In undoped MgB2 wires and tapes the main flux pinning mechanism is grain boundary or 
defect pinning. In addition also secondary phases and impurities like MgO work as pinning 
sites [64]. The increase of upper critical field and irreversibility field of MgB2 bulk samples 
and wires after neutron irradiation indicate the effectiveness of defects in nano-scale 
dimensions [65]. Therefore, the achieved critical fields strongly depend on different  



1058

Fig. 5. Comparison of the temperature dependence of the irreversibility fields µ0H
* of PIT 

wires (Eisterer et al. [65], Schlachter et al. [66]), PIT tapes (Flükiger et al.[29]) and thin films 
(Gurevich et al. [24]) 

parameters, e.g. the preparation route (ex-situ or in-situ), the resulting microstructure of the 
filament including strains and the resulting grain size, homogeneity and composition of 
MgB2. The irreversibility field H* can be improved by increasing the density of pinning 
centers through reduction of the MgB2 grain size, applying irradiation or doping. As shown in 
Figure 5 and Figure 6 in in-situ MgB2/Fe wires prepared with commercial Mg and B powders 
and a low temperature annealing process linear extrapolated values of H*(0 K) = 18 T and 
Hc2(0 K) = 22 T [42] were achieved. Neutron irradiation of such MgB2 wires raised H*(0 K) 
to 23 T and Hc2(0 K) to 28 T [66]. 

A further improvement of the critical fields was achieved applying the in-situ route 
using plasma sprayed nano-sized Mg powders and amorphous Boron powder with 1 µm 
particle size [39]. The reduced grain size in MgB2 was about 0.2 µm. In order to show the 
high potential for usage of MgB2 conductors in high magnetic fields in Figure 5 and Figure 6 
also the critical fields of different thin films are included. 

The addition of dopands to MgB2 was found to be a very effective alternative way to insert 
defects and to limit the grain size. The so far optimised high critical current densities obtained 
for undoped in-situ processed MgB2 wires and tapes give the bench mark to evaluate the 
effects of dopands on transport currents and critical fields. Therefore, we restrict our report on 
results with superior performance. A more detailed review of other doping efforts is given in 
Ref. [27]. The most successful addition so far was 10 at% nano-scaled SiC which improved 
the critical current densities in high fields significantly [46]. At 8 T about 4.1 · 104 Acm-2

(4.2 K) were achieved which is approximately 4 times the value for in-situ MgB2/Fe wires 
with commercial Precursor powders and optimised heat treatment [42] and 50 % higher than 
the value for in-situ MgB2/Fe tapes with improved nano-sized precursor powders [39].  
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Fig. 6. Comparison of the temperature dependence of the upper critical fields µ0Hc2 of PIT 
wires (Schlachter et al. [66]), PIT tapes (Flükiger et al. [29]), bulk samples (Dou et al. [25]) 
and thin films (Patnaik et al. [23] and Ferrando et al. [67]) 

Applying the SiC doped in-situ Mg/B precursor to the alternative CTFF preparation route, a 
significant further improvement of the critical current density to values slightly above 105

Acm-2 (4.2 K, 8 T) was reported [57]. Applying SiC additions increases ρ and leads to a 
further improvement of H* and Hc2 . For the CTFF method H* of about 18 T (4.2 K) and 9 T 
(15 K) was analysed [57].  

Values of H* ≈ 15 T (4.2 K) and 7.4 T (20 K) were found for the PIT route of SiC doped 
bulk samples [25]. Values for the upper critical field Hc2 at 0 K or 4.2 K determined from the 
field dependency of resistive Tc transitions are less accurate due to the necessary extrapolation 
and the uncertainty how the critical fields scale with temperature. For the mostly progressed 
wires and tapes Hc2 values around or slightly above 30 T (4.2 K) can be estimated, which is 
superior to technical Nb3Sn wires (25 - 28 T at 4.2 K).

Towards self field all transport Jc values of the different wires extrapolate to a current 
density around 2·106 Acm-2 (4.2 K). Towards high fields the discrepancy between the 
transport currents of un-doped and doped conductors becomes strongly different due to the 
increased H* of doped materials.

Also at higher temperatures as 20 K, the critical currents were improved significantly with 
doping reaching Jc values of up to 104 Acm-2 at B = 4 T and T = 21.5 K [57] as best values. 
The gain of increased critical fields at about 20 K however is partly compensated through a 
reduced critical temperature Tc. Table 1 gives a selection of the best values achieved for Hirr,
Hc2 and Jc.



1060

6.3 Multifilamentary wires and tapes 

Multifilamentary wires and tapes were reported for Fe and Cu and composite sheaths for both 
the ex-situ and in-situ route, having filament numbers up to 19 [37, 40, 56, 58, 68]. 
Multifilamentary wires in general carry lower critical transport currents and have reduced 
irreversibility fields compared to the respective monocores. This can be attributed to several 
reasons. Depending on the deformation ratio and the final conductor diameter, irregularities of 
the filament cross sections become effective, the so called "sausaging". A second important 
influence comes from the reaction layers at the filament/sheath interface which increase in 
relative volume for reduced filament sizes. Filament diameters of about 50-80 microns were 
realized. The mostly approached preparation of 19-filamentary tapes using mechanically 
alloyed precursors in Fe sheath could realize critical current densities even slightly above the 
values of the monocore tapes, reaching about 3 · 104 Acm-2 at 4.2 K in B = 8 T [37] which is a 
very promising result for this route. 

Table 1. Superconducting properties for a selection of different MgB2 wires and tapes made 
by different approaches. The critical current densities are obtained from transport 
measurements. Critical fields are usually determined from resistive Tc measurement in varied 
fields. (*) wire was irradiated with neutrons, (**) MgB2 doped with SiC, (***) calculated 
from Kramer plot 

Type Prep. route sheath T [K] Jc (5 T) kAcm-2 Jc (8 T) kAcm-2 µ0H* [T] µ0Hc2 [T] Ref. 
wire In-situ Fe 4.2 70 10   [42] 

 20   7.5 9.5 [42] 
wire* In-situ Cu 4.2 20 2.5 12  [65] 

 20   4.5  [65] 
wire In-situ Steel/Nb 4.2 25 2 10-12  [58] 

 20   6-7.5  [58] 
wire** In-situ Fe 4.2 300 200 18  [57] 

 21.5   4.5***  [57] 
tape** In-situ Fe 5 120 41   [63] 

 20 10    [63] 
tape In-situ Fe 4.2  280   [39] 

tape** In-situ Fe 4.2  >400   [39] 
 24   6.4 7 [69] 

tape In-situ Fe  100 28   [37] 
wire Ex-situ steel 4.2  3   [70] 
tape Ex-situ Fe 4.2 30 5   [77] 

   20 1  8 8 [77] 

6.4 Effect of axial strain or bending on the critical current density 

For the possible application of MgB2 conductors the mechanical performance plays an 
important role. Standard experiments apply axial stress to the samples and monitor strain and 
critical currents by means of quite different strain rig techniques. Besides a conventional 
linear arrangement [47], a U-shaped sample holder [72, 72], a new developed so called 
Pacman device [72] and a Walters spring [73] are used. Only in the linear arrangement the 
sample is free standing and not soldered to a support. During the experiment the pre- 
compression of the filament is successively compensated through the externally applied strain  
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Fig. 7. a) Stress/Strain dependence for a MgB2/Fe/SS wire [42] and b) normalized critical 
current Ic/Ic(ε = 0) versus strain for MgB2/Fe wires and tapes (Lezza et al. [36], Goldacker et 
al. [47], and van Eck et al. [72]), for a MgB2/SS tape (Kitaguchi et al. [71]) and a 
MgB2/Fe/SS wire (Goldacker et al. [42]) 

and an increase of the critical current is observed. This observation illustrates that the critical 
current depends on elastic lattice distortions induced by the pre-strain, quite similar as 
observed for technical LTS Nb3Sn wires. 

Measurements on the U-shaped sample holder allow strain application on the compressive 
side which confirm the current degradation with increasing pre-strain amount [71, 72]. 
Crossing a maximum in Ic an irreversible sample degradation occurs in the tensile regime 
through the formation of cracks in the brittle filament with the consequence of current 
degradations. 

The amount of filament pre-compression and the strength of the sheath material determines 
the achievable tolerable stress and strain range of the sample. It was shown by systematic 
studies that varied steel reinforcements of the sheath are suitable to improve the filament pre-
compression and lead to different tolerable strain regimes of the samples up to 0.7 % strain 
[47]. The best performance so far was achieved in a steel reinforced MgB2/Fe/SS in-situ wire 
of only 310 µm diameter, developed for space application and annealed at quite low 
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temperature of 640°C which keeps the steel clad nearly as hard as deformed [42]. The 
tolerable stress and strain values were at remarkable 800 MPa and 0.8% respectively 
(Figure 7). The application of higher annealing temperatures of 800-950°C leads to softer 
sheaths and reduced mechanical performance, tolerable stress/strain ranges are limited to 0.2-
0.3% strain for non reinforced Fe-clad samples [36, 47, 72]. Cold deformed ex-situ MgB2

tapes with stainless steel sheaths withstand strains up to 0.5 – 0.6% [69, 71]. Bending strain 
effects were studied by means of an innovative bending strain rig operating at 4.2 K and 
allowing a continuous change of the bending radius [74]. For a steel reinforced MgB2/Fe wire 
of 310 µm diameter, the tolerable bending radius was found to be 15 mm which is consistent 
with the results from the axial stress/strain experiment. 

6.5 Thermal stability and n-factors 

For high current carrying MgB2 wires and tapes a still non sufficient thermal stabilisation 
leads to burn through effects for high transport currents (low background fields and low 
operation temperature) already below the true Ic. The characteristics of the E(I) transitions of 
the transport critical currents is influenced by a variety of intrinsic and extrinsic factors and 
can give indications about the degree of thermal stabilisation of the superconductor [75]. E(I)
transitions are commonly described by means of a power law equation, which defines a 
characteristic exponent, the so called n-value. Reaching high n-values is important for 
technical application of superconductors, especially regarding coils operated in persistent 
mode with minimised long-term drift of the field. Very high n-values above 100 were 
observed for MgB2 conductors at low fields [76–80]. Like Jc, log(n) scales roughly linear with 
the background field at a given temperature. A double logarithmic plot of n-value vs. Ic show 
in the low current regime a linear relationship, but at high currents a deviation to higher n-
values indicating already the contribution of thermal effects [79]. 

From earlier research on LTS-conductors it is well known that a variety of fundamental 
conductor properties as microstructure, homogeneity, filament size, geometry problems, 
sheath material and current sharing between filaments, have a strong influence on the 
stabilisation of the conductor and the characteristics of the E(I) transition, in particular the 
occurring n-value [75, 81–84]. Therefore, the observed very high n-values in the still quite 
imperfect MgB2 conductors have to be considered with care to be addressed as an intrinsic 
property or being more likely dominated by extrinsic parameters. 

A detailed investigation of the whole E(I) transition in MgB2 conductors gave some 
information about the onset and contribution of thermal effects to the transition. Such effects 
were found at all current levels and background fields and depend strongly on the transport 
current density level [76]. At high transport currents, thermal effects can significantly change 
and increase the slope of E(I), quite similar as was analysed for Nb3Sn wires [85]. Such a 
contribution of successive energy dissipation to the shape of the E(I) transition is very 
difficult to extract especially for small E-values. In actual MgB2 conductors heat fluctuations 
are observed already at E-values of a few µV/cm which is close to the commonly used Ic

criterion. Calculations and modelling of the stability and current sharing situation of a typical 
but ideal MgB2/Fe composite filament led to expected instabilities at E-values above 
200 µV/cm [86]. Considerations and modelling of the quench propagation in ideal 
filament/sheath composites confirm these results [87]. 



1063

Fig 8. Transport critical currents of MgB2/Fe/SS (∅=310 µm) current lead wires with field 
and temperatures. At T > 4.2 K the currents were measured with a Quantum Design PPMS 
device (I limited to Imax = 2A) 

Imperfections of actual conductors are mainly responsible for the discrepancy of results 
from modelling and experimental observations. The comparison of different MgB2

monofilamentary wires indicate that both a homogeneous microstructure and a high current 
carrying percolation path may have a significant influence on the intra-filamentary thermal 
stabilisation, the occurrence of hot spots and the dissipation of the energy approaching Ic [41]. 
The local distribution of the critical current density, a consequence of the inhomogeneous 
microstructure, obviously plays an important role for the complete quench. For the low 
temperature heat treatment of in-situ wires surprising low n-values of only 15 not depending 
on background field were observed in one sample batch with very high current densities [41]. 
The interpretation was the presence of an effective percolation path and an intra-filamentary 
current sharing at Ic.

For a thin MgB2/Fe/Steel wire with an only 160 micron thick filament, transport critical 
currents at higher temperatures and in fields were measured (Figure 8) and n-values
determined from the I-V curves (Figure 9). Plotting the n-values versus transport currents 
indicates the presence of thermal effects through the deviation from a linear behaviour (left 
side of Figure 9) even for such small filament diameters. At 4.2 K and self field these wires 
also burn through at current levels up to 30 Amps. Similar results were obtained by Kitaguchi 
et al. [79]. They observed nonlinear deviations in the log(n)/log(Ic) plot, the influence of 
thermal effects, at critical currents exceeding about 40-50 Amperes. 

For a final statement about the true intrinsic n-values of MgB2 filaments and for the 
development of a stabilised technical conductor, a multifilamentary structure with thin 
filaments, homogeneous microstructure, regular filament geometry and a sufficient external 
thermal stabilisation is absolutely necessary to eliminate the contribution of a local heat  
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Fig. 9. n-values calculated from E(I) transitions in the range 0.5-5 µV/cm for the critical 
current data of Figure 8, plotted versus temperature (left side) and transport critical current 
(right side). 

generation to the Ic transition in the filaments. For monocore wires filament diameters of 50-
160 microns and for multifilamentary wires with about 80 microns were realised. In both 
cases a thermal stabilisation of the critical currents in the high current regime (self field or 
low fields of a few Tesla at 4.2 K) was not yet achieved.  

7 TECHNICAL APPLICATION OF MGB2 CONDUCTORS 

Although many problems have still to be solved after 3 ½ years of MgB2 conductor 
development, first demonstrators for technical applications of MgB2 are on the way. Small 
coils with magnetic fields exceeding 1 Tesla at 4.2 K and even at 25 K have been prepared by 
Sumption et al. [88] and Serquis et al. [89]. This demonstrates that with advanced MgB2

conductors magnetic fields can be achieved approaching the requirements for 
superconducting transformers or some magnet applications such as low-field MRI. 

As first real technical application thin, stainless steel reinforced monofilamentary 
MgB2/Fe/SS wires (Figure 10) have been developed as low thermal conduction current leads 
between a magnet (operation temperature 1.3 K) and the power supply (T = 17 K) in an x-ray 
spectrometer (XRS) on the American–Japanese research satellite ASTRO-E2 [42]. An 
excellent mechanical performance of the wires was proven measuring Ic as a function of 
applied tensile strain. Tolerable strains of 0.8% without current degradation, corresponding to 
stresses of about 800 MPa provided a mechanical strength of the wires to withstand the 
vibrations during the launch of the satellite being scheduled for February 2005. Despite of the 
small filament diameter (160 µm) that makes the filament susceptible to inhomogeneities and  
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Fig. 10. Optical micrograph of a MgB2/Fe/SS current lead wire cross section. 

reaction layers between filament and sheath, the thin wires showed the same critical current 
densities as comparable MgB2/Fe wires with much bigger filament diameter. 

8 CONCLUSIONS 

During the short time of three and a half year after discovery of superconductivity in MgB2 a 
remarkable and for a new superconductor uniquely rapid R&D progress towards technical 
conductors took place. At 4.2 K the critical current densities of MgB2 tapes reached a 
performance which is already competitive with NbTi. With the achieved knowledge about the 
flux pinning mechanism and applying improved suitable and sophisticated preparation 
techniques, as artificial pinning centres, the irreversibility fields and the upper critical fields 
of wires and tapes were improved to values much higher compared to NbTi and a further 
improvement is expected. This opens the chance for future applications at elevated operation 
temperatures around 20 K and the use of cryogen free cryocoolers in future devices made 
from MgB2 conductors. At 4.2 K MgB2 conductors reached upper critical fields around 30 T 
which is superior to technical Nb3Sn wires. The corresponding irreversibility fields close to 
20 T indicate the potential of the further possible improvement of the MgB2 conductor 
performance and the small chance to come possibly into competition with Nb3Sn conductors 
at 4.2 K.

Despite this very optimistic prospects, actually a lot of unsolved problems remain and are 
under investigation. Multifilamentary wires and tapes with a high number of thin filaments in 
combination with a thermal stabilizing low resistive sheath are actually not achieved. 
Presently all high current carrying conductors overheat below the critical current at low fields 
or self field at 4.2 K. The PIT wire and tape preparation technique is well known to have 
limitations in reaching a perfect geometric conductor structure with very thin filaments of a 
few microns. Consequently very high demands are addressed to the precursor quality with 
respect to particle size spectrum and purity including the additions. Intensive research from 
powder developers and suppliers is asked to achieve the required progress. The design of the 
conductor composite and the choice of the sheath materials has to meet several important 
technical conductor specifications which actually cannot be fulfilled from one single sheath 
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material. Composite sheaths are required. Last but not least sufficient mechanical stability is 
necessary to withstand handling actions during coil winding, thermal stresses and Lorentz 
forces in magnetic fields.  

The anisotropy of superconductivity in MgB2 offers the option to further increase the 
transport currents in textured MgB2. This is already seen for very high transport currents in c-
axis textured thin films and their weaker field dependence [90]. In PIT conductors texturing 
was only observed occasionally at the surface layer of filaments and was so far not realised as 
volume effect. Future very thin filaments may give a chance for a texture in the major volume 
fraction

Towards an industrial fabrication all efforts in conductor development need to be 
applicable for high deformation ratios and industrial techniques to reach conductor lengths of 
several km. Economic conductor routes are required to achieve an economic competition with 
commercial NbTi wires, taking into account reduced cooling costs from the expected higher 
operation temperature around 20 K. For an application of MgB2 conductors realistic prospects 
for an operation temperature of 20-25 K and fields up to 5 T are already given. Application 
prospects focus mainly on magnetic resonance imaging (MRI) magnets with fields of 2-5 T, 
fault current limiters (FCL) in form of coils and windings for transformers, motors and 
generators. For space application, MgB2 is of extraordinary interest as a quite light material 
which meets easy cooling conditions in space for application at 20-25 K.  
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