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Preface

Power consumptions have been a dominant constraint in nanoscale CMOS tech-
nologies. Different techniques to reduce computational power spanning from the
architecture level to the fundamental semiconductor devices level are actively
explored. One possible solution from the device perspective is to decrease the
operation voltage without sacrifice of the switching properties. While its applica-
bility was proved from the circuit theory, a lot of efforts in the electron device
society have been gathered on devices with possible steep slopes that go beyond the
traditional MOSFETs. Tunnel field-effect transistors are one representative of the
steep slope devices. Their operations are based on the controlled switching of
quantum tunneling, instead of the thermionic emissions. Historically, the study of
similar concept may date back to the 1970s when the physicist used the gated tunnel
junction to study the two-dimensional electron gas. Later, in the 1980s the interband
quantum tunneling was observed in a DRAM trench transistor and people started to
think about a device concept based on controlled interband tunneling. More device
proposals followed in the 1990s. In 2004, a steep slope of 40 mV/dec was observed
in carbon nanotube transistors and was attributed to the band-to-band quantum
tunneling. At almost the same time people were intensively looking for solutions
of the ever-increasing CMOS power problem. Since then the tunneling field-effect
transistor (TFET) or devices with equivalent mechanisms but different names
bloomed and attracted wide attention from the electronic device community as a
promising low power device. Till date, TFET is an active research topic and is
attracting attention from the industry for further development.

Knowledge sharing among different researchers, including people working on
the device process, people working on device physics and modeling, people
working on circuit designs, and people working on new materials and physics is an
essential accelerator to incubate the technology and push it from research to
applications. There are seven chapters in this book covering the TFET fabrications,
TFET modeling, and also simulations of the TFET-based circuit design techniques.
Chapter 1 covers a review of the steep slope devices including TFET. A holistic
review on the research background and six kinds of steep slope devices are
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provided. After brief introductions to each device’s operations and the latest
advances, a more detailed discussion of the TFET operation and several TFET
performance boosters are summarized. Chapter 2 reviews the fabrication process
and characterization methods of a variety of TFETs. Starting from the conventional
lateral p-i-n TFET, the chapter discusses the tunnel junction formations including
the doped junctions and the doping-less electron-hole bilayer. Going forward, the
chapter summarizes the TFETs of homojunction and heterojunction, with material
systems from Si/Ge, III–V compound semiconductors to the latest transition metal
dichalcogenides. Characterization methods of the TFETs threshold voltages and
subthreshold swings are provided. Chapter 3 discusses the compact models of
TFETs. After providing a brief review of the TFET modeling in the literature, a
complete SPICE model including the descriptions of current-voltage and
charge-voltage characteristics are formulated based on detailed investigations of the
TFET operations. Advanced effects in TFETs like the gate leakage and short
channel effects are further discussed toward a full compact model. Challenges in the
heterojunction TFET modeling are briefly discussed. Chapter 4 focuses on the
challenges and designs of TFET-based digital circuits. Although promising for low
voltage operations, TFETs have unique properties like unidirectional conduction,
delayed saturation, enhanced Miller capacitance, imbalanced complementary logic,
and larger variations. After describing these design challenges, the chapter proposes
the all n-type pass-transistor logic to bypass the imbalanced complementary issue
and the dual oxide device design to mitigate the issues due to enhanced Miller
capacitances. Designs of the SRAM are investigated with a proposal of hybrid
TFET–MOSFET cell. Chapters 5–7 cover more fundamental physics properties and
the device designs of advanced TFETs. Chapter 5 reviews two atomistic simulation
methodologies, namely the density functional theory (DFT) and tight binding
(TB) within the Keldysh nonequilibrium Green’s function (NEGF) framework.
A new nonequilibrium vertex correction method is integrated with the NEGF-DFT
to study disorder scattering in graphene TFETs. The NEGF-TB method is
demonstrated by simulating the electric characteristics of a monolayer transition
metal dichalcogenide TFET. Chapter 6 introduces another atomistic simulation
method, the reduced-order k � p method, to accelerate the three-dimensional quan-
tum transport study of TFETs. Basic theoretical background of the eight-band
k � p Hamiltonian and the reduced-order NEGF equation, together with the spurious
band elimination are described. The method is used to study the InAs-based
homojunction TFET and the GaSb/InAs heterojunction TFET. Chapter 7 covers the
device designs and optimizations of the carbon nanotube TFETs with the
NEGF-TB method. After introducing the basic carbon nanotube properties, the
chapter goes on to discuss device operation mechanisms. Doping engineering and
gate dielectric engineering are developed to enhance the TFET performances.
A barrier-controlled TFET is also proposed theoretically based on the atomistic
simulations.

We are deeply grateful to all the chapter authors for their great efforts and
outstanding chapters. When initiating this book on the tunneling field-effect tran-
sistor technology, all authors agreed that it was the right time to review the research
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efforts on TFETs of the past decade and to gather together the latest research results.
Bearing this in mind, every author spent their valuable time as a promise to make a
comprehensive, authoritative, insightful, and up-to-date book for the purpose of
knowledge sharing and dissemination. We sincerely hope that this edited book can
serve as a platform for readers to have access to the current full frame of the
tunneling field-effect transistor technology and to stimulate further interests into the
next stage.

Clear Water Bay, Hong Kong Lining Zhang
Mansun Chan
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Chapter 1
Steep Slope Devices and TFETs

Lining Zhang, Jun Huang and Mansun Chan

Abstract Reducing energy dissipations per function with the integrated circuit
(IC) chips is always an appealing research topic. Techniques in the fundamental
electronic device levels are being pursued besides of those in the architecture level.
In this chapter, we introduce several device candidates with a common feature of
steep slope as possible solutions for lower power computations. The ever increasing
power densities with the complementary metal-oxide-semiconductor (CMOS)
technologies and the behind reasons are reviewed first. Implications are reached that
a device with steep slopes beyond the Boltzmann limitations helps. Then, several
devices realizing steep slopes beyond that of the MOS field-effect-transistor
(FET) technology are introduced, including the impact ionization FETs, the
electro-mechanical FETs, the piezoelectric transistor, the ferroelectric FETs, the
feedback FETs, and the tunneling FETs (TFETs). Afterward, we analyze the key
features of the basic TFET operations and characteristics in details. Finally, several
widely studied performance boosters for the TFET technology are also reviewed
from device structures to doping and material engineering.

1.1 Reducing the CMOS Power with Steep Slope Devices

1.1.1 The CMOS Power Problem

Following Moore’s law, scaling of semiconductor devices has gone with a relent-
less cadence in the past half century. Thanks to the effort of dimension mini-
mization, the transistor density or roughly function density in integrated circuits
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(IC) has increased four orders, while price per transistor or roughly cost paid to one
function has decreased six orders. At the same time, the transistor speed has
increased four orders. These revolutionary changes in the semiconductor technol-
ogy have pushed us into the information age, and now into a fantastic mobile
information age.

These benefits from scaling are accompanied by tremendous increases in the IC
power densities. Historical data indicate that the power densities of central pro-
cessing units (CPU) by Intel had been increasing almost exponentially from nearly
2 W/cm2 of the i386 with the 1.5 μm process, to nearly 100 W/cm2 of the
Pentium IV with the 0.13-μm process [1], as shown in Fig. 1.1. If following the
same trend, we can predict that the CPU power density may reach that of a nuclear
reactor, a rocket nozzle quickly, which imposes a power bottleneck on the com-
plementary metal-oxide-semiconductor (CMOS) technology. Considering wide
applications of semiconductor devices in our modern life, an article in Forbes
magazine in 1999 [2] reported that electronic communication and information
processing account for 10 % of US electrical usage. Later in 2011, another Forbes
magazine article [3] estimated that cloud computation/storage facilities’ share of US
electrical usage is more than 10 %. This huge energy consumption by the IC chips
is also named as the CMOS power crisis.

Bearing this huge CMOS power consumption in mind, one natural question to
ask is, what is the physical limit on the energy dissipation of information pro-
cessing? The differences between the physics law and the reality will create
opportunities for us to overcome the power crisis. Actually, the issues of physical
limitations on the silicon CMOS technology have been studied widely [4–7].
Meindl et al. [5] derived that the limit on the energy consumption in a binary
switching of a metal-oxide-semiconductor field-effect transistor (MOSFET) is

Es ¼ kT ln 2 ð1:1Þ

by assuming a single electron device, where k is the Boltzmann constant and T is
the temperature. Later, Wang et al. [7] considered the energy relaxation time (tre)
and revised Eq. (1.1) as
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Es ¼ 1
2
atre þ kT ln 2 ð1:2Þ

where α is the energy switching speed. For example, with a 0.7-V operation and
1-GHz switching, the switching speed is α = 7 × 108 eV/s. While the energy
relaxation time is in the order of picosecond, the second term in Eq. (1.2) is usually
dominant. With the frequency increasing to around 52 GHz, the first term in
Eq. (1.2) will be comparable to the second term, and the minimum energy dissi-
pation is around 2kTln2. Assuming a transistor density of 109/cm2 and all the
transistors are switching simultaneously at 52 GHz, the minimum power density is
about 0.3 W/cm2. In Fig. 1.1, this limitation is also plotted as a reference. Despite
the above worst-case analysis, the derived power density is much smaller than those
in real technologies. A huge room is there for reductions of the CMOS power
density.

Till this end, it is necessary to know what caused the dramatic increase in the
CMOS chip power density along with the technology scaling. In fact, the CMOS
power crisis is a Gordian knot of continuous shrinking of MOSFET dimensions.
Taking a CMOS inverter in Fig. 1.2 as an example, we can derive the power
consumption as functions of transistors’ size, operation voltage, and frequency.

At the fall edge of the input, the load capacitance C is charged by a current from
the power source Vdd. The energy lost on the PMOS is Epmos ¼ ð1=2ÞCV2

dd , and the
energy stored in the load capacitance is the same Eload ¼ ð1=2ÞCV2

dd . At the fol-
lowing rise edge of the input, the energy stored in the capacitance Eload is lost
through the NMOS. So the total energy consumption per switching period is
Etotal ¼ CV2

dd . The frequency (f)-dependent power consumption in reverting the
output state is then Pdyn ¼ f � CV2

vdd , which is defined as the dynamic power. In the
steady input state, one leakage current Ileak from the power source to the ground
leads to a second power consumption Pleak ¼ IleakVdd , which is defined as the
leakage power. The third contribution to the total power consumption is the short
circuit current Isc-induced power Psc ¼ IscðtÞVdd which is present during the
input/output flip. The total power consumption of an inverter is then given by

Input Output

Epmos

Eload

Input

Output

Enmos

Eload

Vdd

CC

Vdd

Fig. 1.2 Operations of the CMOS inverter. Energy is consumed during the binary switching
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P ¼ f � CV2
dd þ IleakVdd þ IscðtÞVdd ð1:3Þ

With Dennard’s scaling in the constant electric field scheme [8], we can calculate
the power density of a CMOS chip with the technology scaling, i.e., the smaller
transistor size, higher operational frequency, scaled gate oxide capacitance, and
scaled operational voltages:

P ¼ a2 af � 1
a
C

1
a2

V2
dd þ Ileak

1
a
Vdd þ Isc

1
a
Vdd

� �
ð1:4Þ

We see that the dynamic power term is expected to be constant. However, in the
practices the constant field scaling is not exactly adopted and the operation voltage
scales slower than the device dimension. Figure 1.3 plots the operation voltage and
threshold voltage scaling in multiple CMOS technology generations. There are
several consequences. First, the dynamic power density along with the geometry
scaling is increased due to the unmatched Vdd scaling. Second, the leakage power is
increased due to the increase in the leakage current. Since the MOSFET sub-
threshold current changes exponentially with gate voltages, the leakage current also
increases exponentially with the threshold voltage Vth scaling.

We see that due to the deviations from Dennard’s scaling, both the dynamic
power and leakage power are increased. Figure 1.4 plots some statistics [10] on the
dynamic and leakage power along with scaling, which actually explains the power
density trend in Fig. 1.1.

1.1.2 Power Reduction with Steep Slope Devices

We notice in Fig. 1.3 that the supply voltage Vdd scaling cannot continue after it
approaches 1.0 V from the 0.13-μm technology node. The unsustained voltage
scaling further deteriorates the power consumption. However, the supply voltage
trend is due to a physical limitation given below.
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Fig. 1.3 The supply and
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through the CMOS
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Figure 1.5 plots the general MOSFET switching properties. Separated by the
threshold voltage Vth, there are the subthreshold and super-threshold regions.
Instead of an ideal turn-off in the subthreshold region, the transistor’s current is
decreased gradually with decreasing the gate voltage. A term of subthreshold swing
(SS) is defined as the gate voltage needed to change the transistor current by one
order of magnitude. Supposing the threshold current is Ith, the off-state current is

Ioff ¼ Ith exp � 2:3Vth

SS

� �
ð1:5Þ

which is just the leakage current Ileak in Eq. (1.3). In order to control the leakage
power component in Eq. (1.3), the threshold voltage Vth cannot be reduced too
aggressively when SS is fixed. In the practical scaling [11–20], SS actually
increases for few technology generations and then is maintained around
100 mV/dec for some time as shown in Fig. 1.6. This sets a limitation for the Vth

scaling if the leakage current should be suppressed at some target level. It is also
obvious from Eq. (1.5) that with reduced SS smaller Vth can be used to keep the
same Ileak. In the state-of-the-art FinFET technology at 22-nm generation node, SS
is reduced to around 65 mV/dec at room temperature [19]. This significant decrease
in the SS allows further reductions of the threshold voltages.
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The turn-on properties in the super-threshold region of Fig. 1.5 are approxi-
mated by

Ion ¼ I0 Vdd � Vthð Þ2 ð1:6Þ

where I0 is determined by the transistor materials and structures. The on-state
current affects the charging/discharging duration in Fig. 1.2, hence the circuit speed.
A simple model of the circuit frequency is written as

f � Ion
CVdd

¼ I0
C

Vdd � Vthð Þ2
Vdd

ð1:7Þ

In order to increase the circuit operation frequency, either the first term or second
term in right-hand side of Eq. (1.7) should be enhanced. It is obvious that an
increase in Vdd with a fixed Vth leads to the monotonic increase of the second term.
However, the requirements on Vdd posed by the power and speed are contractive to
each other. Increasing the first term in right-hand side of Eq. (1.7) is one way to
solve the power/speed conflicts. At the same time, Vdd scaling should be controlled
in order to have an overall optimization of the device performances. Historically,
Vth is roughly 1/3 of Vdd in optimized Si MOSFETs to induce enough on-state
current Ion as well as reasonable off-state current Ioff [21]. Concurrent considerations
of the leakage power, dynamic power, and device/circuit speed lead to the voltage
scaling results in Fig. 1.3.

Actually the voltage swing in the subthreshold region of the general switch in
Fig. 1.5 is wasted since it does set a lower bound for the Vdd as shown in Eq. (1.7),
also a lower bound for the energy consumption per circuit state switch. Keeping it
in mind, one natural proposal is that SS should be scaled as aggressively as possible
so that only a small Vth is necessary to maintain reasonably small leakage current in
Eq. (1.5). One example of such a switch with smaller SS but the same I0 is plotted
in Fig. 1.5. This kind of device will avoid the conflicts between the requirements on
Vdd from power and speed. A Vdd of 0.75 V can be used with both lower power and
higher speed. In the extreme case where Vth is close to zero without any sacrifice in
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the leakage current, Vdd of 0.4 V can be used to achieve the same speed as that of
the general switch with Vdd of 0.9 V in Fig. 1.5. As a result, the power consumption
will only be around 20 % of the general MOSFET switch. Although the physical
power limit in Fig. 1.1 cannot be reached by just reducing SS, the proposal does
help bringing down the CMOS power to a large extent. Devices that can achieve
small SS are labeled as steep slope devices.

1.2 Steep Slope Devices

Figure 1.6 shows that a slope of 65 mV/dec is realized in the 22-nm and 14-nm
technology generation by using the 3-dimensional fin-shaped MOSFET structure
instead of the planar MOSFET structure. One nature question is, can even lower SS
be achieved with the MOSFET technology?

The MOSFET is based on the drift–diffusion transport mechanism. An n-type
MOSFET schematic is shown in Fig. 1.7, together with its operation principles. For
planar transistors, the channel is doped with a different polarity from their
source/drain. In the off state, there is a high barrier for electrons in the source to
climb over and form the current conduction. By increasing the gate voltage, the
barrier height is reduced and a hole depletion region at the channel surface is
created. At the transistor drain side, a larger depletion actually exists due to the
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reversely biased drain–channel junction. According to the Boltzmann statistics, the
electron density near the source is increased, more than that near the drain. Due to
the diffusion of electrons from the source to drain, the current increases with gate
voltage. Further increasing in the gate voltage leads to the super-threshold opera-
tions where the electrons drift will dominate. Let us check the subthreshold here.
The physics quantity that corresponds to the barrier height is the surface potential.
In the subthreshold operations, the surface potential is found by the simple
capacitance model with gate oxide capacitance Cox and depletion capacitance Cdep

components:

/s ¼
Cox

Cox þCdep
Vg ð1:8Þ

Charge density at the source side is given by the Boltzmann statistics:

Qs / exp
q/s

kT

� �
ð1:9Þ

The subthreshold current is derived from the basic diffusion neglecting the drain
side charge:

Isub / W
L
Qs ð1:10Þ

Accordingly, the subthreshold swing SS is given by

SS ¼ 1þ Cdep

Cox

� �
� 2:3

kT
q
=dec ¼ 1þ Cdep

Cox

� �
� 60 mV=dec ð1:11Þ

In MOSFET technologies, both Cox and Cdep are positive so the minimum SS is
60 mV/dec when Cdep is nearly zero. The scaling of SS in Fig. 1.6 is explained with
Eq. (1.11) as follows. With the planar structures, we gradually increase the tran-
sistor channel doping through technology generations to suppress short-channel
effects. The depletion width decreases and its capacitance increases. As a result,
there is a gradual increase of the subthreshold swing. In the four generations from
90 to 32 nm, cooptimizations of the transistor channel doping and gate oxide
thickness lead to similar Cdep/Cox, so SS is maintained around a constant value.
Going to the FinFET structure, requirements on the channel doping are eased
greatly and the associated Cdep is reset to almost zero, leading to a sharp decrease of
the SS to near 60 mV/dec. Another essential message we get from Eq. (1.11) is that
SS cannot go below 60 mV/dec with the traditional technology due to the physics
limitation from (a) the charge diffusion mechanism in Eq. (1.10) and (b) Boltzmann
statistics in Eq. (1.9). New mechanisms shall be explored in order to go beyond this
limitation and realize even steeper slope devices.

8 L. Zhang et al.



1.2.1 Impact Ionization FETs

Let us imagine a general physics process triggered by a control variable. When this
variable is below its critical value, the process is not started. Once the critical value
is reached, the process is suddenly initiated. In this sense, this critical variable value
is a boundary for two distinctive operation regions. If the differences are significant
enough, the transition from one region to another can be potentially used to rep-
resent two states of a switching device, e.g., the off and on states. By associating the
control variable to a gate voltage, a steep slope can potentially be achieved.

Impact ionization (avalanche multiplication) in semiconductors is a first kind of
such physical process. One carrier, either electron or hole, incident on a junction is
accelerated by the electric field and can induce band-to-band excitations and gen-
erate electron–hole pairs if it gains enough energy. The ionization rate describes the
number of electron–hole pairs per unit distance and is given by [22]:

a n==
� � ¼ qn==

EI
exp � nInP

n2==

" #
ð1:12Þ

where n== is the electric field that accelerates the carrier, EI is the effective ion-
ization energy and nI is the ionization scattering threshold field, nP is the phonon
scattering threshold field. With a larger acceleration field, the possibility to excite
ionizations increases significantly. Note that the impact ionization formulation
Eq. (1.12) is a localized process which only depends on the local field. Electrons
and holes may have different ionization rate, but both follow the above formulation.

The multiplication factor Mp describing the increase in carrier numbers due to
impact ionizations is derived by simply assuming the same electron and hole
ionization rates:

1� 1
Mp

¼
Z d

0
a n==
� �

dx ð1:13Þ

where x is the field direction and d is the boundary where the field vanishes. The
current after the multiplications on the incident current I0 is written as

Ip ¼ Mp � I0 ð1:14Þ

If the electric field in the switching device is controlled by one device terminal
so that the following condition is satisfied at certain terminal voltage:

1 ¼
Z d

0
a n==
� �

dx ð1:15Þ

It means the multiplication factor approaches infinity and the amplification on
the current is extremely large. Essentials behind the above derivations are that the
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generated electron–hole pairs can be accelerated again to induce new electron–hole
pairs. The avalanche multiplication is a positive feedback process. The maximum
electric field in the space (0, d) is usually defined as the critical field. In fact this
avalanche mechanism has been used in the IMPATT devices and avalanche pho-
todetectors. Before Eq. (1.15) is reached, the dependence of the current on electric
field is given by Eq. (1.12)–(1.14).

The impact ionization field-effect transistors [23–25] make advantages of the
above impact ionization process to realize sharp switching. The device schematic
(n-type) is shown in Fig. 1.8, together with its working principle: the gate modu-
lation effect on the potentials along the channel. Impact ionizations are initiated in
the gate underlap regions. When the gate voltage is small, there is only a small
amount of electrons transferred from the n-doped drain to the channel, and the
electric field along the channel direction is low. The multiplication factor is almost
unit and the current flowing from source to the drain is just the leakage current. The
device is defined to be in its off state. By increasing the gate voltage, more electrons
are transferred from drain to the channel and the electrostatic potentials in the gate
covered channel are increased. As a result, the electric field across the gate underlap
region is increased and ionization rate also becomes larger. No significant change in
the current will be observed until the multiplication factor reaches a significantly
large value. When Eq. (1.15) is approached at a certain gate voltage, several orders
of magnitude changes in the current will be triggered. The device is switched to its
on state. It is noted that the dependences of electrostatic potentials in the channel on
the gate voltage are gradually weakened due to the screening effects from the
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channel electrons. The electric field across the channel cannot be changed signifi-
cantly after the avalanche multiplication. Compared to the MOSFET, electrostatics
in the impact ionization FETs are similar to what Eqs. (1.8) and (1.9) describe. It is
the amplification property of the avalanche breakdown Eq. (1.14) instead of the
carrier diffusion Eq. (1.10) that leads to the steep slope.

Experimental realizations of impact ionization FETs had been reported in lit-
eratures [23–25]. A steep slope as small as 6 mV/dec [24] was achieved.

1.2.2 Electro-Mechanical FETs

In impact ionization FETs, the steep slopes are achieved by the current amplifi-
cations. If the surface potentials in Eq. (1.8) have sharp changes instead, steep
slopes can potentially be obtained. From this perspective, electro-mechanical
(EM) or nano-electro-mechanical (NEM) FETs were developed [26–30]. Although
there are different configurations, the basic principle is the same: a bi-stable system
with mechanical and electrostatic force can be transferred sharply from one state to
another, triggered by a critical terminal voltage. Around this critical voltage, there is
a sharp change in the surface potential and also a sharp change in the current,
leading to significantly large current gain.

One example of the EM FETs is shown in Fig. 1.9, together with the physical
explanations of the critical-state transition condition. The gate electrode can be
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suspended with widely available techniques of the micro-electro-mechanical
(MEM) process. When a gate voltage Vg is applied, there will be a voltage divi-
der composed of the air gap capacitance and the gate oxide capacitance. The
intrinsic voltage directly on the gate oxide Vgint is

Vgint ¼ Vg

1þCox=Cgap
ð1:16Þ

As a result, there is an electric field-induced force (felec) on the suspended gate
that tends to reduce the air gap. On the other hand, an elastic force (felas) is
oppositely directional. The balance of these two forces determines the gate dis-
placement d. Assuming the initial air gap distance is tgap0, the spring elastic con-
stant is k, the gate area is A, these two forces are formulated as

felas ¼ k � d ð1:17Þ

felec ¼ egap Vg � Vgint
� �2

2
A

tgap0 � d
� �2 ð1:18Þ

Figure 1.9 plots the two forces on the gate electrode for three given gate voltages
applied on the EM device with the air gap thickness 190 nm. When increasing the
gate voltage Vg, the system will be stabilized as indicated by the force curve
crosspoint (the one with smaller displacement) when Vg is small. At certain gate
voltage, the two crosspoints are reduced to one. Beyond this gate voltage, the
electrostatic force is always larger than the elastic force, breaking the system bal-
ance and bringing down the gate electrode to directly sit on top of the gate
dielectric. This critical gate voltage is defined as the pull-in voltage Vpi. Around Vpi,
there is a jump of Vgint from that given by Eq. (1.16) to Vpi itself, inducing an
amplification of the surface potential, hence the conduction current.

There is usually a hysteresis in the current–gate voltage characteristics of the EM
FETs. A simplified view is given below. As shown in Fig. 1.9, the EM device is
bi-stable under small gate bias. When decreasing the gate voltage from above Vpi,
the EM device will firstly be stabilized at the crosspoint with larger displacement.
The gate electrode moves to the oxide with further reduction of the gate voltage. At
this stage, the current is still large. Until one of the crosspoint is larger than tgap0 in
mathematics which is physically impossible, the EM device will switch to another
stable state and be turned off.

Different types of the EM devices were developed in recent literatures.
A suspended MOSFET with 2 mV/dec subthreshold swing was experimentally
realized [28]. By turning to the accumulation mode FETs, the NEM FETs were
proposed [27]. To facilitate the low-voltage and low-power applications, the micro-/
nano-electro-mechanical relay switches and their logic were developed [29, 30]
which eliminate the field-effect structures. They share the similar mechanism for the
sharp switching between off and on sates.
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1.2.3 Piezoelectric Transistor

Besides of the above EM FETs, another kind of steep slope device is potentially
realized by using the mechanical stress-induced metal-semiconductor phase tran-
sition. The significant change in the conductance upon pressures can be used to
represent the off and on states. If a transition with several orders of differences in the
conductance can be achieved within a small terminal voltage range, then a steep
slope will be obtained. A piezoelectric transistor (PET) has been proposed very
recently [31] with the first demonstration [32]. It makes use of the internal trans-
duction by converting the voltage into stress, and then to the conductance.
Figure 1.10 shows the PET schematic.

A piezoelectric (PE) dielectric layer is placed between the gate and source
electrodes. So the electric field from the voltage difference is turned into the
expansion of the piezoelectric material. At the same time, the whole device
structure is confined by a hard frame which is assumed to be strong enough so there
is no strain at all. Then, the piezoresistance (PR) material is compressed generating
a pressure. As a result, the conductance hence the current flowing from drain to
source is increased due to the stress-induced resistance reduction. The mathematic
description of the subthreshold swing is given below.

Assuming the piezoelectric material thickness is Le and the piezoresistance
material thickness is Lr, and there is no strain in electrodes, then their changes are

DLe ¼ �DLr ð1:19Þ

With the PE material parameters, D33 the piezoelectric coefficient, S33_e the
compliance constant, and the induced stress T33_e, together with the electric field
E33, the induced strain in PE is written as

SPE ¼ S33 e � T33 e þ D33 � E33 ¼ S33 e � T33 e þ D33
Vg

Le
ð1:20Þ

On the other hand, with the PR material parameter of S33_r the compliance, T33_r
the stress, the strain is written as

SPR ¼ S33 r � T33 r ð1:21Þ
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With the cross section of PE material A, and PR material a, the equal force
condition is

A � T33 e ¼ a � T33 r ð1:22Þ

and the strain relationship is

Le � SPE ¼ �Lr � SPR ð1:23Þ

the transduction from voltage to PR stress is derived

T33 r ¼ �Vg � D33 e

Lr � S33 r þða=AÞ � Le � S33 e
ð1:24Þ

Assuming the resistivity of the PR material follows the function:

log10ðRÞ ¼ f T33 rð Þ ð1:25Þ

The subthreshold swing of the PET is obtained by combining Eqs. (1.24)
and (1.25):

SS ¼ Lr � S33 r þða=AÞ � Le � S33 e

D33 e
� 1
f 0 T33 rð Þ ð1:26Þ

Materials with larger sensitivity of resistance on the stress help reducing the
second term of right-hand side of Eq. (1.26), hence lead to steeper slope. For
example, around 2-GPa stress can induce four orders of magnitude changes in the
resistance of a typical PR material SmSe [32]. Meanwhile, by engineering the
device geometry and choosing the proper PE/PR material combination, steep slope
smaller than 60 mV/dec can potentially be achieved. For example, increasing the
(A/a) ratio, reducing the PE/PR material thickness, and increasing the piezoelectric
coefficients are effective ways for SS reduction. Device optimizations should
consider the robustness, for example, (A/a) may have an upper limit.

1.2.4 Ferroelectric FETs

For the electro-mechanical FETs, it is the sudden change in the intrinsic gate
voltage [hence the surface potential in Eq. (1.9)] due to the gap capacitance that
induces the steep slope. As shown in Eq. (1.8), the surface potential is always
smaller than the gate voltage in traditional MOSFETs since their oxide capacitance
and depletion capacitance are always positive. If there are some physics processes
that can break this limitation and allow the surface potential larger than the gate
voltage, it can be clearly seen from the above discussions that the subthreshold
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swing may be brought down below 60 mV/dec. Such a kind of steep slope device
was realized in the ferroelectric (FE) FETs [33]. Figure 1.11 shows the schematic of
a FE FET.

In the FE FETs, a layer of ferroelectric material is added on top of the oxide
dielectric of a normal MOSFET. The capacitance of the FE material is Cfe. Same as
the voltage divider in the EM FETs above, an intrinsic gate voltage Vgint is induced
at the interface of FE material and oxide, which controls the MOS channel surface
potentials according to the classical theory Eq. (1.8). The simple voltage divider
leads to the intrinsic gate voltage:

Vgint ¼ Vg

1þCmos=Cfe
; Cmos ¼ Cox � Cdep

Cox þCdep
ð1:27Þ

One unique properties of the ferroelectric material is that its capacitance can be
negative within a bias window. As shown in Eq. (1.27), the intrinsic voltage is
larger than the applied gate voltage Vg and still keeps positive when the absolute
value of the ferroelectric capacitance is limited within the MOS capacitance. The
negative capacitance is explained with the Landau–Khalatnikov equation [34]
which describes the relationship between the areal polarization charge P, the
external field Eext and the Gibb’s free energy U:

rpU ¼ 0; U ¼ aP2 þ bP4 þ cP6 � Eext � P ð1:28Þ

where only the static condition is considered. a; b; c are the ferroelectric material
parameters, and a\0. One example of the ferroelectric material BaTiO3 has the
parameter of a ¼ �107 m=F. A straightforward derivation gives the external field
as a function of the polarization charge:

Eext ¼ 2aPþ 4bP3 þ 6cP5 ð1:29Þ

By setting the MOSFET channel charge density Q = P, the two charge control
equations across the MOS capacitance and the ferroelectric capacitances are given
by
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Q ¼ Cmos � Vgint ð1:30Þ
Vg � Vgint

tfe
¼ 2aQþ 4bQ3 þ 6cQ5 ð1:31Þ

The voltage control equation is obtained when higher orders of the charge terms
are negligible:

Vgint ¼ 1
1þCmos � 2atfe Vg ð1:32Þ

By combining Eq. (1.27) and (1.32), the negative capacitance property of the
ferroelectric material is seen. Accordingly, the subthreshold swing SS is given by

SS ¼ 1þ Cdep

Cox
þCdep � 2atfe

� �
� 60 mV=dec ð1:33Þ

Due to the large absolute value of the ‘dielectric constants’ of the ferroelectric
material compared to oxide, a thicker layer is required to make the third term in
Eq. (1.33) significant and to induce sub-60 mV/dec slope of the FE FETs. On the
other hand, there is an upper limit of the ferroelectric layer thickness to avoid the
instability. Experimental demonstrations of a FE FET with 13 mV/dec subthreshold
swing were reported recently [35].

1.2.5 Feedback FETs

The positive feedback mechanism has also been proposed to realize steep slope
devices. It is widely known that the negative feedback helps stabilizing a system
while a positive feedback makes a system unstable. Similar to the electro-
mechanical FETs discussed above, a strong positive feedback under a certain gate
voltage can potentially bring significant changes in the device states and induce a
steep slope. There are different types of positive feedback mechanisms that can be
used. Figure 1.12 plots the schematics of two types of steep slope devices and their
working principles.

The first type of feedback FET [36] is based on the gate-tuned, positively biased
p-i-n junction, with negative charges near the n-doped source and positive charges
near the p-doped drain shown in Fig. 1.12a, b. These extra charges are located in the
gate underlap region and form two potential barriers for electrons and holes. When
electrons are injected into the channel, some of them accumulating in the hole
barrier region helps reducing the barrier height. The same is happening for holes.
With the charge accumulation, the conduction current is increased and further
reduces the barrier height. This positive feedback process induces sharp change in
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the current with certain gate voltage. Those extra charges can come from the device
process [37] or introduced by programming [38].

The second type of feedback FET [39, 40] is based on the floating body effect of
the silicon-on-insulator (SOI) transistors and the weak impact ionizations, as shown
in Fig. 1.12c, d. The diffusion current from the source to drain induces one elec-
tron–hole pair near the drain side due to the large electric field. The induced
electron reaches the drain side together with the original electron, while the induced
hole stays in the floating body of the SOI transistor. The positive charge reduces the
source side barrier, so more electrons can take part in the diffusion and more holes
accumulate in the body region. This positive feedback process also induces sig-
nificant changes in the current with a small change in the gate bias, hence helps
achieving the steep slopes.

Extremely small subthreshold slopes of 3.4 mV/dec [40], 2 mV/dec, or even
58 μV/dec [39], have been reported in the literatures with feedback FETs.

1.2.6 Tunnel FETs

It is well known that two mechanisms contribute to the breakdown of reversely
biased p–n junction: One is the impact ionizations, and another is the band-to-band
tunneling. Both mechanisms happen with high electric field and induce a large
current change within a small voltage window. Similar to the impact ionization, the
interband tunneling is also explored to realize steep slopes and the related tran-
sistors are called tunnel field-effect transistors (TFETs). Figure 1.13 shows the
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schematic of one basic homojunction TFET and the operation principles. Its vari-
ation structures will be covered in later sections.

The basic TFET structure is very similar to that of the aforementioned impact
ionization FET, however, with the gate electrode covering the whole channel
region. With this structure, a high electric field is achieved but confined nearby the
source/channel junction. Due to the absence of the underlap region with an almost
constant field (Fig. 1.8), the impact ionization condition Eq. (1.15) is not satisfied.
When the gate voltage is small, the interband tunneling is forbidden as indicated by
the dotted line in Fig. 1.13. There is a SRH leakage current at this stage which
represents the TFET off state. By increasing the gate voltage, the conduction band
in the channel is brought below the valence band in the source, hence the
band-to-band (B2B) tunneling starts. The carrier generation rate Gtun due to the
interband tunneling is given by the Kane’s model [41] with the local approximation:

Gtun ¼ A
n2==ffiffiffiffiffi
Eg

p exp �B
E3=2
g

n==

 !
ð1:34Þ

where Eg is the semiconductor band gap, A and B are two variables that are
dependent on the material properties. It is shown in Fig. 1.13 that across the
junction electric field is non-uniform so there is a spatial distribution of the carrier
generations. Correspondingly, the tunneling current is obtained by integrating the
generation rate along the channel direction:
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Ids ¼
Z

channel

GtunðxÞdx ð1:35Þ

With increasing the gate voltage, the potential inside the channel is also
increased so is the electric field across the junction and the generation rate. Similar
to the impact ionization FETs, the electrostatics inside the TFET channel follows
the same gate modulation as Eq. (1.8) in MOSFETs. When the electric field is not
very large, the tunneling current is limited and the subthreshold swing is written as

SS � 2:3� n2==

B � E3=2
g

� @Vg

@n==
ð1:36Þ

It is seen that when transforming the electrostatics to the tunneling by Eq. (1.34)
instead of the thermal emission by Eq. (1.9), the limitation imposed by the ‘kT’
term in Eq. (1.11) is removed. The second term in Eq. (1.36) is material dependent
and the third term is also device structure dependent. With proper options of the
semiconductor material and device geometry, the slope given by Eq. (1.36) can be
brought below 60 mV/dec at the room temperature. Similar to the impact ionization
FETs, it is the amplification of the carrier transport mechanism different from the
diffusion by Eq. (1.10) that contributes to the possible steep slope. Experimental
demonstrations of TFETs with sub-60 mV/dec subthreshold swings have been
reported widely [42–45].

1.2.7 Comparisons Between Steep Slope Devices

By choosing one representative of aforementioned steep slope devices reported in the
literatures, we compare their properties in Fig. 1.14 by super-imposing their transfer
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characteristics together. There is not yet any reported sub-60 mV/dec swing in PETs.
In the figure, around 6 mV/dec subthreshold swing is achieved in an impact ion-
ization FET [24]. However, it is generally believed that Vdd scaling with impact
ionization FETs is challenging. On the other hand, it is shown that these transistors
suffer from severe hot carrier effects which lead to significant threshold voltage shifts
due to injected carriers into the gate dielectric. Very steep slopes (e.g., 7 mV/dec)
have been achieved in the electro-mechanical device [30]. Due to the pull-in effect
and the surface charge adhesion [29], its switching is usually hysteretic. A small slope
of 13 mV/dec of the ferroelectric FET is also attractive [35]. Ferroelectric material
growth and process compatibility are issues to be solved. An extremely small slope is
realized by the feedback FET [39]. However, large voltage operation and compli-
cated programming [38] make its application quite challenging. Subthreshold swing
in the Si-based TFET is around 30 mV/dec [44], larger than those achieved by other
steep slope devices. Although small driving current in TFETs is one common issue,
there are a lot of techniques, e.g., those from materials or from device geometries that
can potentially be used to improve their drivability. Variations of TFETs from the
basic homojunction one are covered in the next sections.

1.3 TFETs Characteristics

In the above sections, we show the possible steep slope property of TFETs and
qualitatively compare it with other kinds of steep slope devices. In this part, we look
into the details of TFETs characteristics and find out some common issues in TFETs
before making them more applicable in low-power circuits/systems. Numerical
simulations by solving the Poisson’s equation and the interband tunneling equation
are used to reveal the basic TFET properties and their origins. Whenever possible,
these device characteristics are confirmed with experimental TFETs.

Figure 1.15 plots the current–voltage characteristics of one TFET in double-gate
configuration of Fig. 1.13. The channel is 10-nm-thick silicon, the gate oxide made
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of SiO2 is 1 nm thick, the channel width is 1 μm, and length is 50 nm. The source
region is doped with p-type and a concentration of 1020cm−3, the drain region is
doped with n-type and the same concentration. A physics model to account for the
interband tunneling from the WKB approximation [22] is included in the simula-
tion. It induces a carrier generation term which is used in the drift–diffusion
(DD) equation. The Poisson’s equation coupled with the DD equation are solved
together to obtain the TFET properties. Although more regular quantum transport
simulations are also possible [46], the traditional DD-based simulations capture the
essential physics and provide a quick view into the device internal.

The simulated TFET in Fig. 1.15 shows sub-60 mV/dec swing within a voltage
window of 0.2 V (0.1–0.3 V), with the turn-on of the interband tunneling at 0.1 V.
Correspondingly, the steep slope property is confined below a certain current
around nA/μm. Meanwhile, the on-state current with the operation voltage of 1 V is
around tens of μA/μm, much smaller than that in MOSFETs. On the other hand, the
TFET current shows super-linear dependence on its drain voltage as shown in
Fig. 1.15. The sub-60 mV/dec swing being confined within small current levels, the
small on-state current, and the super-linear output characteristics are observed in
experimental Si p-i-n TFETs. Table 1.1 summaries the reported devices in the
literatures.

In the following, we look into the internal of the TFET in Fig. 1.15 and find out
the reason for the above three characteristics. As shown in Fig. 1.13 and Eq. (1.36),
it is the gate adjustment of the band profile in the channel (or electrostatic poten-
tials) and the electric field across the tunnel junction that determines the sub-
threshold slope. If we look at the channel and N+-doped drain in Fig. 1.13, we
expect that the free carrier concentrations in the channel increase when the gate
voltage pulls down the conduction band. The TFET channel is similar to the

Table 1.1 Recent reports of the experimental Si p-i-n TFETs properties

Work Minimum SS
(mV/dec)

Current window
with steep slope

On-state
current@Vdd

Super-linear
output

Mayer
et al. [42]

42 <0.1 nA/μm 0.02 uA/um@1.0 V Yes

Jeon et al.
[43]

46 <0.1 nA/μm 1.2 uA/um@1.0 V Yes

Choi, et al.
[44]

*33 500 nA/μm 12.1 uA/um@1.0 V NA

Gandhi,
et al. [45]

30 <10 pA/μm NA NA

Gandhi,
et al. [45]

50 <0.1 nA/μm 0.02 uA/um@1.0 V Yes

Richter
et al. [47]

76 NA 1.3 uA/um@3.5 V Yes
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MOSFET channel in strong inversion. It is known that the screening effects from
these free carriers reduce significantly the dependence of channel potentials on the
gate voltage, compared to the subthreshold region where the channel potentials
follow the gate voltage as Eq. (1.8). Since the channel potential relative to the
source region determines the electric field across the tunnel junction, the gate
control over the electric field is reduced. As a result, the subthreshold slope given
by Eq. (1.36) is increasing with larger gate voltage. Figure 1.16 plots the changes of
channel potentials and the maximum electric field with the gate voltages which
confirm the above analysis. It is the charge screening effect in the p-i-n TFET
channel that causes the increase of the subthreshold slope. At the same time, the
tunneling current when the screening effect starts depends on the absolute electric
field and the material properties like the band gap and carrier tunnel mass as given
in Eqs. (1.34) and (1.35). Si has a relatively large band gap and carrier mass for
tunneling, leading to the small current for the possible 60 mV/dec swing in both the
simulated and experimental TFETs.

With increasing the gate voltage, free carrier concentrations in the channel
increases. The p-i-n TFET is equivalent to a tunnel diode with gate-tuned ‘doping’
concentrations of the channel region. Eventually the electric field in the tunnel
diode is also doping dependent and the maximum field will be reached. In this
scenario, the tunneling current will be determined by the material properties. The
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large band gap and tunnel mass correspond to small generation rate in Eq. (1.34),
limiting the on-state current of the Si p-i-n TFETs.

The super-linear output is also due to the TFET channel charge effect. The
dashed line in Fig. 1.16 shows the channel potentials without considering the
channel charge. When the TFET drain voltage is increased, the free carriers inside
the channel are reduced and the channel potentials are increased with the same gate
voltage. As a result, the electric field across the tunnel junction is also increased as
it is determined by the channel potentials. This means when the TFET drain voltage
is small it codetermines the tunnel junction status with the gate voltage. Due to the
exponential dependence of the tunneling current on the electric field, the TFET
output characteristics are also exponential within a certain drain voltage window.

From the discussions in the first part, the switches for operation voltage and
power consumption reductions are expected to have comparable on-state current as
MOSFETs, steep slopes for current changes in several orders of magnitude.
Another figure-of-merit of the steep slope devices is that the on-state channel
resistance should be small in order to improve the circuit states switching speed
simply shown in Fig. 1.2. It means that the super-linear output characteristics are
not beneficial to the circuit applications. In the next part, techniques to enhance the
TFET performances are covered.

1.4 Techniques for TFETs Performance Enhancements

1.4.1 Geometry Engineering

From the discussions in Sect. 1.2.6 and the above Sect. 1.3, it is the gate control
over the tunnel junction electric field that determines the TFET subthreshold slope
and on-state current. Techniques to improve the sensitivities of junction fields on
the gate voltage will be effective performance enhancements. The nature length
used to describe the short-channel effects in MOSFETs [48] is an indicator of the
device electrostatic integrity. A smaller nature length represents a more abrupt
potential profile and better electrostatic integrity. The nature length is also appli-
cable to describe the tunnel junction potential profiles. A smaller nature length
means a more effective transform of the gate field to the tunnel junction field, hence
favoring the steeper slope and larger on-state current. Reasons for the geometry
engineering can be obtained from the available nature length theory: (1) the nature
length of gate-all-around (or nano-wire) is smaller than the double-gate, and smaller
than the single-gate geometry; (2) thin equivalent oxide thickness (EOT) induces
small nature length; (3) thin body thickness or radius leads to small nature length.
As a result, double-gate or nano-wire TFETs, with small channel thickness or
radius, together with a small EOT, can be used to enhance TFET performances. It
has been confirmed by numerical simulation [49].
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1.4.2 Doping Engineering

Without changes of the material, the second technique to enhance the Si TFET on
current is adding a pocket doping (different polarity from the source) region as
illustrated in Fig. 1.17. The pocket region is depleted, leaving the ionized positive
charge. As shown in Fig. 1.17, the depletion charge contributes another electric
field component to the intrinsic field in Fig. 1.16. While this pocket region does not
change the potentials in the i-region for given gate and drain voltages, the larger
field across the tunnel junction helps increasing the generation rate, hence the
tunneling current. At the same time, this additional field also means that the current
is increased right after the interband tunneling is turned on. As a result, the mini-
mum subthreshold slope is further reduced. In the discussions of basic TFETs, the
super-linear output is attributed to the drain voltage control over the junction field.
In the pocket doped TFET, the drain voltage only changes the intrinsic field without
affecting the pocket depletion. Overall the drain effect on the tunnel junction is
weakened. The super-linear output characteristics are expected to be reduced
compared to the basic p-i-n TFETs.

The pocket doping engineering based on the Si TFET was proposed in Ref. [50].
Optimizations of the doping concentrations, pocket width, and the dopant activation
schemes were explored, and recently, a p-type pocket (P+ doping with boron) TFET
was demonstrated [51] with the subthreshold swing of 46 mV/dec, on-state current
of 1.4 μA/μm and without obviously super-linear output. The current window with
sub-60 mV/dec swing is limited to <10 pA/μm.
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Another similar doping engineering TFET was proposed and optimized [52],
with its schematic shown in Fig. 1.18. By aligning the gate electric field with the
tunneling direction, it is expected from numerical simulations that larger volume for
tunneling can be achieved; hence, the TFET on-state current can be increased.

1.4.3 Material Engineering

From the basic tunneling physics in Eq. (1.34), semiconductor materials with
smaller band gap favor larger tunneling generation rate and current with a given
electric field. Correspondingly, the third technique to enhance the TFET perfor-
mance is using materials of smaller band gap as the channel. Meanwhile, consid-
erations of the semiconductor/dielectric interface, the doping and the overall
process integration should be included at the same time.

Germanium (Ge) has a band gap of 0.66 eV, making it an option to enhance the
TFET performance. By using Ge in the whole TFET channel [42], the on-state
current increases by around 2700 times compared to the Si-based one. SiGe with
different mole fraction is also applicable. Another option is to use Ge/Si hetero-
junction as the tunnel junction in TFETs. With the electron affinity of 4.0 eV
(compared to the 4.05 eV of Si) and a small band gap, Ge and Si form the type-II
(staggered) heterojunction. Figure 1.19 plots the junction band profile when the
Ge/Si n-type TFET is in its off and on states. With the two-band model [53] of the
interband tunneling process, the electron wave penetrating into the energy barrier
initially shows the Ge property, then reaches the Si lattice, and decays into the Si
conduction band. The effective energy barrier for this tunneling is 0.61 eV
[Eg(Ge) − ΔEc], slightly smaller than the one in pure Ge. In addition, the process
integration of Ge into the Si technology is not a problem as in modern CMOS Ge is
used to induce compressive strain to increase hole mobility in p-type MOSFETs
[15]. With the Ge source and Si channel in TFETs, a minimum subthreshold swing
of 40 mV/dec together with 0.4 μA/μm on-state current under 0.5 V operation is
achieved [54]. It is also possible to combine the material engineering and doping
engineering to further improve the TFET performance.
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The formulation for the tunneling barrier (or in another term, the effective band
gap) of type-II heterojunction between material a and b is generalized as follows:

Eg;eff ¼ Eg;a � DEc ¼ Eg;b � DEv ð1:37Þ

It can be used to search other staggered heterojunctions for TFETs applications.
Some III–V materials and their alloys, such as InAs and InGaAs, have small

band gaps (e.g., 0.36 eV of InAs, 0.58 eV of In0.7Ga0.3As, and 0.74 eV of
In0.53Ga0.47As). Theoretical simulations [55] and experimental demonstrations [56,
57] of these materials-based TFETs show enhanced performances including the
on-state current and linear output. Staggered heterojunctions can be formed by III–
V materials or their alloys. III–V and IV material-based heterojunctions like the
InAs/Si junction are also proposed for TFET applications. Table 1.2 summarizes
the widely explored heterojunctions for TFETs.

Another kind of heterojunction with the broken-gap (type-III) alignment is also
proposed for TFET applications [66, 67]. The junction is usually composed of
GaSb (Eg = 0.75 eV) and InAs (Eg = 0.36 eV) with the valence band of GaSb higher
than the InAs conduction band by ΔEvc = 0.09 eV. Figure 1.20 shows the
heterojunction band profiles by assuming that GaSb is doped with p-type and its
Fermi level (the dashed line) aligns with the InAs conduction band. Initially, the

Fig. 1.19 Band alignments in
the Ge/Si hetero-
junction-based n-type TFET

Table 1.2 Recent reports of the staggered heterojunction-based TFETs

Heterojunctions TFET mode Effective Eg Work

InAs/Al0.45Ga0.55Sb n-type 40 meV [58, 59]

GaAs0.35 Sb0.65/In0.7Ga0.3As n-type 0.25 eV [60]

In0.53Ga0.47As/In0.7Ga0.3As n-type 0.59 eV [61] with <60 mV/dec slope

InAs/Si p-type 0.2 eV [62–64]

Ge/Si n-type 0.6 eV [65]
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first sub-band in InAs (the dash-dot line) due to certain quantum confinements are
higher than the GaSb valence band, there is not tunneling window available and the
TFET is in its off state. With electric field from the gate electrode, the first InAs
sub-band is brought below the GaSb valence band and interband tunneling is made
possible. Compared to the junction with doping modulation in Fig. 1.13 or
Fig. 1.19, the electric field across the tunnel junction can be assumed to be infinitely
large. As a result, a significant improvement in the on-state current is expected. The
switch from the off to the on state accompanied with huge changes of tunneling
current means a quite steep slope. At the same time, the drain voltage modulation
on the tunneling current is weakened significantly leading to the linear output
characteristics. Numerical simulations confirm that a constant steep slope (as small
as several mV/dec) and CMOS comparable on-state current can be obtained with
the broken-gap junction-based TFETs [68]. Experimental demonstrations of the
GaSb/InAs-based TFETs were reported with record high on current of 180 μA/μm,
but without the sub-60 mV/dec slope yet [69].

Fabrications of the III–V materials-based homojunction and heterojunction
TFETs will be covered in Chap. 2 of this book. Material-engineered TFETs with the
two-dimensional and one-dimensional semiconductors will be covered in later
chapters.

1.5 Summary

In this chapter, we reviewed several steep slope devices as possible building blocks
in low-power applications. From the analysis of CMOS power consumption, we
revealed that reducing the device subthreshold swings promote reductions in circuit
operation voltages and power. Devices using different physics mechanisms for
steep slopes are introduced and compared with their operation principles. The TFET
as one of the promising candidates among steep slope devices is given special
emphasis. We investigated the TFET device physics and summarized the issues of
the Si TFETs. Finally, we provided brief analysis on several techniques to improve
TFETs performances, including the geometry engineering, the doping, and mate-
rials engineering.

Fig. 1.20 Band alignments in
the GaSb/InAs broken-gap
heterojunction-based n-type
TFET
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Chapter 2
Tunneling FET Fabrication
and Characterization

Tao Yu, Judy L. Hoyt and Dimitri A. Antoniadis

Abstract Since the early demonstration of the conventional p + −i − n + Tunneling
FETs (TFETs), various tunneling junction designs as well as the introduction of
new material systems enabled the performance of TFETs to improve by orders of
magnitude. Different properties and considerations of the material systems require
well designed processes and novel processes rarely seen in the CMOS technology
also emerged. The technology of TFET fabrication has been evolving dramatically
ever since. This chapter introduces a number of techniques in the previous studies
on the fabrication technology for the TFETs. In addition, some characterization
methods on the fabricated devices are also discussed for more efficient diagnosis
and optimization on the TFETs.

2.1 Introduction

Since the first demonstration of the TFET by Appenzeller et al. in 2004 [1],
extensive studies have been conducted to explore the potential of TFETs as an
alternative technology for the future ultralow power CMOS [2–4]. Conventional
lateral TFETs consist of heavily doped source and drain with opposite doping type
and lightly doped or intrinsic channel as depicted in Fig. 2.1. The typical process
flow for these TFETs is not particularly different from a MOSFET, which is
summarized in Fig. 2.2. However, this generic design has two issues: (1) ambipolar
behavior [3] and (2) poor drive current compared to the CMOS technology [2, 4].
Silicon, which is the most abundant semiconductor material, is the ideal choice for
the TFETs considering the CMOS compatibility. Nevertheless, since silicon has
indirect bandgap with Eg = 1.12 eV, the band-to-band tunneling process requires
phonon assistance and the tunneling probability is poor such that the achievable ON
current is in the order of 10−7 A/μm. Even worse, due to the presence of possible
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Fig. 2.1 Schematic view of a conventional lateral TFET consisting of the p+ source, intrinsic
channel, and n+ drain
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Fig. 2.2 Typical process flow of a conventional n-type lateral TFET with p+ source and n+ drain.
a Gate oxide deposition. b Gate formation. c Sidewall spacer. d Source implantation. e Drain
implantation. f Post-implantation annealing and metalization
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parasitic thermionic currents, sub-60 mV/dec is rarely seen in the published
experimental literature. These setbacks raised doubts on the potential of the TFETs
as the future CMOS technology.

During years of research, efforts are made to improve the performance of TFETs
in subthreshold swing and/or drive current making them competitive to the
state-of-the-art CMOS technology [5–16]. In the design of the TFETs, the most
essential component is the tunneling junction. Doping concentration, doping
gradient/steepness, junction geometry, and dopant activation techniques were
widely investigated to form the optimal configuration of the available technologies.
On the other hand, tunneling properties of heterojunctions including group IV,
III–V, and 2D material (graphene, transition metal dichalcogenide (TMD), black
phosphorous, etc.) are extensively studied. The material properties (bandgap,
density of states, etc.) and different combinations of material systems provide
numerous choices for the TFET design. And achievements have been made
demonstrating the TFETs with subthreshold slope as steep as 21 mV/dec [7], while
some others showed drive current comparable to MOSFETs [10, 11].

To achieve the aforementioned performance, the technology for TFETs, how-
ever, is no longer straightforward. The device geometry and the tunneling junction
become much more complicated, and the choice of material systems makes the
fabrication process even more challenging. Additionally, overcomplicated fabri-
cation processes failed to exhibit reliable and reproducible results. Analyzing the
fabricated TFETs for the next iteration of design also becomes difficult. Traditional
technique used to analyze the MOSFETs can no longer provide sufficient infor-
mation on the TFETs, and new characterization methods are required to diagnose
the possible issues with the design. In this chapter, commonly used TFET tech-
nologies for various TFET designs are discussed; several new characterization
techniques are also described in detail for simplified design diagnosis procedure.
The following sections are arranged as follows: Sect. 2.2 will describe several
techniques for achieving superior tunneling junction formation; Sect. 2.3 will focus
on the fabrication of the TFETs with different material systems and device
geometries; and Sect. 2.4 will introduce several characterization methods for
facilitating diagnosis on the device design and understand the potential performance
limit for the design.

2.2 Tunneling Junction

In this section, various technologies are described for the improved tunneling
junction designs. Although not all doping technologies are available for different
material systems, similar ideas are still applicable for either group IV or III–V
semiconductors. On the other hand, recent study showed that the semiconductors
can also be “doped” electrostatically instead of using dopants. Section 2.2.2 will be
devoted for the discussion of dopingless junctions.
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2.2.1 Source/Drain Formation

The design of the source/drain doping profile is critical for the performance of
TFETs in many aspects, including the subthreshold slope, tunneling current, and
ambipolar behavior. For the homojunction TFETs, the tunneling conductance Gtun

can be modeled with Kane’s model [17]:

Gtun ¼ A
E2ffiffiffiffiffi
Eg

p exp �B
E3=2
g

Ej j

 !

where A and B are the parameters for the model, Eg is the bandgap of the material,
E is the electric field across the tunneling junction:

E ¼ Eg

q �Wt;min

and Wt,min is the minimum tunneling distance. The 1D band diagram of the tun-
neling junction is shown in Fig. 2.3, where the minimum tunneling distance is
highlighted. It can be seen that the minimum tunneling distance is basically the
depletion length of the tunneling junction at the onset of the band-to-band
tunneling. Therefore, for a given material, the requirement for achieving steep
subthreshold swing and large ON current is a sharp doping profile and efficient gate

modulation on Wt,min (i.e., � @Wt;min

@VG
).

To achieve sharp doping profile in the tunneling junction, explorative studies
were carried out investigating the impacts of doping and dopant activation tech-
niques on the resultant doping profile for both group IV and III–V materials. For
Si-, Ge-, or SiGe-based TFETs, ion implantation is the most common approach for
junction doping due to well-developed CMOS technology. On the other hand, the
resulted doping profile is Gaussian distribution with the standard deviation ranging
from a few nm to 100 nm depending on the dopant species and the energy [18]. The
formed doping area is shallow and yet sometimes not sharp enough, which is not
ideal for TFETs. Therefore, many previous studies are based on SOI substrates
[9, 14, 19–21], while the TFETs on bulk Si can still demonstrate outstanding
performance after optimization [5, 8, 22, 23]. Huang et al. [8] reported the results

Wt, min

VG

Fig. 2.3 1D band diagram of the source (tunneling) junction at different VG bias. The shadowed
region is overlapped state where tunneling can take place. And the minimum tunneling distance
Wt,min is highlighted
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of TFETs with striped gate structure on bulk Si using BF2 and As ion implantation
for source/drain formation, achieving 50 mV/dec minimum subthreshold swing.
The ion implantation energy for BF2 and As is 40 and 50 keV, respectively,
followed by 5 s rapid thermal annealing (RTA) at 1050 °C. Demonstration of SOI,
SiGeOI, and GeOI TFETs are reported by Mayer et al. [19] and Krishnamohan
et al. [21]. Ion-implanted source/drain in both literature showed excellent sub-
threshold swing at low VD, which is the indication that the doping profile achieved
with ion implantation can still be sufficient for steep subthreshold switching.

To further optimize the tunneling junction technology, especially for non-Si
material system with lower thermal budget, alternative doping techniques and
annealing methods are also explored. One of the widely used techniques is the
in situ doping with epitaxial growth to avoid dopant diffusion or lattice damage
during dopant activation. For conventional lateral TFETs, source and drain can be
formed with recess and selective-area regrowth. Figure 2.4 illustrates this step
(n-type TFET as example) in contrast to step (d) in Fig. 2.2. Kim et al. [20] reported
a Ge source TFET with recess/regrowth technique demonstrating subthreshold
swing below 60 mV/dec and moderate ON current of 0.42 μA/μm. In addition,
selective-area regrowth can also introduce strain to the channel, which can be
beneficial to the tunneling process. Villalon et al. [9] reported p-type TFET on
extremely thin SOI (ETSOI) substrate with strained SiGe channel and raised
source/drain, demonstrating at least two decades higher ON current than previous
results. This was also achieved with relatively lower RTA temperature at 950 °C,
resulting less diffusion of As into the SiGe channel. On the other hand, TFETs with
vertical tunneling direction are also fabricated on epitaxial substrates to exploit the
steep junction achieved by high-quality epitaxial process. This is especially com-
mon in the III–V TFETs where the heterostructure can also be used for tunneling
junction engineering [6, 11, 13]. Besides in situ doping with epitaxial growth,
diffusion, which was long replaced by ion implantation, was again experimented to
form the steep doping profile in the junction. Noguchi et al. demonstrated an
InGaAs TFET with Zn-diffused source junction, showing high ON/OFF ratio and
steep subthreshold swing [12]. Box-like Zn diffusion profile was achievable
because the diffusion coefficient of Zn in InGaAs is proportional to the square of Zn
concentration. Although only demonstrated in III–V material system, it is worth
mentioning because such diffusion property might also exist for various
dopant/substrate combinations.

SiO2

SUBSTRATE

P+

SiO2GATE GATE

SUBSTRATE

(a) (b)

Fig. 2.4 Typical process flow of source recess and regrowth for steep source junction. a Source
recess. b Source regrowth
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Besides RTA, alternative annealing methods are also investigated, such as laser
annealing and microwave annealing (MWA) [24]. It is worth to notice that the
temperature used for microwave annealing can be as low as 490 °C as opposed to
900–1050 °C in RTA or laser annealing, resulting steeper doping profiles measured
with SIMS. Yet, TFETs with steep subthreshold swing have not been demonstrated,
although a comparison between the TFETs using RTA and MWA showed much
improved subthreshold swing and ON current.

Source/drain technologies have been the major development in TFETs for the
recent decade. More sophisticated junction designs and processes were also pro-
posed, such as pocket doping [5, 23] and dopant segregation with alloyed contacts
[23]. Heterojunction is also another direction in the pursuit for advance tunneling
junction design. It would be expected that more complicated tunneling junction and
fabrication process will be proposed to further enhance the tunneling property in the
TFETs, and the tunneling junction design will no longer be the bottleneck in the
TFET optimization.

2.2.2 Dopingless Junction

Although source/drain doping technologies have been significantly progressed
during the past decade, it was still concerned that the doping fluctuation and the
dopant states might limit the achievable subthreshold swing in the TFETs.
Particularly, when the dimension of the devices becomes as small as a few tens of
nanometers, single dopant-induced doping fluctuation can be serious as already
observed in nanoscale MOSFETs. On the other hand, heavy doping results in dopant
states in the bandgap of the material and the degenerate dopant states will extend the
band edge into the bandgap and form a much sloped band edge. When the TFETs are
operating in the subthreshold regime, the weak band-to-band tunneling through the
band edge contributes to the subthreshold current and degrades the subthreshold
swing of the devices. Therefore, doping the semiconductor without dopant states or
actual dopants can further improve the subthreshold swing of the TFETs.

In fact, it has been observed in the threshold voltage adjustment in MOSFETs by
engineering the gate metal with different workfunctions. By applying the capping
materials, the bands of the semiconductor can be bent and introduce excess
electrons/holes into the conduction/valence band. This process is depicted in
Fig. 2.5, where a high/low workfunction metal gate bends the bands
upward/downward and accumulates holes/electrons at the surface. Therefore,
a novel type of TFET structure named “electron–hole bilayer TFETs” (E-H bilayer
TFETs) was proposed utilizing both electrostatically induced electrons and holes
[25]. The schematic view of the E-H bilayer TFET is shown in Fig. 2.6, where a
double-gate structure is used. The two gates have different workfunctions and
preferably induce electrons and holes at zero bias. Therefore, the electrons in the
valence band of the bottom surface can tunnel into the conduction band of the top
surface with sufficient gate bias, as depicted in Fig. 2.7.
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Fig. 2.5 Band diagrams of MOS structure with large and small workfunction metal gate. The
holes and electrons are accumulated at the surface of the semiconductor at equilibrium
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Fig. 2.6 Schematic view of the electron–hole bilayer TFET. The device is designed with slightly
misaligned double-gate structure, and the electron and hole wells are formed electrostatically on
the top and bottom surface
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Fig. 2.7 Band diagrams of the E-H bilayer TFET in OFF (left) and ON (right) state. The
eigenvalues of the electron and hole well are aligned as the voltage is applied to both the n- and
p-gate with 180° phase difference
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On the other hand, the parameter design for the TFETs is critical due to the
trade-off between the device performance and the fabrication difficulty. Since
the tunneling takes place from the bottom to top of the semiconductor slab, the
thickness of the body should be thin enough to create sufficient field and shorten
the tunneling distance; the bandgap of the material should also be small enough to
allow tunneling in a reasonable bias condition. Teherani et al. first studied the
impact of quantization energy and leakage current on the E-H bilayer TFETs in
various material systems, proposing that a 15-nm InAs slab provides the optimal
TFET performance with reasonable metal gate workfunctions and bias conditions
[26]. Agarwal et al. [27] also investigated systematically on the engineering of the
E-H bilayer TFETs in terms of gate efficiency and ON-state conductance, which
corroborated the preference on the InAs E-H bilayer TFETs.

However, fabricating an InAs E-H bilayer TFET is extraordinarily challenging.
Firstly, the InAs layer should be epitaxially grown and the thickness is controlled
by the growth. This is due to the extreme sensitivity of the quantization energy in
the electron and hole wells at the surface of the device on the thickness of the
channel. Unlike the FinFETs, the thickness variation and the surface roughness
from an etched InAs fin are not acceptable for the E-H bilayer TFET. Therefore,
forming the bottom metal gate is one of the most challenging steps in fabricating an
InAs E-H bilayer TFET. In fact, bonding and etchback process can be used to
fabricate this structure, whose process flow is shown in Fig. 2.8. This process can
be regarded as a revised version of creating the ultrathin body III–V-on-insulator
(UTB III–V-O-I) substrate [28], except that the bottom gate is buried under the
oxide before bonding.

Additionally, high-quality high-k gate dielectric on the InAs has been investi-
gated extensively in the III–V CMOS community. Yet optimization on the
high-k/InAs interface is not a trivial process, and the optimization on the InAs
surface passivation and high-k deposition processes is necessary. Lin et al.
demonstrated a high-quality HfO2/InAs interface after the digital etch process [29].
The alternating oxidation-acid process removes the InGaAs/InAs layer by layer,
leaving a smooth passivated surface for the high-k dielectric deposition. In this
process, most of the InGaAs capping layer was etched with dry etch, which
inevitably induced roughness and defects. Nevertheless, with 7–8 cycles of digital
etch, the roughness and defects were removed and a fresh InAs surface was
exposed.

Last but not least, contacting 15 nm (if not less) InAs is non-trivial at all. In case
of MOSFETs, heavily doped capping layers were usually used for the contact.
However, both n-type and p-type contact layers are needed in this case, making the
process further complicated to either (1) pre-grow p+ and n+ capping layer on both
sides of the InAs channel, respectively, then pattern, and recess; (2) expose
both source and drain after the front gate process and then selectively regrow n+
and p+ contact layers. With either process, the fabrication complication is much
worse than III–V MOSFETs or any other TFET processes. The yield and repro-
ducibility of fabricating the E-H bilayer TFETs will become a major issue.
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2.3 Alternative Material System and Device Geometry

This section focuses on TFET technologies on non-Si platform, including Si/Ge
hetereostructure, III–V material systems, III–V/Si heterostructures, and single-layer
transition metal dichalcogenide (TMD). The major achievement in recent TFET
structural optimization has been in the development of various staggered gap
(type-II) heterostructures. As shown in the band diagram in Fig. 2.9a, due to the
direct/SRH recombination in the vicinity of tunneling interface, the bandgap of the
material is a trade-off since larger bandgap material not only reduce recombination
but also tunneling efficiency. On the other hand, as in Fig. 2.9b, the type-II
heterostructure provides a small effective bandgap (Eg-eff) for tunneling, which is
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Fig. 2.8 Proposed double-gate process flow for the E-H bilayer TFET with ultrathin InAs
epitaxial layer using bonding and etchback. a InAs epitaxial growth. b Back gate formation with
high-k dielectrics. c SiO2 box deposition and planarization. d Wafer bonding to a Si handle wafer
with thermal oxide. e III–V donor wafer etch back. f Front gate formation
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only seen at the tunneling interface, while the bandgap on both sides is large
enough to suppress the recombination. Nevertheless, the bandgap at the interface is
not only small to tunneling, but also to interface recombination and trap-assisted
tunneling, which has been identified as the major source of parasitic thermal cur-
rents in heterostructure TFETs. Trade-off between tunneling efficiency and parasitic
thermal currents with different Eg-eff still exists in the optimization of the device
design.

Besides heterostructure, tunneling direction with respect to the gate electric field
and the dimensionality of the source/channel material (e.g. bulk, quantum well,
nanowire, etc.) are two other perspectives in the geometrical design of the TFETs. In
the conventional TFETs, the tunneling direction is perpendicular to the gate electric
field, as illustrated in Fig. 2.10a. The electric field gradient along the junction line
can degrade the overall gate modulation on the tunneling junction, and thus, only a
very small region near the surface carries the tunneling current. To improve the gate
modulation over the junction area, alternative device design embedding the source
under the channel allows the tunneling align with the gate electric field (a.k.a.
line-TFETs), as depicted in Fig. 2.10b. It has been shown that the line-TFETs can
achieve both steeper subthreshold swing and higher ON current by an order of
magnitude [3]. On the other hand, TFETs with different quantum confinement
configurations have also been discussed, including quantum wells and nanowires
with various thicknesses/diameters [30]. Exploring all different possible
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Fig. 2.9 Band diagrams of a homojunction and b heterojunction. The bandgap at source,
tunneling interface, and channel are denoted by Eg-s, Eg-t, and Eg-c. Type-II heterojunction design
can effectively suppress recombination in the source and channel, while the effective bandgap seen
from tunneled carriers remains small
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Fig. 2.10 Schematics of TFETs with tunneling direction a normal to the gate electric field;
b aligned to the gate electric field
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combinations of material systems and geometrical design facilitates the advance-
ments of TFETs as one of the candidates for the next-generation ultralow power
CMOS technology.

2.3.1 Si/Ge/SiGe Heterojunction

Si, Ge, and SiGe alloys are considered the most potential material system for the
TFETs due to their natural abundance and well-established fabrication technology.
Benefit from decades of efforts to promote Si-based CMOS technology, available
advanced processes developed for mass production, such as high-k dielectric, SiGe
integration, and selective-area epitaxial growth, can also be used for TFET tech-
nology. Therefore, investigating the relative band alignments between the Si/Ge
and Si/SiGe heterojunctions further promotes the performance of Si-based TFETs.
Teherani et al. [31] reported the studies on the band alignment of the Si/Ge
heterojunction, especially with strain, revealed that the Si/Ge or Si/SiGe hetero-
junction forms a type-II heterostructure, which is beneficial for achieving improved
TFET performance. Particularly, for strained-Si (2 %)/strained-Ge (−2.7 %) grown
on 42 % (Ge content) relaxed SiGe buffer, the effective bandgap of the material
system is Eg-eff = 122 meV, and the valence band offset is ΔEv = 755 meV, as
shown in Fig. 2.11.

Early demonstration of Si/Ge heterojunction TFET was made by Kim et al. [20],
although only poly-Ge source with selective-area deposition was used. The key
process is the source recess and boron-doped poly-Ge deposition step, which is the
same as demonstrated in Fig. 2.4. Demonstrated device performance is shown to
achieve improved subthreshold swing (<60 mV/dec) and ON/OFF ratio (>106)
compared against the previous Si-based TFET results, yet the absolute drive current
density per width still suffers from low tunneling efficiency mostly due to the
poly-Ge source. A recent study on Ge source TFET with epitaxial boron-doped Ge
source was presented on IEDM 2014 by Kim et al. [14]. Single-crystalline
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Fig. 2.11 Band alignment of
strained-Si and strained-Ge on
relaxed SiGe buffer with 42 %
Ge. The resulting effective
bandgap Eg-eff is 122 meV,
and the valence band offset
ΔEv is 755 meV
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boron-doped Ge was epitaxially grown on SOI and strained-SOI substrates as the
source. Higher strain level of the strained-SOI substrate showed reduced leakage
current and almost 3X higher tunneling current, which may be due to the change in
Si band structure when strain is present, so that the high-k/Si barrier is larger and
the tunneling efficiency from Ge to Si is enhanced. On the other hand, improve-
ments in SS are also observed with higher post-metallization annealing
(PMA) temperature, which is due to the suppressed high-k/Si interface traps, and
result in more efficient gate modulation.

Vertical nanowire TFETs are also attractive to TFET community due to its
inherently small footprint and potential for high-density integration. Rooyackers
et al. [32] proposed a complementary integration scheme for heterostructure vertical
nanowire TFETs on IEDM 2013. Both n-type and p-type TFETs were fabricated on
the same substrate with anisotropically etched i-Si nanowires. Different dopant
species were ion implanted, and Ge source was deposited to finish the device
structures. In fact, the source can be replaced by various small bandgap/electron
affinity materials, so that the formed tunneling junction is the type-II heterostruc-
ture. Although the fabrication process is more complicated, the demonstrated
scheme for complementary integration allows integrating low-bandgap material on
Si platform with small footprint, providing high drive current and low leakage
current.

2.3.2 III–V Homojunction

Further step toward band engineering for the tunneling junction of TFETs is III–V
material system, which provides wide variety of bandgaps and band alignments to
choose. Moreover, the small electron mass and direct bandgap in narrow-gap III–V
materials also made them preferable for tunneling. Bandgap engineering with III–V
homojunction enables the optimization on the trade-off between the leakage current
and tunneling efficiency. Specifically, the main source of leakage current floor in
TFETs comes from the gate leakage and the carrier recombination process,
including direct recombination and Shockley–Reed–Hall recombination [33, 34].
With larger bandgap, the carrier recombination process can be suppressed, while
the tunneling efficiency is also reduced due to larger tunneling barrier. In contrast,
small bandgap material can provide larger tunneling current, while the leakage
current floor is not well controlled.

InxGa1−xAs is the most popular material for III–V homojunction TFETs, espe-
cially In0.53Ga0.47As which is lattice matched to InP and can be epitaxially grown
with extremely low-defect densities [35]. InxGa1−xAs has a wide range of tunable
bandgap from*0.35 eV (InAs) to*1.42 eV (GaAs) and electron effective mass as
low as 0.023–0.046 m0 [36]. These parameters made InGaAs preferable material for
TFETs except that a steep junction is difficult to fabricate. As mentioned in
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Sect. 2.2.1, doping InGaAs with Zn using diffusion has shown to be successful in
forming box-like doping profile and sharp tunneling junction. With this method, the
fabrication process is completely compatible to the well-established MOSFET
process, and complementary integration is achievable with donor dopant with
similar diffusion property as Zn in InGaAs.

Alternatively, Dewey et al. [6] demonstrated a vertical TFET structure with a
sidewall gate as shown in Fig. 2.12. With the in situ doping during epitaxial growth,
steep doping profile can be achieved without ion implantation and annealing.
However, there are also three issues come with this approach. First, the surface
roughness of the sidewall is usually worse than the surface due to the plasma
etching damage, making the high-k/III–V interface susceptible to interface traps and
degrades gate modulation; second, the channel length is determined by the thick-
ness of the i-layer, which means that it is impossible to integrate TFETs with
different channel length; and lastly, integrating both n-type and p-type TFET on the
same substrate becomes challenging due to different requirements for the junction.
Fortunately, these issues can be solved with more advanced processes, or poten-
tially with novel circuit design paradigms in the future. Aspect ratio trapping is one
of the most active fields of study for heterointegration [37, 38]. Selectively growing
III–V material on Si with high aspect ratio trenches enables high-quality material
grown without lattice matching. The schematic steps of this process are shown in
Fig. 2.13. Performing the selective-area growth with different epistructures makes
integration of both n-type and p-type TFETs and TFETs with different gate length
possible. Then, the sidewall of the III–V fins can be exposed by removing the
oxide, leaving the sidewall surface without plasma damage. Moreover, additional
digital etch process [29] can also remove the sidewall surface in a well-controlled
manner. Alternating self-limiting oxidation and acid cleaning, the surface of the
InGaAs can be uniformly etched 0.8–1.5 nm/cycle (depending on the material and
oxidation condition), which can remove the surface damage within several cycles.

Drain

Semi-insulating InP Substrate

I-Region

P+ 
InGaAs

Gate
N+ InGaAs

Source
Fig. 2.12 Schematic view of
the vertical InGaAs TFET
with sidewall gate
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2.3.3 III–V Heterojunction

Heterostructure tunneling junction is another important reason that III–V material
systems are intriguing to the TFET community. There are many aspects in
heterojunction engineering for TFETs, including bandgap engineering, band
alignment engineering, and strain engineering. As mentioned in Sect. 2.3.1, type-II
heterostructure is the most intriguing heterostructure for TFETs, and the most
commonly used type-II heterostructure includes InxGa1−xAs/InyGa1−yAs, InxGa1
−xAs/GaAsySb1–y, and InAs/Al1−xGaxSb. Unlike Si/Ge system, source recess and
regrowth are rarely seen due to the overcomplicated process and demanding growth
conditions [39]. The starting substrate for the III–V heterojunction TFETs are,
therefore, mostly epitaxially pre-grown and the tunneling interface is always
aligned to the surface of the substrate. Dewey et al. also presented the first
In0.53Ga0.47As/In0.7Ga0.3As heterostructure TFET with sub-60 mV/dec subthresh-
old swing [6]. By inserting a 6-nm In0.7Ga0.3As layer at the tunneling interface, the
tunneling barrier is reduced from 0.74 eV to 0.59 eV, resulting improved ON
current and hence steeper switching at low current level. Further investigation was
reported by Zhao et al. [15], where nanowire InGaAs/InAs heterojunction TFETs
are demonstrated. Taking advantage of the digital etch mentioned above, nanowires
as thin as 15 nm can be fabricated using top-down approach, as shown in Fig. 2.14.
Then, the surround gate and source/drain contacts are formed with planarization and
recess steps, such that the alignment of the gate with respect to the tunneling
junction can be controlled within 10-nm. The minimum room temperature sub-
threshold swing reported for a single nanowire TFET is 75 mV/dec.
Temperature-dependent measurements showed that the subthreshold swing has

SUBSTRATE

SiO2

SUBSTRATE

III-V

SUBSTRATE
Silicon

SiO2 III-V

Threading Dislocations

(a) (b)

(c)

(d)

Fig. 2.13 Schematic view of the selective-area growth of III–V material on Si with high aspect
ratio threading dislocation trapping trenches. a Si substrate with thick SiO2. b High aspect ratio
trenches are etched in SiO2. c III–V material grown in the trenches. d Threading dislocations are
terminated by the high aspect ratio trenches
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strong temperature dependence, indicating the contribution of thermally activated
current to the room temperature subthreshold swing, most likely from trap-assisted
tunneling or tunneling-assisted generation.

InxGa1−xAs/GaAsySb1−y is another potential material system becoming more
popular as the effective bandgap, Eg-eff, between InxGa1−xAs and GaAsySb1−y can
vary from 270 meV (lattice matched to InP) all the way to −100 meV (lattice
matched to GaSb). This unique property of the InxGa1−xAs/GaAsySb1−y
heterostructure gives plenty of room for the band alignment engineering to achieve
the optimized device performance. Mohata et al. studied the impact of different the
growth interfaces between InGaAs and GaAsSb on the device performance [40].
The demonstrated devices have the same device structure as shown in Fig. 2.12 but
with different process flow. It was concluded that the In-As-terminated interface
yields 3–4 orders of magnitude lower OFF current, which gives ON/OFF ratio
greater than 104 and minimum subthreshold swing 169 mV/dec. This is due to the
defects formed when the strain in the Ga-As-terminated interface relaxed, while the
In-As-terminated interface is pseudomorphic without significant defect formation.

An extreme of the InxGa1−xAs/GaAsySb1−y material system is InAs/GaSb which
forms approximately −100 meV broken gap heterostructure (as in bulk). Zhou et al.
demonstrated a vertical InAs/GaSb TFET with ON current as high as 180 μA/μm
[11]. This TFET adopted the line-TFET design with 6 nm InAs, which is
schematically shown in Fig. 2.15. With the ultrathin InAs channel design, the gate
modulation on the tunneling interface is strong and uniform and the quantization
energy in the InAs results in almost zero-gap heterojunction. In order to achieve the
line-TFET structure without parasitic tunneling path, undercutting the GaSb is
necessary. With isotropic NH4OH wet etch, GaSb can be selectively etched and
result in the GaSb pillar. With the drain capping layer/contact metal and the gate
stack, the InAs layer atop is remained and provides a conduction channel from the
tunneling junction to the drain.

15nm

240
nm

Mo/Ti/Au

SOG W i

n+

p+ InGaAs

Al2O3

i InAs/In0.7Ga0.3As

SOG

Drain

Source

Gate

(a) (b)

Fig. 2.14 a In0.53Ga0.47As nanowire with 15 nm diameter and 240 nm length fabricated with
top-down technology. b Schematic view of the InGaAs/InAs heterostructure nanowire TFET.
© 2014 IEEE. Reprinted, with permission, from [15]
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Alternative line-TFET structure with In0.53Ga0.47As/GaAs0.5Sb0.5 heterostruc-
ture was the In0.53Ga0.47As/GaAs0.5Sb0.5 quantum-well TFETs reported by Yu et al.
[13] Different from the previous GaSb pillar supported structure, the TFET shown
in Fig. 2.16 forms a 1-μm InGaAs air bridge, connecting the In0.53Ga0.47As channel
and the drain. With the air-bridge structure, the undercutting distance of the
GaAs0.5Sb0.5 is much reduced from the entire contact size (up to microns) down to
the width of the air bridge (150 nm). Moreover, this device structure also enables
quantum-well to quantum-well tunneling with both ultrathin In0.53Ga0.47As and
GaAs0.5Sb0.5, which can potentially achieve dimensionality switching and gives
steep subthreshold swing over a wide range of drive current [30]. The challenge in
the device fabrication of the In0.53Ga0.47As/GaAs0.5Sb0.5 quantum-well TFETs is
the undercutting of the GaAsSb. Since the GaAsSb layer is only 15 nm thick, the
solution may be blocked by the surface tension and result in non-uniform undercut
along the air bridge. Also, different from GaSb, NH4OH solution does not etch
GaAsSb. Therefore, 100:1 H2O2:NH4OH with ultrasonication is used in the process

P+ GaSb Substrate

P+ GaSb
50 nm

Source

N+ InAs 30 nm

Drain

N+ InAs 30 nm

Drain

Gate

HfO2

6nm n-InAs

SiO2 spacerFig. 2.15 Schematic view of
the InAs/GaSb vertical TFET
with tunneling direction
aligned to the gate electric
field. GaSb pillar structure
was fabricated by
undercutting the GaSb from
both sides to avoid direct
tunneling under the drain
contact

Air-BridgeFig. 2.16 InGaAs/GaAsSb
quantum-well TFET with
ultrathin 15 nm n-InGaAs on
15 nm p+ -GaAsSb.
Air-bridge structure was
fabricated to isolate the drain
and the tunneling area

48 T. Yu et al.



to undercut the GaAsSb and form the air-bridge structure. The cross-sectional TEM
image of the finished air-bridge structure shown in Fig. 2.17 confirmed the success
of the process.

2.3.4 III–V on Silicon

Recent progress in heterointegration of III–V materials on Si substrate has enabled
the possibility of using III–V/Si heterojunction in TFETs. Since the extensive
studies have demonstrated superior tunneling properties in III–V material systems,
especially InxGa1−xAs, integrating a III–V channel directly on Si substrate can
potentially achieve improved TFET performance with lower leakage current and the
possibility of similar manufacturing cost as the state-of-the-art CMOS technology.
However, due to the 11.6 % lattice mismatch between Si and InAs, it is almost
impossible to grow wafer-scale defect-free InAs directly on Si without a buffer.
Nevertheless, it is possible to grow nanoscale InAs features on Si using
selective-area epitaxial growth such that the InAs relaxes and the misfit dislocations
with local strain only appear at the interface. Tomioka et al. [41] reported the
selective-area metalorganic vapor phase epitaxy (MOVPE) of InAs nanowires
directly on Si substrate. The selective-area property only allows the InAs to grow in
the opening of the hardmask and perpendicular to the substrate surface. Figure 2.18
shows the transmission electron microscopy (TEM) images of the InAs nanowire
where the expansion of the nanowire due to the lattice relaxation and the misfit
dislocations at the heterointerface is observed. Furthermore, core–shell or even
core–multishell nanowire structure can also be achieved with similar technology
[42]. As shown in Fig. 2.19, a δ-doping layer, capping layers, etc., were grown on
the exterior of the In0.7Ga0.3As nanowire. Although TFET results were not reported
in [42], it can be expected that the modulation doping technology or advanced gate
stacks used for the planar TFETs are again available for nanowire TFET, which can
further improved the extraordinary results reported in [7].

Pd/Au Gate

InGaAs
GaAsSb

50nm

Al2O3

InP

Fig. 2.17 TEM image of the
InGaAs/GaAsSb
quantum-well TFET at the
edge of the air bridge.
Successful undercut was
achieved with highly selective
GaAsSb wet etch over
InGaAs
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2.3.5 2D Material System

Rapid growth in the research on the 2D material system inspired the attempts on
fabricating TFETs using 2D material. Graphene, MoS2, WSe2, black phosphorous,
etc., are popular 2D materials with different band properties. Especially, transition
metal dichalcogenides (TMDs) are one of the most promising material systems
exhibiting a wide selection of bandgaps and band alignments [43, 44]. The TFET
structures using 2D materials resemble those with bulk material systems, consisting
of heavily doped source/drain and intrinsic channel, where doping these 2D
materials is also essential to create high-performance TFETs. However, doping 2D
materials have been challenging tasks, especially for complementary doping in the
same piece of materials. For the past years, doping TMDs have been a popular topic

Fig. 2.18 TEM image of the
InAs nanowire directly grown
on Si. The 11.6 % strain was
relaxed and resulted in the
dilated InAs nanowire.
Reprinted with permission
from [41]. Copyright (2008)
American Chemical Society

Fig. 2.19 Cross-sectional
view of the core–multishell
nanowire structure.
Modulation doping was
achieved with this design.
Reprinted by permission from
Macmillan Publishers Ltd:
Nature [42], copyright (2012)
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in the research of TMD-based transistors [45–51]. For example, WSe2 and MoS2
are one of the most popular TMD materials for fabricating MOSFETs due to their
relatively high electron mobility and finite bandgap. Hence, effectively doping
WSe2 and MoS2 in a well-controlled manner has been extensively studied in the
community of 2D materials.

Previous studies have demonstrated that potassium and NO2 are the doping
species for n-type and p-type, respectively [45, 48]. Fang et al. [48] reported an
experimental result of degenerate doping of few-layer MoS2 and WSe2 by surface
charge transfer with potassium, where the sheet charge density of 1012–1013 cm−2

has been achieved. The doping procedure was carried out by exposing the sample
substrate to the K vapor in a sealed chamber with a K dispenser. Longer exposure
time results in higher measured sheet charge transferred into the MoS2/WSe2. XPS
results also confirmed that the K doping process on MoS2/WSe2 is similar to those
reported on graphite and molecular films. Similar process of p-type doping WSe2
with NO2 was also reported, which contributed to a fabricated WSe2 p-type
MOSFET with the subthreshold swing of *60 mV/dec and the ION/IOFF ratio
greater than 106 [45]. These aforementioned results confirmed that doping MoS2
and WSe2 with both n-type and p-type dopants is feasible for the purpose of TFET
fabrication. Unfortunately, due to the possible surface reaction with air/water,
achieving air-stable doping for MoS2 is rather challenging [50].

Alternative doping techniques are proposed for non-degenerate/degenerate
doping of MoS2 with various dopant sources, including spin-on chemicals, poly-
mers, and plasma [46, 47, 49, 50]. Du et al. [47] investigated molecular doping of
MoS2 with polyethyleneimine (PEI), which resulted in 2.6 times reduction in the
sheet resistance of MoS2. The doping procedure is rather straightforward: soak in
PEI solution (0.02 wt% in methanol) for 24 h and then rinse with methanol and
blow dry with N2. The finished device exhibited 5.6 nm root-mean-square
(RMS) surface roughness, which is due to the incorporation of PEI molecule in the
monolayer MoS2. In addition, similar approach using benzyl viologen (BV) was
also studied by Kiriya et al. [50]. The doping of MoS2 with BV can be performed
by either drop-casting BV solution onto the substrate or immersion of the substrate
into the BV solution for 12 h, then blow dry with N2. The achieved sheet charge in
the few-layer MoS2 is around 1.2 × 1013 cm−2, and it is worth mentioning that the
doping with BV is air-stable, where the conductance characteristics of the doped
MoS2 flake remained almost the same after 1 day of exposure to air (Fig. 2.20).

Recently, Park et al. [51] demonstrated a wide-range controllable n-type doping
technique for MoS2 with phosphorous silicate glass. The doping procedure is rel-
atively more complicated than the previously mentioned processes. The process
flow includes a two-step annealing process at 700–900 °C for diffusion and 500 °C
for activation, respectively, followed by an optical activation with power greater
than 5 μW for wavelength λ = 655 nm, or 10 μW for λ = 520 and 785 nm. By
controlling the annealing temperature of the first annealing step, the resulting sheet
charge in the MoS2 can range from 3.6 × 1010 cm−2 to 8.3 × 1012 cm−2, which is so
far the broadest among the published results.
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Similar to the III–V material systems, heterostructure is also available to the
TMD materials due to the difference in the bandgaps and band alignments between
different TMD materials. In particular, MoS2 and WSe2 are intrinsically n- and
p-type and they form type-II band alignment [44], which is preferred in the
heterostructure design in the TFETs. Interestingly, although epitaxial growth of

Fig. 2.20 a Schematic view of doping multilayer MoS2 with molecular dopant BV. b The I-V
characteristics of a MoS2 sheet with and without BV doping. Reprinted with permission from [50].
Copyright (2014) American Chemical Society

Fig. 2.21 a Three-dimensional schematic of the device (not to scale). b Cross-sectional TEM
image of a representative device, showing the symmetric dual-gate structure. c High-resolution
STEM image of the same heterostructure, consisting of 4 layers of MoS2 and WSe2. d EDS
mapping of the heterostructure. Reprinted in part with permission from [53]. Copyright (2015)
American Chemical Society
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MoS2/WSe2 heterostructure is challenging [52], single-/multilayer MoS2 and WSe2
can be easily stacked together and coupled by van der Waals force. Roy et al. [53]
demonstrated the band-to-band tunneling device with stacked WSe2/MoS2
heterostructure. The schematic view of the device is shown in Fig. 2.21a, where the
overlapping between WSe2 and MoS2 is the region where band-to-band tunneling
takes place. By positioning the WSe2 on top of MoS2 with transferring techniques
commonly used for 2D materials, the WSe2 is held down by the van der Waals
force between the two layers. It can be seen from the high-resolution STEM image
of the heterostructure in Fig. 2.21b, c that the two layers are perfectly on top of each
other forming the heterojunction. And the EDS mapping of the heterostructure also
confirmed the materials. The measurement results of the fabricated device showed
excellent rectifying characteristics, which can be further referred from the original
literature [53].

2.4 TFET Characterization

This section focuses on some characterization aspects of the TFETs, including
threshold voltage and a new technique of extracting achievable subthreshold swing
of a given tunneling junction from the backward/Esaki diode characteristics. Due to
the differences in the operation mechanism and bias conditions between MOSFETs
and TFETs, some of the conventional characterization methodologies for the
MOSFETs are no longer applicable to the TFETs. One most obvious difference is
the asymmetry in the output characteristics (i.e., fixed gate–source voltage, sweep
drain–source voltage), as schematically shown in Fig. 2.22, due to the asymmetry
of the source and drain. The bias conditions of the TFETs are also different from the
MOSFETs. For example, the threshold voltage (VT) of a MOSFET is determined
by the onset of strong inversion, while VT of a TFET should be determined by the

MOSFET
TFET

VDS

IDS

Negative
Differential
Resistance

(NDR)

Tunneling Regime
(Backward Biased)

Cutoff Regime
(Forward Biased)

Superlinear
Onset

Fig. 2.22 Comparison
between the output
characteristics of a MOSFET
and a TFET. The most
obvious discrepancy in the
output characteristics between
MOSFETs and TFETs is in
the negative VDS domain,
where the MOSFETs exhibit
almost symmetrical behavior,
while the TFETs has negative
differential resistance and
cutoff regime in the negative
VDS domain
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onset of strong band-to-band tunneling, which is already in the “strong inversion
regime” of the MOSFET counterpart. Therefore, some characterization method-
ologies of the TFETs should be revised and corroborated by the physics and be
invariant to the geometric dimensions.

2.4.1 Threshold Voltage (VT)

As just mentioned above, the VT of the MOSFETs and TFETs should be defined at
different bias conditions based on the switching mechanism. On the other hand, the
most commonly used definition is by constant current (i.e., the gate voltage at
where the drain current reaches 10−7 A/μm). Yet, it is unclear whether this VT

definition still gives physical insights on the TFETs. Boucart and Ionescu inves-
tigated the robustness of different definitions of the threshold voltage for the TFETs
with the assistance of TCAD simulation results [54]. It was shown that the constant
current extraction yields relatively lower VT than the saturation of the tunneling
distance (Wt,min), and the empirical current level (10−7 A/μm) used for the
extraction is considerably arbitrary for the TFETs with various tunneling junctions.
Boucart and Ionescu also proposed an alternative VT extraction scheme which
defines the VTG as the gate voltage where the derivative of the transconductance
(dgm/dVG) reaches the maximum. The proposed VT extraction scheme physically
defined the transition between the quasi-exponential and linear dependence of the
drive current on the gate bias. With the transconductance-based extraction method,
the extracted VTG does not decrease with Lg, whereas the constant current method
gives lower VT due to the increase of subthreshold current induced by the direct
tunneling leakage in the TFETs with smaller Lg (as shown in Fig. 2.23).

Furthermore, Lee and Choi [55] discussed the impact of the inversion layer on
the turn-on of the TFETs. Similar to the MOSFETs, an inversion layer will form at

Fig. 2.23 Extracted threshold
voltage using constant current
method and maximum
transconductance slope (dgm)
method at VD = 1 V. Constant
current method shows VT

roll-off due to the increase in
subthreshold leakage current,
while the dgm method is still
robust for short-channel
devices. Reprinted from
solid-state electronics [54],
Copyright (2008), with
permission from Elsevier
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the surface of the channel with VGS = VINV. The electric field from the gate is then
screened by the inversion layer and cannot modulate the bands further. On the other
hand, the onset of the tunneling process is related to another voltage VON. If the
inversion layer was formed before the tunneling process saturated, the increase of
the drive current would transit from semi-exponential to linear due to the screening
from the inversion charge. The corresponding threshold voltage VT is the same as
the MOSFETs (VT = VINV). On the contrary, if the tunneling process saturated (i.e.,
Wt,min saturates) with VGS before the inversion layer is formed, the corresponding
VT should be related to VON instead of VINV. It has been shown in [55] that both
VINV and VON are VDS dependent: A larger VDS gives smaller VON until saturation
and larger VINV almost linearly. This behavior is expected since the tunneling
process involves the source junction, while the inversion layer comes from the
drain. Therefore, it is more reasonable to extract VT of a TFET with the afore-
mentioned method with high VDS, while the constant current method still works for
the low VDS case.

2.4.2 Extracting Subthreshold Swing from Diode

The fabrication processes for the TFETs become much more complicated over the
years of progress. It is challenging and may take several iterations to develop a
complete process flow for a TFET, so that the performance optimization for the
devices is getting more and more difficult. Particularly, optimizing the tunneling
junction for the steepest subthreshold swing is one of the most essential goals.
However, with the non-idealities in other parts of the device, such as
high-k/semiconductor interface traps and series resistance, optimizing the tunneling
junction alone is infeasible and may be obscured. Therefore, it is desired to be able
to extrapolate TFET performance from the tunneling junction alone, i.e., the tun-
neling diode. It is not only much simpler in analysis but also more fabrication
feasible to work on a tunneling diode than a complete TFET.

Agarwal and Yablonovitch [56] recently proposed that plotting the absolute
conductance against the applied voltage of the diode can reflect, to certain extent,
the achievable subthreshold swing of a TFET An example is shown in Fig. 2.24,
where the current–voltage characteristics of two diodes are plotted. The black curve
represents the characteristics of a backward diode, while the red curve plots an
Esaki diode with NDR present. Although the I-V characteristics are totally different
and it is difficult to judge which one may give better tunneling steepness as a
tunneling junction, it can be seen that they actually give similar tunneling steepness
at 54 and 60 mV/dec, respectively. This means that the potentially achievable TFET
subthreshold swing with these tunneling junctions can actually achieve
sub-60 mV/dec, disregard of any other non-idealities induced from the gate.

The physical interpretation of the relation between the conductance steepness
and the TFET subthreshold swing can be derived from the basic equation of the
tunneling current density

2 Tunneling FET Fabrication and Characterization 55



J /
Z

ðfC � fV Þ � T � DJðEÞ � dE

where fC and fV are the Fermi occupancy in the conduction band and valence band
of the n- and p-region of the diode, respectively; T is the tunneling probability;
DJ(E) = NC(E)NV(E) is the joint density of states between the valence band in the
p-region and the conduction band in the n-region.

To the first order, with small enough applied voltage (Va < 8 kT or 200 mV),
(fC − fV) ∝ Va, so that

G ¼ J
Va

/
R ðfC � fVÞ � T � DJðEÞ � dER ðfC � fV ÞdE

and

conductance slope ¼ dVa

d log G
¼ dVa

d T � DJðEÞh i �
dVa

dT
� SS

where the pointed bracket represents the weighted average by (fC − fV).
Although the extrapolation gives certain information on the achievable sub-

threshold swing of the TFETs, the absolute value of the conductance steepness may
not be directly translated to the subthreshold swing of the TFETs due to the
weighted average by (fC − fV) [57]. However, it is useful for comparing the potential
performance of different tunneling junctions. Those with steeper conductance
steepness close to the origin usually exhibit steeper subthreshold swing if they were
made into TFETs. Even the non-idealities in the tunneling junction, such as carrier
recombination and trap-assisted tunneling, can also degrade the conductance
steepness just as they do on the subthreshold swing of the TFETs. Additionally, the
conductance steepness in the regime of negative differential resistance (NDR) is
meaningless. This is due to the unreliable I–V measurement in the NDR region as
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Fig. 2.24 a I-V characteristics of two diodes: One is a backward diode and the other is an Esaki
diode. b Corresponding absolute conductance versus voltage plot of the two diodes shows similar
steepness around 60 mV/dec

56 T. Yu et al.



neither a regulated voltage source nor a current source is stable in this region. Extra
measurement techniques, such as adding a parallel resistor to the device, are nec-
essary to establish reliable measurements.

2.5 Conclusion

The fabrication technologies of the TFETs are introduced in the chapter, from the
simplest generic CMOS-like process to the complicated process for E-H bilayer
TFETs. The evolvement of the TFET design requires novel technology such as
selective-area epitaxy, novel annealing technology, and bonding/etchback. The
active research in the field of TFETs enabled these technologies, and significant
progresses were made to improve the device performance by orders of magnitude.
On the other hand, two novel characterization methods for TFETs are also dis-
cussed to give some insights on the analysis on the devices. Particularly, extracting
subthreshold swing from the diode characteristics can be useful for the optimization
of the tunneling junction when fabricating the complete TFET is challenging.
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Chapter 3
Compact Models of TFETs

Lining Zhang and Mansun Chan

Abstract Rapid developments in the TFETs’ process and rising interests in eval-
uating their potential in low-power circuits/systems require a TFET compact model
for SPICE simulations. In this chapter, we discuss the essential device physics of
TFETs, propose necessary simplifications of their complex operations, and develop
a core model for homojunction TFETs. At first, we analyze the roles of TFET
channel charge in affecting their subthreshold swing and superlinear output.
Bearing this in mind, we divide the TFET structure into three distinctive regions for
the purposes of considering the channel charge and at the same time getting a
closed-form solution of the device electrostatics. After that, we find a simplification
to the integration formulation of the interband tunneling physics to derive the
current model. With a straightforward derivation, we obtain the terminal charge
model and therefore finish the core model development. Around this core, we are
adding advanced effect modules and specifically introduce the gate leakage module
and short-channel effect module here. Finally, we analyze the basic operations of
heterojunction TFETs and possible challenges in their model developments.

3.1 A Review of TFET Modeling

Thanks to the developments of device processes such as those covered in Chap. 2
and in the references therein, TFETs have gained a lot of performance improve-
ments in terms of the subthreshold swings, on state current and linear output
resistances. Other performance boosters such as those introduced in Chap. 1 are
also being explored by different research groups. Industries (such as Intel, IBM, and
Toshiba) became interested in TFETs and reported either their fabricated devices
[1–3] or their projections of TFETs’ properties [4, 5]. Noticeably, there are quite a
few research initiatives across the world dedicated on the TFETs (e.g., the
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STEEPER project [6] and the E2SWITCH project [7] in Europe, the STEEP project
funded by DARPA [8]). In order to evaluate the possible energy efficient appli-
cations of TFETs, circuit designers began to investigate the building blocks of
TFET-based digital circuits and also to explore their analog applications, which will
be covered in Chap. 4 later on.

Looking back to the history of the integrated circuit (IC) industry, a complete
infrastructure has been identified as an important reason for its success in the past
few decades. This infrastructure is described briefly as follows, which shows that a
standard compact model bridges the circuit designers, electronic design automation
(EDA) vendors, and the foundries. The foundries characterize their device tech-
nologies with specific compact device models and include the model information
like the model identity and parameters in the process design kits (PDK). The circuit
designers obtain the PDK corresponding to the chosen device technology in their
designs from foundries, use circuit simulators provided by the EDA vendors which
support the same compact models, and provide their designs back to the foundries.
The accurate device models guarantee that the final taped-out chips function almost
the same as the simulated designs. It is the effective communications via compact
device models between different parties that contribute to the success of IC
industry. When the TFET technology is going to be brought from research and
development to real practices, a compact device model playing similar roles will be
eventually needed.

A ‘good’ compact device model should generally satisfy several requirements:

• A compact device model reproduces the device terminal current–voltage char-
acteristics accurately and quickly;

• A compact device model includes descriptions of equally important capaci-
tance–voltage characteristics accurately, since the model will be used to simu-
late both the static circuit and the dynamic circuit characteristics;

• A compact device model is implementable into a SPICE engine to perform the
circuit simulations and thus needs to fulfill the requirements of the SPICE
algorithm.

Basically, there are three kinds of compact model: a table lookup model, a
physics-based analytic model, and a behavioral model. The table lookup model
stores the measured, discrete data of an electric device in a table and obtains the
output by searching and/or interpolating. For example, during iterations in SPICE
simulations of nonlinear circuits, certain interpolations are necessary to get the
output for the intermediate input that is not included in the table. To have a good
table lookup model, we have to do lots of measurements, not only the DC but also
the capacitance characteristics, according to the ‘good’ model standard given above.
For devices with different design parameters, we have to prepare separate tables.
The physics-based model uses analytical equations to describe the devices’
current/capacitance–voltage characteristics from solutions of physical laws which
govern the device operation. It can be continuous and usually valid for devices with
different parameters. A third kind of model lies between the above two models,
which can be named a behavioral model. Without referring to the devices’ physics,
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it uses functions to fit the discrete data in a table lookup mode and therefore also
eliminates the interpolation algorithms in SPICE simulations. However, similar to
the table lookup model, different parameter sets are needed to fit different devices.
Overall, a physics-based model, if available, is still preferred over the other two
kinds of models [9].

At the beginning of TFET-based circuit research, a table lookup model [10] or a
behavioral model was utilized by the circuit designers since a physical model was
missing. Yibin et al. proposed a SPICE behavioral model in [11] and used it in dc
simulations of a TFET-based inverter. In total, 20 parameters are used. Due to the
unphysical nature of the pure fitting parameters, it is non-trivial to extract them.
A table lookup model is built to evaluate the impacts of TFET technology on
low-power SRAM designs in [10]. Similarly, circuit designers made use of different
table lookup models to investigate more applications of TFETs in low-power digital
circuits, such as the SRAMs, and even the CPU cores [12].

Physics-based current models of TFETs were initially investigated by a group of
researchers at IMEC [13–15]. With the assumptions of no source depletion, no
channel charge, and infinite channel length/thickness, authors proposed to separate
the point and line tunneling and derived the tunnel path and current model [13].
Later, they included the drain voltage effects based on their point and line tunneling
frame [15]. Later in 2010, Bardon et al. proposed a pseudo-two-dimensional current
model for double-gate (DG) TFETs [16]. Authors noticed the source/drain deple-
tions in TFETs due to the large lateral electric field across the tunneling junction
and included the effects into their model. As stated by the authors, they focused on
the transitions from the off-state to the onset operation regions and also neglected
the influences of the channel mobile charge, similarly to the assumptions in IMEC’s
models. Following it, TFET current models were reported in [17] for SOI TFET,
but source depletion effect was removed. Meanwhile, the tunneling current equation
is given by an implicit integral, which is not suitable for SPICE implementations. In
2011, Wan et al. reported another analytical current model for SOI TFETs [18].
They interpreted TFETs as a serial combination of a tunneling diode and a con-
ventional MOSFET. Actually, this is in accordance with the original idea of TFET,
which uses a third terminal to tune the carrier transport in tunneling diodes. With
this interpretation, authors built an analytical current model with a threshold voltage
parameter and the drain voltage effects in TFETs were included through the
MOSFET part.

Compact models of charge-based devices should include both the terminal
current and the terminal charge descriptions. For TFETs, until 2011, Yang et al.
proposed using modified BSIM3 capacitance model equations to account for the
terminal capacitance properties [19]. It is good for understandings of TFET prop-
erties, but not adequate for SPICE simulation: (1) There is not a corresponding
tunneling current model since BSIM3 cannot be used to describe the current
transport properties of TFETs. (2) There is no proof that the charge conservation is
held for the capacitance model proposed. A terminal charge model is preferred to
derive the device dynamic response instead of a capacitance model. In later 2011,
P.M. Solomon et al. proposed a relatively complete model, including descriptions
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of both the current and capacitance characteristics [20]. Authors used the proposed
model to benchmark the TFETs with FinFETs. In their model, the tunneling current
is calculated by numerical integrations and no implicit expressions of terminal
charges are given.

In a physics-based device model development, one general scheme is usually
followed: building a core model first and then integrating more advanced effect
modules into it. Semiconductor devices are simple in the sense that there is always
one master equation to govern their principle operations. At the same time, semi-
conductor devices are complex from the perspective that all the physical effects
such as different carrier scatterings and series resistance are all alive inside them.
Correspondingly, the core model is targeted to capture the essential operations,
while the advanced modules are added to make the model applicable to fit the
measured devices. In the following sections, this scheme is also used in describing
the TFET models.

3.2 A Core Model of Homojunction TFETs

3.2.1 TFET Operations

The very basic TFET properties have been introduced in Chap. 1. More details
about the TFET operations are elaborated here before we proceed to the core model.
Figure 3.1 compares transfer characteristics of one MOSFET and one TFET both in
DG and in n-type configurations, with the same channel thickness tch, channel
length, gate oxide thickness, gate work function, and drain voltages (Vds = 0.05 V
and 0.5 V). Silicon with higher density of state (DOS) is used as the channel
material for comparisons in Fig. 3.1, and in later sections, InAs is also used as an
example of materials with lower DOS. The device data are obtained from com-
mercial TCAD device simulator, which solves the Poisson’s equations with Fermi
statistics and the transport equations. It is assumed that the ambipolar conductions
in TFETs have been eliminated [21].
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A standard second derivative (SD) method [22] is used to extract the MOSFET
(Fig. 3.1, Vd = 0.05 V) threshold voltage Vth,mos. Between it and the flatband voltage
lies the MOSFET subthreshold region. For MOSFETs, the threshold voltage is
basically the gate voltage which separates the weak and strong channel inversions.
However, only with gate voltages around or larger than Vth,mos, the interband
tunneling current in the TFET starts to dominate over the leakage component.
The TFET threshold voltage supposed to identify the transition between distinctive
operations in the tunneling-dominant regions is clearly not defined as same as
MOSFETs. Instead, an offset gate voltage, Voff,tfet, is defined as the gate voltage
where the leakage to tunneling transition happens. If the same SD method is applied
to the TFET (Fig. 3.1, Vd = 0.05 V), its threshold voltage, Vth,tfet, is obtained to be
around 0.6 V. Between the offset voltage and the threshold voltage is the TFET
subthreshold region. In the TFET, there is a strong drain voltage modulation on the
current. Some term like the drain-induced barrier thinning is used to describe the
drain modulations on the tunneling current [23]. Another feature in the TFET
subthreshold region is that the subthreshold swing changes significantly with the
gate voltage and the current, unlike that in the MOSFET which almost manifests a
constant. These subthreshold characteristics have been confirmed previously in
many experimental homojunction TFETs [24–26].

A simplified formulation of Eq. (1.34) is used to qualitatively explain the TFET
properties, with the tunnel distance Wtun and tunnel decay length λtun:

Ids / exp �Wtun

ktun

� �
ð3:1Þ

The subthreshold swing is then derived:

1
SS

¼ @ logðIdsÞ
@Vgs

/ � 1
ktun

� @Wtun

@Vgs
ð3:2Þ

While the first term in the right-hand side of Eq. (3.2) depends on the material
properties, the second term depends on the TFET electrostatics. A minimum tunnel
distance Wt,min is used [27, 28] to represent the integral of multiple tunnel paths
when the gate voltage goes beyond the offset voltage, and Fig. 3.2a plots its
dependences on the gate voltage. Generally, the tunnel distance decreases quickly
when the gate voltage just exceeds the offset voltage, and then, its dependence on
the gate voltage is gradually weakened. This inverse function-like dependence is
responsible for the varying SS in TFETs. The electrostatic potentials in the TFET
channel far from the tunnel junction are shown in Fig. 3.2b. The surface potential
under the offset voltage is used as the zero potential reference. Further increasing in
the gate voltage leads to larger surface and center potentials in the DG MOS
structures. With the conduction band in the channel approaching the quasi-Fermi
level, carriers in the channel start to screen the gate field and the electrostatic
potentials gradually saturate, especially the center potentials. This is in accordance
with Fig. 3.1 that the MOS part of the TFET channel enters into the strong inversion
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region. A gradually weaker dependence of the potentials on gate voltages deter-
mines the tunnel distance behaviors. Another expression for the subthreshold swing
is as follows:

1
SS

¼ � 1
ktun

� @Wtun

@umos
� @umos

@Vgs
ð3:3Þ

Although the third term follows the same gate control as that in MOSFETs, the
electrostatics in the second term makes the difference and contributes to the steep
slope in TFETs.

If the channel charge screening effects are weakened, potentials in the channel
follow more tightly on the gate voltage. As a result, the third term in Eq. (3.3) is
enhanced and an even steeper slope is expected. Therefore, semiconductor materials
of lower DOS having less charge screening are potentially steep slope boosters.
Figure 3.2 compares the TFETs with silicon (higher DOS) and InAs (lower DOS)
as channel materials. The InAs TFET has less screening effect, and its channel
potential increases beyond that in the Si-based TFET as shown in Fig. 3.2b. The
dependence of the tunnel distances on gate voltages is more sensitive leading to
steeper slopes. The screening effect finally comes into the picture when the Fermi
level in the channel goes far into the conduction band with further increase of the
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gate voltage. However, a larger voltage window with steep slope is expected before
that.

As the electrostatics in TFETs is codetermined by their gate and drain voltages,
there is also a drain modulation effect on the current. In many experimental TFETs,
the drain modulation is strong that the tunneling current shows an exponential
dependence on the drain voltage. This leads to the superlinear output introduced in
Chap. 1. As in the above analysis, the electrostatics in the TFET channel far from
the tunnel junction is almost one-dimensional. At the same time, the drain–source
voltage drop can be assumed to happen across the tunnel junction to the first-order
approximation [28]. Under this scenario, the quasi-Fermi level Eimref (for majority
carriers of the drain side) is almost a constant in the MOS channel part of TFETs.
Therefore, the electrostatics in main part of the TFET channel is the same as that at
the drain side of a long-channel MOSFET.

Mathematic descriptions of the drain modulation effect are given below. With
the source-side degeneracy (ΔE = Ev − Ef) and a small drain voltage Vd, the channel
energy bands are as follows:

Ec � Eimref ¼ Dþ qVd � qumos ð3:4Þ

and the surface carrier concentration is given with the Fermi integral F1/2:

n ¼ Nc
2ffiffiffi
p

p F1=2
qumos � DE � qVd

kT

� �
ð3:5Þ

Electrostatics can be obtained from the Poisson’s equation:

d2umos

dx2
¼ 2qffiffiffi

p
p

ech
NcF1=2

qumos � DE � qVd

kT

� �
ð3:6Þ

If the effective DOS of the conduction band Nc is large and source degeneracy is
small, there is a significant amount of carrier in the channel. As a result, the
electrostatics, for example the surface potential, will be changed by the drain
voltage through the right-hand side of Eq. (3.6). On the other hand, if Nc is small
and the source degeneracy is large, so the right-hand side of Eq. (3.6) is ignorable,
and there will be no obvious control of the drain voltage on the electrostatics.
Figure 3.3a and b plots the conduction band and quasi-Fermi-level profiles in
Si-based and InAs-based TFET with the gate voltages a bit larger than the offset
voltages. The conduction band DOS of InAs (Nc = 8.7 × 1016 cm−3) is much
smaller than that of Si (Nc = 3.2 × 1019 cm−3), so the drain voltage modulation on
the surface potential in the InAs TFET is almost ignorable with a similar source
degeneracy.

Figure 3.3c plots the output characteristics of InAs and Si TFETs with nor-
malized current and normalized drain voltage. With the gate biased in the sub-
threshold region, an exponential dependence of tunneling current on the drain
voltage in the Si TFET is obvious, while in the InAs TFET a nearly linear output is
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observed. The differences are attributed to the above drain modulation effects on the
surface potential, hence the tunnel junction. Equation (3.6) shows that an increase
of the potential leads to an increase of the charge concentrations, so at certain gate
voltages the drain modulation on the electrostatic potential hence the tunneling
currents is also partially recovered in TFETs with lower DOS material. Figure 3.3c
shows that with the gate biased in the above-threshold operations, the output
characteristics of the InAs TFET are also becoming superlinear. The drain modu-
lations on the channel electrostatics can also explain the reduced Miller capacitance
[29] in TFETs with lower DOS material. In the subthreshold region, the TFET
terminal charge or capacitances are obtained straightforwardly from the above
electrostatic analysis. The channel charge in TFETs with lower DOS material is less
even in the orders of magnitude and further reduced by the drain voltage. As a
result, the capacitance Cgd (Miller capacitance) as the gradient of channel charge–
drain voltage characteristics is smaller.

The essential point from the above analysis is that the channel charge plays an
important role in determining the varying subthreshold swing and the superlinear
outputs. As a result, the carrier charge has to be included in the TFET core model.
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3.2.2 The Electrostatic Potential Model

The CMOS industry is moving to the DG or FinFET technologies, based on which
TFETs can be developed. As an example, a model for DG TFET is introduced here.
Its schematic with an intrinsic body is shown in Fig. 3.4. As shown in the figure, tch
is the body thickness, tox is the gate oxide thickness, Lg is the gate length, Wg is the
gate width, and Ns and Nd are the source and drain doping concentrations,
respectively. An n-type TFET is considered; thus, the source region is p+ doped.

Band-to-band tunneling (BTBT) happens across the source/body junction, and
generated electrons are transported to drain through drift diffusion (DD). A TFET is
actually equivalent to a gated tunneling diode and a DG MOSFET in series coupled
by the sharing node. Region I is the depleted source region which is confirmed by
TCAD simulations and also regarded as an important behavior of TFETs. Region II
is part of the intrinsic TFET channel. The diode spans over regions I and II, while
region III is the DG MOSFET channel. The contour shows the electron generation
rate due to BTBT in the tunnel diode. Physical parameters and a coordinate system
for modeling are also defined in Fig. 3.4. The potential profile and tunneling current
in the diode depend on the potential and electric field boundary conditions at the
sharing node, which also determine the DD current in the MOSFET. While the
current continuity requires that the tunneling current is equal to the DD current, a
perturbation approach is used to solve this coupled problem. By assuming the
DG MOSFET in equilibrium (no voltage drops), the zero-order potential solutions
in the diode are obtained. Then, with a BTBT model, one can calculate the tun-
neling current through the gated tunneling diode which brings the DG MOSFET
into a non-equilibrium state. For practical TFETs with on-state currents up to the
order of a few μA/μm (much smaller than the DD current of a DG MOSFET with
the same geometry parameters and at the same biasing voltages), TCAD simula-
tions show that the higher-order perturbation corrections are not significant. The
zero-order solutions of electrostatic potential and tunneling current are reasonably
accurate and serve well as the starting point of a core model. It also represents the
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gate length independence of the current in TFETs shown in both TCAD simulations
and the experiments.

Figure 3.5a compares the band profiles at y = 0 along the channel of a TFET and
a MOSFET with the same DG structure. In the on state of TFETs, inversion
electrons induced in region III make its resistance much smaller than the resistance
of the tunneling junction. This exactly agrees with our analysis in Sect. 3.2.1. As a
result, a large part of the drain voltage is dropped at the reverse-biased tunneling
junction. This further makes the potential gradient in the inverted channel (region
III) negligible due to the low tunneling current, especially at small Vd. As shown in
Fig. 3.5a, the band profiles in region III of the DG TFET are nearly identical to that
in the DG MOSFET. With increasing Vd before saturation, the channel electric field
is increased but still small. Therefore, the inverted TFET channel (region III) is
assumed to be equivalent to the channel of a DG MOSFET with the same
source/drain voltage. It means that in region III, the electrostatic potentials can be
obtained by solving the one-dimensional Poisson’s equation along y with the
charge in considerations. The right boundary condition for region II is mixed:
(a) zero electric field and (b) the potentials determined by region III [30]. A band
diagram along y in region III is shown in Fig. 3.5b. Wfg is the gate work function,
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Wfbody is the work function of intrinsic silicon, φdg is the surface potential, and φ0 is
the center potential. The source-side work function Wfs, will be referred later.
Potentials defined in Fig. 3.5 and the following derivations are referred to the zero
potential in the undepleted source side. Unlike a regular DG MOSFET, source
depletion in TFETs is formed due to the body–source electric field along x and the
gate–source fringing field.

In region II, the electrostatic potential profiles are two-dimensional, with electric
field from the gate electrode and from the drain electrode. While the potential
profile along the channel direction is to be determined, the vertical potential follows
a parabolic profile, as shown in Fig. 3.6. So a parabolic potential is assumed in
region II, which is similar to that observed in short-channel MOSFETs [31]. In the
depleted source region I, the electrostatic potential also follows a two-dimensional
profile due to its similarity to a MOSFET with heavily doped channel.

It is already known that there are inversion electrons in region III. A gradual
change in electron concentrations is expected in region II from the right boundary to
the left boundary corresponding to the potential profiles in Fig. 3.5a. This is con-
firmed in Fig. 3.7. The charge non-uniformity makes the Poisson’s equation in
region II unsolvable and has to be simplified. Without losing the generality, it is
assumed that there is only the intrinsic charge in region II, similar to the full
depletion approximation in the p–n junction.

0 1 2 3 4 5 6

0.4

0.6

0.8

1.0

close to region I

close to region III

Simulation
paraboic fitting

P
ot

en
tia

l a
lo

ng
 y

 [V
]

Depth [nm] 

Vg=1V,Vd=1V

Fig. 3.6 The potential profile
along y in region II of the DG
TFETs

109

1012

1015

1018

1021
region II

C
ha

rg
e 

C
on

ce
nt

ra
tio

n 
[c

m
-3

]

Position [nm]

hole 
electron 
space charge

region III
Fig. 3.7 The charge
distribution along x from the
source to the channel of
TFETs

3 Compact Models of TFETs 71



The electrostatic problem in region I is also complicated. First, there is a gate
fringing field as shown in Fig. 3.8 that will affect the electrostatic potentials. In
principle, this fringing field can be handled with the conformal mapping technique
which is used in modeling the very similar gate underlap structure in DG MOSFETs
and gate-all-around MOSFETs [32]. The conformal mapping suggests that the
fringing field in Fig. 3.8 could be approximated as the normal gate electric field in a
MOS structure with an effective gate oxide thickness tox;eff ¼ mp

2 tox [33]. This
effective gate oxide method will be used in the following analysis. Secondly, the
lateral depletion width across the source film is not uniform as verified by the
TCAD simulations. The depletion region width at the interface is larger than that at
the film center, but is more uniform for TFETs with smaller channel thickness.
Again, this makes the Poisson’s equation in region I unsolvable even the fully
depletion is assumed. A uniform width is assumed in the following analysis.

After identifying the TFET operations and its essential device physics, deriving
the potential and charge model is straightforward. To include the channel inversion
charge effect in region III, the Poisson’s equation with Fermi statistic in DG MOS
structure is given by [34]:

d2u
dy2

¼ 1
2
2q2ni
esikT

� �
F1=2 qu� qVds � Eg=2

� �
=kT

� �
F1=2ð�Eg=2kTÞ ð3:7Þ

where φ is the potential, Vds is the drain voltage, and F1/2 is the Fermi–Dirac
integral of order 1/2 [35]. The gate voltage control over the surface potential is
given from Gaussian law:

Vgs � Vfb � udg ¼
esi
Cox

dudg

dy

				
y¼0

ð3:8Þ

From the above Eqs. (3.7) and (3.8), the surface potential φdg in region III can be
calculated for the given gate and drain voltages. Details about the analytical
solutions of the surface potentials are available in [28] and will not be repeated here.

As stated earlier, similar to the full depletion approximation used in the diode
modeling, it is assumed that the only charge contribution in region II is the intrinsic
carrier and any inversion charge especially near x = L2 is ignored. Solving the
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two-dimensional (2D) Poisson’s equation in region II with the parabolic approxi-
mation leads to the surface potential profile [30]:

us2ðxÞ ¼ B expð� x� L2
kII

ÞþC expðx� L2
kII

Þþ Vgs � Vfbs
� � ð3:9Þ

in which kII is the natural length of the DG MOS structure [36]. B and C are two
unknown coefficients, and L2 is also undetermined yet. Corresponding to the
zero-order approximation discussed previously, the mixed boundary conditions at
the internal node between regions II and III are as follows:

us2ðL2Þ ¼ Vbi;s þudg

� �
;
dus2ðL2Þ

dx
� 0 ð3:10Þ

and Vbi,s is the built-in potential of the source/channel junction. B and C are derived
with Eq. (3.10), and a new form of the surface potential profile in region II is obtained
with Vfbs = Wfg-Wfs, the flatband voltage of gate fringing DG MOS structure:

us2ðxÞ ¼ Vgs � Vfbs
� �� Vgs � Vfbs � Vbi;s � udg

� �
cosh

x� L2
kII

� �
ð3:11Þ

Considering the fringing field in Fig. 3.8 on the region I with the method of
conformal mapping, together with the zero potential and field boundary conditions
at x = −L1, the potential profile is written as follows:

us1ðxÞ ¼
qNseff

2esi
xþ L1ð Þ2 ð3:12Þ

where Nseff ¼ 2 esi
q

qNs
2esi

� eox
esi

Vgs�Vfbs

toxtchp=2


 �
. In Eq. (3.12), L1 is undetermined yet.

By matching the potential and electric fields at the boundary between the regions
I and II based on the above Eqs. (3.11) and (3.12), final decisions about the length
of these two regions and the overall potential profiles across these two regions are
obtained. Without going into the detailed derivations [28], the two lengths L1 and
L2 are listed here:

L1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2esiusð0Þ
qNseff

s

L2 ¼ kII cosh�1 � usð0Þ � Vgs � Vfbs
� �

Vgs � Vfbs
� �� Vbi;s þudg

� �� �
" #

usð0Þ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vgs � Vfbs � Vbi;s þudg

� �� �2 þ 2 Vgs � Vfbs
� �

UþU2
q

+ Vgs � Vfbs þU
� �

;U ¼ qNseff k
2
II

esi

ð3:13Þ
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Figure 3.9 plots the surface potential profile across the tunnel junction and also
the electric field. Overall good agreements between the modeling results and those
from TCAD simulations are obtained. The lengths of region II become smaller as
we increase the gate voltage. At the same time, larger gate voltage induces larger
source depletion region, which shows that the effect of gate fringing field is cap-
tured. With the above potential model, we capture the essential device physics that
we introduced in Sect. 3.2.1.

3.2.3 The Current Model

With an accurate electrostatic potential model in the above section, the interband
tunneling current model is derived in this section. Physically, the interband tun-
neling current is obtained by summarizing all the paths in the energy window as the
tunneling probability changes along different paths. If this method is used [16, 17],
a numerical integral cannot be avoided. Tunneling through different paths in the
energy space is mapped to a distribution of the electron generation rate in the real
space, as illustrated in Fig. 3.10. To obtain the total current, an integral of the
electron generation rate over the entire volume region II is necessary:
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Ids ¼ q �
Z

GtundXtun ð3:14Þ

For SPICE simulation, an analytical expression of the electron generation rate is
necessary to derive a closed-form solution of the drain current. As shown in
Fig. 3.10, there are different BTBT paths across the source/body junction with their
classical turning points xc and xv and the tunnel distance Wt ¼ xc � xv. The electron
generation rate due to BTBT has a peak value Gtun,max along the tunnel path which
has the minimum tunnel distance Wt;min [27] because of the largest tunneling
probability. Moving rightward or leftward, the generation rate drops almost
exponentially since the tunneling distance is increased. Fortunately, the minimum
tunneling distance can be found from the potential profile model in the above
section:

Wt;min ¼ L2 � kII cosh�1 Vgs � Vfbs � uI

Vgs � Vfbb � udg

 !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2esi
qNseff

uI �
Eg

q

� �s
þ L1

uI ¼ Vgs � Vfbs
� �þ qNseff k

2
II

esi

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qNseff k

2
II

esi

� �2

þ Vgs � Vfbb � udg

� �2 þ 2
qNseff k

2
II

esi
Vgs � Vfbs � Eg

q

� �s

ð3:15Þ

Following the Kane’s model, the peak electron generation rate is calculated by:

Gtun;max ¼ A � E
3=2
g

q2
� 1
W2

t;min
exp �Wt;min

ktun

� 
ð3:16Þ

With the assumption of an exponential profile of the carrier generation rate, the
integral in Eq. (3.14) is transformed to an equivalent form:
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Fig. 3.10 The electron
generation rate due to BTBT
reaches its maximum value
along the tunneling path with
the smallest distance Wt,min. It
decays exponentially with
increasing tunnel distances
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Z1
�1

GtunðxÞdx ¼ 2ktunGtun;max ð3:17Þ

which further leads to the final current model formulation:

Ids ¼ q � Gtun;max � 2ktun �W � tchð Þ ð3:18Þ

Figure 3.11 plots the minimum tunneling distanceWt,min as a function of the gate
and drain voltage in one sample DG TFET. Wt,min decreases quickly with the gate
voltage which reproduces the effects as in Fig. 3.2 and leads to the steep slope
properties. Depending on the decay length, the tunneling is not significant where
Wt,min is much larger than about 10 nm. At the same time, Wt,min depends on the
drain bias and asymptotically comes to its saturation value with larger Vds.
Figures 3.12 and 3.13 show that the current model discussed above reproduces the
general TFET characteristics.
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3.2.4 The Charge Model

With the electrostatic potential model in Sect. 3.2.2, the terminal charge and
capacitances are derived in this section. Figure 3.14 shows schematics of the
electric field in a DG TFET and the corresponding terminal capacitances before and
after drain saturation. The region definition is exactly the same as in Sect. 3.2.2.
Before saturation, major parts of the gate electric field are terminated by the
inversion electrons in region III which dominate the total channel charge. Another
part of the gate field is terminated by the source-side charge. The lateral electric
field Ex in region III is much smaller, consistent with the zero-field approximation
in developing the current model. In saturation regions, inversion charges in region
III close to the drain side are depleted. The electric field from the drain goes
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partially through the channel region and is terminated by the gate. A peak electric
field (Em) is observed at the drain side from TCAD simulations similar to that in
MOSFETs [37]. The charge corresponding to the lateral field gradient is defined as
the inner fringing charge, which contributes an inner fringing capacitance [38] or
the lateral field-induced capacitance in the saturation regions. In total, the inversion
charge and inner fringing charge are two composite components that contribute to
the total channel charge. In the drain saturation regions, the lateral potential gradient
is larger than that before the saturation region. In principle, the channel charge
should be obtained with an integral. For simplicity, a zero field is still assumed to
find the inversion charge without losing generality since the inner fringing charge is
dominant, especially for TFETs with small channel length.

Since the inversion charge in region II close to x = L2 is ignored as discussed in
the previous sections, the channel inversion charge is obtained by integrating the
charge density in region III along x from L2 to Lg. Due to the small potential
gradient in region III, inversion charge profile is approximately uniform before
saturation. As a result, the channel inversion charge is given:

Qchannel;inv ¼ �2WgðLg � L2ÞCoxðVgs � Vfbs � Vbi � udgÞ ð3:19Þ

In saturation regions, the drain-side inner fringing charge Qchannel;inf is a major
component in the total channel charge. The maximum electric field at the drain side
is approximated by [37]:

Em ¼ Vd � Vbi;d � udg

� �
=kII ð3:20Þ

where Vbi;d is the built-in potential of the drain/body junction. The inner fringing
charge is calculated according to Gaussian law:

Qchannel;inf ¼ WgtsiesiEm ð3:21Þ

The summation of the channel inversion charge from Eq. (3.19) and the fringing
charge from Eq. (3.21) is a reasonable approximation for the total channel charge.
It is given by:

Qchannel ¼ Qchannel;inv þQchannel;inf ð3:22Þ

At the source side, depletion charge is the only composition of the total charge in
region I both before and after saturation. A full depletion is assumed in region I, and
the depletion width is still assumed to be uniform across the junction. This leads to
the source depletion charge expression:

Qs;dep ¼ �qNseff L1tch ð3:23Þ

Figures 3.15 and 3.16 show the modeled source depletion charge and channel
charge of a DG TFET together with terminal charges obtained from TCAD. In the
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simulations, the non-local BTBT model is switched on and the sinusoidal
steady-state analysis [39] is used to get the impedance matrix of TFET, including
the terminal capacitances. As shown in the figure, the modeled channel charge and
source depletion charge are identical to the simulated drain terminal charge Qd and
source terminal charge Qs, respectively.

Qd ¼ Qchannel ð3:24Þ

Qs ¼ Qs;dep ð3:25Þ

Therefore, the proposed charge model indicates that the source terminal charge is
entirely composed of depletion charge and all of the channel inversion charge is
attributed to drain terminal. A 100/0 (the ratio of Qd to Qs) partition of channel
inversion charge is confirmed for TFETs. This is actually expected from the device
operations. When the device is in its off state, the inversion charge concentrations in
the TFET channel can be ignored. After increasing the gate voltage, the conduction
band edge in the channel is brought down by the injected electrons, and these
electrons are provided by the electron reservoir drain side. When the TFET is turned
on, the tunneling current also provides to the channel with tunneled electrons.
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Fig. 3.15 Dependence of the
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TCAD simulations
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However, the same amount of electrons will be collected by the drain side due to
the current continuity law. So under the quasi-static conditions, the electron charges
in the channel are only provided by the drain side.

3.2.5 Model Applications

By combining the above current and charge model, we complete a compact model
core for TFETs. It can be used to reproduce the ‘ideal’ TFET properties (without
advanced effects inside, for example, the TFETs from atomistic simulations).
Figure 3.17 shows that after parameter extractions, the core model captures the
InAs-based homojunction TFETs. We make the core model available through the
i-MOS platform [40].

3.3 Modeling Advanced Effects of Homojunction TFETs

In the above section, a core model of homojunction TFET is introduced in great
details. To apply it in practices, advanced effect modules shall be integrated.
Figure 3.18 lists several advanced effects that should be considered. In this section,
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we will take the gate leakage and short-channel effects in TFETs as examples and
introduce their modeling.

3.3.1 Modeling the Gate Leakage

A first consideration is the gate leakage effect. We note that a large oxide electric
field is needed to induce the channel carrier and turn on the TFETs. Under this
strong oxide field, the gate leakage is more significant than its counterpart in
MOSFETs if the same effective oxide thickness (EOT) is used. At the same time,
thinner gate oxide (hence stronger junction field) is a performance booster for
TFETs. There will be optimizations of the EOT for drivability and leakage.
Meanwhile, the gate leakage will be mainly due to the direct tunneling considering
the expected low-voltage operation.

In Sect. 3.2.4, we show the 100/0 charge partition in the TFET channel.
Intuitively, this is because the tunnel junction plays a role of barrier for channel
carrier to flow backward to the source. It will also affect the gate leakage partition.
Figure 3.19 shows the schematic of the gate leakage in different TFET operations.
For TFETs biased in the non-saturation region, the constant potential in region III
determines that the gate leakage across the channel is almost uniform. Since the
leakage path to the source side is blocked, all the current will flow into the drain.
After TFETs enter into the saturation, the local oxide field near the drain is pointed
from the channel to the gate electrode, so is the gate leakage. At the same time, the
source is still not involved in the leaking. The gate leakage components are in
accordance with the charge components in Fig. 3.14.

With the potential model we introduce in Sect. 3.2.2 and the well-known directly
tunneling formulations, it is straightforward to obtain the gate leakage module.
Figure 3.20a plots gate leakage and drain current in one sample TFET confirming
the 100/0 partition of the gate leakage. Figure 3.20b demonstrates the flexibility of
the leakage module in reproducing the device TCAD data for different device
geometries.
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Fig. 3.19 Schematics of the gate tunneling in TFETs a before saturation and b after saturation

3 Compact Models of TFETs 81



3.3.2 Modeling the Short-Channel Effects

A second consideration is the short-channel effect in TFETs. We note in Sect. 3.2.1
that when the TFET is turned on, its channel is already filled with free carriers
injected from the drain. On the other hand, what we learn about the short-channel
effects in MOSFET is that they are significant in the subthreshold regions and
become less important in the strong inversions. The fundamental reason for
short-channel effects is the competitive control over the conduction by the gate and
drain voltages. When the MOSFET enters the strong inversion, the electric field
from the drain terminal is screened by the free carriers, reducing the effect from the
drain side. Coming back to TFETs, the drain effect on the tunneling junction is also
screened by the free carriers in the channel if the drain voltage is small, which
means the short-channel effects purely from the gate length scaling are not sig-
nificant. In another perspective, under the gate voltage around the offset voltage Voff,

tfet, the length of region II is only around ten nanometers. It means before the
channel length is scaled to be around the length of region II, short-channel effects
due to geometry are not important.

In the long-channel TFETs, the tunneling current saturates when the surface
potential in region III saturates due to the increase of the drain voltage. On the other
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hand, the surface potential saturation is due to the depletion of the free carriers from
the channel. Near or around the saturation drain voltage, the electric field from the
drain terminal starts penetrating into the channel. Similar to the channel length
modulation effect in the MOSFETs, the effective channel length is also reduced in
TFETs. Although even in short-channel TFETs the tunneling current only depends
on the tunnel junction, the drain-modulated channel region may eventually reach
region II and affected the potential profiles across the junction. On the other hand,
we note that across the tunnel junction, a potential difference corresponding to the
material band gap is a necessary condition to induce the interband tunneling, and
how much the additional field from the drain side will affect the junction field
depends on the device biasing voltages. Overall the short-channel effects in TFETs
are less than those in MOSFETs.

Figure 3.21 compares the surface potential profiles along the channel of two
TFETs when they both worked in the ‘saturation’ region (with Vd = Vdd = 0.5 V,
Vg = 0.6Vdd = 0.3 V,). When the channel length is 100 nm, the tunnel junction and
the channel length modulation region are totally separated. Electric field at the edge
of region II in the channel side is still almost zero. However, when the channel is
scaled to 20 nm, the tunnel junction and the channel length modulation region meet.
As a result, the electric field from the drain side helps increasing the field across the
tunnel junction and also the current. With the mathematic language, the
one-dimensional assumption in Eqs. (3.7) and (3.8) becomes invalid in the satu-
ration region. Modeling the drain voltage effects on the tunneling junction requires
solutions of the two-dimensional Poisson’s equation in the channel length modu-
lation region, which is a challenging task similar to the corresponding module in
MOSFETs.

A model for short-channel effects in TFETs was reported recently [41]. By
directly solving the quasi-two-dimensional Poisson’s equation in the TFET channel,
the potential model was derived. The current modeling follows the similar mini-
mum tunnel distance method as discussed in Sect. 3.2.3, and a closed-form current
model was obtained.
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3.4 Modeling Heterojunction TFETs

Among several TFET performance boosters we introduced in Chap. 1, the
heterojunction TFETs (HTFET) have been intensively explored. There are raising
interests in developing a compact model for HTFETs [42]. Similar to the devel-
opment of the homojunction TFET model in previous sections, the model core for
HTFET will be built first including descriptions of its current and terminal charge
properties.

One main feature in HTFETs is that the on-state current can be largely enhanced,
even close to the thermal emission current of MOSFETs. This has two implications
on the core model development. The first one is about the zero-order approximation
of the coupled quantum tunneling and DD transport problem in TFETs. With
limited current density and large carrier concentrations in the channel, the electric
field in region III of the homojunction TFETs is assumed to be zero. While the
current density is increased a lot in HTFETs, the zero-field approximation in region
III probably should be eliminated. The detailed value of the channel electric field
depends on the carrier mobility in the DD. In this scenario, the current continuity
along the TFET channel between the tunneling current and the DD current should
be solved to derive the final current. On the other hand, solutions of the electrostatic
potentials are needed to derive the tunneling current, which requires the boundary
conditions between the tunnel diode and the MOS channel. Figure 3.22 shows this
difficulty in HTFET model development. The second implication is about the ter-
minal charge modeling. With the zero-field approximation, the channel charge is
easily found by Eq. (3.19) without integral along the channel. Eventually, in
HTFETs, we may need to revisit the charge formulations. By inserting an internal
node between the tunnel junction and MOS channel, we reported one solution for
the complex coupled problem [28].

Another feature in HTFETs is inside the tunneling heterojunction. Figure 1.19 in
Chap. 1 plots the band diagram of the Ge/Si heterojunction. For convenience, it is
repeated here in Fig. 3.23 but expanded to generally represent the staggered
heterostructure. Along the tunnel path (dashed line), the electron wave first has the
properties of material A in the HTFET source and then has the properties of
material B after entering the HTFET channel. With the complex band picture, the
wave decaying appears in material A with its imaginary branch near the top of the
valence band (bold arrow) and continues in material B with its imaginary branch
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Vint<Vd

Fig. 3.22 In HTFETs, the carrier transport in the tunnel junction and the MOS channel may be
coupled
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near the bottom of the conduction band (bold arrow). In principle, the tunneling
probability in the heterojunction depends on both materials. At the same time,
different paths in the tunneling energy window are not exactly the same. In other
words, portions of the tunnel path are dynamically changing with the bias. It is
important to find one reasonable approximation to derive a closed-form solution for
the tunneling current.

There are simplified cases, for example, the InAs/Si HTFET. Due to the low
doping in the InAs source, it is shown [43] that most part of the tunneling happens
inside the InAs source, instead of across both InAs and Si. The above general
descriptions serve as a reference, and we will need to analyze the specific cases of
the HTFETs.

3.5 Summary

In this chapter, we discuss the TFET model developments to support the evalua-
tions of their low-power circuit applications. After reviewing the TFET modeling
status, we proceed to analyze the essential device physics of TFETs and propose a
framework for self-consistently modeling the current and terminal charges. While
the equation derivations we introduce in the chapter are relatively straightforward, it
is the reasonable approximations of the complex device characteristics to set up
these equations that make the compact model development interesting. We finally
describe the possible challenges to develop the heterojunction TFET model.
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Chapter 4
Challenges and Designs of TFET
for Digital Applications

Ming-Long Fan, Yin-Nien Chen, Pin Su and Ching-Te Chuang

Abstract This chapter reviews the challenges and designs of digital TFET circuits.
Several fundamental features of TFET such as unidirectional conduction, delayed
saturation, and enhanced Miller capacitance are described with emphasis on their
impacts on the functionality and robustness of logic and SRAM circuits. For TFET
logic circuits, structural innovations and device design are demonstrated to facilitate
compact circuit design and performance improvement. For SRAM, the advantages of
hybrid TFET-MOSFET 8T SRAM cell in stability and efficiency of WRITE-assisted
circuit to enhance performance are addressed. Moreover, the variability and backgate
bias technique for TFET digital circuit design are highlighted.

4.1 Introduction

Tunnel FET (TFET) that utilizes band-to-band tunneling to conduct current enables
sub-kT/q subthreshold transition for greener computation under extremely low
supply voltage (VDD). For state-of-the-art SoC, digital circuit occupies significant
portion of the chip area and dominates the power consumption. Thus, the benefits,
constraints, and trade-offs of TFET for digital applications merit extensive
examination.
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Recently, large amount of research efforts have focused on the device-level
optimizations to enhance the ON-state current (ION) of TFET while maintaining
satisfactory subthreshold characteristics (e.g., leakage and subthreshold slope)
through device designs and various performance boosters. However, there are
several fundamental challenges/opportunities resulting from the unique character-
istics of TFET that need to be carefully understood and addressed in order to exploit
the full potential of TFET for digital circuit applications. This chapter begins with
the review of some fundamental and unique features of TFET at device level and
points out their implications for digital circuit applications. Various logic and
SRAM circuit designs are then proposed to overcome the limitations and exploit the
benefits of TFET with the intention to inspire more innovations for the emerging
TFET technology and circuits.

4.2 Characteristics/Challenges of TFET

4.2.1 Unidirectional Conduction

Unlike traditional MOSFET, TFET uses a reversely biased p–i–n gated diode to
enable steep subthreshold slope by suddenly generating significant band-to-band
tunneling current at the source/channel junction. Due to its asymmetrical structure,
the output characteristics (ID–VDS) of TFET under forward and reverse drain biases
(VDS) are quite different (Fig. 4.1a). For an n-type TFET (the source, channel, and
drain are doped with p-type, intrinsic, and n-type impurities, respectively), drasti-
cally lower current is observed for the p–i–n diode operating under moderately
negative VDS (before the forward conduction of diode), while TFET behaves like a
conventional MOSFET under positive drain voltage (i.e., reverse p-i-n diode) [1–3].
Figure 4.1b shows the schematic of an asymmetrical n-type TFET with bold line
indicating the location of source/channel tunneling junction. With the unidirectional
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Fig. 4.1 a The output characteristics of TFET operating in positive and negative VDS showing the
unidirectional conduction and b the schematic/current conduction of an n-type TFET where the
bold line indicates the tunneling junction between source/channel
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conduction and asymmetrical structure, there are several concerns for TFET-based
circuits: (1) special care for the design of source/drain regions with the correct
orientation [2], (2) extra area overhead to separate/expand unexchangeable
source/drain regions [2, 4], (3) potential circuit failure or reliability issues due to the
disabled path to charge/discharge circuit internal nodes [1], and (4) loss of bidi-
rectional pass-gate applications. On the other hand, the extremely low conductivity
from the opposite direction of TFET offers opportunities for innovative circuit
designs (e.g., compact multiplexer gate [1], half-select disturb-free SRAM cell [4],
and RF rectifier [2]). Several circuit designs specific to TFET are addressed in
Sects. 4.3 and 4.4.

4.2.2 Delayed Saturation

TFET exhibits superior current drive and subthreshold slope at low-VDD operation.
However, as VDD increases to moderate level (≧0.2 V, depending on the device
design), its output characteristics exhibit a broad, soft transition before the current
reaches saturation. Figure 4.2a shows the output characteristics of TFET and
MOSFET at VGS = 0.5 V where the “delayed saturation” characteristics and lower
current drive of TFET can be clearly seen [4–6]. In MOSFET, the gate voltage
induces a (low resistivity) conducting channel, and the current saturation is gov-
erned by the “pinch-off” of the channel near the drain. In TFET, due to the lightly
doped “intrinsic” channel region in the p–i–n structure, the resistivity of the channel
is high. Physically, the TFET can be regarded as a source–channel tunneling
junction in series with a resistor (i.e., channel resistance). At low VDS, most of the
applied drain voltage drops across the tunneling junction, resulting in direct thin-
ning of tunneling barrier and thus causing the current to increase rapidly as VDS

increases. In this region, the critical tunneling length is reduced, and the available
states for tunneling and the occupancy probability determine the transmission rate
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and the delayed output behavior [7]. It is desirable to have more available
states/carriers for tunneling; hence, a degenerate source design is preferable for
TFET [7, 8]. At medium and higher VDS, most of the applied voltage drops across
the channel resistance, so the current increases slowly, causing the saturation
characteristics.

The “delayed saturation” of TFET leads to several impacts on TFET digital
circuits. Figure 4.2b shows the switching characteristics of complementary TFETs
in an inverter with the resulting voltage transfer curve (VTC) shown in Fig. 4.2c. As
shown, the broad, soft transition characteristics of TFET result in large crossover
region/current between the n-type and p-type TFETs, thus directly degrading the
sharpness of inverter VTC [5, 9] and the stability of TFET SRAM cell [4, 5, 10],
which will be discussed later.

4.2.3 Enhanced Miller Capacitance

For TFET, the capacitance performance differs from MOSFET. In MOSFET, once
the inversion channel is formed, the source and drain regions are connected to the
inversion channel with identical carrier polarity, and the gate capacitance (CGG) is
comparably partitioned into CGS (gate–source capacitance) and CGD (gate–drain
capacitance). However, due to the source–channel barrier of TFET, the gate
capacitance (CGG) is essentially connected by the channel carriers to the drain; thus,
CGD is shown to dominate the total gate capacitance (Fig. 4.3a) [11, 12]. The large
portion of CGD in TFET increases Miller capacitance due to the enhanced capacitive
coupling between gate and drain terminals (Fig. 4.3c). This large Miller capacitance
induces significant overshoot/undershoot during circuit switching, causing large
active power consumption and undermining the performance advantages of TFET
(Fig. 4.3b) [8, 11–13]. The enhanced Miller coupling effect can be mitigated under
certain circumstances: (1) circuit with heavy output loading capacitance (CL) to
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reduce the coupling factor (Fig. 4.3c) [11], (2) materials with lower density of states
(DOSs) and bandgap to decrease gate capacitance and improve ION [11], and
(3) device engineering in gate insulator, metal gate, or drain-side underlap [12]. The
improvements in the performance and power of various TFET logic circuits are
elaborated in Sect. 4.3.2.

4.2.4 Imbalanced Complementary TFETs

For low-power applications, comparable current drives between n-type pull-down
and p-type pull-up networks are important to ensure satisfactory switching per-
formance and sufficient/symmetric noise margin. Due to the change of electric field
and allowable states around the tunneling junction, the source concentration
influences the ION and transmission probability [14, 15]. For III–V materials that are
promising for increasing the ION of TFET [e.g., heterojunction TFET (HTFET)], the
source of a p-type TFET tends to become degenerate because of its lower
conduction-band density of states, thus increasing the difficulty by simultaneously
optimizing ION and subthreshold behaviors [16].

Figure 4.4(a) shows the design of HTFETs with different source doping levels
(NSOURCE). Note that for p-type HTFET (pHTFET) with NSOURCE = 4E19 cm−3,
the lower conduction-band DOS of III–V materials makes the source region
degenerately doped and moves the probability of available state (1 − fF (E)) upward
accordingly (Fig. 4.4b). In such case, the thermionic Fermi tail dominates the
tunneling current and results in the degraded (MOSFET-like) subthreshold char-
acteristics and lower current compared with that of n-type HTFET (nHTFET) under
low VGS. On the other hand, the decrease in NSOURCE (e.g., NSOURCE = 1E18 cm−3)
improves the subthreshold characteristics at the expense of lower ION arising from
the reduced electric field near the tunneling junction. This deteriorates the CMOS
matching, and thus, impractical sizing up of p-type TFET is required [17].
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Depending on the operating voltage or power–performance target, the optimization
of suitable source doping concentration is important for TFET circuit design
[14, 16, 18].

4.2.5 Variability

With the scaling of device dimensions, random variations have emerged as crucial
concerns to degrade the viability and advantages of TFET. Among various variation
sources, random telegraph noise (RTN) coming from the trapping/detrapping of the
carriers at the interface trap and work-function variation (WFV) associated with the
grain granularity characteristic of metal gate exhibit significant impacts on TFET
[19, 20, 21].

Figure 4.5a shows the dependence of RTN amplitude (ΔID/ID) on the position of
a single acceptor-type trap (carry a negative charge in trapped state) placed across
the gate insulator/silicon sidewall interface. Because of the exponential dependence
of the tunneling current on critical tunneling path, significant impact of RTN is
observed for trap located near the tunneling junction (Region Cʹ) and the influence
decreases toward the drain side. Figure 4.5b shows the corresponding energy band
diagrams of TFET along the channel length direction with a trapped acceptor-type
trap at various locations. As shown, in the presence of a negatively charged trap
near the tunneling junction, the band peaks up in the vicinity of the trap location,
thus reducing the critical tunneling length and resulting in large RTN impact.

Figure 4.6a shows the influence of a single donor-type trap (carry a positive
charge in detrapped state) placed at various locations. As shown, drastic degrada-
tions in OFF-state current (IOFF) and significantly large RTN amplitude (inset of
Fig. 4.6a) are observed. The broader region with severe susceptibility can be shown
in Fig. 4.6b that illustrates the altered/shortened critical tunneling length even for
the cases with trap located away from the tunneling junction. Compared with the
conventional MOSFET (e.g., FinFET), TFET exhibits higher sensitivity to RTN.
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The impact of WFV on the ION and IOFF for TFET and FinFET under identical
IOFF and metal-gate grain patterns is compared in Fig. 4.7a. For TFET, the WFV
influences ION and IOFF through the grain patterns near the source and drain side,
respectively. It is shown in Fig. 4.7b that higher ION and IOFF occur for the TFET
with small-work-function grain pattern. Because of its varying subthreshold swing
and different dependence of ION and IOFF on location of grain pattern, TFET shows
weaker correlation between ION and IOFF (ρ = 0.49) as opposed to the closer linkage
(ρ = 0.95) found in the FinFET (attribute to the common dependence on threshold
voltage). This implies that if one optimizes WFV for ION, it does not necessarily
result in an improvement in the IOFF variation, which may possibly emerge as a
potential drawback of TFET. On the other hand, in terms of the optimization for ION
and IOFF, the lower correlation in TFET decouples the linkage between ON and
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OFF state, thus enabling us to independently and simultaneously improve ION and
IOFF.

The impacts of WFV on III-V HTFET, homojunction TFET, and FinFET
devices have been investigated and compared in [21]. Due to the broken-gap nature,
HTFET shows significantly steeper subthreshold slope and higher susceptibility to
WFV near OFF state. For the ION variation, both the HTFET and homojunction
TFET possess better immunity to WFV than the III–V FinFET. It has also been
shown [21] that, for HTFET, the source-to-gate underlap design can suppress the
impact of WFV on IOFF variation with compromise of ION and subthreshold swing.

4.2.6 Backgate Biasing Design

In addition to the use of III–V materials to enhance the drive current of TFET,
backgate biasing (VBS) provides another design knob to optimize the leakage/delay
of circuits [16, 22, 23]. Figure 4.8a compares the impact of VBS on the ID–VGS

characteristics of complementary HTFETs and MOSFETs under comparable IOFF.
As shown, HTFET exhibits significantly higher VBS efficiency in modulating ID
(defined as ID (|VBS| = 0.5 V)/ID (VBS = 0 V)) in the vicinity of OFF state. The
significantly higher IOFF modulation efficiency comes from the drastic reduction in
the critical tunneling length under forward VBS (i.e., VBS = 0.5 V and −0.5 V for
nHTFET and pHTFET, respectively). On the other hand, the impact of VBS on
HTFET rapidly decreases with the increasing VGS and becomes considerably lower
than that in the MOSFET. Figure 4.8b shows the ION/IOFF comparisons of com-
plementary HTFETs at various VDD. For nHTFET, the forward and reverse VBS are
0.5 V and −0.5 V, respectively, while the conditions are −0.5 and 0.5 V for
pHTFET, respectively. As shown, reverse VBS improves the ION/IOFF ratio of
HTFET with the aid of noticeable IOFF suppression. At higher VDD, the applicable
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reverse VBS is larger and ION/IOFF increases accordingly until significant ambipolar
current (coming from the undesired tunneling current happening near the drain–
channel junction) becomes dominant to decrease the ION/IOFF ratio. Under forward
VBS, IOFF increases considerably to degrade the ION/IOFF ratio, especially at high
VDD.

4.3 Logic

4.3.1 ALL N-type TFET Design

As described in Sect. 4.2.4, the lack of matching n-type and p-type TFETs increases
the difficulties in designing complementary TFET circuits. To mitigate the inferior
subthreshold characteristics of p-type TFET, all n-type TFET pass-transistor logic
(PTL) circuit has been developed to maintain the advantages of TFET under
low-VDD operation. The PTL circuit utilizes transistors as switches to pass logic
signals between nodes of a circuit.

Figure 4.9 shows the schematic of PTL-based two-input AND using n-type
TFETs [24]. Compared with the MOSFET counterpart, additional n-type TFET
(enclosed in dashed/red box) is required to ensure correct operation under
A = “low” and B = “high.” Without this modification, the prohibition of TFET
(controlled by signal B) to conduct current from source (indicated with bold line) to
drain hinders the discharging of output node. Moreover, due to the inevitably poor
“high” of using n-type transistor only, a weak p-type pull-up MOSFET is employed
to restore a solid “high” in the output node.

For pass-gate application, using two n-type TFETs oriented in the opposite
direction and operating in parallel is a straightforward approach to solve the unidi-
rectional limitation. Instead of using two n-type TFETs to achieve bidirectional
conduction, an alternative designwith pass-gate TFETs placed in the same direction to
merely discharge the output node is shown in Fig. 4.10 [15]. In such design, extra
dynamic precharging network (one TFET connected to the output node (Y) and the
other one controlled by another clock signal, CLK2) is added to provide an initial
high-state output voltage before evaluation. Besides, the inclusion of TFET controlled

A F=AB

B B A
F

Fig. 4.9 Schematic of a PTL two-way AND using entire n-type TFET. The dashed/dotted boxes
show extra n-type TFET and p-type MOSFET to ensure correct logic function and restore good
“1”, respectively [24]

4 Challenges and Designs of TFET for Digital Applications 97



by CLK1 is beneficial to prevent the possible charge sharing and isolate the inputs
from the output node. Under suitable VDD operating range, this design utilizes the
unidirectional conduction feature to facilitate compact structure and lower internal
capacitance.

4.3.2 Complementary TFET Logic Design

In addition to the constraint of unidirectional current conduction, the large Miller
capacitance of TFET described in Sect. 4.2.3 is of particular importance and should
be reduced for better performance and smaller dynamic power consumption. There
are several device designs proposed to decrease the contribution of CGD [12]:
(1) dual-oxide (DOX), (2) drain-side underlap (DUND), and (3) dual-metal-gate
work function (DWF). By placing low-κ and high-κ gate dielectrics close to the
drain and source sides, respectively, Fig. 4.11 shows the impact of DOX technique
on the ION, IOFF, and CGD of TFET under various lengths (portion) of high-κ gate
dielectric (LHK). It is shown that ION is less sensitive to the change in LHK while
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Fig. 4.10 Schematic of a 4-to-1 PTL multiplexer using precharged n-type TFET design [15]
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IOFF non-monotonically varies with LHK. In Fig. 4.11b, CGD is found to decrease
with the increasing component of low-κ material near the drain side (smaller LHK),
thus exhibiting potential for better switching efficiency. Because of its effectiveness
to mitigate Miller capacitance, several important logic circuits designed with
DOX TFET are evaluated and compared with the nominal MOSFET and TFET
counterparts [13].

Figure 4.12a shows the transient waveforms of a two-way NAND during bottom
switching transition. With DOX technique, the amount of overshoot is effectively
reduced, thus enabling better switching performance compared with the nominal
TFET. Furthermore, TFET with superior current drivability enhances discharging
action than MOSFET under low-VDD operation. The dynamic energy versus delay
among various device designs under different input numbers is summarized in
Fig. 4.12b. As expected, DOX TFET improves the performance (delay) and the
enhancement increases with more inputs. However, the large Miller capacitive
coupling renders the dynamic energy of TFET still inferior to that of MOSFET.
Thus, more explorations to further reduce the enhanced Miller capacitance are
necessary.

The comparisons of three-stage unloaded inverter chain and bus driver (with
different bus loadings, CL) using DOX TFET, nominal TFET, and MOSFET are
shown in Fig. 4.13. For inverter chain (Fig. 4.13a), the DOX TFET offers the best
delay, but still suffers from higher dynamic energy due to larger overshoot/
undershoot than that of MOSFET. From the aspect of energy–delay product
(EDP) that correlates with the energy efficiency of logic gates, DOX TFET exhibits
comparable and superior switching energy efficiency to the nominal MOSFET and
TFET counterpart, respectively. In Fig. 4.13b, comparisons of dynamic energy
versus delay under different loadings are illustrated for various bus drivers. Due to
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the suppression of Miller capacitance in DOX TFET and with significant CL, the
contribution of superior current drivability in TFET increases such that TFET
enables better dynamic energy and delay (thus, EDP) than the design with nominal
MOSFET. Moreover, compared with the nominal TFET design, DOX TFET
exhibits enhancements for the case with light loading where Miller capacitance is
noticeable (CL = 0.05 pF), whereas the advantages decrease with increasing loading
(see Sect. 4.2.3).

Due to its better ability to eliminate the risk of data write-back through trans-
mission gate under low-VDD operation, the clocked CMOS latch exhibits potential
for TFET application [25]. The schematic of a clocked CMOS latch is shown in
Fig. 4.14a, while the dynamic energy versus CLK-to-Q delay is summarized in
Fig. 4.14b. Compared with the nominal TFET latch, DOX design with reduced
Miller capacitive coupling drastically enhances the delay and energy consumption
to facilitate better energy efficiency.
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4.4 SRAM

4.4.1 Problem of Conventional 6T SRAM Cell

Figure 4.15a shows the conventional 6T SRAM cell composing of two
cross-coupled inverters to store the data and two pass-gate transistors [controlled by
word line (WL)] to access the cell. During READ operation, the precharged bit line
(BL/BLB) is released and the low-going bit line starts to discharge through the cell
pass-gate and pull-down transistors from the side of storing “low” after the acti-
vation of WL. For WRITE operation, one of the bit line is pulled down by the
WRITE driver to pull down the corresponding cell storage node. In such case,
bidirectional current conduction is necessary for the pass-gate transistors, and the
functionality of the conventional 6T TFET SRAM cell is impeded due to unidi-
rectional conduction characteristic of TFET (Sect. 4.2.1).

The 8T SRAM cell (Fig. 4.15b) [26] with decoupled READ and WRITE paths
appears to be a promising candidate for TFET applications. For 8T SRAM cell, the
READ stability is improved with the elimination of READ disturb through the
dedicated READ stack (solid/blue line in Fig. 4.15b) which separates the cell storage
nodes from READ current path. Furthermore, the unidirectional WRITE access
TFETs eliminate WRITE half-select disturb (i.e., half-select cells on the selected row
perform “dummy” 6T SRAM like READ), thus facilitating bit-interleaving archi-
tecture to enhance soft error immunity. However, there are two drawbacks for the 8T
TFET cell: (1) large crossover region of TFET (Sect. 4.2.2) that degrades the
HOLD/READ static noise margin (HSNM/RSNM) and WRITE SNM (WSNM),
and (2) lack of push-pull action during WRITE due to the unidirectional conduction
of pass-gate TFETs (Sect. 4.2.1) that degrades the WRITE ability.

4.4.2 Hybrid TFET-MOSFET SRAM Cell Design

Based on the pros and cons of standard 8T TFET SRAM cell, Fig. 4.16 shows a
hybrid TFET-MOSFET 8T SRAM cell utilizing MOSFET cross-coupled inverters

READ WRITE

BL BLB

WL

SSV

WL RWLWWL

RBL

WWL

SSV

(a) (b)

Fig. 4.15 Schematics of a the conventional 6T SRAM cell and b standard 8T SRAM cell
associated with the corresponding READ (solid/blue line) and WRITE (dashed/red line) paths
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for robust HSNM and RSNM, and dedicated TFET READ stack for enhanced
READ stability and performance [4]. Moreover, the use of pass-gate TFET facil-
itates bit-interleaving design and offers superior WRITE ability due to the current
disparity between pass-gate TFET and pull-up p-type MOSFET at low-voltage
operation.

The comparisons of HSNM, RSNM, WSNM, and half-select SNM (HSSNM,
stability of the unselected cells on the selected row to perform dummy 6T SRAM
like READ) among the hybrid TFET-MOSFET, TFET, and MOSFET 8T SRAM
cells across various VDD are shown in Fig. 4.17. For 8T cell, the RSNM equals to

RWLWWL

RBL

WWL

READ

SSV

WRITE

Fig. 4.16 Structure and the corresponding READ/WRITE paths of hybrid TFET-MOSFET 8T
SRAM cell with MOSFET as internal cross-coupled inverter pair [4]

0.2 0.3 0.4 0.5
0

100

200

300

350

H
SN

M
 (

m
V

)

V
DD

 (V)

 Hybrid
 TFET
 MOSFET

8%

30%

36%

50%

0.2 0.3 0.4 0.5
0

100

200

300

350

R
SN

M
 (

m
V

)

V
DD

 (V)

 Hybrid
 TFET
 MOSFET

8%

30%

36%

50%

0.2 0.3 0.4 0.5
0

100

200

300

350

154%

W
SN

M
 (

m
V

)

V
DD

 (V)

 Hybrid
 TFET
 MOSFET

213%

311% 278%

0.2 0.3 0.4 0.5
0

100

200

300

350

H
SS

N
M

 (
m

V
)

V
DD

 (V)

  Hybrid
  TFET
  MOSFET

106%

104%

107%

103%

(a) (b)

(c) (d)
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HSNM. As shown in Fig. 4.17a, b, the hybrid TFET-MOSFET and MOSFET 8T
cells exhibit comparable RSNM and HSNM, whereas the TFET 8T cell with sig-
nificant crossover region to degrade the sharpness of inverter transition (Fig. 4.18a)
possesses inferior RSNM/HSNM, particularly for VDD ≧ 0.3 V. The actual amount
of degradation depends on the output conductance of the manufactured TFET and
MOSFET in weak inversions.

Figure 4.17c shows the WSNM of the three cells across various VDD. Due to the
unidirectional limitation of pass-gate TFET to deprive the push-pull action, the
TFET 8T cell exhibits significant degradation in WSNM (Fig. 4.18b). Meanwhile,
as shown in Fig. 4.18b, the large crossover region of TFET is observed to cause
large VWRITE,0 (determined by the current balance between pass-gate and pull-up
transistors), thus further squeezing WSNM. From the comparisons, the significant
reduction of VWRITE,0 resulting from the large disparity between pass-gate TFET
and pull-up MOSFET enables superior WSNM for hybrid TFET-MOSFET 8T
SRAM cell.

Figure 4.17d shows the comparisons of HSSNM among three 8T SRAM cells.
As shown, TFET and hybrid TFET-MOSFET 8T SRAM cells with unidirectional
pass-gate TFET exhibit better HSSNM than that of MOSFET cell. The observed
improvements attribute to the fact that with unidirectional pass-gate TFETs, the
“dummy” READ current of the half-selected cells contributes negligible current to
the storage nodes, therefore significantly mitigating half-selected disturb. This can
be found in Fig. 4.18c with the corresponding butterfly curves. Furthermore, the
hybrid TFET-MOSFET 8T cell with superior transition characteristic of the
MOSFET-based cross-coupled inverters further improves the margin as compared
with the TFET cell.

The performance comparisons of various low-VDD 8T SRAM cells are illus-
trated in Fig. 4.19. During READ operation, the performance is estimated as the
time from when selected READ WL (RWL) reaches half VDD to when the
READ BL (RBL) discharges to half VDD. It is shown in Fig. 4.19a that with TFET

0.0

0.2

0.4

V
WRITE,0

Uni-directional
conduction

V
DD

 = 0.4V

V
R

 (
V

)
VL (V)

Large cross
over region

TFET Hybrid MOSFET

0.0

0.2

0.4
V

DD
 = 0.4V

V
R

 (
V

)

VL (V)

    SNM 
degradation

0.0 0.2 0.40.0 0.2 0.4 0.0 0.2 0.4
0.0

0.2

0.4

Uni-directional
conduction

V
DD

 = 0.4V

V
R

 (
V

)

VL (V)

(a) (b) (c)

Fig. 4.18 Comparison of butterfly curves for hybrid TFET-MOSFET, TFET, and MOSFET 8T
SRAM cells during a HOLD/READ, b WRITE, and c half-select operations at VDD = 0.4 V [4]

4 Challenges and Designs of TFET for Digital Applications 103



in the stacked READ path, TFET and hybrid TFET-MOSFET 8T SRAM cells
significantly outperform the MOSFET counterpart at low-VDD regime.

Figure 4.19b shows the Time-to-WRITE (the time from the 50 % activation of
WRITE WL (WWL) to the time when the node voltage (pulling to “high”) reaches
90 % VDD). It is observed that both hybrid TFET-MOSFET and MOSFET 8T
SRAM cells exhibit substantial longer Time-to-WRITE. Note that the WRITE
process consists of two phases: (1) the competition between pass-gate TFET (or
MOSFET) and holding pull-up MOSFET to pull down the high-state node voltage,
and (2) the pull-up MOSFET from the opposite cell inverter to charge the opposite
cell “low” storage node and trigger the latching mechanism to complete the whole
operation. Thus, due to the use of low-current p-type MOSFET at low VDD, the
pull-up of the opposite cell “low” node voltage (second phase of the WRITE
operation) in the hybrid TFET-MOSFET and MOSFET 8T SRAM cells is slow to
degrade WRITE performance.

4.4.3 SRAM Peripheral Circuits

The inferior WRITE performance of the hybrid TFET-MOSFET 8T SRAM cell
(Fig. 4.19b) can be improved with several WRITE-assisted circuits: (1) collapsing
cell VDD [27], (2) raising cell VSS [28], (3) boosted WWL [29], and (4) negative
WBL (NBL) voltage [30]. Among these techniques, collapsing cell VDD and raising
cell VSS may degrade the stability of unselected cells on the selected column, while
the boosting WWL introduces aggravated half-selected disturb for other unselected
cells on the selected row. As such, the NBL technique with a low-going boosting
control signal to capacitively coupling (through CBOOST) a transient negative
voltage to WBL is used to increase the VGS and VDS of the pass-gate transistor, thus
improving the WRITE ability and WRITE performance of hybrid TFET-MOSFET
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and MOSFET 8T cells (Fig. 4.20a). Figure 4.20b shows the transient waveforms for
the hybrid TFET-MOSFET 8T cell with and without NBL during WRITE opera-
tion. It is shown that NBL enhances the WRITE action and performance. Moreover,
compared with the MOSFET 8T cell, the hybrid cell is found to exhibit larger
improvement using NBL WRITE-assisted circuit for VDD below 0.5 V (Fig. 4.20c).
The superior enhancement can be attributed to the better subthreshold swing of
pass-gate TFET that offers more current increase with NBL.

Besides the assisted circuits to improve cell stability/performance, the robustness
of several TFET sense amplifiers is addressed in this section. Two commonly used
differential small-signal sense amplifiers are discussed: (1) current latch sense
amplifier [31] (CLSA, in Fig. 4.21) and (2) voltage latch sense amplifier [32]
(VLSA, in Fig. 4.22). For the activation of CLSA and VLSA, the sense enable
(SE) signal goes to high state to sense the bit-line (BL/BLB) differential voltage
through current and voltage modulation, respectively. The voltage difference in bit
line is amplified through the current/voltage mismatch of two branches inside
CLSA and VLSA. With variations, the offset voltage (VOS) is used as the indicator
to quantify the robustness of differential sense amplifiers [32]. In the presence of
RTN that is recognized as an important variation source for TFET (Sect. 4.2.5), the
originally symmetrical/balanced strength of two branches connecting to the BL and
BLB is altered and the required voltage to compensate the imbalance is measured as
VOS. For correct sensing operation, the minimum bit-line differential voltage should
be larger than the maximum value of VOS to compensate variations.

To assess the impacts of RTN on TFET CLSA and VLSA, the possible
trapping/detrapping combinations are binary-coded for the most critical TFETs of
the sense amplifiers as labeled in Figs. 4.21a and 4.22a [33]. Among the 32 VOS
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combinations coming from the five selected TFETs that are vulnerable to RTN
(Fig. 4.21b), the trapping/detrapping in the devices connected to BL/BLB (A2 and
A3) exhibits the highest impact on the robustness of CLSA. The maximum value of
VOS occurs in the RTN configuration with A1 and A3 devices both in trapped state.
For VLSA, the RTN in pull-up (A0/A1) and A4 transistors is shown to have
negligible impact on VOS. It is shown in Fig. 4.22b that the existence of
trapping/detrapping in pull-down devices (A2 or A3) yields the maximum VOS

fluctuation. Due to the significant changes in drain current, TFET-based CLSA
requires larger VOS to mitigate the impact of RTN and becomes inferior to VLSA.
The single-ended large-signal inverter sense amplifier is also evaluated, and the
results are shown together with that for CLSA and VLSA in Fig. 4.23. Compared
with VLSA and inverter sense amplifier, CLSA is more susceptible to RTN.
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4.5 Summary

This chapter illustrates the challenges of TFET and the possible solutions for logic
and SRAM applications. Under the constraint of unidirectional conduction, ade-
quate design for the orientation of source/drain of pass-gate-based logic circuits and
separation of READ/WRITE paths are demonstrated to improve functionality. The
undesired delayed saturation can be mitigated with the hybrid combination of TFET
and MOSFET. Furthermore, device engineering such as dual oxide, drain-side
underlap, and dual-metal-gate work function is shown to alleviate the performance
loss of TFET in the presence of enhanced Miller capacitance. Other design concerns
(e.g., unbalanced complementary TFET design and variability) unique to TFET
need to be thoroughly understood and addressed. In summary, early-stage analysis
on the device–circuit interactions for TFET digital applications is important and
should be conducted in parallel with device optimizations to enable TFET as a
viable technology for future IC industry.
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Chapter 5
Atomistic Simulations of Tunneling FETs

Fei Liu, Qing Shi, Jian Wang and Hong Guo

Abstract With continuous scaling of semiconductor devices, the number of atoms
in transistors becomes countable. Various effects related to the device atomic
structure, such as random dopants, edge roughness, and channel-oxide interface,
have great impact on device performance. Therefore, it is valuable to study material
electronic properties and device transport characteristics at the atomic level. In this
chapter, we review the atomistic modeling methods of density functional theory
(DFT) and tight-binding (TB) model within the Keldysh non-equilibrium Green’s
function (NEGF) framework. To investigate impurity scattering in devices, the
framework of non-equilibrium vertex correction (NVC) with NEGF–DFT is
reviewed. The NEGF–DFT–NVC approach can give the statistic transport infor-
mation of nanodevices with atomic disorder and is applied to study disorder effects
in graphene TFETs. Due to the diffusive impurity scattering, the band-to-band
tunneling current is substantially reduced in graphene TFETs with atomic disorder.
At last, atomistic simulations of monolayer transition metal dichalcogenide
(TMDC) TFETs are carried out by using the NEGF–TB method. It is revealed that
the orientation-dependent transport is determined by conduction sub-bands and the
atomic structure along the transport direction.

5.1 Introduction

With the continuation of device scaling, the gate length gets smaller than typical
magnitude of the de Broglie wavelength of electrons and carrier phase coherence
must be taken into account in transport simulations. Traditional semi-classical
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transport theories derived from the Boltzmann transport equation (BTE) treat
electrons and holes as semiclassical particles [1], and therefore are no longer
capable of describing quantum transport at nanoscale. At the same time, quantum
effects such as quantum confinement, quantum tunneling, and quantum interference
are not negligible for device performance. Furthermore, the number of channel’s
atoms becomes countable at sub-10-nm technology nodes. Statistical variability
related to atomic structure has become one of the major sources of degradation of
the circuit and system performance [2, 3] and increases the power dissipation in
contemporary chips, such as random discrete doping (RDD) and line edge rough-
ness (LER). So, atomistic and quantum simulations are necessary to study carrier
transport at nanoscale.

The NEGF formalism is based on rigorous quantum mechanism and provides a
general approach to study quantum transport of nanoelectronic devices [4]. In the
early 1960s, the method is first developed by Martin and Schwinger [5, 6] to solve
various non-equilibrium problems in statistics. Then, Keldysh [7], Kadanoff and
Baym [8] further developed the NEGF method to deal with non-equilibrium trans-
port. Caroli et al. [9] first got the general formalism of current in terms of Green’s
functions in the early 1970s, whose modern form is obtained by Meir and Wingreen
[10]. Nowadays, the theory has been adapted to address quantum transport in nan-
odevices such as molecular devices [11, 12], Si FETs [13, 14], 1D nanotube [15, 16]
and nanowire FETs [17, 18], and FETs using 2D materials [19–21].

Tunneling FET (TFET) has emerged as a promising candidate to reduce the
power dissipation in MOSFETs by reaching subthreshold swing (SS) smaller than
60 mV/decade at room temperature [22, 23]. Tunneling process in TFETs is a
quantum phenomenon and can naturally be described by NEGF. Quantum transport
of various TFETs has been extensively studied by the NEGF method. At nanoscale,
kinds of atomistic effects have an important influence on device characteristics of
TFETs including atomic defect, impurity, and channel–substrate interface. Thus, it
is significative to atomically simulate device performance of TFETs. Atomistic
simulations have been carried out in investigation of gate-all-around
(GAA) nanowire TFETs [24, 25], graphene nanoribbon TFETs [26, 27], and
transition metal dichalcogenide (TMDC) TFETs [28–31].

In this chapter, we start with a brief introduction about calculations of electronic
properties at the atomic level. DFT is the most widely applied computational
approach to study material’s ground state properties. We review the basic theorems
of DFT and then present the linear muffin-tin orbital (LMTO) method for solving
the Kohn–Sham equation. Besides DFT, we also review the tight-binding
(TB) approach which greatly reduces computation cost in comparison with DFT
and is suitable for large-scale atomistic simulations. In the second part, we briefly
review the quantum transport theory of NEGF and then review the theory of
NEGF–DFT which combines the NEGF quantum transport theory with the DFT
theory. So, the non-equilibrium quantum transport in open devices can be calcu-
lated from atomic first principles. Then, we present the coherent potential
approximation (CPA) and the non-equilibrium vertex correction (NVC) theory
within the framework of NEGF–DFT for calculating atomic disorder scattering in
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nanodevices. In the last part, we present two works about atomistic simulations of
TFETs. NEGF–DFT–CPA method is applied to study effects of disorder scattering
on the quantum transport properties of a boron–nitrogen (B–N) co-doped graphene
TFETs. In the other work, device physics in TFETs using two-dimensional
monolayer TMDCs is investigated by atomistic simulations using the TB model.

5.2 Electronic Structure Theory

5.2.1 Density Functional Theory

5.2.1.1 The Born–Oppenheimer Approximation

Solid-state materials are formed by lots of bonded atoms together. Crystal structure
is determined by quasi-fixed atomic nuclei while material electronic and optical
properties are determined by free electron outside nucleus. In quantum mechanism,
we know that all the information of a quantum system can be obtained by the wave
function. The wave function in a solid material is obtained by solving Schödinger
equation in nonrelativistic quantum theory:

HWðr;RÞ ¼ EWðr;RÞ ð5:1Þ

where r represents the position of electron, and R is the position of nucleus. In a
material, there are lots of electrons and nuclei. Therefore, the system Hamiltonian of
solid-state material includes the kinetic energy of electrons and nuclei, interaction
energy among these particles and potential under external field:

H ¼ He þHN þHe�H þVext ð5:2Þ

where

HeðrÞ ¼ TeðrÞþUeðrÞ ¼ �
X
i

�h2

2me
r2

ri þ
1
2

X
i;j

e2

jri � rjj ð5:3Þ

HNðrÞ ¼ TNðRÞþUNðRÞ ¼ �
X
i

�h2

2M
r2

Ri
þ 1

2

X
i;j

ZiZje2

jRi � Rjj ð5:4Þ

He�N ¼ �
X
i;j

Ue�Nðri � RjÞ ¼ �
X
i;j

Zje2

jri � Rjj ð5:5Þ

The first terms in Eqs. (5.3) and (5.4) represent kinetic energies of electrons and
nuclei, respectively; the second terms represent the interaction energies among
electrons and nuclei. Equation (5.5) describes the interaction between electrons and
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nuclei; Zj and Rj are the charge and the position of the j-th nucleus, respectively.
Because there are lots of electrons and nuclei, we have to solve Schödinger
equation with many variables. Direct solution of the system with so many particles
is not possible and necessary approximation should be made. We know that the
nucleus mass is much heavier than electron mass, so it is plausible to assume
nucleus to vibrate at the equilibrium position. The separation of electronic motion
and nuclear motion is known as the Born–Oppenheimer approximation [32]. In the
approximation, the motion of electron is separated from nucleus motion and the
Schödinger equation of many electrons can be obtained:

ðTe þUe�e þUe�N þVextÞwðrÞ ¼ EwðrÞ ð5:6Þ

where Te is the kinetic energy, Ue�e is the interaction energy between electrons, and
Ue�N is the interaction energy between nucleus and electron. With the Born–
Oppenheimer approximation, the Schödinger equation is greatly simplified; how-
ever, Eq. (5.6) is still a many-body equation of lots of electrons and cannot be
solved directly.

5.2.1.2 The Hohenberg–Kohn Theorems and Kohn–Sham Equations

The Hohenberg–Kohn theorems are the theoretical foundation of DFT, which are
obtained from Tomas-Fermi model [33]. The first Hohenberg–Kohn theorem states
that the ground state electron density determines the ground state properties of an
interacting electron system. The ground state wave function is the functional of the
ground state electron density and all properties of the system in ground state are
functionals of the ground state electron density. The second Hohenberg–Kohn
theorem states that with given external potential, the minimal value of the total
energy functional is obtained at the ground state electron density, and the energy is
the ground state energy of the system.

The Hohenberg–Kohn theorems are rigorously based on quantum mechanism
but do not show the specific way to calculate the ground state electron density.
Kohn and Sham proposed to use free electron rather than the many-body interacting
system [34]. The Kohn–Sham method avoids the difficulty of direct solving the
Schödinger equation with many-body interactions and applies an approximation of
solving an effective equation of single electron. The interaction is put in the
exchange correlation functionals in the effective equation of single electron.

The total energy of an interacting many-body system is composed of three parts:

Etot ¼ TðqÞþVðqÞþUðqÞ ð5:7Þ

where q is the system electron density, and T, V, and U are the kinetic energy,
potential at external field, and the electron interacting energy, respectively. In the
Kohn–Sham method, the non-interacting kinetic energy functional TsðqÞ substitutes
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the interacting kinetic energy functional TðqÞ. The TsðqÞ can be achieved from the
non-interacting wave function:

TsðqÞ ¼ � �h2

2me

X
i

Z
d3r/�

i ðrÞr2/iðrÞ ð5:8Þ

where the total kinetic energy is the sum of kinetic energy of single free electron.
From Eq. (5.8), Ts is the functional of free energy wave function which is also the
functional of the system electron density; therefore, the total kinetic energy of free
electrons is the functional of the system electron density: Ts½/ðqÞ�. We can describe
the system total energy by the non-interacting kinetic energy:

EðqÞ ¼ TðqÞþVðqÞþUðqÞ ¼ Ts½/ðqÞ� þUHðqÞþExcðqÞþVðqÞ ð5:9Þ

where UH is the Hatree potential, ExcðqÞ represents the effective exchange corre-
lation which has two parts: the difference between the interacting kinetic energy and
non-interacting kinetic energy T � Ts; the difference between the interacting energy
and Hatree potential U � UH . After variational computing of free electron wave
function, one can obtain:

dE
d/�

i
¼ dTs

d/�
i
þ dUH

dnðrÞ þ
dV
dnðrÞ þ

dExc

dnðrÞ
� �

dnðrÞ
d/�

i
¼ 0 ð5:10Þ

where the wave function is orthogonal:

h/ij/ji ¼ di;j ð5:11Þ

with Eq. (5.11), Lagrange multiplier is induced to find the conditional extreme
value:

d E �P
i Ei½h/ij/ii � 1�� �
d/�

i
¼ 0 ð5:12Þ

Ei is the Lagrange multiplier, with the following equation:

dTs
d/�

i
¼ � �h2

2me
r2/iðrÞ;

dnðrÞ
d/ðrÞ� ¼ /iðrÞ ð5:13Þ

The Schödinger equation of free electron is obtained finally as:

� �h2

2me
r2 þVKSðrÞ

� �
/iðrÞ ¼ Ei/iðrÞ ð5:14Þ
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where

VKS ¼ dUH

dnðrÞ þ
dV
dnðrÞ þ

dExc

dnðrÞ ð5:15Þ

with the wave function from Eq. (5.14), the electron density is obtained:

nðrÞ ¼
X
i

fij/iðrÞj2 ð5:16Þ

where fi is the Fermi–Dirac distribution function of electron. Equations (5.14),
(5.15), and (5.16) are Kohn–Sham equations. Hatree energy and exchange corre-
lation energy depend on electron density function, which should be obtained from
electron wave function. However, electron wave function is determined by VKS.
Hence, Kohn–Sham equations are nonlinear equations and should be solved
self-consistently. From the initial guessed electron density function q0, VKS and
/iðrÞ are calculated. Then, using the wave function the new electron density qðrÞ is
constructed for the next iteration. The computational process of Kohn–Sham
equations is repeated until numerical convergence is reached. As long as electron
density q is obtained, one can get the system total energy:

E0 ¼
X
i

ei � e2

2

Z
d3r

Z
d3r0

n0ðrÞn0ðr0Þ
jr � r0j �

Z
d3rVxcðrÞn0ðrÞþExc½n0� ð5:17Þ

5.2.1.3 Basis Set and Exchange Correlation Functional

In DFT calculations, there are two important choices: the basis set and the exchange
correlation functional. Various wave function basis can be chosen for calculating
material electronic structure such as the plane-wave basis sets, linear combination
of atomic orbital (LCAO), linear combinations of Gaussian orbitals (LCGO), the
linear augmented plane wave (LAPW), muffin-tin orbital (MTO). Tight-binding
linear Muffin-Tin orbital (TB-LMTO) method is applied in transport calculations in
this chapter. Even though the exchange correlation energy Exc is the functional of
electron density, there is no specific formalism of Exc. A simple approximation is to
construct the exchange correlation energy functional by using the local electronic
density, which is called local density approximation (LDA) [35]. Based on LDA,
the exchange correlation energy functional can be further improved by including
the gradient of the electronic density, which is known as generalized gradient
approximations (GGA) [36]. These approximations have been proved very suc-
cessful in studying electronic properties of matter. Even though band gap of
semiconductor is usually underestimated by LDA or GGA, DFT calculations using
these exchange correlation functionals are computationally cheap. In particular for a
open-device system with lots of atoms, LDA and GGA are efficient without
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sacrifice of accuracy. In the following NEGF–DFT calculations, LDA is applied to
study disorder effects in graphene TFETs.

5.2.2 Tight-Binding Linear Muffin-Tin Orbital Method

5.2.2.1 Atomic Sphere Approximation in Linear Muffin-Tin Orbitals

The technique used for graphene TFET simulations is built on the MTO technique.
MTO is one of the oldest and most commonly used methods in electronic band
theory. The reason that we use this basis is that the Hamiltonian under such basis
can be very parse which make it ultra-efficient for large system computation.
Besides, this basis is compatible with the CPA theory, which will be introduced
later. In this theory, the space is divided into a series of non-overlapping spherical
muffin-tin spheres (Wigner-Seitz cells), in each of which the electronic potential is
assumed to be spherically symmetric and the interstitial of which to be a constant.
In this work, we employ a more trivial but more computationally efficient form of
this theory, i.e., the atomic sphere approximation (ASA) in MTO. We basically
increase the radius of each of the spheres in MTO so that they are slightly over-
lapped in space. In interstitial region, we introduce additional empty spheres which
together with the original atomic spheres make the lattice structure close-packed.
Figure 5.1 shows the ASA filling of the silicon bulk lattice. The spheres in yellow
are the empty spheres we introduced to make the silicon FCC lattice close-packed.
The spirit of MTO–ASA is: (i) the use of spherically symmetric potential inside
slightly overlapping, space-filling atomic Wigner–Seitz spheres centered at each
individual site, and (ii) a complete neglect of the electronic kinetic energy ðE � V0Þ
in the volumeless interstitial region. Thus, when performing the integral in space,
we just simply sum over the quantities within each of the spheres and neglecting
those in the interstitial region. The potential here, like that in DFT, consists of

Fig. 5.1 Unit cell of silicon crystal. a Shows the basic structure of the unit cell of crystal silicon.
b Shows the positions of vacuum spheres (in yellow) in the close-packed lattice. c Is the same with
(b) but with exact sphere radius. These silicon and vacuum spheres together from a close-packed
structure
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Hartree potential, nuclei ion attractions, and exchange correlation potential pro-
duced by many-body effects. Then, the single electron Schrödinger equation has the
form

� �h2

2me
r2 þVðrÞ � E

� �
wðrÞ ¼ 0; r 2 A ð5:18Þ

r2wðrÞ ¼ 0; r 2 I ð5:19Þ

where A refers to the region inside muffin-tin spheres while I outside. Obviously,
the interstitial part is exactly the Laplace equation and has two linearly independent
solutions

JLðrÞ ¼ JlðrÞYLðr̂Þ; JlðrÞ ¼ 1
2ð2lþ 1Þ

r
x

� 	l
;

KLðrÞ ¼ KlðrÞYLðr̂Þ; KlðrÞ ¼ x
r

� 	lþ 1
;

ð5:20Þ

where L ¼ ðl;mÞ is the usual angular momentum index composed of orbital
quantum number l and the magnetic quantum number is m; r̂ð¼ r=rÞ is the unit
vector parallel to r; x is the averaged Wigner–Seitz radius of the system; and YLðr̂Þ
refers to spherical harmonics. For the part inside muffin-tin spheres of Eq. (5.18), as
required by MTO, V(r) is assumed to be spherically symmetric. The solution for a
given energy E can be decomposed into a radial-dependent part and an
angular-dependent part

uRLðr;EÞ ¼ uRlðr;EÞYLðr̂Þ; ð5:21Þ

where subscript R denotes the position of sphere, in which we are solving the
Schödinger equation.

Now we have already obtained wave function uRlðr;EÞ for the region inside the
spheres and JlðrÞ; KlðrÞ for outside; one straightforward constraint condition is that
they need to be matched at the boundaries (sphere surface). These boundary con-
ditions lead to the traditional MTO’s which are energy-dependent [37]. Once we
have constructed the basis, we can expand the quantities needed for secular
equation in variational theory under such basis and yield the eigenvalues of the
system.

The variational principle procedure is used to build the secular equation. It can
be briefly described as follows:

d
Z

wðrÞ � �h2

2me
r2 þVðrÞ

� �
w�ðrÞd3r ¼ 0;Z

wðrÞw�ðrÞd3r ¼ 1;

ð5:22Þ
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which is equivalent to solving the famous Schrödinger equation. Due to the second
constraint in Eq. (5.22), the energy E enters the variational approach as a Lagrange
multiplier. If we assume that wðrÞ can be written as a linear combination of basis
function ðvirÞ; the variational principle leads to the secular equation

detðEOij � HijÞ ¼ 0; ð5:23Þ

where Oij and Hij are the overlap and Hamiltonian matrices with the expressions

Hij ¼
Z

viðrÞ � �h2

2me
r2 þVðrÞ

� �
v�j ðrÞd3r;

Oij ¼
Z

viðrÞv�j ðrÞd3r:
ð5:24Þ

One thing needed to specify is that the integral in Eq. (5.24) is performed over
the whole space. In MTO technique, the orbital is chosen to be energy-dependent
[37], and thus, the secular equation Eq. (5.23) becomes nonlinear with energy so
that it cannot be reduced to a simple matrix eigenvalue problem.

Fortunately, this drawback can be removed by employing the linearized
muffin-tin orbital (LMTO). In LMTO, the wave function inside spheres can be
Taylor expanded around some energy Em;Rl

uRlðr;EÞ ¼ /RlðrÞþ _/RlðrÞðE � Em;RlÞþ . . .; ð5:25Þ

where notation is introduced as

/RlðrÞ ¼ uRlðr;Em;RlÞ
_/RlðrÞ ¼ _uRlðr;Em;RlÞ

and the “dot” on top means derivative over energy. Em;Rl can be chosen arbitrarily
and is usually taken in the center of the occupied part of the Rl-projected valence
density of states [37]. In our simulation, only the first two terms in Eq. (5.25) were
kept for the sake of simplicity. It will be showed that such truncation is accurate
enough in our problems. It is also easy to show that /RlðrÞ and _/RlðrÞ are
orthogonal to each other [37]. In other words, the wave function inside atomic
spheres can be written as a linear combination of /RlðrÞ and _/RlðrÞ. Recall that
wave function outside can be written as linear combination of KlðrÞ and JlðrÞ. Then,
one last thing remaining for these orbitals is to smoothly match them up at the
boundaries. A convenient way to smoothly match these functions at the sphere
surfaces is using the Wronskian function [37]. If a function f ðrÞ is to be matched
continuously, including the function value and the first derivative, at r ¼ r0 to a
linear combination of two other functions f1ðrÞ and f2ðrÞ; the matching condition
has the form
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f ðrÞ ! ff ; f2gf1ðrÞ � ff ; f1gf2ðrÞ
ff1; f2g ð5:26Þ

where ff1ðrÞ; f2ðrÞg ¼ r2½f1ðrÞf 02ðrÞ � f 01ðrÞf2ðrÞ�jr¼r0 . Then if matching KlðrÞ and
JlðrÞ with the rest two separately, we have:

KlðrÞ ! �fK; _/gRl/RlðrÞþ fK;/gRl _/RlðrÞ;
JlðrÞ ! �fJ; _/gRl/RlðrÞþ fJ;/gRl _/RlðrÞ;

ð5:27Þ

where f. . .g means estimating the Wronskian at the surface of the Rlth muffin-tin
sphere. This provides us a way to construct the LMTO’s (labeled as vRLðrÞ) for our
problem. For interstitial region, we simply use the KlðrÞ since it decays at large r.
For region of rR\sR, /RlðrÞ and _/RlðrÞ need to continuously match KlðrÞ at
r ¼ sR; then by using the matching condition of Eq. (5.27), vRLðrÞ should be

vRLðrÞ ¼ �fK; _/gRl/RlðrRÞþ fK;/gRl _/RlðrRÞ:

For region rR0\sR0 ðR0 6¼ RÞ, we need to move the starting point of rR from R to
R0. The relation

KLðrRÞ ¼ �
X
L0

SRL;R0L0JL0 ðrR0 Þ

helps us to achieve this. SRL;R0L0 is the canonical structure constant and is defined as

SR0L0;R00L00 ¼
X
L

ð�1Þl00 þ 1 8pð2l� 1Þ!!CLL0L00

ð2l0 � 1Þ!!ð2l00 � 1Þ!!

KLðR00 � R0Þ; ð5:28Þ

where CLL0L00 are the Gaunt coefficients [37]. Then by using the matching condition
of Eq. (5.27), together with previous expressions for vRLðrÞ, the final LMTO has
the form

vRLðrÞ ¼ �fK; _/gRl/RlðrRÞ
þ fK;/gRl _/RlðrRÞ; rR � sR;

¼
X
L0

SRL;R0L0 ½fJ; _/gR0l0/R0L0 ðrR0 Þ

� fJ;/gR0l0
_/R0L0 ðrR0 Þ�; rR0 � sR0 ;

¼ KLðrRÞ; r 2 I:

ð5:29Þ
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5.2.2.2 Hamiltonian and Overlap Matrix in LMTO-ASA

Once we defined the basis, we need to find the expression for some useful physical
quantities such as Hamiltonian, overlap matrix, and Green’s functions next. We
insert these LMTO’s into Eq. (5.24) and neglect unimportant high-order terms, and
we obtained the expressions for matrix elements HRL;R0L0 and ORL;R0L0 , which are all
energy independent. Thus, Eq. (5.23) becomes a simple matrix eigenvalue problem
and yields the eigenvalues as well as the wave functions of the system, which in
turn gives a new potential. Such iterative process is performed until the potential
reaches required convergence. In matrix form, the Hamiltonian and overlap matrix
take the form

H ¼ fK; _/g � SfJ; _/g
� 	

Em fK; _/g � fJ; _/gS
� 	

� fk; _/g � SfJ; _/g
� 	

fK;/g � fJ;/gSð Þ;

O ¼ fK; _/g � SfJ; _/g
� 	

fK; _/g � fJ; _/gS
� 	

:

ð5:30Þ

To simplify these expressions for convenience of calculation, we introduce a
new function called “potential function”

PRl ¼ fK;uðEÞgRl
fJ;uðEÞgRl

: ð5:31Þ

When inserting Taylor’s expansion of uðEÞ Eq. (5.25) and keeping up to first
order of E � Em, we get

PRlðEÞ ¼ E � CRl

DRl þ cRlðE � CRlÞ ; ð5:32Þ

where quantities CRl, DRl, and cRl are the so-called potential parameters and defined
as

CRl ¼ Em;Rl � fK;/gRl
fK; _/gRl

;

DRl ¼ x
2

1

fK; _/g2Rl
;

cRl ¼
fJ; _/gRl
fK; _/gRl

:

ð5:33Þ

Insert these parameters into the Hamiltonian matrix and introduce a transfor-
mation U that satisfies UTU ¼ O, we eventually get the orthogonal Hamiltonian
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Horth ¼UTHU

¼CþD1=2Sð1� cSÞ�1D1=2:
ð5:34Þ

Roughly speaking, such formula is correct up to second order in ðE � EmÞ for
Hamiltonian and third order in ðE � EmÞ for eigenvalues [38].

Next, we want the expression for Green’s function, which is in demand for
transport calculation. In matrix form, the Green’s function matrix is defined as
GðzÞ ¼ ðz� HorthÞ�1. Insert Eq. (5.34) and after some algebra, we get

GðzÞ ¼ kðzÞþ lðzÞgðzÞlðzÞ;
gðzÞ ¼ PðzÞ � S½ ��1 ð5:35Þ

where

PðzÞ ¼ z� C
Dþ cðz� CÞ ;

lðzÞ ¼
ffiffiffiffi
D

p

Dþ cðz� CÞ ;

kðzÞ ¼ c
Dþ cðz� CÞ :

ð5:36Þ

It is worth noting that, except for S matrix, all these quantities in G(z) are di-
agonal matrices. Then, the bottleneck for computation is the sparsity of S matrix.

Unfortunately, S decays as 1=jR� R0jlþ l0 þ 1; which is relatively slow for speed
up. Then Anderson [39, 40] in 1980s, introduced the so-called tight-binding
(TB) LMTO method by transforming the basis of the conventional LMTO basis
into a new basis of the TB-LMTO’s, under which all diagonal quantities stay still
diagonal while S gets much sparser. In TB-LMTO used in our code, SRL;R0L0 vanish
when jR� R0j goes beyond second-nearest neighbors. For details of the transfor-
mation, see Ref. [38] and we will only list the final equations to give a basic
impression

GðzÞ ¼ kaðzÞþ laðzÞgaðzÞlaðzÞ;
gaðzÞ ¼ PaðzÞ � Sa½ ��1;

Sa ¼ S 1� aS½ ��1;

PaðzÞ ¼ 1� PðzÞa½ ��1PðzÞ;

laðzÞ ¼
ffiffiffiffi
D

p

Dþðc� aÞðz� CÞ ;

kaðzÞ ¼ c� a
Dþðc� aÞðz� CÞ :

ð5:37Þ
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Again, we would like to mention that all quantities except for G(z) and Sa; are
diagonal matrices and we have omitted matrices subscripts f. . .gRL and f. . .gRL;R0L0

for all matrices for the sake of simplicity. Here, the aRl’s are called screening
constants and are equivalent for all close-packed system. Their values can be found
in Ref. [38]. Two things are worthy mentioning here: (i) the Green’s function G
(z) is independent of screening transform aRl so such transform will not affect the
form of all physical quantities; (ii) these aRl’s are applicable for almost all structures
and materials.

5.2.3 Tight-Binding Formalism

The TB method was initially conceived by Slater and Koster in 1954 [41]. The
method simplifies and parameterizes the Hamiltonian and also captures quantum
and atomic effects without losing the accuracy. In TB formalism, the wave func-
tions of electrons and holes are expanded as linear combinations of atomic orbitals.
Electrons are assumed to be bonded at each atom and have interactions with
neighbor atoms according to the real space lattice structure. The model gives good
qualitative results and can couple with other methods to study transport, optical
properties, and various kinds of many-body problems. Compared with DFT cal-
culations, TB approximation can be more efficient and significantly reduce the
computational cost, especially in transport simulations of a large device.

We first discuss atomic orbitals and orbital hybridization based on hydrogen
atom. It is well known that there is only one electron outside the nucleus and the
movement of electron can be solved rigorously. The nucleus of the hydrogen atom
is composed of one proton and has positive charge. Electron moves at a coulomb
field, and the Hamiltonian of electron can be described as follows:

H ¼ � �h2

2me
rþVeðrÞ ð5:38Þ

where me is the electron mass, and Ve is the coulomb attraction energy:

VeðrÞ ¼ � e2

4pe0r
ð5:39Þ

By solving the Schrödinger equation, electron wave function can be obtained
and is written under the spherical coordinate as:

wnlmðrÞ ¼ RnlðrÞYlmðh;/Þ ð5:40Þ

where n is the principal quantum number ranging from 1, 2, 3, …, which describes
the atom electron shell; l is the azimuthal quantum number and determines the
orbital angular momentum; and m is the magnetic number. These three quantum
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numbers determine the shape and energy level of electron wave function. RnlðrÞ are
radial functions and describe the wave function change with radius. The lowest
several radial functions are as follows:

n ¼ 1 : R10 ¼ 2
a3=2

e�r=a

n ¼ 2 : R20 ¼ 1ffiffiffi
2

p
a3=2

1� r
2a

� 	
e�r=2a;

R21 ¼ 1

2
ffiffiffi
6

p
a3=2

r
a
e�r=2a

ð5:41Þ

Ylm are spherical harmonics and represent the angular part of wave function. s, p,
d orbitals are corresponding to l = 0, 1, 2, respectively. s orbital is the spherical
symmetry:

Yh;/ ¼ 1ffiffiffiffiffiffi
4p

p ð5:42Þ

Three p orbitals have the same symmetry and are orthogonal:

Y1;�1ðh;/Þ ¼
ffiffiffiffiffiffi
3
4p

r
x=r; Y1;0ðh;/Þ ¼

ffiffiffiffiffiffi
3
4p

r
y=r; Y1;1ðh;/Þ ¼

ffiffiffiffiffiffi
3
4p

r
z=r ð5:43Þ

Five orthogonal d orbitals are obtained as:

Y2;2ðh;/Þ ¼
ffiffiffiffiffiffi
15
4p

r
yz
r2
; Y2;1ðh;/Þ ¼

ffiffiffiffiffiffi
15
4p

r
xz
r2
; Y2;0ðh;/Þ ¼

ffiffiffiffiffiffi
15
4p

r
xy
r2

Y2;�1ðh;/Þ ¼
ffiffiffiffiffiffi
15
4p

r
x2 � y2

2r2
; Y2;�2ðh;/Þ ¼

ffiffiffiffiffiffi
15
4p

r
3z2 � r2

r2

These orbital can be described in more concise form using Dirac’s notation. For
n = 1, there is only a s orbital: j1si; for n = 2, there are four orbitals: j2si, j2pxi,
j2pyi, j2pzi; for n = 3, there are 9 orbitals: j3si, j3pxi, j3pyi, j3pzi, j3dxyi, j3dyzi,
j3dzxi, j3dx2�y2i, j3d3z2�r2i. According to the orbital contribution to transport
tight-modeling Hamiltonian of semiconductor can be constructed by these subshell
orbitals (s, p, d, …). For example, in graphene, only one p orbital is enough to
describe the lowest band near Fermi level [42]; while, for traditional semiconductor
such as Si and Ge, s, p, and d orbitals should be applied to precisely obtain the band
structure [43].

In solid materials, uncountable atoms are bonded together and there are a huge
number of electrons. According to the Bloch theorem, wave function in solid
crystals can be expanded by atomic orbitals on various atoms. The isolated atom
orbital can also be applied to construct electron wave function in solid-state
materials. In the most simplified TB model, the atomic orbitals are assumed to be
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orthogonal and orbital hybridization is restricted within a certain distance between
the first or second-nearest neighbors. When the distance between two atoms is far
enough, the interaction can be neglected. Three-center integrals are also neglected
and the electronic interaction only exists between two atoms [41].

Crystalline solids are periodically constructed by primitive cells. In a TB
scheme, the electron wave functions can be expended as a Bloch sum of primitive
cells:

UalkðrÞ ¼ 1ffiffiffiffi
N

p
X
j

eiðRj þ rlÞ�k/aðr � Rj � rlÞ ð5:44Þ

where N is the number of primitive cell in the system; a is the atomic orbital index;
l denotes the atom position in a primitive cell; k is the wave vector; Rj is the position
of the jth primitive cell; and rl is the lth atom relative position within the primitive
cell. Therefore, the eigenfunction in the bulk can be expressed as a linear combi-
nation of Ualk:

Wk ¼
X
a;l

CalUalk ð5:45Þ

In the representation, the Schödinger equation is given by:

ĤWk ¼ EWk ð5:46Þ

using Eq. (5.45): X
a;l

Ca;lðkÞĤUa;l;kðrÞ ¼ E
X
a;l

ðkÞUa;l;kðrÞ ð5:47Þ

By multiplying Wy
k , we obtain:

X
al

½Ha0l0alðkÞ � EðkÞda0adl0l�Ca;lðkÞ ¼ 0 ð5:48Þ

where

Ha0l0alðkÞ ¼ hUa0l0kjĤjUalki; hUa0l0kjUalki ¼ da0adl0l ð5:49Þ

Equation (5.48) is secular equation whose eigenvalues are the electronics bands.
Using Eq. 5.44, one can obtain the following:

Ha0l0alðkÞ ¼ 1
N

X
j0j

eiðRj þ rl�Rj0�rl0 Þ�kh/a0 ðr � Rj0 � rl0 ÞjĤj/aðr � Rj � rlÞi

¼
X
j

eiðRj þ rl�Rj0 �rl0 Þ�kh/a0 ðr � Rj0 � rl0 ÞjĤj/aðr � Rj � rlÞi
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where h/j0a0 jĤj/jai is the electronic interaction between a0 orbital at site j0 and a
orbital at site j. Due to the symmetry of periodical structure, the factor of 1/N is
eliminated by summing over the lattice vectors. When interaction appears at on-site,
the on-site integrals are the orbital energies:

h/jsjĤj/jsi ¼ Es; h/jpjĤj/jpi ¼ Ep; h/jd jĤj/jdi ¼ Ed ð5:50Þ

When interaction exists between two nearest atoms, the inter-atom integrals are
the orbital hopping energies and can be parameterized as Slater–Koster forms which
can be found in Ref. [41].

5.3 Quantum Transport Theory

5.3.1 Landauer–Büttiker Formalism

In 1957, Landauer proposed a formula to study the conductance of metal with
disorder and determined the electron conductance to be a function of tunneling
possibility [44]:

G ¼ e2

h
T
R

ð5:51Þ

where T is the transmission possibility, and R is the reflection possibility. The
measured device is assumed to be connected with two infinite leads. The leads are
ideal conductors and the device is viewed as a potential barrier. So, the device can
be modeled as electron wave function tunneling a barrier with finite height and the
conductance is determined by the tunneling possibility. The Landauer formula
presents the wave aspect of electron and is a quantum-mechanical result. From the
equation, the conductance is infinite and there is no resistance when tunneling
possibility is 100 %. Büttiker proposed another kind description [45]:

G ¼ e2

h
T ð5:52Þ

The equation is apparently different from the Landauer formalism: Eq. (5.52)
includes the resistance between the device and two leads, while Eq. (5.51) is just
the device conductance. When device is large, the conductance can be described by
Ohm law:

G ¼ rA
L

ð5:53Þ
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where r is the conductivity which is the material intrinsic property, L is the length
and A is the cross-sectional area. If the device length is scaled to be very short, the
conductance should be infinite. While experimental results show that no matter how
short the device is, the conductance is always finite and is consistent with Eq. (5.52).

How to understand the finite conductance? When device reaches nanoscale,
quantum property presents and the Ohm’s law does not work. Due to the quantum
confinement, electron states are no more continuous and become discrete. In
experiment, electrode is connected with measured device. There are infinite states
from electrode injected to the device, while states in the device are limited due to
quantum confinement. Only those states from electrodes matching with device
states can get into the device, and the rest states are reflected which results in
contact resistance.

Figure 5.2 shows a single-channel model. There is a barrier connected with two
ideal leads, and a single quantum state is assumed. Electron is injected from left
electrode to right electrode with +k. At the barrier interface, electron has a possi-
bility to tunnel the barrier or be reflected to the left electrode. The two electrodes are
the same material, so the tunneling possibility from left to the right is the same as
that from the right to the left:

TL;R ¼ TR;L ¼ T ð5:54Þ

lL and lR are the Fermi energies of left and right electrode, respectively. l0 is
chosen as a reference Fermi energy and smaller than lL and lR. The current from
left to right is obtained to be:

IL;R ¼ � e
h
TðlL � l0Þ ð5:55Þ

and the current from left to right is:

IR;L ¼ � e
h
TðlR � l0Þ ð5:56Þ

Hence, the total current is:

I ¼ IL;R � IR;L ¼ � e
h
TðlL � lRÞ ð5:57Þ

Fig. 5.2 Single-channel
model with two reservoirs, lL
and lR denote Fermi level of
left and right reservoir,
respectively
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and then the conductance is obtained:

G ¼ I
VL � VR

¼ e2

h
T ð5:58Þ

The equation is the conductance of single-channel device and the Landauer–
Büttiker equation [45]. The formalism can be extended and applied in a system with
multi-channel and multi-probe [45]. The result is essential to the numerical cal-
culation of the transmission coefficients by Green’s function.

5.3.2 Non-equilibrium Green’s Function Formalism

Figure 5.3 shows a two-probe device structure consisting of three parts: left lead,
central region, and right lead. The two leads are connected with external electron
reservoirs with constant electrochemical potentials lL and lR. When bias voltage is
applied to two leads lL 6¼ lR, electron current flows from one lead through the
central region to the other lead. Then, the whole system is at a non-equilibrium
state. To calculate the non-equilibrium transport, electronic wave function should
be obtained by solving the Schrödinger equation:

Hw ¼ Ew ð5:59Þ

The Hamiltonian of the device includes terms describing the two leads, the
central region, the interactions between leads and the central region, and electro-
static potential under bias voltage:

H ¼ Hleads þHcenter þHinter þVext ð5:60Þ

There are open boundaries provided by semi-infinite electrodes which keep
different chemical potential at the external bias voltage, which is different from a
periodic system. The device boundary condition plays a crucial role in simulating
non-equilibrium quantum transport properties.

Fig. 5.3 Schematic
illustration of a two-probe
device, which has a center
region connected with two
semi-infinite leads
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The Schrödinger equation can be solved by the NEGF method. The system
Hamiltonian matrix can be divided as:

H ¼
HLL HLC 0
HCL HCC HCR

0 HRC HRR

0
@

1
A ð5:61Þ

where HLL=HRR is the left/right lead block Hamiltonian with infinite size, HCC is the
central region block Hamiltonian with finite size, HLC and HCR are the coupling
matrixes between the lead and the central region. The system Green’s function is:

G ¼
GLL GLC GLR

GCL GCC GCR

GRL GRC GRR

0
B@

1
CA ¼ ðEþO� HÞ�1

¼
EþO� HLL �HLC 0

�HCL EþO� HCC �HCR

0 �HRC EþO� HRR

0
B@

1
CA

�1 ð5:62Þ

where Eþ ¼ Eþ i0þ ; E is the energy, 0þ is a small number approaching zero, and
O is the orbital hopping matrix. The Hamiltonian is an infinite matrix, so does the
Green’s function. However, the quantity of interest is the finite central region block
of the Green’s function GCC; which can be solved as:

GCC ¼ ½EþO� HCC � Hy
LCðEþO� HLLÞ�1HLC � HCRðEþO� HRRÞ�1Hy

CR��1

ð5:63Þ

where we define self-energies: RL ¼ Hy
LCðEþO� HLLÞ�1HLC and RR ¼

Hy
RCðEþO� HRRÞ�1HRC, which describe the coupling of central region with infi-

nite leads and have a finite size. The self-energy can be solved by an iterative
technique [46]. By using the concept of self-energy, the infinite-sized problem is
transformed to a finite-sized problem, which can be solved numerically.

The retarded Green’s function is defined as

GR ¼ ½EþO� HCC � RL � RR��1 ð5:64Þ

where HCC is the device Hamiltonian with finite size. At equilibrium, the electron
states in the devices are filled according to the Fermi level:

nðrÞ ¼ s
2p

diag
Zþ1

�1
dEAOf ðE � lÞ

2
4

3
5 ð5:65Þ

5 Atomistic Simulations of Tunneling FETs 129



where s is the spin degeneracy, AðEÞ ¼ iðGR � GRyÞ is the spectral function and is
the imaginary part of the device Green’s function. At non-equilibrium, the Fermi
level in the left lead is not the same as the right Fermi level. Electrons in the devices
can be divided into two parts: from left lead with lL and from right lead with lR.
Therefore, the electron density is calculated by integrating over all occupied states
as follows:

nðrÞ ¼ s
2p

diag
Zþ1

�1
dEðALf ðE � lLÞþARf ðE � lRÞÞO

2
4

3
5 ð5:66Þ

where

AL ¼ GCLGy; AR ¼ GCRGy ð5:67Þ

CL ¼ iðRL � RL;yÞ; CR ¼ iðRR � RR;yÞ ð5:68Þ

From the spectral function, the device density of states (DOS) can be extracted:

DOSðEÞ ¼ s
2p

Tr½ðALf ðE � lLÞþARf ðE � lRÞÞO� ð5:69Þ

Once electron density is obtained, the potential can be calculated by directly
solving the Poisson equation including all external fields as electrostatic boundary
conditions.

�rðerVÞ ¼ qðND � NA � nþ pÞ ð5:70Þ

where ND=NA is the donor/acceptor concentration and n/p is the electron/hole
density. The iteration between the transport equation and the Poisson equation is
carried out until the self-consistency is achieved. After solving the potential and
electron density from the iteration cycles, the transport properties can be calculated
by the Landauer–Büttiker formalism [10]:

TðEÞ ¼ Tr½CLG
RCRG

A� ð5:71Þ

and the current–voltage (I–V) characteristics under finite bias then is obtained:

IðVÞ ¼ se
h

Zþ1

�1
dETðEÞ½f ðE � lLÞ � f ðE � lRÞ� ð5:72Þ
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5.3.3 Random Disorder Scattering Within the LMTO
Method

5.3.3.1 Coherent Potential Approximation

This section describes the CPA theory, a powerful method for handling configu-
rational averaging of physical observables of substitutional random systems. It is
developed based on the Green’s function theory, in which all physical quantities
have been expressed in terms of Green’s functions, G(E). So one main task of this
section is to find computational methods and approximations for the configurational
average of G(E), i.e., GðEÞ. Once GðEÞ is obtained, everything about the disorder
system are known.

To describe the physical quantities of a random disorder system, we introduce an
occupation index, gQR. It has the following meaning: gQR ¼ 1 if an atom of the type

Q occupies the site R and gQR ¼ 0 otherwise. It satisfies the relation gQR ¼ cQR, where
cQR denotes the probability that atom of type Q occupies the site R. Then, the
Green’s function in Eq. (5.37) has its random form as [47]

GR;R0 ðzÞ ¼
X
Q

ka;QR ðzÞgQRdR;R0

þ
X
Q;Q0

la;QR ðzÞgQRgaR;R0 ðzÞgQ0

R0l
a;Q0

R0 ðzÞ;
ð5:73Þ

where ka;QR and la;QR denote the value of kaR and laR when atom type Q occupies the
atomic site R. One thing should be mentioned is that here we have put the subscript
of index L into the index R for the sake of simplicity, i.e., RL ! R. Then, we need
to take its configurational average. We do it separately for diagonal parts and
off-diagonal parts.

For diagonal parts, we have

GR;RðzÞ ¼
X
Q

cQRG
Q
R;RðzÞ;

G
Q
R;RðzÞ ¼ ka;QR ðzÞþ la;QR ðzÞga;QR;RðzÞla;QR ðzÞ;

ga;QR;RðzÞ ¼
1

cQR
gQRg

a
R;ðzÞ;

ð5:74Þ

where G
Q
R;RðzÞ is called conditional average Green’s function, which describes the

decomposition of the averaged Green’s function into contributions corresponding to
the occupation of a particular lattice site R by an atom of type Q. Similarly, the
off-diagonal parts take the form
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GR;R0 ðzÞ ¼
X
Q;Q0

cQRG
Q;Q0

R;R0 ðzÞcQ0

R0 ;

G
Q;Q0

R;R0 ðzÞ ¼ la;QR ðzÞga;QQ0

R;R0 ðzÞla;Q0

R0 ðzÞ;

ga;QQ
0

R;R0 ðzÞ ¼ 1

cQR
gQRg

a
R;R0 ðzÞgQ0

R0
1

cQ
0

R0
:

ð5:75Þ

For derivation of GðEÞ; we end here. One obvious thing is that the averaged
Green’s function, no matter diagonal parts or off-diagonal parts, can be expressed in
terms of ga, the configurationally averaged auxiliary Green’s function. So how to
calculate ga remains as a key problem of dealing with such random disorder sys-
tems. We apply the so-called CPA.

In CPA, we assume

ga ¼ Pa � Sað Þ�1; ð5:76Þ

where Pa is a diagonal matrix. It describes the properties of effective non-random
atoms which characterize the system after configurational averaging. It should be
noted that the site-diagonal character of Pa indicates that CPA neglects all local
environmental effects of each atom. But CPA becomes exact in low concentration
limit, weak scattering limit, and split-band limit [38]. Despite the lack of local
environmental effects, CPA generally gives correct concentration or
material-dependent trends for ground state physical quantities and this has been
demonstrated by some of our published work [48, 49]. One more property of CPA
is that it restores the translational invariant symmetry of the random disorder sys-
tem, which enables us to apply the conventional Fourier transform method used for
periodic structures.

The unknown Pa needs to be determined self-consistently. Here, we apply the
single-site approximation method, which is introduced by Velický [50] in 1968. We
consider an atom of type Q occupying some given site R while all other sites are
occupied by “effective” atoms corresponding to the translationally invariant effec-
tive medium Pa. Thus, we have only two cases, one with an atom A occupying site
R with probability cAR and the other with an atom B occupying the same site R with
probability cBR. All other sites are described by the coherent potential function Pa.
The scattering from such a single-impurity system is described by the single-site T-
matrix

ta;QR ðzÞ ¼ � Pa;Q
R ðzÞ �Pa;Q

R ðzÞ� ��1 þ gaR;RðzÞ
h i�1

: ð5:77Þ

Then the unknown coherent potential Pa can be determined by the condition of
vanishing average scattering due to the recovery of translational invariant symmetry
of effective medium Pa, i.e.,
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X
Q

cQRt
a;Q
R ðzÞ ¼ 0: ð5:78Þ

This condition has to be satisfied by all sites R simultaneously and it is usually
called the CPA condition. If inserting ta;QR into the above equation and using the
relation

P
Q cQR ¼ 1, we get the expression as

gaR;RðzÞ ¼
X
Q

cQRg
a;Q
R;RðzÞ; ð5:79Þ

which is equivalent to the CPA condition (5.78).
From now on, we do everything in a two-probe system [11], where random

disorders only exist in the central region. Everything retains the same except for the
Green’s function. For ga, we need to introduce a self-energy function ðRÞ into the
expression for center Green’s function to describe the impact from the leads

ga ¼ Pa � Sa � Rð Þ�1: ð5:80Þ

Equation (5.80) together with Eq. (5.79) gives the following closed
self-consistent equation set

gaR;R ¼
X
Q

cQRg
a;Q
R;R;

ga ¼ Pa � Sa � Rð Þ�1;

gaR;R ¼ ½ Pa � Sa � Rð Þ�1�R;R;
ga;QR;R ¼ ½ð~Pa;Q

R � Sa � RÞ�1�R;R;

ð5:81Þ

where ~Pa;Q
R means to replace the Rth diagonal element of Pa by the number Pa;Q

R ,
which can be called the conditional coherent potential.

We find that only diagonal parts of ga are needed to be determined Pa. So, we
can introduce a coherent interactor XR, which is a diagonal matrix. Then, the
self-consistent equation set can be simplified as
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gaR;R ¼
X
Q

cQRg
a;Q
R;R;

ga ¼ Pa � Sa � Rð Þ�1;

gaR;R ¼ Pa
R � XR

� ��1
;

ga;QR;R ¼ Pa;Q
R � XR

� ��1
:

ð5:82Þ

Again, we want to mention that this equation set is closed and can be solved
self-consistently. For detailed information of solving Eq. (5.82), we refer interested
readers to Ref. [51]. Another thing worth mentioning is that the quantities,
including Green’s functions, coherent potentials, self-energy’s, and coherent
interactor can take either retarded or advanced form.

5.3.3.2 CPA at Non-equilibrium

This is the case for equilibrium system. For non-equilibrium system, we have
another Green’s function to deal with, i.e., G

\ðEÞ. Basically in LMTO–ASA

framework, G
\
R;R ¼ P

Q cQRG
Q;\
R;R and G

Q;\
R;R ¼ la;QR ga;Q;\R;R la;QR . And these ga;Q;\R;R are

needed to be solved self-consistently either so we need CPA equation set for ga;\.
Actually, equation set for ga;\ can be obtained by applying the generalized
Langreth theorem [51], which is an extension of the conventional Langreth
theorem.

We know that Eq. (5.82) applies to retarded and advanced quantities. So gen-
erally, analytical continuation tells us that those equations also apply to complex
contour quantities (Green’s functions and self-energy), which actually satisfy
exactly the same equation set as Eq. (5.82). Then we can apply the generalized
Langreth theorem and obtain the following equation set

ga;rR;R ¼ P
Q
cQRg

a;Q;r
R;R ;

ga;r ¼ Pa;r � Sa � Rrð Þ�1;

ga;rR;R ¼ Pa;r
R � Xr

R

� ��1
;

ga;Q;rR;R ¼ Pa;Q;r
R � Xr

R

� ��1
;

8>>>>><
>>>>>:

ð5:83Þ

ga;\R;R ¼ P
Q
cQRg

a;Q;\
R;R ;

ga;\ ¼ ga;rðR\ �Pa;\Þga;a;
ga;\R;R ¼ ga;rR;RðX\

R �Pa;\
R Þga;aR;R;

ga;Q;\R;R ¼ ga;Q;rR;R X\
R ga;Q;aR;R :

8>>>><
>>>>:

ð5:84Þ
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These 8 equations are the so-called non-equilibrium coherent potential approx-
imation (NECPA) equation set [51]. It can be solved self-consistently. For details of
how to solve them, we refer interested readers to read Ref. [51]. Once they are
solved, in principle, everything about the random disorder system are solved.

5.3.3.3 Average and Fluctuation of Quantum Transport

This section discusses how to calculate transmission coefficient and its fluctuation.
In LMTO–ASA framework, the transmission coefficient takes the following form:

TðEÞ ¼ Tr ga;rðEÞCa
LðEÞga;aðEÞCa

RðEÞ
h i

; ð5:85Þ

where CL;R are the linewidth functions of the left/right lead and take the form
CL=R ¼ iðRr

L=R � Ra
L=RÞ. Remember that self-energy’s are non-random functions, so

TðEÞ only requires calculating the average ga;rðEÞCa
LðEÞga;aðEÞ. In another aspect,

ga;\ ¼ ga;rRa;\ga;a. We found that these two averages take the same mathematical
form, which indicates they can be calculated with similar mathematical algebraic
method. Actually, TðEÞ can be calculated by self-consistently solving the NECPA
equation set, in which we set fLðEÞ ¼ �i and fRðEÞ ¼ 0 in R\ðEÞ.

Next, we discuss how to calculate the variance of TðEÞ. The basic idea is to
start from a NEGF-based quantum transport formulation of the variability

dT �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2 � T

2
p

and carry out a further disorder ensemble average over T2 ana-
lytically to deduce an analytical formula of dT . This analytical formula is then
implemented in NEGF-based DFT [52] for further atomistic modeling of DDV. It is
clear that the key problem of calculating dT is the trouble of calculating

T2 ¼ Tr grCLgaCRgrCLgaCR
� �

; ð5:86Þ

where we have omitted the configuration index a for the sake of simplicity.
Actually, there is some method that can exactly calculate this quantity by applying
the C-decomposition and its details can be found in Ref. [52]. But in real material,
especially semiconductors, dopants or defects usually have very low concentration
ð\1 %Þ. Therefore, we can make good use of this property and workout Eq. (5.86)
in the limit of low concentration. This method is called the low-concentration
approximation (LCA) and has been discussed in detail in Ref. [52]. It is developed
based on the scattering theory and Feynman diagrams. Here, we will simply list the
basic idea and some key results of LCA.
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We start from the scattering form Green’s function

gr ¼ gr þ
X
R

grtrRg
r þ

X
R

X
R0 6¼R

grtrR0grtrRg
r

þ
X
R

X
R0 6¼R

X
R00 6¼R0

grtrR00grtrR0grtrRg
r þ . . .

ð5:87Þ

Again, we mention that configuration index a is omitted here, and trR’s are
random variables which can take the value tr;QR with the probability of cQR. Then, we
insert Eq. (5.87) and its advanced counterpart into Eq. (5.86). Basically, we will
have infinite number of terms for T2 which makes it impossible to calculate. But
here, since cQR for dopants or defects are very small, we can rewrite those terms in
order of cQR and only keep the first-order terms [52]. With the help of Feynman
diagram, we find that only 9 diagrams survive for dT and they can be written in a
beautiful form as

dT2 ¼
X

R;Q[ 0

cQR Ya;Q
R þ Yb;Q

R þ Y c;Q
R

� 	2
;

Ya;Q
R ¼ Tr ta;QR ½gaCRg

rCLg
a�R;R

n o
;

Yb;Q
R ¼ Tr tr;QR ½grCRg

aCLg
r�R;R

n o
;

Y c;Q
R ¼ Tr tr;QR ½grCLga�iita;QR ½gaCRgr�R;R

n o
;

ð5:88Þ

where we have denoted that Q ¼ 0 refers to the host atoms whose concentration is
large compared to dopants or defects. One thing we want to mention at last is this
method also applies to the case where there are more than one host atoms (e.g.,
GaAs with defects).

5.4 Applications

5.4.1 Atomic Disorder Scattering in Graphene TFETs

With device continuous miniaturization, electronic properties related to atomic
structure are playing more and more important role in device performance. Atomic
disorder is an important issue limiting the performance of nanoscale devices.
Intensive studies have been carried out in investigation into various atomic disorder
effects. Random dopant results in threshold voltage lowering and fluctuations and
leads to the well-known device-to-device variability; due to the discrete atomic
dopants, the semiconductor–metal contact resistance is greatly changed [54, 55]; the
resistance of copper or graphene [56] interconnect wires is greatly increased by the
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random grain boundary. Several theoretical methods have been applied to study
atomic disorder effects in nanodevices, such as the density gradient correction in the
drift-diffusion model [57] and the random-alloy approach in the TB model [58]. An
atomic disorder not only modifies the microscopical atomic structure, but also
changes the electronic properties. For simulating atomic disorder effects, DFT is the
most realistic approach because it can study material electronic properties from
atomic structure with parameter free. Transport calculations using DFT within the
NEGF formalism have been realized in atomic device [11]. However, considering
atomic disorder in device, brute force computation of different configurations has to
be carried out to get statistical information, which is a bottleneck for the first
principles calculations in dealing with disorder. Fortunately, the theory of the
NECPA implemented in LMTO has been developed for calculating the average
non-equilibrium transport properties with disorder scattering [51] and has previ-
ously been applied to simulate atomic disorders in magnetic tunnel junctions [59],
copper interconnects [60], and Si nanochannels [61]. In this section, we introduce
the work about studying atomic disorder effects in B–N co-doped graphene TFETs
using first principles.

5.4.1.1 Device Model and Electronic Structure

Figure 5.4a shows the device structure of a graphene transistor with Al2O3 gate
oxide and copper contacts. The channel under the oxide layer is co-doped with
boron (B) and nitride (N) [62], where co-doping means the concentration of B and
N is the same. With the CPA method, the average electronic and transport prop-
erties of such disordered system can be calculated. Figure 5.4b plots one of many

Fig. 5.4 a The device structure of the simulated graphene TFET. b A specific atomic
configuration of B–N co-doped graphene. c The effective medium model of disordered graphene
treated by the CPA method [53]
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atomic configurations for a given B–N concentration x%. Due to random doping,
the atomic structure varies from one configuration to another; hence, the electronic
structure is changed by the doping. Instead of repetitively computing different
configurations, their average properties are calculated once by the effective medium
model of CPA, which is represented in Fig. 5.4c. In the model, disorder doping is
averaged to each atomic site of graphene with a probability of x%.

Figure 5.5a presents the calculated band structure of pristine graphene with zero
band gap and Dirac cone. Once the graphene is co-doped by B and N dopants, the
band structure is changed correspondingly. Figure 5.5b shows the
disorder-averaged CPA band structure [63]. Due to B–N co-doping, disordered
graphene has a band gap of 0.33 eV and no longer massless with 0.1 m0 electron
mass. These results have been benchmarked and agree with brute force DFT cal-
culations of many disorder configurations using VASP. With the increasing of
co-doping density, the band gap gets larger linearly as shown in Fig. 5.5c. The
Fermi level is modified with the doping concentration change of B or N dopant and
p-type or n-type graphene can be achieved as shown in Fig. 5.5d.

Fig. 5.5 a Band structure of pristine graphene; b CPA density of states (DOS) of doped graphene;
c DOS of disordered graphene at different co-doping concentrations; d the averaged DOS versus
energy of the B–N co-doped graphene with extra individual boron (p-type) or nitrogen (n-type)
impurity atoms. Reprinted with permission from [53]. © IEEE 2014
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5.4.1.2 Modeling Transport with Disorder Scattering

Two different doping channels of simulated double-gate TFETs are shown in
Fig. 5.6a, b. The channel length LG is 10 nm and gate dielectric thickness
EOT = 1.7 nm. In Fig. 5.6a, the doping of graphene TFETs is treated by the virtual
crystal approximation (VCA), in which the atom electronic potential is shifted due
to the average doping. Atomic disorder is considered in the whole channel and part
of source/drain as shown in Fig. 5.6b and calculated by NECPA. The transverse
direction perpendicular to transport direction is treated as periodic conditions. The
whole simulated system has 2160 atoms calculated with the VCA theme and 4080
atoms with the NECPA theme.

Both the VCA and the NECPA themes give the same band profiles along the
transport direction as shown in Fig. 5.6c. Figure 5.6d compares transmission
spectrums of the VCA and NECPA themes. It is observed that the atomic disorder
scattering has important influence on tunneling process. Compared to the VCA
curve without disorder scattering, the transmission is suppressed in the NECPA
theme due to atomic disorder scattering. In the disordered graphene TFETs, the
inter-band tunneling at source–channel junction is diffusive as illustrated by the
local density of states (LDOS) as in Fig. 5.7a; thus, the tunneling current is reduced.
Figure 5.7b shows transfer characteristics of the graphene TFETs with or without
atomic disorder. It can be found that drain current is decreased by atomic disorder
scattering. It is noteworthy that disorder scattering has much larger influence on
off-state current than on on-state current as shown in Fig. 5.7b. It is also found that
subthreshold slope is increased by 20 % due to atomic disorder.

Fig. 5.6 a VCA- and b CPA-doped graphene channels. c Potential profiles of graphene TFETs
and d corresponding transmissions. Reprinted with permission from [53]. © IEEE 2014
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5.4.2 Device Physics in TMDC TFETs

Recently, two-dimensional (2D)-layered semiconductor crystalline solids have been
attracting increasing interest as promising channel materials for TFET applications,
such as graphene nanoribbons (GNRs) [26, 27], TMDCs [65, 66], and phosphorene
[67, 68]. Atomically, thin structures are beneficial for better gate control and leakage
current can also be effectively suppressed than conventional bulk semiconductors. In
planar 2D materials, high electric field at the tunnel junction is expected to enhance
the tunneling current. At the same time, 2D materials have good mechanical prop-
erties and are attractive for flexible electronics [69]. Furthermore, these 2D materials
have no surface dangling bonds, thus are immune to device variability due to
interface disorder in TFETs using bulk semiconductors. Clean interface is also
desired for reducing subthreshold slope (SS) [70]. More recently, layered TMDC
TFETs have been extensively studied [30, 65, 66, 71, 72]. In this section, we
discussed device physics in monolayer TMDC TFETs by atomic simulations within
the NEGF formalism [73]. Electron-hole symmetry and sub-bands contributing to
transport are well captured by three-band TB model. With the precise band structure,
orientation-dependent transport and negative differential resistance in monolayer
TMDC TFETs are predicted. For optimizing device performance, source/drain
doping concentration and gate oxide thickness are tuned. The scaling behavior of
TMDC TFETs is also discussed. At last, transport properties of six different
monolayer TMDC materials are compared for TFET applications.

5.4.2.1 Electronic Structure

Figure 5.8a schematically illustrates the cross-sectional view of a double-gate
TFET. Monolayer TMDCs are applied as the channel material. There are two
natural transport directions with high symmetry as shown in Fig. 5.8b: the zigzag
direction (ZD) and the armchair direction (AD). Generally, the band edge effective

Fig. 5.7 a LDOS of the co-doped graphene TFET using the CPA method and b drain current as a
function of gate voltage of the 10 nm graphene TFET with and without disorder scattering.
Reprinted with permission from [53]. © IEEE 2014
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masses along the two directions are the same. However, the conduction sub-band
properties along AD and ZD are different. The band structures calculated by the TB
model and density functional theory (DFT, by VASP) along the AD and ZD are
compared in Fig. 5.8c, d. Both TB and DFT results show a gap in the conduction
band in AD (Fig. 5.8c) at around 1.0 eV. This gap corresponds to the conductance
valley at K ¼ 2p=ð3LAÞ or 4p=ð3LAÞ in the transmission spectrum of AD. On the
other hand, there is no such gap in ZD (see, Fig. 5.8d).

Figure 5.8e, f shows the ballistic transmission spectrums of MoTe2 obtained by
using the NEGF formalism, which indicate available transport channels in the wave
vector (K) and energy (E) space. It can be observed that transmission in the AD is
different from ZD. In AD, both the conduction band minimum (CBM) and the
valance band maximum (VBM) are at K ¼ 2p=3LA or 4p=3LA, and at the same
K there are regions without transport channels in CB. Therefore, when carriers from
source VB transport to drain CB, some of the carriers may tunnel to these regions
without channels and then drain current is reduced [29]. However, there is no such
physics in ZD TMDC TFETs. Channel-less region in CB does not exist at K = 0 or
K ¼ 2p=LZ where the CBM and VBM locate. Due to the orientation-dependent
band structure, monolayer TMDC TFETs have different device characteristics in the
two directions.

Fig. 5.8 a Schematic illustration of a double-gate monolayer TMDC TFET with 12-nm intrinsic
channel and 10 nm p-type/n-type source/drain. 3 nm thick HfO2 is applied as the gate oxide.
b Atomistic structures of monolayer TMDC. Band structures and transmission (T) spectrums of
monolayer MoTe2 in (c, e) the armchair direction (AD) and (d, f) the zigzag direction (ZD).
Reprinted with permission from [31, 64]. © IEEE 2015 2016
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5.4.2.2 Current–Voltage Characteristics

Figure 5.9a shows the transfer characteristics of 12 nm double-gate monolayer
MoTe2 TFETs. The simulated device has top and bottom gate insulator layers of
3 nm HfO2 ðj ¼ 25Þ. The source and drain are doped to p-type and n-type with the
same doping concentration of n0 = 0.02 dopant/atom, respectively. The device
transport properties are simulated by self-consistently solving the Poisson equation
and the open boundary Schrödinger equation within the NEGF formalism [29, 73].
The minimum current is achieved at VG = VD/2, where the gate-to-source voltage
is the same as the drain-to-gate voltage and the tunneling barrier from source to
drain is the largest. From Fig. 5.9a, an ambipolar behavior can be found in
monolayer MoTe2 TFETs, while n-type and p-type ID–VG curves in AD TFETs are
asymmetric.

Figure 5.9a clearly shows that the transfer characteristics of MoTe2 TFETs are
orientation dependent. ID in ZD is larger than that in AD in all studied gate voltage
range. The drain currents at VG ¼ 0:25 V and VG ¼ 0:75 V of ZD TFETs are 212
and 305 larger than those of AD TFETs, respectively. The orientation transport is
more significant than in TMDC FETs [74]. Generally, the transport properties
mainly depend on electronic structure, doping density, and channel length. In the
following, we discuss the orientation-dependent transport in TMDC TFETs.

Fig. 5.9 a ID versus VG and b ID versus VD of 12-nm monolayer MoTe2 TFETs in the armchair
direction (AD) and the zigzag direction (ZD) at VD = 0.5 V. c, d Potential profiles and e, f current
densities (J) of monolayer MoTe2 TFETs in AD and ZD at off-state (VG = 0. 25 V) and on-state
(VG = 0. 75 V). Reprinted with permission from [31]. © IEEE 2016
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First, band edge effective masses of monolayer MoTe2 are isotropic and do not
provide a reason for the orientation-dependent transfer characteristics. However, the
conduction band is orientation dependent as presented in Fig. 5.8c, d. Figure 5.9e
shows the current density in AD TFETs is smaller than ZD TFETs at
−0.3 eV < E < 0 eV, corresponding to the region without transport channel in
conduction band as shown in Fig. 5.8c, e. So, drain current is reduced in the energy
region in AD TFETs. However, there is no such mechanism in ZD TFETs. It is also
found that the orientation-dependent conduction band results in ID � VG asymmetry
of n-type and p-type AD TFETs as shown in Fig. 5.9a. For n-type TFETs, with the
increasing of VG the drain current mainly tunnels at the source–channel junction
and encounters the energy region without channel in the drain CB. While, in p-type
TFETs carrier tunnels at the channel–drain junction and thus the channel-less
region in drain conduction band plays a less important role.

Secondly, the atomic structure also contributes the orientation-dependent
transport in TMDCs TFETs. From Fig. 5.9c, d, different depletion region lengths
in AD and ZD can be found, which is due to different atomic arrangements in AD
and ZD. From Fig. 5.8b, the projected distances between two nearest Mo atoms are
different: a0=2 in ZD and

ffiffiffi
3

p
a0=2 in AD, where a0 = 3.557 Å. As a result, pro-

jected 1D-doping densities along the two directions are different. For an abrupt
doped p–n junction, the depletion region length is obtained by [75]:

W / 1
NA

þ 1
ND

� �
Vbi

� �1=2
ð5:89Þ

where W is the depletion width, NA=ND is the 1D density of acceptors/donors in
p-type/n-type region, and Vbi is the built-in potential. For the same number of
dopant per atom in a MoTe2 p–n junction, we can obtain:

NA;AD\NA;ZD; ND;AD\ND;ZD; Vbi;AD ¼ Vbi;ZD ð5:90Þ

Therefore, the AD depletion width is longer than ZD, WAD > WZD. Hence, a
wider tunnel barrier in AD TFETs results in smaller current in Fig. 5.9a.

The channel-less region in conduction band also leads to giant negative differ-
ential resistance (NDR). The ID–VD of monolayer MoTe2 TFETs in the two
directions are compared in Fig. 5.9b. There is a giant NDR in AD TFETs and the
peak-to-valley ratio (PVR) reaches 103. With the tuning of VD, the contribution of
channel-less region in AD is modified; hence, NDR is achieved. It is predicted that
NDR is quiet general and exists in at least six TMDC materials (MoS2, MoSe2,
MoTe2, WS2, WSe2, and WTe2) [29].
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5.4.2.3 Doping Density and Geometry Dependence

Figure 5.10a, b compare ID–VG of 12-nm monolayer MoTe2 TFETs with different
doping densities, which is changed equally in source and drain. With the increasing
of doping concentration, the drain current is increased at all gate voltages.
Specifically, the ID of ZD TFETs at VG = 0.75 V is 1.3 × 10−2, 2.4 × 10−3 and
4.8 × 10−5 lA=lm for NS=D ¼ 1:5n0; n0 and 0:5n0, respectively. The increasing of
doping density not only enlarges the tunneling energy window from source VB
edge to drain CB edge, but also decreases the depletion region length at source–
channel and channel–drain junctions. Consequently, drain current gets larger with
the increase of doping density for both n-type and p-type TFETs. On the other hand,
SS is deteriorated at the same time: 48.0, 59.7, and 62.5 mV/decade for NS=D ¼
0:5n0; n0 and 1:5n0, respectively.

Next, we discuss the effect of gate oxide thickness Tox on ID of monolayer
MoTe2 TFETs as shown in Fig. 5.10c. Device performance of MoTe2 can be
greatly improved by using thinner gate oxide layer. The off-state current at
VG = 0.25 V is decreased by 15 times while the on-state current at VG = 0.75 V is
increased by 37 times. As a result, SS is improved from 58.6 to 44.3 mV/decade.
Hence, thinner insulator layer not only boosts the on-state current but also decreases
the SS. The gate control of double-gate devices can be quantified by the natural
decay length k given by [76]:

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ech
2eox

1þ eox
4ech

tch
tox

� �
toxtch

s
ð5:91Þ

Fig. 5.10 ID versus V_G of 12-nm monolayer MoTe_2 TFETs with different doping densities at
V_D = 0.5 V: a the armchair direction (AD) b the zigzag direction (ZD) and c I_D as a function
of HfO2 oxide layer thickness (Tox) in 12-nm monolayer MoTe2 TFETs at VD = 0.5 V. Reprinted
with permission from [31]. © IEEE 2016
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where ech and eox are the channel and gate dielectric constant, respectively; tch and
tox are the corresponding thicknesses. Using thinner gate oxide layer, the decay
length k is reduces and electric field in the tunneling junction is enlarged. As a
result, on-state current is increased.

Figure 5.11 shows the transfer characteristics of monolayer MoTe2 TFETs with
different gate lengths at VD = 0.5 V. Due to the increase of direct tunneling width,
the off-state current decreases with the channel length as expected, while the sat-
uration current is mainly determined by the source–channel tunneling junction for
n-type TFETs, which does not change with LG. As a result, the saturation current
remains the same as shown in Fig. 5.11. From the inset figure in Fig. 5.11b, it can
be found that the Ioff ;ZD=Ioff ;AD ratio increases with the gate length at VG = 0.25 V.

5.4.2.4 Comparison of Six Kinds of TMDC TFETs

In this section, device performances of six kinds of monolayer TMDC TFETs are
compared. These devices have the same device structure with 3-nm HfO2 oxide
layer and 12-nm gate length. The channel materials are in the form of MX2 where
M = Mo, W and X = S, Se, Te. Band gaps and carrier effective masses of these
materials are shown in Table 5.1, which determine device performances. Ion as a
function of Ion=Ioff ratio in ZD TFETs is shown in Fig. 5.12a. Monolayer MoS2
TFETs have the lowest saturation current but can reach the largest Ion=Ioff ratio. The
band gap and carrier effective masses of monolayer WTe2 are the smallest, so the
largest on-state current can be achieved in monolayer WTe2 TFETs when the
Ion=Ioff ratio is smaller than 107. At last, device performances of monolayer MoS2
TFETs and monolayer WTe2 TFETs in AD and ZD are presented in Fig. 5.12b, c.

Fig. 5.11 ID versus VG of monolayer MoTe2 TFETs with different gate lengths: a the armchair
direction (AD) and b the zigzag direction (ZD). The inset figure shows the ratio of Ioff ;ZD=Ioff ;AD as
a function of the gate length at VG = 0.25 V. Reprinted with permission from [31]. © IEEE 2016
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Orientation-dependent transport also exists in the two kinds of TFETs. ZD TFETs
have larger Ion but lower Ion=Ioff ratio utmost limit.

5.5 Summary

In summary, we have reviewed the fundamental theory for electronic structure
calculations. Using DFT, electronic structure of solid-state material can be calcu-
lated from atomic structure with parameter free. We specifically discussed the
TB-LMTO method, which is a basis set for NEGF–DFT calculations. The TB
model is also discussed and suitable for large-scale computing at the atomic level.
With LMTO basis, CPA–NVC theory is developed to deal with impurity scattering
in nanodevices. With the CPA–NVC method, the statistic transport information can
be obtained without iteratively computing different atomic configurations. At last,
two applications are reviewed. Diffusive transport of graphene TFETs with boron
and nitrogen impurities is simulated with the parameter-free first principles

Fig. 5.12 Ion as a function of Ion=Ioff ratio at a bias window of 0.5 V: a six kinds of monolayer
TMDC TFETs in ZD, b monolayer MoS2 TFETs, and c monolayer WTe2 TFETs. Reprinted with
permission from [31]. © IEEE 2016

Table 5.1 Eg is the band gap energy, me(mh) is the electron (hole) effective mass extracted from
the tight-binding model, m0 is the bare electron mass, and SSmin is the minimal subthreshold swing
achieved in 12 nm ZD TFETs at VD ¼ 0:5V [31]

MoS2 WS2 MoSe2 WSe2 MoTe2 WTe2
Eg(eV) 1.66 1.81 1.43 1.54 1.07 1.07

me(m0) 0.42 0.30 0.48 0.32 0.39 0.25

mh(m0) 0.54 0.39 0.59 0.41 0.54 0.34

SSmin 48.3 56.1 49.4 58.6 58.6 71.2
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modeling methodology of the NEGF–DFT–NVC approach. It is revealed that the
band-to-band tunneling current is substantially suppressed by the atomistic disor-
der. In another application, device physics in TMDC TFETs is investigated with
NEGF using TB approach. By atomistic simulations, it is demonstrated that atomic
arrangement and sub-bands have great impact on transport properties of TMDC
TFETs at nanoscale. It is unquestioned that atomistic simulations of TFETs get
more and more important when device dimension is continuously scaled down. It is
valuable to further study various atomistic effects on device performance of TFETs.
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Chapter 6
Quantum Transport Simulation of III-V
TFETs with Reduced-Order k � p Method

Jun Z. Huang, Lining Zhang, Pengyu Long, Michael Povolotskyi
and Gerhard Klimeck

Abstract III-V tunnel field-effect transistors (TFETs) offer great potentials in
future low-power electronics application due to their steep subthreshold slope and
large “on” current. Their 3D quantum transport study using non-equilibrium
Green’s function method is computationally very intensive, in particular when
combined with multiband approaches such as the eight-band k � p method. To
reduce the numerical cost, an efficient reduced-order method is developed in this
chapter and applied to study homojunction InAs and heterojunction GaSb–InAs
nanowire TFETs. Device performances are obtained for various channel widths,
channel lengths, crystal orientations, doping densities, source–pocket lengths, and
strain conditions.

6.1 Introduction

Scaling the supply voltage enables reduction of power consumption of integrated
circuits. In order to continue reducing the supply voltage without degrading the
performance, steep subthreshold swing (SS) transistors are highly needed. Steep
tunnel field-effect transistors (TFETs) can achieve sub-60 mV/dec SS at room
temperature by using quantum mechanical band-to-band tunneling (BTBT) [1, 2].
However, TFETs generally suffer from low ION due to low tunneling probabilities.
To enhance BTBT and increase ION , group III-V semiconductor-based TFETs are
very attractive since III-V materials can provide low bandgap and small tunneling
mass, and allow different band-edge alignments [1].
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In order to achieve the best III-V TFET performances, it is required to sys-
tematically optimize various design parameters, such as the channel thickness,
channel length, crystal orientations, and doping densities. In addition, many
schemes have been proposed to further boost ION . The first scheme is to embed a
pocket doping between the source and the channel [3, 4]. The pocket increases the
electric field near the tunnel junction and thus improves the ION and SS. 2D
quantum simulations have also been performed for this kind of device [5]. The
second scheme is to replace the homojunction with a heterojunction, for instance, a
GaSb/InAs broken-gap heterojunction [6, 7], or an InGaAs/InAs heterojunction [8].
Due to the band offset between the two materials, the tunneling barrier height and
distance are greatly reduced. 2D and 3D quantum transport simulations have also
been performed for these heterojunction TFETs [9–11]. Other schemes include
strain engineering [12, 13], grading of the molar fraction in the source region [13,
14], adding a doped underlap layer between source and channel [15], and
embedding a quantum well in the source [16].

To understand the device physics, predict the performance, and optimize the
design parameters of these structures, an efficient quantum transport solver is highly
needed. The BTBT process can be accurately accounted for by combining
non-equilibrium Green’s function (NEGF) approach [17] with tight-binding or
eight-band k � p Hamiltonian. Unfortunately, these multiband NEGF studies require
huge computational resources due to the large Hamiltonian matrix. To improve
their efficiency, equivalent but greatly reduced tight-binding models can be con-
structed for silicon nanowires (SiNWs) [18], which greatly speed up the simulation
of p-type SiNW MOSFETs even in the presence of phonon scattering. Recently,
this method has been extended to simulate III-V nanowire MOSFETs and hetero-
junction TFETs [19]. Note that construction of the reduced tight-binding models
requires sophisticated optimization process. A mode space k � p approach is also
proposed for p-type SiNW MOSFETs and InAs TFETs [20], which has been
employed to simulate strain-engineered and heterojunction nanowire TFETs [12,
13]. Though optimization process is not needed, this approach selects the modes
only at the C point, i.e., at k = 0, which is inefficient to expand the modes that are far
away from k = 0.

In this work, we propose to construct the reduced-order k � p models with
multipoint expansion [21, 22]. We also extend this method to be able to simulate
heterojunction devices. This efficient quantum transport solver is then applied to
optimize device configurations such as crystal orientation, channel width, and
channel length. Various performance boosters such as source pocket, heterojunc-
tion, and strain will be explored. Homojunction InAs and heterojunction GaSb/InAs
nanowire TFETs will be the focus of this study.

The device structure is described in Sect. 6.2. The k � p method is developed in
Sect. 6.3, where the eight-band k � p Hamiltonian and its matrix rotations are
reviewed first. The rotated Hamiltonian is then discretized in a mixed real and
spectral space. The accuracy of the k � p method is benchmarked by comparing the
band structures with tight-binding method for several nanowire cross sections. The
reduced-order NEGF method is developed in Sect. 6.4, where the reduced-order
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NEGF equations are summarized first. Then, the problem of spurious bands, par-
ticular for the multipoint expansion, is identified. Afterward, a simple procedure to
eliminate these spurious bands is proposed. The method is finally validated by
checking the band structures as well as the I–V curves. In Sect. 6.5, extensive
simulations are carried out to understand and optimize the TFETs under different
application requirements. Conclusions are drawn in Sect. 6.6.

6.2 Device Structure

The n-type gate-all-around (GAA) nanowire TFET to be simulated is illustrated in
Fig. 6.1. The nanowire is P++ doped in the source and N+ doped in the drain, while
it is intrinsic in the channel. A thin layer of N++ doping is inserted between the
source and the channel to form a source pocket. The nanowire is surrounded by the
oxide layer, through which the gate controls the channel (and the pocket).

For homojunction TFETs in this study, all the source, pocket, channel, and drain
are made of material InAs, because high “on” current is possible due to its small
direct bandgap and light effective masses [23].

For heterojunction TFETs in this study, GaSb is used for the source, while InAs
is used for the pocket, channel, and drain. These two materials form broken-gap
heterojunction at the source–channel (or source–pocket) interface, though in reality
staggered-gap heterojunction is formed due to lateral confinements [9, 10].

Different channel width, gate length, and pocket length will be studied. The
channel crystal orientations will be varied from [100] (with (010) and (001) sur-
faces), [110] (with (−1,1,0) and (001) surfaces), to [111] (with (−1,1,0) and (−1,
−1,2) surfaces). The uniaxial stress will be applied along the x direction, while the
biaxial stress will be applied in the y and z directions.

Fig. 6.1 GAA TFET with p-n-i-n doping profile. The transport direction is x, while the
confinement directions are y and z. The source, source pocket, gate, and drain lengths are
Ls;Lsp;Lg and Ld , respectively, with doping density in the source, pocket, and drain, Ns;Nsp and
Nd , respectively. Nanowire width and thickness are Tz and Ty. Oxide layer thickness is denoted by
Tox; its dielectric constant is eox
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6.3 The k � p Method

6.3.1 The Eight-Band k � p Hamiltonian

Todescribe the band structure involving both the conduction and valence bands of III-V
compound semiconductor materials, a widely used approach is the eight-band k � p
model. When the eight basis functions are chosen to be spin-up and spin-down s and
p atomic orbital-like states, the zincblende Hamiltonian can be written as [24–26],

H8 ¼ H4 0
0 H4

� �
þ Gso C

�C� G�
so

� �
þ H4

str 0
0 H4

str

� �
; ð6:1Þ

where the first part is spin-independent, the second part accounts for spin–orbit
coupling, and the last part is deformation potential contribution due to strain.

With operator ordering (for heterostructures) taken into account, the four-band
Hamiltonian H4 is

H4 ¼ EcI1 þHcc Hcv

Hvc E0
vI3 þHvv

� �
; ð6:2Þ

where I1 and I3 are the 1 × 1 and 3 × 3 identity matrices, and

Hcc ¼ kxAckx þ kyAckyþ kzAckz; ð6:3Þ

Hcv ¼ iPþ kx þ ikxP
� iPþ ky þ ikyP

� iPþ kz þ ikzP
�� �

; ð6:4Þ

Hvc ¼ �ikxP
þ � iP�kx � ikyP

þ � iP�ky � ikzP
þ � iP�kz

� �T
; ð6:5Þ

Hvv ¼
kxLkx þ kyMky þ kzMkz kxN þ ky þ kyN�kx kxN þ kz þ kzN�kx
kyN þ kx þ kxN�ky kyLky þ kzMkz þ kxMkx kyN þ kz þ kzN�ky
kzN þ kx þ kxN�kz kzN þ ky þ kyN�kz kzLkz þ kxMkx þ kyMky

0
@

1
A:

ð6:6Þ

Here, the parameter Ec ¼ Ev þEg is the conduction band edge with Ev being the
valence band edge and Eg the bandgap. E0

v ¼ Ev � D=3 is the valence band edge in
the absence of spin–orbit coupling, with Δ being the spin–orbit split-off energy. P is
proportional to the momentum matrix element and can be evaluated by its equiv-
alent energy Ep ¼ 2m0P2=�h2. Ac is determined from the conduction band effective
mass m�

c ,

Ac ¼ �h2

2m�
c
� 2P2

3Eg
� P2

3 Eg þD
� � : ð6:7Þ
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The parameters L,M, and N are related to the Luttinger parameters c1, c2, and c3,

L ¼ � �h2

2m0
c1 þ 4c2ð Þþ P2

Eg
; ð6:8Þ

M ¼ � �h2

2m0
c1 � 2c2ð Þ; ð6:9Þ

N ¼ � �h2

2m0
6c3ð Þþ P2

Eg
: ð6:10Þ

While the widely used symmetrized operator ordering evenly divides the terms
leading to Pþ ¼ P� ¼ P=2 and N þ ¼ N� ¼ N=2, the correct Burt–Foreman
ordering [27] divides the terms according to different bands’ contribution, which
leads to Pþ ¼ P;P� ¼ 0;N� ¼ M � �h2=2m0 and N þ ¼ N � N�.

The spin–orbit terms Gso and C are

Gso ¼ D
3

0 0 0 0
0 0 �i 0
0 i 0 0
0 0 0 0

0
BB@

1
CCA; C ¼ D

3

0 0 0 0
0 0 0 1
0 0 0 �i
0 �1 i 0

0
BB@

1
CCA: ð6:11Þ

The strain Hamiltonian is [28]

H4
str ¼

Hcc
str 0
0 Hvv

str

� �
; ð6:12Þ

where

Hcc
str ¼ ac exx þ eyy þ ezz

� �
; ð6:13Þ

Hvv
str ¼

lexx þm eyy þ ezz
� �

nexy nexz
nexy leyy þm exx þ ezzð Þ neyz
nexz neyz lezz þm exx þ eyy

� �
0
@

1
A: ð6:14Þ

Here, exx; eyy; ezz; 2eyz; 2exz; 2exy
� �

is the strain vector in Voigt’s notation, ac is the

deformation potential constant for the conduction band, and m ¼ av � b; l ¼
av þ 2b; n ¼ ffiffiffi

3
p

d and av; b; d are the Pikus–Bir deformation potential constants for
the valence bands. Note that we only keep the k independent terms.

The k � p parameters for III-V compounds and their alloys can be found in [29].
The k � p Hamiltonian matrix defined in the above is in terms of k in the crystal

coordinate system (CCS). In practice, nanostructures can grow in different crystal
directions, and thus, the quantization directions and periodic directions are aligned
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with device coordinate system (DCS). Therefore, it is more convenient to work in
the DCS, and it requires coordinate transformation of the Hamiltonian matrix.

We first define a 3 × 3 unitary rotation matrix from DCS to CCS RD!C, so that
the 3 × 1 k vectors in the CCS and DCS, i.e., kC and kD, are related by

kC ¼ RD!C � kD: ð6:15Þ

Note that the rows of RD!C are the coordinates of the CCS unit vectors in the DCS.
Then, we rotate the k � p matrix element by element. Each of the second order in

k terms in the CCS is of the form kTCH
2ð Þ
C kC. Substituting (6.15), we have,

kTCH
2ð Þ
C kC ¼ kTDR

T
D!C

� �
H 2ð Þ

C RD!CkDð Þ ¼ kTDH
2ð Þ
D kD: ð6:16Þ

From above, we can identify

Hð2Þ
D ¼ RT

D!CH
ð2Þ
C RD!C: ð6:17Þ

Each of the first order in k terms in the CCS is of the form kTCH
1ð Þ
C;R þH 1ð Þ

C;LkC,

where Hð1Þ
C;R is a 3 × 1 matrix and H 1ð Þ

C;L is an 1 × 3 matrix. Substituting (6.15), we
have,

kTCH
ð1Þ
C;R þHð1Þ

C;LkC ¼ kTDR
T
D!CH

ð1Þ
C;R þHð1Þ

C;LRD!CkD

¼ kTDH
ð1Þ
D;R þHð1Þ

D;LkD:
ð6:18Þ

From above, we can identify

Hð1Þ
D;R ¼ RT

D!CH
ð1Þ
C;R; ð6:19Þ

and

Hð1Þ
D;L ¼ Hð1Þ

C;LRD!C: ð6:20Þ

The k independent terms, such as the band edges and spin–orbit constants, do
not need to rotate.

The strain and stress components are usually set in the DCS; however, the strain
components in the CCS are those that enter the k � p Hamiltonian [30].

The rotation for the strain is given by

�C;3�3 ¼ RD!C � �D;3�3 � R�1
D!C; ð6:21Þ

where �C;3�3 and �D;3�3 are the 3 × 3 strain matrices in the CCS and DCS,
respectively. Similar rotation holds for rC;3�3 and rD;3�3, the stress matrices in the
CCS and DCS.
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It is convenient to transform directly the strain vector by

�C;6 ¼ R6;D!C � �D;6; ð6:22Þ

where �C;6 and �D;6 are the 6 × 1 strain vectors in the CCS and DCS, respectively.
R6;D!C is the 6 × 6 transformation matrix, whose elements can be found by
expanding Eq. (6.21). Similar rotation holds for rC;6 and rD;6, the stress vectors in
the CCS and DCS.

Finally, rC;6 can be converted to �C;6 via three elastic constants C11, C12, and
C44,

eC;xx
eC;yy
eC;zz
eC;yz
eC;xz
eC;xy

0
BBBBBB@

1
CCCCCCA

¼

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 2C44 0 0
0 0 0 0 2C44 0
0 0 0 0 0 2C44

0
BBBBBB@

1
CCCCCCA

�1
rC;xx
rC;yy
rC;zz
rC;yz
rC;xz
rC;xy

0
BBBBBB@

1
CCCCCCA
: ð6:23Þ

6.3.2 The Discretized Hamiltonian

For nanostructures, the periodicity is broken by the finite sizes and the external
potentials. The eigen states can be found by solving the following coupled differ-
ential equation for envelop function Fm (m ¼ 1; 2; . . .; 8),

X8
n¼1

H8
mn �irð ÞþV rð Þdmn

� �
Fn rð Þ ¼ EFm rð Þ ð6:24Þ

where V rð Þ is the slowly varying perturbed potential distribution, and operator
H8

mn �irð Þ is the element of H8 kð Þ with k replaced by the differential operator �ir.
In order to solve (6.24) numerically, the operator needs to be discretized first. To

have a discretized form that is compact and valid for arbitrary nanowire orientation,
we rewrite the eight-band k � p operator (considering operator ordering) in (6.24) as,

H ¼
X

a;b¼x;y;z

@aHa;b@b þ
X

a¼x;y;z

Ha;L@a þ @aHa;R
� �þH0 ð6:25Þ

where the matrices Ha;b, Ha;L, Ha;R, and H0 are the material- and orientation-
dependent coefficients containing contributions from Löwdin’s renormalization,
spin–orbit interaction, and strain.
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In Ref. [21], finite difference method (FDM) is adopted and it results in extre-
mely sparse matrices. Therefore, the Bloch modes can be obtained efficiently with
sparse matrix solvers. In fact, with shift-and-invert strategy implemented, the
Krylov subspace-based eigenvalue solver converges very quickly, as the eigen-
values of interest (close to the valence band top) distribute in a very small area.
However, it is found that the Krylov subspace method is less efficient in the
eight-band case. The reason is that the eigenvalues of interest distribute over a
larger area, as both conduction and valence bands are to be sought and between
them there is a bandgap.

Therefore, the method used in Ref. [20] is employed, which is also generalized
to arbitrary crystal orientations and to heterojunctions here. In this method, the
transport direction is still discretized by FDM, while the transverse directions are
discretized by spectral method. Spectral method has high spectral accuracy (i.e., the
error decreases exponentially with the increase of discretization points N) if the
potential distribution is smooth [31]. This is true for devices that do not have any
explicit impurities or surface roughness. So, the Hamiltonian matrix size of a layer,
i.e., Nt, can be kept very small (although it is less sparse or even dense), making
direct solution of the eigenvalue problem possible.

To discretize the operator (6.25), the longitudinal component of the unknown
envelope function is discretized with second-order central FDM,

@x Hx;Rw
� �jx¼xi �

Hx;R xiþ 1ð Þw xiþ 1ð Þ �Hx;R xi�1ð Þw xi�1ð Þ
2Dx

; ð6:26Þ

Hx;L@xwjx¼xi � Hx;L xið Þw xiþ 1ð Þ � w xi�1ð Þ
2Dx

; ð6:27Þ

@x Hx;x@xw
� �jx¼xi �

Hx;x xiþ 1ð ÞþHx;x xið Þ
2 Dxð Þ2 w xiþ 1ð Þ

�Hx;x xiþ 1ð Þþ 2Hx;x xið ÞþHx;x xi�1ð Þ
2 Dxð Þ2 w xið Þ

þ Hx;x xi�1ð ÞþHx;x xið Þ
2 Dxð Þ2 w xi�1ð Þ;

ð6:28Þ

where D x is the grid spacing.
The transversal components are expanded using Fourier series [20], i.e.,

/p;q ym; znð Þ ¼ 2ffiffiffiffiffiffiffiffiffiffi
NyNz

p sin kpym
� �

sin kqzn
� �

; ð6:29Þ

where Ny and Nz are the number of real space grid points in the y and z directions,
respectively, m and n 1�m�Ny; 1� n�Nz

� �
are the coordinates of the Rth grid
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point in real space, and p and q 1� p�Ny; 1� q�Nz
� �

are the coordinates of the
Sth grid point in the Fourier space,

kp ¼ pp
Ty

; kq ¼ qp
Tz

; ð6:30Þ

where Ty (Tz) is the nanowire thickness in the y (z) direction. Note that hard wall
boundary condition is enforced at the interfaces between the oxide layer and the
semiconductor nanowire when the basis function (6.29) is used.

Operating (6.25) on (6.29), multiplying the result with (6.29), and performing
integrations, we get the discretized form. It is block tridiagonal,

H ¼

D1 T1;2 0

Ty1;2 D2 T2;3

. .
. . .

. . .
.

TyNx�2;Nx�1 DNx�1 TNx�1;Nx

0 TyNx�1;Nx
DNx

0
BBBBBBB@

1
CCCCCCCA
; ð6:31Þ

where Di is the on-site Hamiltonian for layer i (1� i�Nx), Ti;iþ 1 (1� i�Nx � 1)
is the coupling Hamiltonian between adjacent layers, and Nx is the number of grids
in the longitudinal direction x.

The S; S0ð Þ block of Di can be written down using very simple prescription,

DS;S0
i ¼ Hi

y;L þHi
y;R

	 
 4k0p
p

p
p2 � p02

� �
dpþ p0;odddq;q0

þ Hi
z;L þHi

z;R

	 
 4k0q
p

q
q2 � q02

� �
dqþ q0;odddp;p0

� Hi
y;z þHi

z;y

	 
 4k0p
p

p
p2 � p02

4k0q
p

q
q2 � q02

� �
dpþ p0;odddqþ q0;odd

þ Hi
0 þ Hiþ 1

x;x þ 2Hi
x;x þHi�1

x;x

	 
 1

2 Dxð Þ2 þHi
y;yk

2
p þHi

z;zk
2
q

" #
dp;p0dq;q0 ;

ð6:32Þ

where p; qð Þ and p0; q0ð Þ are the coordinates of the Sth and S0th grid points,
respectively. d is Kronecker delta function, for instance, dqþ q0;odd is equal to 1 (0) if
qþ q0 is an odd (even) number.
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Similarly, the S; S0ð Þ block of Ti;iþ 1 can be written as,

TS;S0
i;iþ 1 ¼ � Hiþ 1

x;x þHi
x;x

	 
 1

2 Dxð Þ2 þ Hiþ 1
x;R þHi

x;L

	 
 1
2Dx

" #
dp;p0dq;q0

� Hiþ 1
x;y þHi

y;x

	 
 1
2Dx

4k0p
p

p
p2 � p02

� �
dpþ p0;odddq;q0

� Hiþ 1
x;z þHi

z;x

	 
 1
2Dx

4k0q
p

q
q2 � q02

� �
dqþ q0;odddp;p0 :

ð6:33Þ

In this work, we use Dx ¼ 0:2 nm and have limited S to be 1� S� 183 by
employing the index scheme in [20]. This means 183 Fourier series are used to
expand each wave function component, which is found to be sufficient. The
dimension of Di is thus Nt ¼ 183� 8 ¼ 1464.

6.3.3 Comparison with TB Results

Since k � p method is only valid in a small region around the C point, there is a
concern whether the k � p method is accurate for small nanostructures.
A comparison with full-band tight-binding (TB) results will help answer this
question. In order to have a fair comparison for confined structures, the k � p
parameters are fit to the bulk TB calculations. At first, the bulk band structure is
computed using the sp3s� spin–orbit TB model, from which we have the bandgap,
spit-off energy, electron effective mass, and heavy hole and light hole effective
masses in both the [100] and [111] directions. These immediately determine k � p
parameters Eg;D;m�

c=m0; c1; c2, and c3 [24],

m0

m�
hhð100Þ

¼ c1 � 2c2; ð6:34Þ

m0

m�
lhð100Þ

¼ c1 þ 2c2; ð6:35Þ

m0

m�
hhð111Þ

¼ c1 � 2c3; ð6:36Þ

m0

m�
lhð111Þ

¼ c1 þ 2c3: ð6:37Þ

The remaining parameter Ep is then slightly reduced from experiment value so as
to avoid spurious solution [32]. The fitted parameters for materials InAs and GaSb
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used in this work are list in Table 6.1, which slightly differ from those in [29]. The
valence band offset (VBO) of GaSb relative to InAs is taken from [29].

Figure 6.2 compares the eight-band k � p and sp3s� spin–orbit TB band structures
of three InAs nanowires with 3 nm × 3 nm, 5 nm × 5 nm, and 7.4 nm × 7.4 nm cross
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Fig. 6.2 Complex and real band structures of a 3 nm × 3 nm (top), a 5 nm × 5 nm (middle), and a
7.4 nm × 7.4 nm (bottom) cross-sectional InAs nanowire in the [100] orientation (with (010) and
(001) surfaces). Left Eight-band k � p results; right sp3s� spin–orbit TB results

Table 6.1 Material parameters for InAs and GaSb at T = 300 K

Parameters Eg
(eV)

Δ
(eV)

m�
c=m0 c1 c2 c3 Ep

(eV)
VBO
(eV)

InAs 0.368 0.381 0.024 19.20 8.226 9.033 18.1 0

GaSb 0.751 0.748 0.042 13.27 4.97 5.978 21.2 0.56
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Fig. 6.4 Valence band structures of a 3 nm × 3 nm (top), a 5 nm × 5 nm (middle), and a
7.3 nm × 7.3 nm (bottom) cross-sectional GaSb nanowire in the [100] orientation (with (010) and
(001) surfaces). Left Eight-band k � p results; right sp3s� spin–orbit TB results. The bulk valence
band edge is shown in dash-dot line
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sections, respectively. For k � p, hard wall boundaries are imposed at the four
surfaces, while for TB, the surface atoms are passivated with hydrogen atoms.
Good matches are observed except for the 3 nm × 3 nm case, where the k � p model
has larger separation of subbands though the bandgaps are close.

The band edges and effective masses as functions of nanowire cross-sectional
size are plotted in Fig. 6.3. The k � p and TB results match quite well, except that
k � p band edges are slightly shifted downward for small nanowires. These two
models predict the same trends, i.e., as the nanowire size decreases, both the
bandgap and the electron effective masses increase.

Figure 6.4 compares k � p and TB band structures of three GaSb nanowires with
3 nm × 3 nm, 5 nm × 5 nm, and 7.3 nm × 7.3 nm cross sections, respectively. Only
valence band is shown since it is the most relevant for transport in heterojunction
GaSb/InAs TFET application here. Similar to InAs case, quantitative matches are
observed except for the 3 nm × 3 nm case where k � p model predicts lower valence
band edge and larger subband energies.

6.4 Reduced-Order NEGF Method

6.4.1 Reduced-Order NEGF Equations

The NEGF equations for the retarded and lesser Green’s function, GR and G\, in
the mixed real and Fourier space can be written as,

EI �H � V � RR Eð Þ� �
GR Eð Þ ¼ I; ð6:38Þ

G\ Eð Þ ¼ GR Eð ÞR\ Eð ÞGRy Eð Þ; ð6:39Þ

where H is the block three-diagonal k � p Hamiltonian of the isolated device, V is
potential term that is block diagonal, and RR (R\) is the retarded (lesser)
self-energy matrix due to the semi-infinite leads, which is nonzero only in the first
and last blocks. Phonon scattering has a very modest effect on the I–V curve [12],
and coherent transport is sufficient for III-V homojunction and heterojunction
TFETs with direct bandgap [33, 34]; thus, it is excluded in this work.

As the matrices involved are very large, to solve GR and G\ efficiently for many
different energy E, the reduced-order matrix equations can be constructed,

EeI � eH � eV � eRR Eð Þ
h ieGR Eð Þ ¼ eI ; ð6:40Þ

eG\ Eð Þ ¼ eGR Eð ÞeR\ Eð ÞeGRy Eð Þ; ð6:41Þ
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and the reduced-order Green’s functions eGR Eð Þ and eG\ Eð Þ are to be solved. Here,
the reduced Hamiltonian, potential, self-energy, and Green’s function are

eH ¼ UyHU; eV ¼ UyVU;

eRR;\ Eð Þ ¼ UyRR;\ Eð ÞU; eGR;\ Eð Þ ¼ UyGR;\ Eð ÞU;
ð6:42Þ

where U is a block diagonal transformation matrix containing the reduced basis Ui

of each layer i (with dimension Nt � Nm, where Nm is the number of reduced basis).
The �ieG\ Eð Þ gives the electron density. The hole density ieG[ Eð Þ is obtained

by subtracting electron density from the spectral function

ieG[ E; xið Þ ¼ �2ImfeGR E; xið Þgþ ieG\ E; xið Þ: ð6:43Þ

In TFET, electrons can tunnel from valence band into conduction band and leave
holes in the valence band. The charge density involving both electrons and holes is
calculated by the method similar to Ref. [35].

eQ xið Þ ¼ ieð Þ
Z

dE
1
2
sgn E � EN xið Þð Þþ 1½ � � eG\ E; xið Þ

þ 1
2
�sgn E � EN xið Þð Þþ 1½ � � eG[ E; xið Þ;

ð6:44Þ

where EN xið Þ is the layer-dependent threshold (charge neutral level), which is taken
as the mid-bandgap EN xið Þ ¼ 0:5 Ev xið ÞþEc xið Þ½ � þ �V xið Þ where �V xið Þ is the
average potential of layer xi. sgn is the sign function. This model basically says that
if a carrier is above (below) the threshold, it is considered as an electron (hole). The
required diagonal blocks of eGR;\ Eð Þ, i.e., eGR;\ E; xið Þ, can be calculated with
efficient recursive Green’s function (RGF) algorithm [36], since the matrices are
still block three diagonal after the transformation.

The integrated eQ xið Þ is then transformed back into real space,

Q rð Þ ¼ diag U0UeQUyU0y	 

; ð6:45Þ

where U0 is the transformation matrix from Fourier space to real space. Note that
only diagonal terms are needed, which can be utilized to relieve the computational
cost of back transformation. The transmission coefficient (and then ballistic current)
can be calculated directly in the reduced space.

The problem now is how to construct this transformation matrix U so that the
reduced system is as small as possible, and yet it still accurately describes the
original system. To construct the reduced basis Ui for layer i, the Hamiltonian of
layer i is repeated to form an infinite periodic nanowire. The reduction comes from
the fact that only the electrons near the conduction band bottom and valence band
top are important in the transport process. To approximate the band structure over
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that small region, Ui then consists of the sampled Bloch modes with energy lying in
that region. Multiple point k space sampling and/or E space sampling can be
employed as has been demonstrated for the three- and six-band cases [21]. Here,
k space sampling is adopted since E space sampling is more costly and that the
eight-band matrix is larger than the six- or three-band case.

6.4.2 Spurious Band Elimination

For three- and six-band k � p models, as is shown in [21], by sampling the Bloch
modes at multiple points in the k space and/or E space, a significantly reduced
Hamiltonian can be constructed that describes very well the valence band top, based
on which p-type SiNW FETs are simulated with good accuracy and efficiency.
However, direct extension of this method to eight-band k � p model fails. The
problem is that the reduced model constructed by multipoint expansion generally
leads to some spurious bands, a situation similar to constructing the equivalent
tight-binding models [18], rendering the reduced model useless.

As an example, Fig. 6.5a plots the E-k dispersion for an ideal InAs nanowire
orientated in the [100] direction. Figure 6.5b is the result using the reduced
Hamiltonian eH . The reduced basis Ui (i is arbitrary here) is constructed by sam-
pling the Bloch modes evenly in the Brillouin zone (at k ¼ 0, 	p=4, 	2p=4, and
	3p=4 ½1=nm�, as denoted in green lines in Fig. 6.5a), with the energy E 2
½Ev � 0:3eV;Ec þ 0:8eV� (Ev and Ec are the confined valence and conduction band
edges), which results in Nm ¼ 134 modes. Note that the modes at negative k can be
obtained by a transformation of those at positive k [21]. Clearly, the reduced
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Fig. 6.5 E-k diagrams of a 5 nm × 5 nm InAs nanowire in the [100] direction. a Exact solution
(blue lines) and the sampling lines (dashed green lines). b Comparison between exact solution
(blue lines) and reduced-order model solution (red circles) with spurious bands showing
up. c Comparison between exact solution (blue lines) and reduced-order model solution (red
circles) with spurious bands removed
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Hamiltonian reproduces quite well the exact dispersion in that energy window,
demonstrating the number of sampling points is sufficient. However, there are also
some spurious bands appearing in the conduction band and even in the bandgap,
making the reduced model useless. Moreover, different sampling points or sampling
windows would change the number and position of the spurious bands. This sit-
uation is not encountered in the three- or six-band model involving only the valence
bands, or in the one-band effective mass model involving the conduction band only.
It should be caused by the coupling between the conduction and valence bands
which makes the eight-band model indefinite. The coupling is important for
materials with narrow bandgaps.

The spurious bands must be suppressed. To this end, a singular value decom-
position (SVD) is applied to the matrix Ui. It is found that the singular values
spread from a large value down to zero, indicating there are some linearly
dependent modes. These linearly dependent modes give rise to null space of the
reduced model and therefore must be removed. It is further found that the normal
bands are mainly contributed by singular vectors having large singular values, in
contrast to the spurious bands where singular vectors with small singular values
also have large contribution. By removing the vectors with small singular values,
i.e., vectors with v� vth where vth ¼ 0:20 is the threshold, a new reduced basis eU i is
generated with eNm ¼ 76. Using this new reduced basis, a new reduced Hamiltonian
is constructed with its E-k diagram given in Fig. 6.5c. It is observed that all the
spurious bands have been eliminated at a cost of slightly compromised accuracy.
The reduction ratio is eNm=Nt ¼ 76=1464 ¼ 5:19 %, which is quite significant.

The value of vth is found to be crucial. A small vth might be insufficient to
remove all the spurious bands, while a large vth may degrade the accuracy severely.
Moreover, adjustment of vth may be required when different sampling points or
sampling energy windows are used. To determine vth automatically, we propose a
search process as follows:

1. Sample enough Bloch modes and store them in matrix B. Suppose I points are
sampled in the k space, and mi modes with energy E 2 ½E1;E2� are obtained at
the ith point ki (1� i� I), then the size of matrix B is Nt � Nm, where
Nm ¼ PI

i¼1 mi.

2. Do SVD of B, i.e., B ¼ URVy.
3. Set an initial value for vth. Let us use vth = 0 here.
4. Use vth to construct a reduced basis eU by removing the singular vectors with

v\vth in U. The size of eU will be Nt � eNm.
5. Use eU to build a reduced Hamiltonian eH . For each layer of eH , the size will beeNm � eNm.
6. Solve the E-k relation of eH for certain ki, obtaining emi modes with E 2 ½E1;E2�.

It is found that ki ¼ 0 is a good choice.
7. If emi [mi (which means that there are still some spurious bands), increase vth

appropriately and go back to step 4. Otherwise, stop.
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The above search process is fast, since step 5 and step 6 are much cheaper than
step 1 although they have to be repeated many times. In fact, the complexity of step
1 is I � O N3

t

� �
, step 2 is O NtN2

m

� �
, step 5 is O eNmN2

t

� �
, and step 6 is O eN 3

m

� �
. Note

that eNm\Nm\Nt.
The vth ¼ 0:20 used earlier is the result of the above search process. The above

process also gives good results for nanowires in the [110] and [111] directions, as
shown in Fig. 6.6. Different energy windows E 2 ½Ev � 0:2eV;Ec þ 0:6eV� and
E 2 ½Ev � 0:4eV;Ec þ 1:0eV� are tested, and again faithful results are obtained
(not shown here). For other cross-sectional InAs nanowires such as the 3 nm × 3 nm

-0.5

0

0.5

1

1.5
E

ne
rg

y 
[e

V
]

[100]

Wave Number k [1/nm]

[110]

0 1 2 0 1 2 0 1 2 3

[111]

Fig. 6.6 E-k diagrams of 5 nm × 5 nm InAs nanowires in the [100], [110], and [111] orientations.
The blue lines are the exact solutions, while the red circles are the solutions of the reduced-order
models. The valid energy window of the reduced-order models is ½Ev � 0:3eV;Ec þ 0:8eV�. The
orders of the reduced models are 76, 66, and 62, respectively
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Fig. 6.7 E-k diagrams of 3 nm × 3 nm InAs nanowires in the [100], [110], and [111] orientations.
The blue lines are the exact solutions, while the red circles are the solutions of the reduced-order
models. The valid energy window of the reduced-order models is ½Ev � 0:55 eV;Ec þ 1:0 eV�. The
orders of the reduced models are 66, 52, and 48, respectively
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and 7 nm × 7 nm in the [100], [110], and [111] orientations, this method gives
reliable results, as shown in Figs. 6.7and 6.8. It should be mentioned that this
process results in a smaller basis set, which is different from the method for
tight-binding models [18] where the basis is enlarged by putting in more modes to
eliminate the spurious bands.

6.4.3 Error and Cost of the Reduced Models

Now, this reduced model can be applied to simulate the TFET as shown in Fig. 6.1.
Reduced NEGF equations and Poisson’s equation are solved self-consistently. To
improve the efficiency, the reduced basis is constructed for an ideal nanowire with
its potential term set to zero, so the reduced basis just needs to be solved only once
for each material and it remains unchanged during the self-consistent iterations. The
potential term in real devices then merely causes transitions between these scat-
tering states. This assumption has been adopted in Ref. [18] with good accuracy
demonstrated. As will be shown below, it is also a fairly good approximation for the
GAA nanowire TFET here.

The IDS-VGS transfer characteristics of a 5 nm × 5 nm cross-sectional InAs
homojunction TFET are plotted in Fig. 6.9a. Three curves are compared. In the first,
second, and third I–V curve, the valid energy window is ½Ev � 0:2eV;Ec þ 0:6eV�,
½Ev � 0:3eV;Ec þ 0:8eV�, and ½Ev � 0:4eV;Ec þ 1:0eV�, respectively. The sam-
pling k points are all at k ¼ 0, 	p=4, 	2p=4, and 	3p=4 ½1=nm�. This leads toeNm ¼ 48, eNm ¼ 76, and eNm ¼ 106, with corresponding I–V curves denoted as I48,
I76, and I106. Here, I106 can be considered as the reference, since with larger energy
window and more modes, the result is expected to have better accuracy. The
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Fig. 6.8 E-k diagrams of 7 nm × 7 nm InAs nanowires in the [100], [110], and [111] orientations.
The blue lines are the exact solutions, while the red circles are the solutions of the reduced-order
models. The valid energy window of the reduced-order models is ½Ev � 0:25 eV;Ec þ 0:7 eV�. The
orders of the reduced models are 104, 104, and 96, respectively
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relative errors of I48 and I76 relative to I106 are calculated and plotted in Fig. 6.9b. It
is observed that I48 has large deviations with respect to I106, especially when current
is small. Instead I76 is very close to I106, and the relative errors are less than 4 % for
all bias points, indicating that the results have converged.

The IDS-VGS transfer characteristics of a 5 nm × 5 nm cross-sectional GaSb/InAs
heterojunction TFET are plotted in Fig. 6.10a. Burt–Foreman operator ordering is
used at the material interface though symmetrized ordering gives similar results in
this case. Due to the small lattice mismatch between GaSb and InAs, strain is small
and is neglected here. Again, three I–V curves are compared. In the first, second,
and third I–V curve, the energy window is ½Ev � 0:3eV;Ec þ 0:4eV�, ½Ev � 0:4eV;
Ec þ 0:6eV�, and ½Ev � 0:5eV;Ecþ 0:8eV� for GaSb, ½Ev � 0:2eV;Ec þ 0:6eV�,
½Ev � 0:3eV;Ec þ 0:8eV�, and ½Ev � 0:4eV;Ec þ 1:0eV� for InAs. The sampling k
points are all at k ¼ 0, 	p=4, 	2p=4, and 	3p=4 ½1=nm�. This leads to eNm ¼ 42,eNm ¼ 80, and eNm ¼ 120 for GaSb, eNm ¼ 48, eNm ¼ 76, and eNm ¼ 106 for InAs,
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Fig. 6.9 a IDS-VGS transfer characteristics of a p-i-n InAs homojunction TFET as shown in
Fig. 6.1. The nanowire is oriented in the [100] direction. Tox ¼ 1 nm, eox ¼ 12:7, Ty ¼ Tz ¼ 5 nm,
Ls ¼ 15 nm, Lg ¼ 20 nm, Ld ¼ 30 nm. The doping density is equal to 5� 1019 cm�3 at the source
and 5� 1018 cm�3 at the drain. The drain bias is fixed to VDS ¼ 0:3V. b Relative errors of I48 and
I76 with respect to I106
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Fig. 6.10 a IDS-VGS transfer characteristics of a p-i-n GaSb/InAs heterojunction TFET as shown
in Fig. 6.1. The device settings are the same as Fig. 6.9. b Relative errors of I42=48 and I80=76 with
respect to I120=106
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with corresponding I–V curves denoted as I42=48, I80=76, and I120=106. The rela-
tive errors of I42=48 and I80=76 relative to I120=106 are calculated and plotted in
Fig. 6.10b. It is observed that I42=48 has very small deviations with respect to I106
when above threshold current, but large errors when below threshold current. In
contrast, I80=76 has much better accuracy below threshold but larger error above
threshold. Overall, the error of I80=76 is still acceptable for predictive device
modeling.

Table 6.2 lists the run time details for generating the above I–V curves. Note that
homogeneous energy mesh with grid size DE ¼ 3meV is used which results in 359
energy points in total. Different energy points are calculated in parallel with 12
cores. All the simulations are performed on dual 8-core Intel Xeon-E5 CPUs. It is
observed that the simulation time of one NEGF–Poisson iteration increases sub-
linearly with eNm; different eNm leads to small fluctuation of convergence (in terms of
number of NEGF–Poisson iterations). In addition, the heterojunction TFET is
harder to converge compared with homojunction case. Overall, the simulation time
for one I–V curve took just a few hours, suitable for device design and optimization.

6.5 Simulation Results

The above benchmarked quantum transport solver is used to study various device
configurations as described in Sect. 6.2. Homojunction TFETs are simulated first
with both n-type and p-type devices considered. Then, various performance
boosters are applied to the n-type devices, though the same ideas can be applied to
p-type devices with qualitatively similar results expected. The device parameters
are the same as those in Figs. 6.9 and 6.10 if not stated otherwise. In the following
discussions, the current is normalized to the width of the nanowire to get unit of μA/
μm. We consider high-performance (HP), low operating power (LOP), and low
standby power (LSTP) applications, where the OFF currents are fixed to
10�1 lA=lm, 5� 10�3 lA=lm, and 10�5 lA=lm, respectively.

6.5.1 Homojunction TFETs

Figure 6.11a compares the IDS-VGS curves with different gate lengths. It is found
that the SS improves as gate length increases, while the turn-on characteristics

Table 6.2 List of run time for the TFET simulations

I–V curves I48 I76 I106 I42/48 I80/76 I120/106
One iteration (minutes) 2.38 2.96 4.09 2.47 3.02 4.21

No. of iterations 41 47 43 87 82 98

Total (minutes) 97.6 139.1 175.9 214.9 247.7 412.6
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remain unchanged. This is understandable since longer gate length has less
source-to-drain tunneling leakage. As a result, ION improves when IOFF is fixed, as
shown in Fig. 6.11b. The ION improvement is the largest for LSTP application and
the smallest for the HP application. It is also found that ION will saturate when gate
length becomes very long; the gate length at which ION saturates is shorter for HP
application than for LSTP application. In the following simulations, we fix the gate
length to be 20 nm.

Figures 6.12, 6.13, and 6.14 compare the IDS-VGS and ION-IOFF characteristics of
InAs nanowire TFETs for three cross-sectional sizes and for three transport
directions. For p-type devices considered here, the doping density is set to 2�
1019 cm�3 at the source and 5� 1019 cm�3 at the drain, Ls ¼ 25 nm, Ld ¼ 15 nm. It
is observed that, for small cross sections such as the 3 nm case, although the SS is
very small, the ION are very limited, for all three orientations. This is due to their
large electron effective masses and large bandgaps. While for large cross sections
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Fig. 6.12 a IDS-VGS curves (at VDS ¼ 0:3 V) and b ION -IOFF (at VDD ¼ 0:3 V) of the 3 nm × 3 nm
cross-sectional n-type and p-type InAs nanowire homojunction TFETs. Three transport
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Fig. 6.11 a IDS-VGS curves (at VDS ¼ 0:3 V) and b ION -IOFF (at VDD ¼ 0:3 V) of the 5 nm × 5 nm
cross-sectional InAs nanowire homojunction n-type TFETs in the [100] orientation. Gate lengths
of 10–30 nm are compared
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such as the 7 nm case, the SS degrades due to the smaller electron effective masses,
smaller bandgaps, as well as the weaker electrostatic control; the ION , however, are
very good for both HP and LOP applications. It should be noted that IOFF are not
sufficiently small which makes them unsuitable for LSTP application. The large
IOFF are due to the direct source-to-drain tunneling leakage and ambipolar tunneling
leakage at the channel–drain junction, and these two components become more
pronounced when bandgap becomes smaller. Therefore, for LSTP application,
medium-sized cross section such as the 5 nm case should be a better choice;
otherwise, the channel length needs to be increased and/or the drain doping density
needs to be decreased to suppress the leakage.

For small wire cross section, the performances of the three orientations differ a
lot. In particular, for the 3 nm case, [111] orientation gives the best ION for all three
applications, while [100] is the worst. When the cross-sectional size increases, the
three orientations tend to deliver similar performances. It also means that [111]
orientation has the best cross-sectional scaling ability. In fact, when the confinement
becomes stronger (as the nanowire size decreases), the band structure starts to differ
from each other for the three orientations, as can be observed in Figs. 6.6, 6.7, and
6.8. In particular, the [100] orientation shows the fastest increase of bandgap, while
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Fig. 6.13 The same as Fig. 6.12 but for 5 nm × 5 nm cross section
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Fig. 6.14 The same as Fig. 6.12 but for 7 nm × 7 nm cross section
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the [111] case shows the slowest increase of bandgap, meanwhile the hole effective
mass decreases (as a result of strongly anisotropic heavy hole band).

Comparing n-type and p-type devices, we found that p-type devices have worse
SS and smaller ION . This is because the doping density has been set to 2�
1019 cm�3 at the source side, lower than that of n-type ones (which is
5� 1019 cm�3). This doping density is a compromise of SS and ION . In fact, as
shown in Fig. 6.15, lower doping leads to smaller ION as a result of less abrupt
tunneling junction, while higher doping leads to worse SS (approaching
60 mV/dec) since larger Fermi degeneracy is created in the conduction band. The
Fermi degeneracy creates thermal tail which counteracts the energy filtering func-
tionality of TFETs. For 3 nm (7 nm) p-type TFETs here, smaller (larger) Fermi
degeneracy in the source is observed because the electron mass and density of states
increases (decreases) as cross section decreases (increases) (Fig. 6.3).

6.5.2 Improvements of Homojunction TFETs

As shown in Fig. 6.16a, b, the source–pocket TFETs can improve ION for all HP,
LOP, and LSTP applications, by up to 50 lA=lm. With 2–5 nm pocket lengths, ION
first increases and then saturates. Further increasing the pocket length will decrease
ION (not shown here). This can be explained by plotting the band diagram and
current spectra, as shown in Fig. 6.16c, d. With 2–5 nm pocket lengths, the source
pocket first increases the electric field across the source–channel tunneling junction
and then starts to form a quantum well. This quantum well creates a resonant state
leading to a very sharp tunneling peak. However, this peak is too narrow in energy
to help the total current.

It has been shown in [12] that uniaxial compressive stress and biaxial tensile
stress reduce InAs nanowire bandgap and effective masses, which can be used to
improve TFET performances. As shown in Fig. 6.17, the uniaxial compressive
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Fig. 6.15 a IDS-VGS curves (at VDS ¼ 0:3V) and b potential profiles (at VDS ¼ 0:3V and
VGS ¼ 0:3V) of the 5 nm × 5 nm cross-sectional InAs nanowire homojunction p-type TFETs in
the [100] orientation. Source doping densities of 5� 1019 cm�3–6� 1018 cm�3 are compared
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stress degrades the SS, but still improved ION is observed for both HP and LOP
applications, consistent with [12]. The degraded SS can be explained by the large
Fermi degeneracy of the source (due to lighter hole effective mass) creating thermal
tail. It is found here that the strain-induced ION improvement is more significant in
the [100] orientation than in the [110] and [111] orientations, since the
strain-induced bandgap and effective mass reductions are more pronounced in the
[100] orientation. On the other hand, uniaxial tensile stress leads to increased
bandgap and effective masses and thus degraded ION (no shown here). Biaxial strain
in the cross-sectional plane is hard to realize in experiments and therefore is not
considered here.

6.5.3 Heterojunction TFETs

As shown in Fig. 6.18a, b, the GaSb/InAs heterojunction TFETs significantly
improve ION for all HP, LOP, and LSTP applications. [111] orientation gives the
best ION for both HP and LOP applications, while [100] gives the best ION for LSTP
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Fig. 6.16 a IDS-VGS curves (at VDS ¼ 0:3V), b ION -IOFF (at VDD ¼ 0:3V), c potential profiles (at
VDS ¼ 0:3V and VGS ¼ 0:45V), and d current spectra (at VDS ¼ 0:3V and VGS ¼ 0:45V), of the
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lengths of 2–5 nm are considered
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application. In Fig. 6.18c, d, we compare the band diagrams and current spectra of
the GaSb/InAs heterojunction TFET with the InAs homojunction TFET. It is clear
that the smaller tunneling height and distance of the heterojunction TFET, in par-
ticular at the GaSb side, lead to around 10× larger tunneling current.

6.5.4 Improvements of Heterojunction TFETs

Employing the schemes for improving ION of homojunction TFETs, we get source–
pocket heterojunction TFETs or strained heterojunction TFETs, which are expected
to deliver even larger ION .

Indeed, as shown in Fig. 6.19a, b, the source pocket can improve ION for all HP,
LOP, and LSTP applications, by up to 200 lA=lm. The optimal pocket length is
found to be around 4 nm, beyond which ION will drop. The physics is similar to the
source–pocket homojunction TFETs and will not be repeated here.
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Fig. 6.17 a IDS-VGS curves (at VDS ¼ 0:3V) and b ION -IOFF (at VDD ¼ 0:3V) of the 5 nm × 5 nm
cross-sectional homojunction TFETs in the [100], [110], and [111] orientations, with uniaxial
compressive stress along the transport direction, in comparison with unstrained cases. c Potential
profiles (at VDS ¼ 0:3V and VGS ¼ 0:45V) and d current spectra (at VDS ¼ 0:3V and
VGS ¼ 0:45V), of the 5 nm × 5 nm cross-sectional homojunction TFET in the [100] orientation,
with uniaxial compressive stress along the transport direction, in comparison with unstrained case
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However, as shown in Fig. 6.20a, b, uniaxial compressive stress only slightly
improves ION of [100] orientation for HP and LOP applications (and [110] orien-
tation for HP application). In the [111] orientation, the stress even degrades ION .
Again, uniaxial tensile stress leads to increased effective masses and thus degraded

−0.1 0 0.1 0.2 0.3 0.4 0.5
10

−8

10
−6

10
−4

10
−2

10
0

10
2

VGS (V)

I D
S
 (
µA

/µ
m

)

[100]
[110]
[111]
60mV/dec

Hetero

Homo

(a)

0 200 400 600 800
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

ION (µA/µm)

I O
F

F
 (
µA

/ µ
m

)

[100]
[110]
[111]

LSTP

LOP

HP

Homo

Hetero

(b)

−20 0 20 40
−0.4

−0.3

−0.2

−0.1

0

0.1

X (nm)

E
n

er
g

y 
(e

V
)

E
FS

E
FD

(c)

10
−1

10
0

10
1

−0.4

−0.3

−0.2

−0.1

0

0.1

J
E
 (µA/eV)

E
 (

eV
)

Homo
Hetero

(d)

Fig. 6.18 a IDS-VGS curves (at VDS ¼ 0:3V) and b ION -IOFF (at VDD ¼ 0:3V) of the 5 nm × 5 nm
cross-sectional GaSb/InAs heterojunction TFETs in the [100], [110], and [111] orientations,
compared with the homojunction cases. c Potential profiles (at VDS ¼ 0:3V and VGS ¼ 0:45V)
and d current spectra (at VDS ¼ 0:3V and VGS ¼ 0:45V), of the 5 nm × 5 nm cross-sectional
GaSb/InAs heterojunction TFETs in the [100] orientation, compared with the homojunction case
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Fig. 6.19 a IDS-VGS curves (at VDS ¼ 0:3V) and b ION -IOFF (at VDD ¼ 0:3V), of the 5 nm × 5 nm
cross-sectional source–pocket GaSb/InAs heterojunction TFETs in the [100] orientation, compared
with no pocket case. The doping density of the pocket is Nsp ¼ 5� 1019 cm�3. Pocket lengths of
2–5 nm are considered
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ION (no shown here). The physics is similar to the strained homojunction TFETs
and will not be repeated here.

6.6 Conclusions

To efficiently simulate III-V nanowire-based TFETs, a reduced-order k � p NEGF
method is developed. Through comparison with TB method, the k � p method is
shown to be able to describe quite well the band structures of very small nanowires.
By introducing a spurious band elimination process, the reduced-order k � p models
can be constructed for reproducing the original band structures in an energy win-
dow near the bandgap. The reduced models can also accurately capture the I–
V characteristics of homojunction and heterojunction TFETs within a short simu-
lation time.

InAs TFETs with different cross sections and channel orientations are compared,
and it is found that [111] direction has the best cross-sectional scaling ability.
Various performance boosters are studied. It is found that embedding source
pockets can improve the “on” current due to the enhanced band bending at the
source-to-channel junction, but this effect will saturate with increasing pocket
length. Uniaxial compressive stress can also be used to boost the “on” current,
which is found to be more effective in the [100] orientation than in the [110] and
[111] orientations. Adopting GaSb/InAs heterojunction achieves a much larger
“on” current due to the staggered-gap band alignment. Incorporating source pockets
with proper pocket length into the heterojunction TFET is shown to further enhance
the “on” current.

However, there is a large gap between theoretical projections and experiments
[37]. In experiments, the device performances are usually degraded by nonidealities
such as phonon/dopant-induced band tails, defect-assisted tunneling, interface
roughness, and traps [37, 38]. To model these non-idealities, the k � p Hamiltonian
needs to be modified properly to account for these defects and the transport solver
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Fig. 6.20 a IDS-VGS curves (at VDS ¼ 0:3V) and b ION -IOFF (at VDD ¼ 0:3V), of the 5 nm × 5 nm
cross-sectional heterojunction TFETs in the [100], [110], and [111] orientations, with uniaxial
compressive stress applied along the transport direction, in comparison with unstrained cases
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needs to be extended to incorporate various scattering events due to impurity, alloy,
phonon, and surface roughness. These will be done in the future.
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Chapter 7
Carbon Nanotube TFETs: Structure
Optimization with Numerical Simulation

Hao Wang

Abstract The unique band structure makes carbon nanotube (CNT) an ideal
vehicle for tunnel FET (TFET) studying. In this chapter, the structure of
CNT-TFET is optimized with numerical simulation. The band structure of CNT is
acquired with pz orbital tight-binding model. Quantum mechanical simulation with
the non-equilibrium Green’s function is adopted describing the carrier transport.
TFET is compared with conventional MOSFET with CNT as the channel material.
A steeper than 60 mv/dec inverse subthreshold slope is obtained at the cost of a
smaller on current and the ambipolar conduction behavior. The current modulation
mechanism of TFET is discussed concerning both the occupancy probability and
tunnel probability. The occupancy probability can be modulated with band align-
ment, and the tunnel probability can be modulated with the electric field or tunnel
path. Several optimized TFET structures including doping engineering, dielectric
engineering, and gate work function engineering are demonstrated for improved
performances with increased on current and/or reduced ambipolar conduction.

7.1 Introduction

At the present era, the information technology spans to every part of human life in
all kinds of human activities. People in our modern society benefit a lot from the
easy access of all kinds of software running on the hardware of controllers and
processors. Supporting at the bottom level, it is the semiconductor device founded
with the success of silicon planar technology. With the rapid scaling pace of
Moore’s law, semiconductor devices shrink with a smaller and smaller size,
reducing the power cost, enabling increased transistor density. However, it is well
known that there is a hard wall when the size is approaching atomistic level. High
thermal density, intrinsic parameter fluctuations, and other effects are obstructing
and slowing down the scaling of semiconductor devices. What kind of device, with
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what structure, of what material can be used to meet the greedy demand of semi-
conductor industry driven by the information technology in the beyond-CMOS
age?

Carbon is an element of many different structural forms. It is also a key element
forming life, including our human beings. Several distinct kinds of valence bonds
can be formed due to the special mechanism of the hybridization of orbits. Carbon
atom has six electrons including two strongly bound core electrons and four weakly
bound valence electrons. The four electrons can take part in the forming of covalent
bonds with three kinds of hybridizations: sp, sp2, and sp3. These hybridizations
enable carbon isomers from zero dimension to three dimension including fullerene,
carbyne, nanotubes, graphene, and diamond [1].

The early report of carbon nanotube (CNT) can be traced back to 1952 [2]. It has
been extensively studied since the report by Iijima in 1991 [3]. Although it is
multi-wall CNT that is observed in Iijima’s work, single-wall CNT serves a better
vehicle for the studies. In this chapter, only single-wall CNT is considered. In
semiconductor device area, CNT is attractive due to its peculiar electronic prop-
erties [4, 5]. It can be considered as a one-dimensional quantum wire [6]. The
strong C-C sp2 bonds lead to the inherent immunity from electromigration which is
very attractive for interconnect applications. The mobility of both electron and hole
is very high in semiconductor CNT. Due to the absence of dangling bonds, it is
chemically very robust on the surfaces, leading to the good compatibility with high-
κ dielectrics. It is also thermally robust for carrying large current density. The large
carrier mean-free path makes the transport near ballistic at room temperature. The
symmetry between the conduction and valence bands is beneficial for comple-
mentary applications. The semiconducting and metallic CNTs can be used in
devices and interconnects, respectively. Due to these advantages, CNT has been
focused on by the semiconductor device community as a promising material.

In the traditional MOSFETs, the carrier transport from the source to the drain is
modulated with an in-channel barrier. The carrier comes from thermal injection in
source/drain at equilibrium. It yields the well-known physical limitation [7] of the
inverse subthreshold slope (S) of S(T) = log(10)·kBT/q, where kB is the Boltzmann
constant, T is the temperature, and q is the electron charge. This physical limitation
is about 60 mV/dec at room temperature, which is an obstacle for further decrease
of supply voltage and power consumption.

The carrier transport in tunnel FET (TFET) is based on the band-to-band tun-
neling (BTBT) mechanism which is not subject to the 60 mV/dec limitation [7].
The low bandpass filter [6] like behavior makes carriers governed by the Fermi
distribution effectively cooled down. Thus, the carrier injection in TFET is referred
to as “cold injection” [7, 8], and the TFET is supposed to be “green” [9] transistor.
The TFET is regarded as the leading optional structure in electronic devices [10].
The first demonstrated TFET is by Appenzeller et al. [11] and his colleagues at IBM
in 2004 with CNT as the channel material. An S of about 40 mV/dec is observed.
TFET quickly draws a lot of attention from the scientific community. It has been
developing rapidly both in theory modeling [12–18] and experimental fabrication
[19, 20] of TFET.
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This chapter describes the ongoing efforts on the structure optimization of
CNT-based TFET with numerical simulation using the non-equilibrium Green’s
function (NEGF) [21, 22] quantum transport framework.

7.2 Carbon Nanotube Band Structure

The electronic band structure of CNT determines the unique electronic properties.
A CNT can be supposed to be a hollow cylinder rolled up from a two-dimensional
single-layer graphene sheet. The graphene band structure is the starting point of
CNT band structure [1].

7.2.1 Graphene Band Structure

Graphene is a two-dimensional sheet of infinite size. The real-space and
reciprocal-space lattice of graphene are shown in Fig. 7.1. The unit vectors are as
follows:
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ŷ

� �
; b0 ¼ 4p

3acc
; ð7:2Þ

y

x

a1

a
2

A B

b 1

b
2

ky

kx

K

M

(a) (b)

Fig. 7.1 a Real-space lattice of graphene. The unit cell is shown in the dashed lines, and the unit
vectors are denoted with a1 and a2. b Reciprocal-space lattice of graphene. The unit vectors are
denoted with b1 and b2. The high symmetry points are labeled with Γ, M, and K
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where a0 and b0 are the lattice constants in real and reciprocal spaces, respectively,
and acc is the nearest carbon atom distance.

There are two different sorts of carbon atoms, A and B, in graphene unit cell. In
graphene (and CNT), the sp2 hybridization is formed up with three valence elec-
trons, in 2s, 2px, and 2py orbits. The other valence electron in 2pz orbit is delo-
calized in π bonds and responsible for electrical transport properties.

The wave function of the delocalized single electron can be expressed with the
linear combination of atomic orbitals (LCAO). In graphene, the wave function of π
orbit electron WðrÞ can be written with the wave function of carbon atoms A and B.

WðrÞ ¼ c
X
rA

eikrAn r � rAð Þþ d
X
rB

eikrBn r � rBð Þ; ð7:3Þ

where nðrÞ is the electron wave function localized in 2pz orbital in an isolated
carbon atom. It can be substituted to the Schrodinger equation of

HWðrÞ ¼ EWðrÞ; ð7:4Þ

where H is the Hamiltonian and E is the energy. The Schrodinger equation becomes

c
X
rA

eikrAHn r � rAð Þþ d
X
rB

eikrBHn r � rBð Þ ¼ Ec
X
rA

eikrAn r � rAð Þ

þEd
X
rB

eikrBn r � rBð Þ
ð7:5Þ

With Eq. (7.5) left multiplied with n� r � rAð Þ, it leads to

e2pce
ikrA þ td

X
j

eikrB ¼ EceikrA þ sEd
X
j

eikrB ; ð7:6Þ

where

t ¼ n� r � rAð ÞHn r � rBð Þ
s ¼ n� r � rAð Þn r � rBð Þ

e2p ¼ n� r � rAð ÞHn r � rAð Þ;
ð7:7Þ

where t is the coupling energy of 2pz orbital between atoms A and B, s is the 2pz
wave functions overlap between atoms A and B, and ε2p is the orbital energy of the
2pz level, the summation over j runs over all neighboring unit cells including itself.

Equation (7.6) can be rewritten as follows:

c E � e2p
� �þ d sE � tð Þ

X
j

eik rB�rAð Þ ¼ 0 ð7:8Þ
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Similarly, by left multiplying Eq. (7.5) with n� r � rBð Þ, it leads to

d E � e2p
� �þ c sE � tð Þ

X
j

eik rA�rBð Þ ¼ 0 ð7:9Þ

The wave function overlap s is very small and neglected, i.e., s = 0. Equations (7.8)
and (7.9) can be solved for the energy dispersion. Considering only the nearest
neighbor and running the summation over the three nearest atoms, the obtained
energy dispersion can be calculated as follows:

EðkÞ ¼ e2p � t 1þ 4 cos ky
1
2
a0

� �
cos kx

ffiffiffi
3

p

2
a0

� �
þ 2 cos kya0

� �þ 1
� �� �1=2

;

ð7:10Þ

where k is the wave vector.
The energy dispersion is plotted in Fig. 7.2. It is shown that the conduction and

valence bands meet at the six K points at the corners of the Brillouin zone with zero
bandgap. With the nearest tight-binding approximation, the conduction and valence
bands are fully symmetric. Note that there are two different types of non-equivalent
K points, denoted as K1 and K2 as shown in Fig. 7.2.

7.2.2 CNT Band Structure

Carbon nanotube can be viewed as a rolled-up hollow sheet of graphene and
uniquely specified with the chiral vector Ch. The chiral vector Ch is along the
circumferential direction and forms up a periodic boundary condition. The trans-
lational vector T is along the nanotube axis and is normal to the chiral vector Ch.
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Fig. 7.2 a Surface plot of energy dispersion of graphene. The energy level is reduced with the
hopping parameter t. b Contour plot of energy dispersion of graphene. Two non-equivalent K
points of the six are denoted as K1 and K2
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The chiral vector can be expressed with the unit vector a1 and a2 of unrolled
graphene lattice.

Ch ¼ na1 þma2; ðn;m are integers; 0� jmj � nÞ ð7:11Þ

For the case of n = m, i.e., Ch = (n, n), the CNT is called armchair CNT. And for the
case of m = 0, i.e., Ch = (n, 0), which is called zigzag CNT. The diameter of the
CNT d is as follows:

d ¼ Chj j
p

¼ a0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þm2 þ nm

p

p
¼ acc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 n2 þm2 þ nmð Þp

p
ð7:12Þ

The translational vector T can be expressed as follows:

T ¼ t1a1 þ t2a2; t1; t2 are integers;ð Þ ð7:13Þ

As T is normal to Ch, i.e., T·Ch = 0, the expression for t1 and t2 can be obtained as
follows:

t1 ¼ 2mþ n
dR

; t2 ¼ � 2nþm
dR

dR ¼ d if n� mð Þ is not a multiple of 3

3d if n� mð Þ is a multiple of 3

	
;

ð7:14Þ

where dR is defined with the d, which is the greatest common divisor of n and m. In
each CNT unit cell, there are N graphene unit cells and 2N carbon atoms as follows:

N ¼ 2 n2 þm2 þ nmð Þ
dR

: ð7:15Þ

There are six K points in the Brillouin zone, and only two of them are inde-
pendent. Due to the symmetric bands, they are also referred as the Fermi points.
The energy dispersion near these points is most relevant for the transport properties.
Let us choose the two points at

kF ¼ 0;� 4p
3a0

� �
¼ � b1

3
� b2

3
: ð7:16Þ

With Taylor expansion at the points, the energy dispersion can be expressed as
follows:

E kð Þ ¼ kx � 0ð Þ @E
@kx

� �
kF¼ 0;� 4p

3a0


 �þ ky � 4p
3a0

� �
@E
@ky

� �
kF¼ 0;� 4p

3a0


 �
¼ �

ffiffiffi
3

p
a0t
2

k � kFj j: ð7:17Þ

186 H. Wang



Let us define

k0 ¼ k � kF ð7:18Þ

and express k′ along the chiral vector Ch direction ðk0cÞ and translational vector
T direction ðk0tÞ as

k0 ¼ k0cĉþ k0t t̂; ð7:19Þ

where k0t is continuous as the CNT is supposed to be infinitely long, and ðk0cÞ is
quantized due to the periodical boundary condition determining the bandgap of
CNT. Due to the wave vector quantization along the Ch direction,

k � Ch ¼ 2pq; q is an integer. ð7:20Þ

Along with Eqs. (7.16), (7.11), and (7.12),

k0c ¼
k � kFð Þ � Ch

Chj j ¼ 2p q� n� mð Þ
3 Chj j ¼ 2 3q� n� mð Þ

3d
: ð7:21Þ

Substituting Eqs. (7.21) and (7.19) into (7.17), the energy dispersion of CNT can be
obtained.

1. If (n − m) mod 3 = 0, k0c
�� ��

min¼ 0 and the bandgap of CNT is zero. The nanotube
is metallic. For the lowest subband around the Fermi points, the energy dis-
persion and density of state D(E) are

E kð Þ ¼ �
ffiffiffi
3

p
a0t
2

k0t
�� ��; D Eð Þ ¼ 8ffiffiffi

3
p

pa0t
: ð7:22Þ

2. If (n − m) mod 3 ≠ 0, the bandgap is not zero and the nanotube is semicon-
ducting. The bandgap Eg is

Eg ¼ 2EðkÞmin ¼
ffiffiffi
3

p
a0t
2

k0c
�� ��

min¼
2acct
d

� 0:8 eV
d in nmð Þ : ð7:23Þ

And the bandgap of the ith subband is [23]

Egi ¼ 2acct
d

	 6i� 3� �1ð Þi
4

" #
; i ¼ 1; 2; 3. . . ð7:24Þ
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For each subband, the density of state is

D Eð Þ ¼ 8
3pacct

Ej jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 � Egi

2


 �2
r

H Ej j � Egi

2


 � ð7:25Þ

where H xð Þ is the step function as H xð Þ ¼ 1; if x[ 0
0; otherwise

	
:

Therefore, all (n, n) armchair CNTs are metallic. For a (n, 0) zigzag CNT, it is
metallic if n is a multiple of 3, and it is semiconducting if n is not a multiple of 3. In
this chapter, only zigzag semiconducting CNTs are considered in the device sim-
ulations. Figures 7.3 and 7.4 show the band structure and DOS of an armchair (9, 9)
and zigzag (13, 0) CNT. The (9, 9) CNT is metallic with zero bandgap, and the (13,
0) CNT is semiconducting with zero DOS at the bandgap region.
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Fig. 7.3 a The band structure and b the DOS of (9, 9) armchair CNT. The DOS at the neutral
point is not zero, and it is metallic with zero bandgap
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Fig. 7.4 a The band structure and b the DOS of (13, 0) zigzag CNT. The DOS at the neutral point
is zero, and it is semiconducting with a nonzero bandgap
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Obviously, the conduction and valence bands of the CNT are fully symmetric.
In TFET, both the bands are totally involved. Thus, the CNT is not only the first
demonstrated channel material [11] for TFET, but also an ideal vehicle in exploring
TFET structure [24]. And it has been verified that the Hamiltonian with pz orbit
nearest neighboring tight binding can adequately capture the essential device
physics [25].

7.3 NEGF Framework and the TCAD

In the optimization of the emerging semiconductor devices, the traditional
trial-and-improve process is both time-consuming and resource-demanding. With
the rapid development of information technology, computer becomes more and
more powerful with reduced cost. Technology for computer-aided design (TCAD)
becomes a powerful tool for researchers and engineers. Numerical simulation can
be utilized in providing both guidelines for device improvement before fabrication,
and deep physical insights into the phenomena observed in experiments.

7.3.1 The NEGF-Based Device Simulation Procedure

With the semiconductor device shrink to the nanoscale at molecular level, the
treatment of electrons and holes as semiclassical particles becomes inappropriate.
The carrier transport is imperative to be described as quantum mechanical entities at
the atomistic scale. A direct solution to many-body Schrodinger equation would
adequately provide accurate results, but the computation burden makes this
approach unattractive.

In mathematics, Green’s function is used to solve non-homogeneous boundary
value problems for harmonic functions. The non-equilibrium Green’s function
theory was initiated in the condense matter physics area. With the mean field and
single-particle approximation, the many-particle information is casted into
self-energies. It is suitable for many-particle quantum system both in thermody-
namic equilibrium and non-equilibrium. With a powerful conceptual and compu-
tational framework for carrier quantum transport, it has been widely adopted by the
device physicists and engineers in molecular electronics and novel device modeling
and simulation.

In the simulation of semiconductor device, there are two kernel governing
physical equations [26]. One is the transport equation describing the carrier
behavior driven by the electric field. The other is the Poisson equation describing
the electric field induced by both outside bias and internal electron charge distri-
bution. The two are strongly coupled to each other and need to be solved
self-consistently. With the quantum transport theory, they are as follows:
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HW ¼ EW
re r/ð Þ ¼ �q �n /ð Þþ p /ð ÞþN þ

d � N�
a

 �	
; ð7:26Þ

where H is the Hamiltonian, E is the energy, ε is the dielectric constant, / is the
electrostatic potential, q is the electron charge, N þ

d and N�
a are ionized donor and

acceptor concentrations, and n and p are electron and hole concentrations. In the
Poisson equation, Dirichlet boundary conditions are used for all the gates with fixed
bias, and Von Neumann boundary conditions are adopted for other area to let the
potential float to any value with zero field [27]. The Schrodinger equation with open
boundary conditions at the electronic terminals will be solved with NEGF
technique.

In the NEGF formalism, the first step is to write down the Hamiltonian H of the
device in an appropriate form. In the CNT device simulation, the nearest pz orbitals
nearest tight binding is adequate, as only the energy of the pz orbitals is around the
Fermi level and relevant in carrier transport. For a (n, 0) semiconducting zigzag
CNT with Nc carbon rings, the matrix size of H is (nNc × nNc). The open boundary
conditions are handled in the self-energy matrices, Σs and Σd, where the indexes
s and d denote for source and drain, respectively. With the nearest tight-binding
model, the nonzero values in the Σs and Σd matrices are (n × n). The self-energy
represents the coupling between the device and the contacts due to the wave
function interchange between the device and the outside electronic terminals. The
electronic terminals, i.e., the source and drain, are supposed to be semi-infinite long
reservoirs in thermal equilibrium characterized with the Fermi levels EFs and EFd.
The self-energies can be obtained with a recursive relation [28] for the surface
Green’s function. Note that the self-energies are energy-dependent.

The retarded Green’s function G is the key quantities in NEGF, and it can be
expressed as follows:

G ¼ Eþ i0þð ÞI � H � RS � RD½ 
�1
: ð7:27Þ

As the matrix inversion is needed, the complexity of direct inverting is O n3 	 N3
c

� �
[29]. Obviously, G is also energy-dependent and runs on all interested energies.
Thus, the calculation of G is very demanding, especially when the matrix size is
large. Many efficient techniques have been developed to reduce the computation
burden. In the mode-space method [29, 30], the matrices H, Σ, and G are all
transformed to a mode space. With only the lowest Nm (Nm ≪ n) modes considered,
the matrices size will be reduced from (nNc × nNc) to (NmNc × NmNc) [30]. In the
recursive Green’s function (RGF) algorithm, the block tridiagonal structure is
exploited to reduce the complexity from O n3 	 N3

c

� �
to O n3 	 Ncð Þ [31]. However,

if the gate leakage current is accounted, the matrices would not be strictly block
tridiagonal. Thus, the high-order elements will be neglected in RGF method
underestimating the coupling effect through the gate terminal [32]. The contact
block reduction method [33] is another efficient Green’s function technique, which
reduces the complexity to O Neigen 	 N2

A

� �þO N3
A

� �� �
, where NA is the size of the
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boundary region coupling with outside contacts (NA = 2n, here considering the
source and drain) and Neigen (Neigen ≪ nNc) is the number of eigenstates used in
spectral expansion for G.

Once G is obtained, all interested physical entities (e.g., the electron density, n,
and the source-to-drain current, I) can be calculated. The electron density n can be
calculated as

n ¼ 1
p

Z
dE Asf E � EFsð ÞþAdf E � EFdð Þ½ 
 ð7:28Þ

where As and Ad are the spectral functions for source and drain, respectively, and f is
the Fermi distribution function. The spectral function can be expressed as

As ¼ GCsGþ ;Cs ¼ i Rs � Rþ
s

� �
Ad ¼ GCdGþ ;Cd ¼ i Rd � Rþ

d

� �	
; ð7:29Þ

where Γs and Γd are the broadening matrices for the source and drain. The
source-to-drain current can be calculated as

I ¼ q
p�h

Z
dET Eð Þ f E � EFsð Þ � f E � EFdð Þ½ 
 ð7:30Þ

where �h is the reduced Planck’s constant and T is the source-to-drain transmission
coefficient which is computed as

T ¼ Trace CsGCdG
þð Þ: ð7:31Þ

Note that the matrices G, Σ, Γ, A, and T are all energy-dependent and needs to be
calculated at all relevant energy level E. The spectral matrix A in (7.28) and the
transmission coefficient T in (7.30) are small at very low energy, and the Fermi
distribution function f is small for very high energy. Thus, only the intermediate
energy levels are relevant in the calculations.

Once the charge concentration is obtained from NEGF in (7.28), the result needs
to be substitute in the Poisson equation in (7.26) in iterative computation. Solving
the two equations with simple relaxation leads to bad convergence due to the
nonlinearity. In order to overcome this obstacle, a predictor–corrector method [34]
is developed with an approximation expression of the electron density n as a
function of the electrostatic potential /. Thus, an explicit Jacobian can be obtained
and the Poisson equation can be solved with Newton–Raphson iteration. The
approximation relation between n and / can be either deducted from perturbation
theory [34] or with a simple exponential function [35]. A nonlinear iteration method
named Anderson mixing is also found helpful for the convergence [36]. There are
quite a few open-source semiconductor device simulators [37–39] with NEGF
method by the device research community, which may help understand the prin-
ciple and implementation of NEGF formalism.
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7.3.2 The NEGF Simulation Toolkit of NanoTCAD ViDES

NanoTCAD ViDES [35, 39, 40] is a highly modularized extensible framework of
two-dimensional and three-dimensional Schrodinger-Poisson solver powered with
NEGF method developed by Giuseppe Iannanccone’s group from University of
Pisa. It is readily available to the scientific community through either the
open-source release [39] or the online version in nanoHUB.org [41]. The calcu-
lation core is realized with C/FORTRAN of high computing performance.
A wrapper in Python is used to integrate the kernel functions. Tunnel FET with
two-dimensional (e.g., graphene, MoS2) or three-dimensional material (e.g., CNT)
can be simulated as well as MOSFET-like devices. With a Hamiltonian generation
module, it is also feasible to simulate material not predefined. With the calculations
implemented in the TCAD, the user can focus on the optimization of the device
structure. The syntax of NanoTCAD ViDES is similar to other TCAD tools as listed
in the Webpage [39]. All simulations in this work were performed with NanoTCAD
ViDES.

7.4 Simple Gate-All-Around PIN TFET

7.4.1 Advantages and Problems

A tunnel FET is a gated p-i-n structure as shown in Fig. 7.5a. The source is
p-doped, with the Fermi level in the valence band. The drain is n-doped, with the
Fermi level in the conduction band. And the channel is intrinsic. Compared with the
traditional MOSFET-like n-i-n structure as shown in Fig. 7.5b, the source dope type
is different. Both the p-i-n and n-i-n structures are simulated with NEGF scheme
using the pz orbit atomistic description Hamiltonian with NanoTCAD ViDES.

A CNT with chirality of (13, 0) is considered. The bandgap is 0.75 eV with the
carbon-to-carbon hopping energy of 2.7 eV. The diameter of CNT is 1 nm. The
source and drain are doped with a molecular fraction of 5 × 10−3, which is about
0.61/nm atoms compared to the carbon atom density of 122/nm. A 1-nm SiO2 layer
is used as the gate dielectric. The length of the CNT is 100 nm, with 20 nm
source/drain and 60 nm channel. The gate is aligned to the channel with no overlap
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Fig. 7.5 Device structure of a p-i-n TFET and b n-i-n MOSFET
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or underlap. With a ballistic transport assumption, the device characteristic is not
much sensitive to the channel length if only it is not too small (<10 nm).
Gate-all-around structure is adopted for good electrostatic control. As both the
Poisson equation and the NEGF equations are realized with finite differential
method (FDM), the grids of the gate in the cross section as well as the carbon atoms
are shown in Fig. 7.6a. These grids are defined with hexahedron geometries as
shown in Fig. 7.6b.

A power supply of Vdd = 0.4 V is used. Both the drain and gate voltage are swept
from 0 V to Vdd with the step of 0.025 V. Convergence is a general problem in
computational electronics. It is related to a lot of factors including the grids, the
device profiles, the physical model, and the initial guess. In general, smaller grids
and good initial guesses are helpful for good convergence. The swept is started
from flat band initial guess with zero drain/gate bias. For each bias point swept,
only one voltage should be changed, either the drain or gate voltage. And the
solution of one bias point can be used as the new initial guess for a new bias point.

The obtained output and transfer characteristics are shown in Fig. 7.7. From the
transfer curves, it can be seen that the S of MOSFET submits to the 60 mV/dec
physical limit and the TFET can break this limitation. In TFET, the S at small
current is remarkably smaller than 60 mV/dec, implying a better switch device. This
is the main advantage of TFET over MOSFET.

From the output curves, it can be seen that the maximum on current is notably
smaller than the MOSFET with a similar doping profile. This is due to the special
mechanism of TFET. The carrier must tunnel through the barrier to transport from
the source to drain. It is well known that the tunnel probability through a barrier
dependent exponentially on the barrier width. Thus, the tunnel current is very
sensitive on the electrostatic profiles of the band diagrams. And the current is
generally smaller than the barrier-controlled MOSFET device. In the simulated
structure, the current of TFET is about 1/3 of the MOSFET. The current of
real-fabricated TFET device would be smaller due to the non-ideal effects. Thus, the
small on current is an important drawback of TFET.
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It can be seen that the TFET exhibits severe ambipolar behavior. This phe-
nomenon is similar to the Schottky-barrier FET [42] and MOSFET [43, 44] of CNT
material. With the same doping concentration of the source and drain, the carrier
tunnel at the source junction and the drain junction is equivalent with different
types. The gate modulation on the current of TFET and MOSFET is shown in
Figs. 7.8 and 7.9. With the increase of Vgs, the band diagrams are pushed down.
For Vgs < Vds/2, the carrier mainly happen in the channel–drain junction, with
carriers tunnel between the conduction band of channel and the valence band of the
drain. And for Vgs > Vds/2, the tunnel current dominates at the source–drain
junction with carriers tunnel between the conduction band of the source and valence
band at the channel. The tunnel at the two junctions is equivalent for Vgs = Vds/2;
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thus, the current spectrum is symmetric in the conduction band and valence band.
And the minimum current is achieved at this point. Let us defined the off current at
the minimum current point (Vgs = Vds/2 and Vds = Vdd) and the on current at the
maximum current point (Vgs = Vdd, and Vds = Vdd). Obviously, the off current is
rather large due to the ambipolar behavior. This is another main shortage of tunnel
FET.

7.4.2 Tunnel Current Modulation Mechanisms

The gate controlling mechanism is different in TFET and MOSFET. As shown in
Fig. 7.9, the current spectrum distributes in the conduction band higher than the
barrier top in MOSFET. A tail current can be seen from the spectrum which is due to
the carrier thermal injection. The current cannot be well turned off, and it determines
the physical limitation of S. The gate pushes down the band diagrams in the channel
to reduce the barrier height and increase the current. But the gate modulation in
TFET is of two-folder effects. As discussed in [6, 45, 46], the tunnel current is
determined by both the occupancy probability and the tunneling probability. On the
one hand, with the band diagram pushed down in the channel region, the energy
window overlaps between the valence/conduction band in the source/drain and the
conduction/valence band in the channel changes. Band-to-band tunneling is only
possible at the energy window region. On the other hand, the band-to-band tunneling
barrier width is also modulated by the gate voltage. With the increase of gate voltage
and band bending, the tunnel barrier width is also reduced; thus, the tunnel proba-
bility is increased.

The first effect is due to the modulation of the occupancy probability, and the
second is due to the tunneling probability. The occupancy probability is determined
by the availability of carrier in the origination of tunnel and the availability of
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empty states of carriers in the destination [45]. It can be measured with the band
alignment of the bands. This mechanism is also referred to as a band filtering effect
[6], as shown in the current spectrum of TFET. The tunnel probability increases
with a smaller imaginary wave vector of tunneling carrier [47], which is mainly
determined by the material. For a given material, the tunnel probability can be
modulated with the tunnel path [46].

As shown in Fig. 7.10a, the carrier band-to-band tunnel at the source–channel
junction along the shortest distance is largest. And the shortest tunnel path
decreases with the increased gate voltage due to the increased band diagram
abruptness. Generally, a short tunnel path means a large electric field, and vice
versa. Thus, in addition to the tunnel path, the tunnel probability can also be
characterized with the electric filed. With the increased electric field, the band
diagram changes more rapidly. Usually, the gate is aligned with the source–channel
junction to let most band drop happens at the junction. From a qualitative point of
view, there is a near-exponential dependence of tunnel probability T on the electric
field E [47] as

T / exp �E�1� �
: ð7:32Þ

The electric field is not uniform in the tunnel area, and the maximum electric field is
obtained at the junction. It is shown in Fig. 7.10b that the electric field increases
with the increased gate voltage.

In summary, the TFET achieves a steeper S at the cost of reduced on current, and
a large off current due to ambipolarity. The gate voltage modulates both the
occupancy and the tunnel probability. The occupancy probability can be modulated
with the band alignment in a bandpass filtering behavior. The tunnel probability can
be increased with a smaller tunnel path or equivalently a larger electric field.
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7.5 Optimization with Doping Engineering and Gate
Dielectric Engineering

The main objects in TFET structure optimization are to mend up the shortages of
TFET without hurting the benefits. Specifically, the on current needs to be boosted
and the ambipolar leakage current needs to be reduced. And the smaller than
60 mV/dec S needs to be kept. Carbon nanotube can either be chemically doped or
electrostatically doped with similar effects of change in the band diagrams. High-κ
and low-κ material can be used in the gate dielectric. And the gate can be of
different materials. Channel dope engineering, gate dielectric engineering, and gate
work function engineering are the main measurements considered in the context.

7.5.1 Pocket Doping in the Source Side Junction

In order to improve the on current and reduce the ambipolar current, the band
bending needs to be sharp in source tunnel junction and gentle in the drain tunnel
junction. In the heterojunction TFET [48], the source and channel are composed of
different materials. Thus, the source is of a smaller bandgap material, and the
channel is of a lager bandgap material. The tunnel path at the heterointerface is
reduced. In the n-pocket doping TFET [19], a thin n-layer is inserted in the source–
channel junction increasing the band bending at the tunnel junction. Obviously, the
heterojunction structure is not applicable in CNT-TFET. The pocket doping
structure is an effective measurement in CNT-TFET. Its effects of increasing the on
current will be explored.

The TFET with an n-pocket doping is shown in Fig. 7.11. The nanotube is of a
p-n-i-n doping structure compared with the normal p-i-n structure. The thin n-layer
is doped with 2 × 10−3 with a length of 10 nm. The drain is lightly p-doped with
5 × 10−4 in order to reduce the ambipolar behavior.

Figure 7.12 show the output and transfer curves of PIN TFET and PNIN TFET.
The on current is obviously increased with steeper than 60 mV/dec S. The corre-
sponding on state band diagrams and electric field are shown in Fig. 7.13. The band
diagrams are similar except for the n-pocket region. The band bending is shaper in
the PNIN TFET structure, and the tunnel path is reduced. Correspondingly, the
electric field is notably increased at the tunnel junction. The n-pocket doping
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Fig. 7.11 The p-n-i-n TFET
with an n-pocket doping at the
source junction
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technique [19] has been widely adopted and studied in TFET structure. The device
performances can be further optimized by changing the size, position, and con-
centration of the doping region. And the PNIN structure is also found helpful for the
device reliability [49].

7.5.2 Doping Engineering in the Drain Side Junction

The channel–drain junction tunnel causes the ambipolarity with large leakage
current which is harmful. The doping engineering can be applied at the drain-side
junction to reduce the unwanted tunnel for smaller leakage current.

In Section 7.5.1, the drain is doped at a lower level to reduce the ambipolar
leakage current, but this will lead to poor ohmic contacts at the terminal.
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An equivalent doping density of the source and drain would be preferred. The
ambipolar behavior has also been a problem in traditional CNT with both
Schottky-barrier FETs and MOSFETs. Linear doping [43] and staircase doping [44]
profiles have been used to relieve this problem. With a similar principle, three
structures will be simulated and compared. They are shown in Fig. 7.14 as follows:
(1) TFET with staircase doping at the drain side; (2) TFET with drain underlap [50];
(3) TFET with drain overlap [51]. Note that the latter two can be viewed as special
cases of the first one.

The source side of the TFETs is doped with a molecular fraction of 5 × 10−3.
The drain side is designed with doping engineering. In the staircase doping
structure, there are three segments with different doping levels. The N+ segments
are doped with a molecular fraction of 5 × 10−3. The N segment is lightly doped
with a molecular fraction of 2 × 10−3, and the N− segment is doped with a
molecular fraction of 5 × 10−4. The underlap/overlap between the channel and drain
is 20 nm in the other two structures. Note that the parameters can be optimized for
better performances.

The obtained band diagrams at off state (Vds = 0, Vgs = Vdd) as well as the
transfer curves are shown in Fig. 7.15. It is shown that the drain-side leakage
current has been remarkably reduced with the structures. In the drain underlap
structure, the band diagram change gently in the drain side. The leakage current is
reduced due to increased tunnel path. In the drain underlap structure, there is no
abrupt change. In the drain overlap structure, there are two abrupt changes due to
the drain doping and gate voltage, respectively. But the band change ΔE is smaller
than the bandgap as shown in Fig. 7.15a; thus, the abrupt change does not lead to an
available tunnel path.

7.5.3 Low-κ Window in the Source

The gate dielectric engineering is an important measurement in device optimization.
In tradition MOSFET, high-κ material is well known to be beneficial. In TFET,
several different structures have been proposed with combined high-κ and low-κ
materials [52–54]. The key point is to improve the electric field to increase the
carrier tunnel.
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As shown in Fig. 7.16, low-κ material is used in the source–channel junction
area. The structure is compared with high-κ only and low-κ only TFETs. The
window size is 4 nm to the left side of the source–channel junction and is 2 nm to
the right side of the source–channel junction. In the high-κ only structure, HfO2 is
used as the dielectric, and SiO2 is used in the low-κ only structure. In the low-κ
window structure, SiO2 is used in the low-κ window and with HfO2 in other areas.
A gate–drain underlap is used to restrain the leakage current in the drain side.

The transfer curves and on state electric field distributions are shown in
Fig. 7.17. The on current of the low-κ window structure and the low-κ only
structure is notably larger than the high-κ only structure. The electric field of the
low-κ window structure is almost the same with the low-κ only structure in the low-
κ window area and is similar with the high-κ only structure. It can be confirmed that
the on current is boosted with the low-κ material at the tunnel junction.

In summary, the TFET performances are optimized by modulation of the electric
field and junction abruptness. The BTBT can be enlarged with increased junction
abruptness and high electric field. On the other hand, the leakage current can be
restrained with gentle band diagram and reduced electric field. It is worth noting
that abrupt band diagram does not necessarily imply a large leakage current if the
band change ΔE is smaller than the bandgap Eg.
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7.6 Barrier-Controlled Tunnel FET

In order to mend up the shortage of TFET, a lot of work has been performed with
various principles. It is well known that neither the small on current nor the large
leakage current is a severe problem in traditional barrier-controlled MOSFET
devices. The barrier-controlled tunnel FET (BC-TFET) is a structure that combines
the merits of both TFET and traditional MOSFET [55]. The principle is shown in
Fig. 7.18. It can be viewed as a normal TFET in series with a MOSFET. The carrier
injection at the source side is determined by the internal TFET with cold carrier
injection leading to the smaller than 60 mv/dec S. And the current modulation is
mainly accomplished with the internal MOSFET. The gate voltage is used to
modulate both the internal TFET andMOSFET. The barrier of the internal MOSFET
can be formed up with different mechanism. The examples with gate work function
engineering and doping engineering will be introduced in this section.

7.6.1 BC-TFET with Gate Work Function Engineering

Gate work function engineering has been adopted for device optimization in both
TFET and MOSFET. Multi-segment gate has been reported in carbon nanotube
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device fabrication [56]. The BC-TFET structure with gate work function engi-
neering is shown in Fig. 7.19. The gate is composed of several segments with
different materials with different work functions.

The three segments of gate are labeled with M1, M2, and M3, respectively. And
their work functions are denoted withWM1,WM2, andWM3, respectively. The source
and drain are heavily doped with P+ and N+ type, respectively. And the channel is
intrinsic. Referring to the principle in Fig. 7.18, the source and M1 forms up an
internal TFET. With WM1 and WM3 smaller than WM2, the internal MOSFET is
formed up with M1, M2, and M3, respectively. With a given gate voltage, there will
be a barrier in M2 region due to the work function difference. The barrier can be
used to modulate the source-to-drain current. Thus, the structure is named as
barrier-controlled TFET.

The device parameters of the BC-TFET are as follows. The CNT is of 100 nm
long with the chirality of (13, 0). The bandgap of the nanotube is 0.75 eV, and the
diameter is about 1 nm. Both the source and drain are 20 nm long. And their
molecular doping density is of 5 × 10−3. And the length of M1, M2, and M3 gate
region is 10, 30, and 20 nm, respectively. The gate work function of M2 is set the
same as CNT (WCNT). And WM1 and WM3 are smaller than WM2 as
WM1 = WM3 = WM2 − 3/4Eg.
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Fig. 7.19 The structure of BC-TFET with gate work function engineering
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The gate modulation of current is shown in Fig. 7.20. The results for BC-TFET
can be compared with the previous results for normal TFET and MOSFET.
Compared with the normal TFET as shown in Fig. 7.8, the current spectrum of
BC-TFET also resides in an energy window. The upper tail is cut off by the source
valence band and channel conduction band. But it is different from the normal
TFET that there is only one spectrum peak in BC-TFET as the drain current leakage
due to ambipolarity is restrained. Compared to the MOSFET as shown in Fig. 7.9,
the band diagrams of the M1, M2, and M3 regions are very similar to MOSFET.
The current is controlled with the barrier at M2 region. Thus, the ambipolar
behavior is restrained. On the other hand, in MOSFET, the tail current (see Fig. 7.9)
is determined with the production of DOS and Fermi function, leading to the
physical limitation of 60 mV/dec S. In BC-TFET, there is no such a limitation as the
tail current is cut off with the energy band diagrams.

The BC-TFET structure can be compared with other measurements in TFET
optimization. The effect of M1 segment gate is similar to the pocket doping in the
PNIN structure. The junction abruptness is formed with both doping density dif-
ference and the source–channel junction and the work function difference of WM1

and WCNT. The role of M3 segment gate is similar to the drain overlap structure.
The abrupt band diagram is buffered with the M3 segment. Thus, the energy band
change ΔE between different segments becomes smaller than the bandgap Eg to
reduce the leakage current. As ΔE is smaller than Eg, M2 and M3 can be viewed as
a whole bandpass filter. Thus, the BC-TFET structure can be compared with the
heterojunction technique used in Si/Ge TFET. Obviously, a heterojunction cannot
be formed up in the CNT. But if we view M2 and M3 as a whole, then the
combination of M2 and M3 can be supposed to be an equivalent wideband material
compared to the M1 segment of narrowband. The thinner bandgap (M1) material is
used in the source–channel side, and the thicker bandgap (combination of M2 and
M3) material is used in the channel–drain side, so that the BC-TFET can be viewed
as an analogue to the heterojunction TFET structure.

To better understand the principle of BC-TFET, simulations will be performed in
comparison with the normal TFET and dual-material gate TFET (DMG-TFET) [57].
The normal TFET can be viewed as WM1 = WM2 = WM3 = WCNT. Two different
DMG-TFETs will be simulated. They areWM1 =WM2 =WCNT,WM3 =WCNT − 3/4Eg,
denoted with DMG-TFET 1, and WM1 = WCNT − 3/4Eg, WM2 = WM3 = WCNT,
denoted with DMG-TFET 2. The transfer curves and band diagrams of the different
structures are shown in Fig. 7.21. In normal TFET, severe ambipolar behavior is
observed. The leakage current is reduced in other three structures due to the
increased width of bandpass filter. The BC-TFET shows the smallest leakage current
as the barrier due to the work function difference of the three gate segments. In
DMG-TFET 2 and the BC-TFET, the on current is larger than the other two due to
the increased band bending at M1 segment. In summary, BC-TFET shows the best
performance both in on current and off current.
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7.6.2 An Alternative BC-TFET Structure Implementation

The BC-TFET described in Sect. 7.6.1 is realized with gate work function engi-
neering. It is also feasible with other measurement. As an example, a BC-TFET
implementation with the combination of gate work function and channel doping
engineering [58] will be shown in this section. As depicted in Fig. 7.22, the
BC-TFET is realized with a PNIN structure. Different from the PNIN BC-TFET, an
N-pocket doping is utilized to increase the band bending at the source–channel
junction. The gate is of two segments, M1 and M2, with the work functions of WM1

and WM2. The parameters are as follows: WM1 = WCNT, WM2 = WM1 − 3/4Eg. The
lightly N doping density is 3 × 10−3.

The obtained on/off band diagrams and electric field distributions are shown in
Fig. 7.23. It is shown that similar band diagram to PNIN BC-TFET is obtained. The
N-pocket doping in the channel near the tunnel junction plays the same role with
the M1 gate segment in the PNIN BC-TFET. There are three submits of electric
field due to the band bending at both on and off state. The device is turned on/off
with the in-channel barrier. The current is cut off with the alignment of conduction
band of the source and the valence band of the channel although the electric filed at
the source–channel junction is still rather large at off state.
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7.6.3 The Concept Analysis of BC-TFET

In TFET, the tunnel current is modulated with two main factors. On the one hand,
the bandgap of the material plays the row of bandpass filter. The alignment of
different of band diagrams affects the leakage current. On the other hand, at the
energy window where the tunnel is possible, the tunnel path determines the mag-
nitude of the tunnel probability and current. In normal TFET, both the two factors
are directly controlled with the gate voltage. But it is different in BC-TFET. As
shown in Fig. 7.24a, the shortest tunnel path between the valence band of source
and conduction band of the channel is at a lower energy than the top of barrier
energy. Therefore, carrier tunnel at this shortest tunnel path is forbidden due to the
bandpass filter of the in-channel barrier. Only the tunnel path at a higher level than
the in-channel barrier is allowed, and it is referred to as the effective tunnel path.
With the increase of gate voltage, the top of barrier is reduced monopoly as shown
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in Fig. 7.24b. The shortest tunnel path energy level is not monopoly with the gate
voltage, and it is generally much lower than the top of barrier.

As a result, the top of barrier is modulated with the gate voltage, and the
effective tunnel path is determined by the top of barrier energy. It is shown in
Fig. 7.25 that the effective tunnel path deceases monopoly with the increase of gate
voltage. But the shortest tunnel path is mainly determined by the difference gate
work function and doping density between the source and the channel. And it
changes much gently with the gate voltage. Note that there is no available effective
tunnel path as the top of the in-channel barrier is higher than the maximum valence
band of the source when Vgs < 0.075 V. In normal TFET, the tunnel path is directly
modulated with the gate voltage. It increase with the gate voltage when Vgs < Vdd/2
and decrease when Vgs > Vdd/2. Thus, the tunnel current decreases and then
increases with gate voltage as shown in Fig. 7.21a. But in BC-TFET, the effective
tunnel path determined by the in-channel of barrier is modulated with the gate
voltage.

In summary, BC-TFET is superior because it combines the merits of both TFET
and traditional MOSFET. The barrier control mechanism improves the gate mod-
ulation mending up the weakness of large leakage current of TFET. The increased
band bending at the tunnel junction boosts the on current. And the cold carrier
injection keeps the advantage of steep S of TFET.

7.7 Summary

In addition to the material of the first fabricated TFET, the unique band structure of
CNT makes it an ideal vehicle for studying the physics of TFET. With the nearest
pz orbit tight-binding method, the band structure is obtained from two-dimensional
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graphene. The quantum transport simulation framework of NEGF is revisited with
both the theory and numerical implementation. The TCAD powered with NEGF is
introduced and adopted in TFET structure optimization. With comparison between
MOSFET and TFET of CNT material, TFET is superior with a smaller than
60 mV/dec S, breaking the physical limitation of MOSFET restrained with carrier
thermal injection. The small on current and ambipolar conductivity are the main
shortages of TFET.

The on current in TFET is mainly determined with both the occupancy proba-
bility and the tunneling probability. The occupancy probability is determined by the
availability of the initial states and final states of tunneling which can be understood
with the bandpass filtering analogue. The tunneling probability is determined with
the tunnel path or, equivalently, the electric field at the tunnel junction.

The TFET structure can be optimized with manipulation of both the occupancy
probability and the tunnel probability. Examples are presented with doping engi-
neering, gate dielectric engineering, and gate work function engineering. The
electric field at the source–channel junction is enlarged to increase the tunneling
probability in the pocket doping structure and low-κ window structure. And it is
decreased at the channel–drain junction to reduce the leakage current in the stair-
case doping structure and gate–drain underlap structure. The occupancy probability
is reduced with the misalignment of the band diagrams in the gate–drain overlap
structure and the BC-TFET structure. The BC-TFET structure combines the merits
of both TFET and tradition MOSFET and exhibits both a high on current and a
small leakage current.
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