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Introduction

This year marks the tenth anniversary of the algorithms Peter Shor wrote
for factoring and computing discrete logarithms on a quantum computer.
It is no understatement to say that those algorithms have revolutionized
our thinking about information processing and computability. By show-
ing that there are certain, meaningful problems that are better solved on
a quantum computer than on a classical computer, they inspired us to
try to tame the weird world of quantum phenomena in order to reap
these revolutionary benefits. Spurred by the importance and promise of
this fundamentally new form of information processing, worldwide inter-
est in research related to quantum information processing has skyrocketed
in the intervening years. One measure of the remarkable impact of Shor’s
algorithms is seen in the United States” investment in quantum informa-
tion, which rose from under $5M in 1994 to more than $100 M in 2004,

Nevertheless, practical quantum computing still seems more than a
decade away. Researchers have not even identified what the best physical
implementation of a quantum bit will be. There is a real need in the sci-
entific literature for a dialog on the topic of lessons learned and loom-
ing roadblocks. In order to (1) highlight the lessons learned over the last
10years, and (2) outline the challenges we will face over the next 10 years,
I have organized a special issue of the new journal Quantum Informa-
tion Processing dedicated to the experimental aspects of quantum com-
puting. The special issue includes a series of invited articles that discuss
the most promising physical implementations of quantum computing. The
invited articles were to draw grand conclusions about the past and specu-
late about the future, not just report results from the present. Of particular
interest were insights that are universal or practical in nature. To provide
a unifying theme and structure to these invited articles, the authors were
asked to address the following topics:

1



2 Henry Everitt

Historical Review

A brief historical review is followed by an overview of current
experimental approaches. By discussing relevant issues regarding materi-
als, fabrication, control, measurements, analysis, phenomenology, etc, each
article offers insight into the advantages offered and challenges faced by a
given specific physical implementation.

Lessons Learned

Lessons learned and universal conclusions reached over the last
10years are summarized, both those that can be applied to a specific
physical implementation and those that may apply to the entire quantum
computing community. Of primary interest were lessons learned about fab-
rication, control, and scalability, but authors were encouraged to make
grander observations about trends and experimental truths.

Future Research Goals

Research roadblocks facing a specific physical implementation are
listed, particularly those challenges regarding the control, fidelity, and sca-
lability of quantum bit fabrication and logic operations. Authors were
asked to identify research demonstrations that would be recognized as
significant steps forward and to pose challenges to the experimental and
theoretical communities.

The invited articles are listed below:

Progress in Quantum Algorithms,
Peter W. Shor (MIT)

Nuclear Magnetic Resonance Quantum Computing

NMR Quantum Information Processing, Chandrasekhar Ramanathan, Nic-
olas Boulant, Zhiying Chen, David G. Cory, Isaac Chuang, and Matthias
Steffen (MIT)

Ion Trap Quantum Computing
Quantum Computing with Trapped Ion Hyperfine Qubits, B. B. Blinov,
D. Leibfried, C. Monroe, (University of Michigan), D. J. Wineland (NIST)

Ion Trap Quantum Computing with Cat Ions, R. Blatt, H. Haffner, C. F.
Roos, C. Becher, F. Schmidt-Kaler (University of Innsbruck)

Neutral Atom Quantum Computing
Quantum Information Processing in Cavity-QED, S. J. van Enk, H. I
Kimble, and H. Mabuchi (CalTech)
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Quantum Information Processing with Trapped Neutral Atoms, P. S. Jessen
(University of Arizona), I. H. Deutsch, and R. Stock (University of New
Mexico)

The Road to a Silicon Quantum Computer, J. R. Tucker (University of Illi-
nois), and T.-C. Shen (Utah State University)

Semiconductor Quantum Dot Quantum Computing

Controlling Spin Qubits in Quantum Dots, Hans-Andreas Engel, (Uni-
versity of Basel), L. P. Kouwenhoven (Delft University of Technology),
Daniel Loss (University of Basel), and C. M. Marcus (Harvard)

Spin-based Quantum Dot Quantum Computing in Silicon, Mark A. Eriks-
son, Mark Friesen, Susan N. Coppersmith, Robert Joynt, Levente J. Klein,
Keith Slinker, Charles Tahan (University of Wisconsin), P. M. Mooney,
J O. Chu, and S. J. Koester (IBM T. J. Watson Research Center)

Optically Driven Quantum Computing Devices based on Semiconductor
Quantum Dots, Xiaogin Li, Duncan Steel (University of Michigan),
Daniel Gammon (NRL), and L. J. Sham (UC-San Diego)

Superconductor Quantum Computing
Implementing Qubits with Superconducting Integrated Circuits, Michel H.
Devoret (Yale) and John M. Martinis (NIST)

Photonic Quantum Computing

Towards Scalable Linear-Optical Quantum Computers, J. P. Dowling (NASA,
JPL), J. D. Franson (Johns Hopkins University), H. Lee (NASA, JPL),
and G. J. Milburn (University of Queensland)

Photonic Technologies for Quantum Information Processing, Prem Kumar
(Northwestern University), Paul Kwiat (University of Illinois), Alan
Migdall and Sae Woo Nam (NIST), Jelena Vuckovic (Stanford), Franco
N. C. Wong (MIT)

In addition, several contributed articles were received in response to
the call for the special issue. These contributed articles appear after the
invited ones.

It has been a pleasure and an honor to work with and support this
community during these early years. The surprising finding has consis-
tently been that roadblocks may be overcome with conceptual innovation,
improved materials, clever designs, and high fidelity controls. It is with
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great optimism for the future that this special issue series is presented, not
only to stimulate new research but also to provide a look back on how far
we have come in such a short time.

Guest Editor

Henry Everitt

Senior Research Scientist
US. Army Research Office
and

Physics Department

Duke University

May 12, 2004



Progress in Quantum Algorithms

Peter W. Shor!

We discuss the progress (or lack of it) that has been made in discovering algo-
rithms for computation on a quantum computer. Some possible reasons are given
Jor the paucity of quantum algorithms so far discovered, and a short survey is
given of the state of the field.

KEY WORDS: quantum algorithms; NP-complete.
PACS: 03.67.Lx.

1. INTRODUCTION

It has now been 10years since I discovered the quantum factoring algo-
rithm.(D' This discovery caused great excitement; although some quantum
algorithms had previously been discovered, this was the first algorithm
that gave a substantial speedup over a classical algorithm for a well-stud-
ied and interesting problem. Many people expected a succession of other
interesting quantum algorithms to quickly follow. Lov Grover indeed dis-
covered his quantum searching algorithm shortly thereafter,® but the pro-
gress since has been disappointing, especially compared with the progress
the rest of the field of quantum information processing has been making.
Physicists have been proposing and experimenters have been exploring pos-
sible physical implementations of quantum computers at a pace I believe is
faster than what anybody, but the most optimistic people expected; these
developments are covered in the rest of this issue. Quantum cryptography
is coming of age, with several theoretical proofs of its security recently dis-
covered, and commercial quantum cryptography systems now on the mar-
ket. The field of quantum information theory and quantum computational

Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA 02139,
USA. E-mail: shor@mit.edu
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6 Shor

complexity have both been quite active, with a succession of interesting
and important theoretical results. Meanwhile, the development of quantum
algorithms appears to have lagged behind, with what seem like barely any
significant new algorithms having been discovered. We will speculate on
why more quantum algorithms have not been found, and survey the pro-
gress that has been made. This is an expansion and update of my paper®
which also discusses this issue.

2. THOUGHTS ON QUANTUM ALGORITHMS

One thing 1 am often asked is why so few new quantum algorithms
for solving classical problems have been discovered. It has not been for
lack of effort; people have looked quite hard for new quantum algorithms.
I can think of two reasons that quantum algorithms might be difficult to
discover. The first is that there might really be only a few problems for
which quantum computers can offer a substantial speed-up over classical
computers; in the most pessimistic scenario, we have already discovered
most of the important algorithms. The second is that quantum computers
operate in a manner so non-intuitive, and so different from classical com-
puters, that all the experience of the last 50 years in discovering classical
algorithms offers little insight into how to go about finding quantum algo-
rithms, so that while efficient quantum algorithms for many more prob-
lems exist, they are very hard to find. It appears impossible to tell which
of these two cases is the actuality.

Another thing that I am often asked is what kind of problems are
susceptible to attack by a quantum computer. Unfortunately, even the
classical analog of this question: What kind of problems are can be solved
in polynomial time by a digital computer? does not have a satisfactory
answer. Computer scientists have a plethora of techniques they can try
to apply to a problem: linear programming, divide-and-conquer, dynamic
programming, Monte Carlo methods, semidefinite programming, and so
forth. However, deciding which of these methods is likely to work for a
given problem, and how to apply it, remains more of an art than a science,
and there is no good way known to characterize the class of problems
having polynomial-time algorithms., Characterizing the class of problems
having polynomial-time quantum algorithms appears equally, if not more,
difficult, one of the main additional difficulties being that we have so far
discovered very few algorithmic techniques.

One of the things that has made it difficult to find new quantum algo-
rithms that perform better than classical algorithms is the remarkable job
that computer scientists have done over the last 50 years in finding good
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classical algorithms for problems. For the most part, researchers have been
looking for quantum algorithms that efficiently solve problems which are
not known to be solvable classically in polynomial time. These would yield
the most impressive advances, and are also very likely to be the first prob-
lems for which, when and if quantum computers are developed, the quan-
tum algorithms will give a practical advantage in the real world. To find
such a problem, if we make the assumption that quantum computers can-
not solve NP-complete problems in faster than exponential time, we would
need to find a problem which is neither in P nor is NP-hard. Remarkably,
in part because of the success of the classical theory of algorithms, there
are relatively few natural problems which fit this criterion.

I now give a brief digression on complexity theory. The complex-
ity class P consists of those problems which can be solved using algo-
rithms running in time bounded by a polynomial in the length of the
input. The class of problems with probabilistic polynomial-time algorithms
is called BPP, and the class with quantum probabilitistic polynomial-time
algorithms is called BQP (quantum algorithms are in general inherently
probabilistic, and so the class BQP should most fairly be compared with
the class BPP rather than P). Polynomial running times are considered
to be efficient by theoretical computer scientists. This isn’t strictly true—
nobody would call an algorithm that runs in n!% steps efficient in prac-
tice, where n is the length of the input, but this definition has proven to
be a good compromise between theory and practice; it appears to be the
case that most natural problems in P have algorithms with running time
a relatively small power of n. The class NP consists of those problems for
which a solution can be verified in polynomial time; this class contains P,
and the containment is generally thought to be strict.

Computer scientists have identified a subclass of NP comprising the
hardest problems in NP; these are called NP-complete problems,®>%and
a polynomial-time algorithm for any of these problems would imply a
polynomial-time algorithm for all problems in NP, showing that P = NP.
Remarkably, a large number of NP-complete problems have been identi-
fied.() When theoretical computer scientists consider a new problem, one
of their first goals is to either show that it is NP-complete, or to find a
polynomial-time algorithm for it. While these are mutually exclusive out-
comes, it is not guaranteed that a problem in NP will either be NP-com-
plete or in P; remarkably, however, the vast majority of problems studied
seem to fall in one of these two classes.

Why might we suspect that quantum computers cannot solve NP-
complete problems? Let us consider the classical analog of that ques-
tion: why do computer scientists believe that classical computers cannot
solve NP-complete problems efficiently? This is the celebrated P vs. NP



8 Shor

question. (See Ref. 8,7,9 for the history of this problem.) The class NP is
the class of problems for which, once a solution has been found, it can
be verified in polynomial time that it is indeed a solution. Mathematically
speaking, NP is the set of languages for which there are polynomial length
proofs that a string is in the language (although there are not necessarily
short proofs that a string is not in the language). NP-complete problems
are a subset of these NP problems which have the property that if any of
these NP-complete problems is solvable by an efficient algorithm, then all
NP problems are solvable by an efficient algorithm.

There are essentially two lines of argument for why P should be
different from NP. The first, which in my opinion is not terribly con-
vincing, is that nobody has yet found a polynomial-time algorithm for
solving NP-complete problems. While such an algorithm would generate
a complete upheaval of our understanding of computational complexity,
similar revolutions have occurred, albiet infrequently, in other branches
of mathematics and science. The second argument is barely more rigor-
ous than the first. It relates NP completeness to the difficulty of finding
mathematical proofs. If, for instance, a quadratic algorithm was discov-
ered for solving an NP complete problem, then a mathematician could use
this algorithm to mechanically check whether a conjectured theorem had
a proof of length n using computation time of cn? steps for some con-
stant ¢. Now, let us assume that the primes are in some sense quasi-ran-
domly distributed, as is believed by many mathematicians (although many
other quasi-randomly distributed objects could be used in this argument
as well). It then seems that it should be very difficult to check the truth
of a statement such as

There are 17 primes in arithmetic progression between integers a and b.

without testing a large fraction of the numbers between a and b for pri-
mality; here the relative sizes of a and b should be chosen so that the
probability of the above statement is roughly % On the other hand, if you
are given 11 numbers, testing to see if these are indeed primes in arithme-
tic progression can be done in time polynomial in the length of b. This
problem is in the class NP, which means that it can be efficiently trans-
lated into a 3SAT problem—a Boolean formula in conjuctive normal form
with 3 variables per clause (this translation is essentially the proof of the
NP-compleness result). However, this problem appears quite hard, and it
is very likely not NP-complete (meaning the reverse translation cannot be
done). If any NP-complete problem could be solved in polynomial time,
then problems such as the above could be solved in polynomial time. Intu-
itively, it seems as though it would be very difficult to prove the non-exis-
tence of such an arithmetic progression of primes, especially if you believe
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the distribution of prime numbers is quasi-random. Thus, this is some
intuitive evidence towards the conjecture that P # NP.

Could the use of a quantum computer help solve such problems in
NP? In this new question, we now have lost the mathematical intuition
that proofs can be much harder to discover than to check. The symmetry
between checking and discovering the proof is now gone: we are allowed
a quantum computer to discover these proofs, but only permitted a digital
computer to check them. Although the argument is not as convincing, it
still does not seem likely that quantum computers can solve NP complete
problems in less than exponential time. There is more evidence in this
direction, in that there is a proof that a quantum computer cannot search
a space of size N in less than O(+/N) time.!9 This result shows that a
quantum algorithm for solving NP-complete problems in sub-exponential
time will have to use the structure of these problems, and this result can
also be used to find an oracle with respect to which NP is not contained
in BQP.

If quantum computers cannot indeed solve NP complete problems,
then where should we be looking for problems to speed up using quan-
tum algorithms? The obvious place to look is in problems neither known
to be in P or to be NP-complete. There are only a few problems in this
class. Those handful of these which appear to be related to periodicity,
and thus possibly susceptible to attack using quantum Fourier transforms,
have received substantial study from the quantum algorithms community.
These include the two problems of graph isomorphism and of finding a
short vector in a geometrical lattice. The problem of graph isomorphism
is: given two graphs, is there a permutation of the nodes which renders
them identical? The problem of finding a short vector in a lattice is: given
a lattice in d dimensions—i.e., the integer combinations of a set of d inde-
pendent basis vectors—is it possible to efficiently find a vector that is not
much longer than the shortest vector in this lattice? This problem becomes
hard for large d. Finding a vector with length within a constant factor of
the length of the shortest vector is NP-hard, while the best classical poly-
nomial-time algorithms known can only find a vector having length within
a factor that is exponential in the dimension d. While neither of these can
be solved efficiently by a quantum algorithm yet, the study of the lattice
problem from a quantum point of view has led to a purely classical result
that puts this problem (with certain parameters) in the complexity class
NP N co-NP.(D

If we moderate our goals somewhat, and look also for quantum algo-
rithms that speed problems up by a polynomial factor, then we have not
only all the problems in P to consider, but also the NP-complete problems.
Grover’s algorithm can be applied to speed up the algorithms for many of
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these problems by a quadratic factor, and it is conceivable that some of
them can be sped up by a larger factor. In my paper,® I suggested look-
ing at trying to speed up the solutions of problems in P by quantum algo-
rithms, and I still believe this is a good source of research problems.

3. PROGRESS IN QUANTUM ALGORITHMS

Despite the general lack of progress that appears to have been made
on quantum algorithms, there have been a number of results which I con-
sider to represent incremental progress which may eventually lead to new
quantum algorithms. In my talks, I generally classify known quantum
algorithms into three classes: those using periodicity finding, those using
variants of Grover search, and those using quantum computers to simu-
late quantum mechanics. There has been progress in all three areas of this
classification, and a couple of new algorithmic techniques have been pro-
posed which appear promising, although they have so far not resulted in
any breakthroughs in the discovery of new algorithms. I will now describe
some of this progress; I will not attempt to be comprehensive, but merely
to give pointers to some papers which I think show the potential for sub-
stantial progress.

We first treat the progress in quantum algorithms that use the Fou-
rier transform, the tool that let us perform periodicity finding. It did not
take long after the papers(!l-12) to realize that a natural generalization of
the factoring and discrete logarithm algorithms was to the abelian hidden
subgroup problem: the problem of finding a subgroup of an abelian group
which is hidden in the values of a function. Fourier transforms on abe-
lian groups could be used to find periodicity and solve this problem in
much the same way that the Fourier transform on the cyclic group was
used to factor and find discrete logarithms (see, e.g., Ref. 13). Hallgren(!¥)
has recently shown that the Fourier transform can also be used to find the
periodicity of functions with irrational periods, and that this is useful in
solving certain number theory problems such as finding solutions to Pell’s
equation and finding class groups of number fields. There are other prop-
erties of the Fourier transform which can be used for purposes other than
finding periodicity. For instance, shifts of a periodic function transform
nicely under the Fourier transform, and this fact can be used to solve cer-
tain hidden shift problem.U'> The Fourier transform can also be defined
over non-abelian groups. It is not known how to compute this efficiently
for all these groups, but it can be computed for some of them, such as
the symmetric group(!® and the dihedral group.!” Kuperberg has recently
been able to give an algorithm solving the hidden subgroup problem over
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the dihedral group in subexponential time by working directly with the
representations returned by the Fourier transform.(!® These results indi-
cate at least that the Fourier transform can be used in ways that are more
versatile and powerful than those previously considered.

The second class of quantum algorithms I discuss are the general-
ization of Grover’s algorithm for searching a set of N things in time
O0(/N).® Many of these are covered in the survey.!” The most impor-
tant is probably that of amplitude amplification,®1% which lets one
amplify the probability of success of a quantum algorithm which has
only a small probability of success with efficiency quadratically better
than would be possible classically. Recently, there have been a num-
ber of algorithms discovered that combine the techniques of Grover’s
algorithm with quantum walks to perform certain tasks faster than one
can do classically.*>2% It was first shown that quantum random walks
could be used to solve some problems faster than classical algorithms
could in;®® these problems, however, appeared fairly artificial. Ambai-
nis combined these with random walk techniques to give a near-opti-
mal time quantum algorithm for testing whether two elements in a
database are distinct.??) These techniques have also been used to show
that certain graphs with locality can be searched quickly by a quan-
tum computer, where the computer program has the option either going
from a vertex to a neighboring vertex or testing that vertex to see
whégler it is the “goal” vertex.?¥ A survey of these results appears
in.

The third class of quantum algorithms are those simulating quantum
mechanics. There are two recent papers showing that the simulation of
quantum mechanical processes can be used to solve certain classical prob-
lems faster than it is known how to do classically. One of these®® uses
the fact that a certain observable in topological quantum field theories has
its expectation value equal to the value of the Jones polynomial evaluated
at certain points. While the variance of this observable is too large for a
quantum computer to compute the value of this Jones polynomial exactly
in polynomial time, it can be approximated by a quantum computer much
more efficiently than it is known how to do using a classical computer.
Another paper along these lines shows how to approximate zeros of cer-
tain finite field zeta functions by a quantum computer.?”) Inspired by the
spectral approach to the Riemann hypothesis, which attempts to relate
the zeros of the Riemann zeta function to the eigenvalues of a (currently
unknown) chaotic quantum system, van Dam shows that the zeros of cer-
tain finite field zeta functions are given by the eigenvalues of a quantum
circuit, and that this fact can be used to approximate them more efficiently
on a quantum computer than it is known how to do classically.
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Finally, I want to mention adiabatic quantum computation. This heu-
ristic attempts to find the ground state of a Hamiltonian by tracking its
evolution by a quantum computer as the Hamiltonian is evolved from one
whose ground state is known to one whose ground state is the desired
result of the quantum computation.?® The adiabatic theorem says that
this approach is efficient if there exists a spectral gap of size at least recip-
rocal polynomial for all the intermediate Hamiltonians in the evolution.
Although this approach has not yet been shown to yield an algorithm
for an interesting problem, it does appear to me to have promise. It has
been shown recently that all polynomial time quantum computations can
be translated so they can be solved by this adiabatic method.(*”
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NMR Quantum Information Processing

Chandrasekhar Ramanathan,! Nicolas Boulant,! Zhiying Chen,!
David G. Cory,! Isaac Chuang,2 and Matthias Steffen?

Nuclear magnetic resonance (NMR) has provided a valuable experimental test-
bed for quantum information processing (QIP). Here, we briefly review the use
of nuclear spins as qubits, and discuss the current status of NMR-QIP. Advances
in the techniques available for control are described along with the various imple-
mentations of quantum algorithms and quantum simulations that have been per-
Sformed using NMR. The recent application of NMR control techniques to other
quantum computing systems are reviewed before concluding with a description of
the efforts currently underway to transition to solid state NMR systems that hold
promise for scalable architectures.

KEY WORDS: quantum control; quantum simulation; quantum algorithms;
solid-state quantum information processing.

PACS: 03.67.—a, 03.67.Lx.

1. INTRODUCTION

Nuclear spins feature prominently in most condensed matter proposals for
quantum computing,(!-19 either directly being used as computational or
storage qubits, or being important sources of decoherence. Fortunately, the
coherent control of nuclear spins has a long and successful history driven
in large part by the development of nuclear magnetic resonance (NMR)
techniques in biology, chemistry, physics, and medicine.(1!-12 The central
feature of NMR that makes it amenable to quantum information process-
ing (QIP) experiments is that, in general, the spin degrees of freedom are
separable from the other degrees of freedom in the systems studied, both
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in the liquid and solid state. We can therefore describe the Hamiltonian of
the spin system quite accurately; there is an extensive literature on meth-
ods to control nuclear spins, and the hardware to implement such control
is quite precise.

This readily accessible control of nuclear spins has led to liquid state
NMR being used as a testbed for QIP, as well as to preliminary studies of
potentially scalable approaches to QIP based on extensions of solid state
NMR. The liquid state NMR QIP testbed, although it is not scalable, has
permitted studies of control and QIP in Hilbert spaces larger than are
presently available with other modalities, and has helped to provide con-
crete examples of QIP. Here we review what has been learnt in these ini-
tial studies and how they can be extended to the solid state where scalable
implementations of QIP appear to be possible.

The DiVincenzo criteria!? for quantum computation provide a natu-
ral starting place to understand why NMR is such a good testbed for QIP,
and in particular, for implementing quantum algorithms using liquid state
NMR techniques. These criteria concern (1) the qubits, (2) the initial state
preparation, (3) the coherence times, (4) the logic gates, and (5) the read-
out mechanism.

1.1. Quantum Bits

Protons and neutrons are elementary particles which carry spin-1/2,
meaning that in a magnetic field B, they have energy —ji - B, where the
magnetic moment i =un/ (I is the spin operator) is quantized into two
energy states, ||) and | 1) . These states have an energy scale determined
by the nuclear Bohr magneton un =eh/2mn~5.1 x 10727 A/m? (Table 1).
Since spin is inherently a discrete quantum property which exists inside a
finite Hilbert space, spin-1/2 systems are excellent quantum bits.

Nuclear spins used in NMR QIP are typically the spin-1/2 nuclei of
TH, B, PE 5N, 3P, or 2°Si atoms, but higher order spins such as
spin-3/2 and 5/2 have also been experimentally investigated. In liquid-state
NMR, these atoms are parts of molecules dissolved in a solvent, such

Table 1. Atoms with spin-1/2 nuclei typically used in NMR, and their
energy scales, expressed as a resonance frequency. [frequencies are given for
|B|~11.74 T

1 19 3t 13 29g; 15
H F P C Si N

500 MHz 470 MHz 202 MHz 125 MHz 99 MHz 50 MHz
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that the system is typically extremely well approximated as being O(1018)
independent molecules. Each molecule is an N-spin system, with N mag-
netically distinct nuclei. Typically, this molecule sits in a strong, static
magnetic field, By, oriented along the z-axis, such that the N spins precess
about z. The spins interact with each other indirectly via inter-atomic elec-
trons sharing a Fermi contact interaction with two (or more) nuclei. The
connectivity of the chemical bonds thus determines which nuclei interact.

Since the energy scale of the interactions is weak compared with typ-
ical values of un|B|, qubits in molecules can be independently manipu-
lated, and provide a natural tensor product Hilbert space structure. This
structure is essential for quantum computing, and in particular, system
scalability.

1.2. Initial State Preparation

The energy scale of a nuclear spin in typical magnetic fields is much
smaller than that of room temperature fluctuations. As seen in Table 1,
at 11.74 T the proton has an NMR resonance frequency of 500 MHz,
whereas room temperature thermal fluctuations are kg7 =25 meV =~ 6 THz,
about 10* times larger. As the Boltzmann distribution governs the thermal
equilibrium state of the spins

o[- ]
p=—tg, M
where Z is the partition function normalization factor, p~ 1 for kgT >
un|B|. Thus, the room temperature thermal equilibrium state is a very
highly random distribution, with spins being in their ||} and [1) states
with nearly equal probability.

Such a highly mixed state is not ordinarily suitable for quantum
computation, which ideally works with a system initialized to a fiducial
state such as [00---0). It was the discovery of a set of procedures to
circumvent this limitation, which made NMR quantum information pro-
cessing feasible and interesting.('*1%) The essential observation is that a
computational procedure can be applied to p, such that the only observed
signal comes from the net excess population in the [00-.-0) state of the
thermal ensemble. One class of such techniques averages away the signal
from all other states. This averaging can be performed sequentially in time
using sequences of pulses which symmetrically permute undesired states,
spatially using magnetic field gradients which prepare spins differently in
different parts of a single sample, or by selecting a special subset of spins
depending on the logical state (J0) or [1)) of the unselected spins. These
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techniques, known as temporal, spatial, and logical labeling, do not scale
well, and only create a signal strength which decreases exponentially with
the number of qubits realized.(16)

Another class of techniques is based on efficient compression,!” and
in contrast, the signal strength obtained is constant with increasing num-
ber of qubits realized. Indeed, only O(poly(n)) space and time resources
are needed to initialize O(n) spins using this method, which has now been
experimentally demonstrated,!® but there is a constant overhead factor
which prevents it from being practical until » is large, or the initial tem-
perature of the spins can be brought lower by several orders of magnitude.

1.3. Coherence Times

Nuclear spins couple very weakly with the external world, primarily
due to their small magnetic moment, and the weakness of long-range mag-
netic forces. Thus, typical nuclei in liquid-state molecules may have a T
timescale for energy relaxation of between 1 and 30 seconds, and a T;
timescale for phase randomization of between 0.1 and 10 seconds. Deco-
herence may occur due to the presence of quadrupolar nuclei such as 33Cl
and 2D, chemical shift anisotropies, fluctuating dipolar interactions, and
other higher order effects. Though the coherence lifetimes are long, the
number of gates that can be implemented is limited by the relatively weak
strength of the qubit-qubit couplings (typically a few hundred Hertz at
most).

1.4. Logic Gates

In order to perform arbitrary quantum computations only a finite set
of logic gates is required, similar to arbitrary classical computations. One
such set consists of arbitrary single qubit rotations and the two-qubit con-
trolled-Not gate. We describe how each of these is implemented.

The Hamiltonian describing a 2-spin system in an external field Byz
is (setting h=1)

H=wal,a+wpl,p+Ha p. 2

Here, I, is the spin angular momentum operator in the 7 direction, and
w; = —yi(1 —;)By, where y; is the gyromagnetic ratio for spin i, which
depends on the nuclear species, «; is the shielding constant, and Hy4 g is
the spin—spin coupling. The shielding constant depends on the local chem-
ical environment of the nuclei, which shields the magnetic field, resulting
in a shift in frequency by an amount known as the chemical shift such
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that spins of the same type (e.g. protons) can have different resonance fre-
quencies. That spins have different resonance frequencies is an important
requirement because it permits frequency-dependent addressing of single
qubits.

Spins are manipulated by applying a much smaller radio-frequency
(RF) field, B;, in the X-y plane to excite the spins at their resonance
frequencies w;. In the rotating frame, to good approximation, the spin
evolves under an effective field B = B cos(¢)x + By sin(¢)y (where ¢ is the
RF phase). The rotation angle and axis (in the transverse plane) can be
controlled by varying ¢, the magnitude of B; and the duration of the RF.
Since it is possible to generate arbitrary rotations about the z-axis using
combinations of rotations about the x- and y-axis, it is possible to imple-
ment arbitrary single-qubit rotations using RF pulses.

Two-qubit gates, such as the controlled-NOT gate require spin—spin
interactions. These occur through two dominant mechanisms; direct dipo-
lar coupling, and indirect through-bond interactions. The dipolar coupling
between two spins is described by an interaction Hamiltonian of the form

HE 5= - (Ia-I5 =304 - 5 -2), 3)

where 71 is the unit vector in the direction joining the two nuclei, and 7 is

the magnetic moment vector. While dipolar interactions are rapidly aver-
. . . . . . . . (19,20)

aged away in a liquid, they play a significant role in liquid crystal

and solid state NMR QIP experiments. Through-bond electronic interac-

tions are an indirect interaction, also known simply as the scalar coupling,

and take on the form

My p=2nJI4 Ig=2n0Lal,g+7J (Iaslp—+1a—Ips), )

where J is the scalar coupling constant. This interaction is often resolved
in liquids. For heteronuclear species (such that the matrix element of the
IgiIg_+14_Ig, term is small, when 27 J K ws — wp), the scalar coupling
reduces to

Hz{l,sznJIzAlz& (5)

Multiple-qubit interactions, such as the controlled-NoT (cNoT) opera-
tion, may be performed by inserting waiting periods between pulses so
that J-coupled evolution can occur. For the J-coupled two-spin sys-
tem, a cNOT can be implemented as a controlled phase shift preceded
and followed by rotations, given by the sequence Cap = Ry4(270 =
—90)R:BR;A(—90)R 4 (180)Ry4(90). This is shown schematically in
Fig. 1.
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Fig. 1. (a) A controlled-NOT gate acting on two qubits, (b) the controlled-NOT gates imple-
mented by a controlled phase shift gate (specified by a unitary matrix with diagonal elements
{1, 1,1, —1}) preceded and followed by m/2 rotations, and (c) the pulse sequence and spin
orientations corresponding to the components in (b). Note that, unlike a conventional NMR
selective population transfer sequence, extra refocusing is required to preserve the Bell basis
exchange symmetry between A and B. The Z rotations are implemented via ¥ and j-rota-
tions, which are not explicitly shown.

In summary, one and two-qubit gates are implemented by applying
a sequence of RF pulses interlaced with waiting periods. In this sense, it
is perhaps interesting to note that the sequence of elementary instructions
(pulses and delay times) are the machine language of the NMR quantum
information processor.

1.5. Readout Mechanism

Readout of the quantum state in NMR QIP is not the usual ideal
projective von Neumann measurement. Instead, the system is continually
read out by the weak coupling of the magnetic dipole moments to an
external pickup coil, across the ends of which a voltage is produced by
Faraday induction. This coil is usually the same coil as that used to pro-
duce the strong RF pulses which control the spins, and thus it only detects
magnetization in the x-3 plane. The induced voltage, known as the free



NMR Quantum Information Processing 21
induction decay, may be expressed as
V(t) = —2Vptr [e'th pe M i Ik + 1§)] , (6)

where H is the Hamiltonian for the spin system, I¥ and I;‘ operate only
on the kth spin, and Vj is a constant factor dependent on coil geometry,
quality factor, and maximum magnetic flux from the sample volume.

The Fourier transform of V(z) is the NMR spectrum as shown in
Fig. 2 for example. When properly calibrated, the NMR spectrum imme-
diately reveals the logical state of qubits which are either [0) or |1). Spe-
cifically, for example, if the initial state of a two-spin 'H-13C system is
described by a diagonal density matrix,

2000
0500
P=100c0 ™

0004

(where the states are 00, 01, 10, and 11, with proton on left and carbon on
right and a, b, ¢, and d denote the occupation probabilities) then after a
R, (/2) readout pulse, the integrals of the two proton peaks (in the pro-
ton frequency spectrum) are given by a —c¢ and b —d, and the integrals
of the two carbon peaks are given by a —b and ¢ —d. Both the proton
and carbon spectra contain two peaks because of the J-coupling interac-
tion during the measurement period.

1000

-50 0 50
Fig. 2. Thermal equilibrium spectrum of a 5 spin molecule. Each peak corresponds to a
certain logical state of the remaining four spins, which is indicated by the binary numbers.

The real part of the spectrum is shown, in arbitrary units. Frequencies are given with respect
to w;/2m, in Hertz.2V
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One important issue in the readout of QIP results from NMR arises
because the system is an ensemble, rather than a single N-spin mole-
cule. The problem is that the output of a typical quantum algorithm is
a random number, whose distribution gives information which allows the
problem to be solved. However, the average value of the random vari-
able would give no relevant information, and this would be the output if
the quantum algorithm were executed without modification on an NMR
quantum computer.

This problem may be resolved!!® by appending an additional
computational step to the quantum algorithm to eliminate or reduce the
randomness of its output. For example, the output of Shor’s algorithm
is a random rational number ¢/r, from which classical post-processing is
usually employed to determine a number r, which is the period of the
modular exponentiation function under examination. However, the post-
processing can just as well be performed on the quantum computer itself,
such that r is determined on each molecule separately. From r, the desired
prime factors can also be found, and tested; only when successful does
a molecule announce an answer, so that the ensemble average reveals the
factors. Similar modifications can be made to enable proper functioning of
all known exponentially fast quantum algorithms®?2-2%) on an NMR quan-
tum computer.

2. QUANTUM CONTROL

Implementing an algorithm on a quantum computer requires per-
forming both unitary transformations and measurements. Errors in the
control and the presence of noise can severely compromise the accuracy
with which a unitary transform can be implemented. Quantum control
techniques are used to maximize the accuracy with which such operations
can be performed, given some model for the system’s dynamics. NMR
has provided valuable insight into the design of schemes to control quan-
tum systems, as the task of applying pulse sequences to perform opera-
tions that are selective, and also robust against experimental imperfections,
has been the subject of extensive studies.?>20) A single, isolated quantum
system will evolve unitarily under the Hamiltonian of the system. In an
ensemble measurement (whether in space or time), an isolated system can
also appear to undergo non-unitary dynamics, called incoherent evolution,
due to a distribution of fields over the ensemble.?”-28) An open quantum
system, interacting with an environment, will decohere if these interactions
are not controlled. The study of quantum control using NMR can there-
fore be separated into three different subsections:
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e Coherent control: how can one design RF control schemes to imple-
ment the correct unitary dynamics for a single, isolated quantum
system?

e Incoherent noise: how can coherent control be extended to an
ensemble, given that the system Hamiltonian will vary across the
ensemble?

e Decoherent noise: how can one achieve the desired control, when
coupling to the environment is taken into account?

2.1. Coherent Control

The density matrix of a closed system evolves according to the Liou-
ville-Von Neumann equation of motion:
dp .
—— = —i [Hint +Hext, p], 3)
dt
where H;,¢ is the internal Hamiltonian of the system of qubits, and Hex¢
the externally applied control fields. More specifically, extending Eqs. (2)
and (4), the internal Hamiltonian for a system of N spin-1/2 nuclei in a
large external magnetic field By is

N N N
Hine=Y_ —ve(l —ae) Bo()If+2m Y " Ji* 1V, ®
k=1 >k k=1

where —y (1 — o) By(r) is the chemical shift of the kzh spin. The corre-
sponding experimentally controlled RF Hamiltonian is

N
. k : k
Hext=Y_ —vcf (r) Brr(t)e 7¢O [Fi9OL: (10)
k=1

where the time-dependent functions Brp(#) and ¢(¢) specify the applied
RF control field, while f(r) reflects the distribution of RF field strengths
over the sample. The spatial variation of the static and RF magnetic fields
leads to incoherence.?” We will return to this in the next section.

If the total Hamiltonian is time-independent, possibly through trans-
formation into a suitable interaction frame, the equation of motion can
be integrated easily and yields a unitary evolution of the density matrix
@) =U@®)p(OOYU T(t). Given an internal Hamiltonian and some control
resources, how can we implement a given propagator or prepare a given
state? In QIP, it is necessary to implement the correct propagator, which
requires designing gates that perform the desired operation regardless of



24 Ramanathan et al.

the input state. We will therefore focus our discussion on NMR control
techniques that are universal, i.e. whose performance is essentially indepen-
dent of the input state, although sequences whose performances are state
dependent can also be useful for initialization purposes. Average Hamil-
tonian theory is a powerful tool for coherent control that was initially
developed for NMR.®” Waugh and Harberlen have provided a theoreti-
cal framework to implement a desired effective Hamiltonian evolution of
a spin system over some period of time. Such a tool fits well into the con-
text of QIP since it aims to implement the correct propagator over the sys-
tem Hilbert space while refocusing undesired qubit—qubit interactions. The
basic idea is to apply a cyclic train of pulses P = {Pj}j?"’= p with [[P;=1to
the system which, in its simplest form, are assumed to be infinitely short
and equally spaced by Az >0. The net controlled evolution over the period
T = M At can then be expressed as

~ M
e_iHTZI—[e_inAt, (11)
k=0

where the “toggling-frame” Hamiltonians H; = UZ H, U, are expressed in
terms of the composite pulses Uy = ]_[';.:1 Pi,k=1,... M, Uy=1. Any
average Hamiltonian (up to a scalar multiple) can be implemented in
NMR systems of distinguishable spins.3® This work has been extended
to correct for some experimental imperfections or uncertainties primar-
ily using symmetry arguments. Composite pulses have also been used to
design robust control sequences as they can be designed to be self-com-
pensating for small experimental errors.(2-26.31-36)

Strong modulation of the spin system currently represents the state
of the art in performing selective, controlled operations in large Hilbert
spaces (up to 10 qubits). Strong modulation of the spins permits accurate
selective rotations while refocusing the internal Hamiltonian during the
RF irradiation of the spins.?”) Figure 3 shows the dependence of the fidel-
ities achievable on the available control resources, using this technique.(?)
These are simulation results, assuming only unitary dynamics. The fideli-
ties are seen to improve both with improved distinguishability of the spins
(higher field strengths), and stronger modulation (increased RF power).
The drawback of this technique is that it is not scalable, as the time neces-
sary to find the numerical solutions grows exponentially with the number
of qubits (see®® for a review of other techniques). An alternative, scalable
approach that relies on optimization over single and pairs of nuclei has
been described,®® though it does not appear to perform as well.
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Fig. 3. Maximum fidelity achievable versus external magnetic field strengths and maximum
radio-frequency power available for strongly modulating pulses. The frequencies shown are
the proton Larmor frequencies at different magnetic fields (300 MHz = 7 T, 500 MHz =
11.7 T, 800 MHz = 18.8 T).

Finally, there is a growing body of work in the area of optimal con-
trol theory for quantum systems,*0-42 which has also used NMR as an
experimental testbed. It is foreseeable that it might be possible to com-
bine the ideas presented in these studies with strong modulation and
pulse-shaping techniques to design optimal control sequences, given some
knowledge about the system decoherence and the control parameters.

2.2. Incoherent Noise

Incoherent noise arises from a spatial or temporal distribution of
experimental parameters in an ensemble measurement.?”) It is manifested
in NMR in the spatial dependence of the Hamiltonian H. The density
matrix at a given location in the sample still obeys the Liouville-Von Neu-
mann equation where the internal and external Hamiltonian are now spa-
tially dependent. Since it is the spatially averaged density matrix that is
measured, the apparent evolution of the ensemble system is non-unitary
and yields the following operator sum representation® of the superoper-
ator

o)=Y pUi PO @), (12)
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Fig. 4. Decay of the transverse magnetization of a nuclear spin in a liquid state sample
with large By field inhomogeneities both with and without a Carr-Purcell (CP) sequence.

where U; is a unitary operator and p; represents the fraction of spins that
experience a given U; (3_; pi=1). This incoherent evolution can be coun-
teracted using a different set of techniques than those used to deal with
the decoherent errors to be discussed in the next section.

Hahn’s pioneering work showed that inhomogeneities in the
Hamiltonian could be refocused during an experiment if an external
control Hamiltonian orthogonal to the inhomogeneous Hamiltonian was
available®? (see Fig. 4). In the case of an inhomogeneous but static
Hamiltonian, the correlation time of the noise is infinite. This work was
extended by Carr and Purcell to counteract long, but not infinite, cor-
relation time noise fluctuations due to molecular diffusion.%) Composite
pulse sequences have also been used to counteract the effects of incoher-
ent processes,31736.46.47) byt often assume specific input states, or still need
to be proven effective over the full Hilbert space of multi-qubit systems.
Spin decoupling fits into a similar framework, and provides a means of
modulating the system in order to average out unwanted interactions with
the environment.®®) It has inspired coherent approaches to other control
problems for error correction purposes.(49-31

The use of strongly modulating pulses has been extended to
incorporate incoherent effects, considering local unitary dynamics over the
ensemble.2”) A priori knowledge of the inhomogeneity of the external
Hamiltonian was used to find robust pulse sequences yielding a higher
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fidelity operation over the ensemble. This knowledge was easily obtained
by spectroscopic NMR techniques. Though this work focused on counter-
acting the main source of incoherent errors in an NMR experiment, i.e.
RF inhomogeneity, it could easily be extended to compensate for exper-
imental uncertainties such as the phase noise of the RF irradiation or
static By field inhomogeneities.

2.3. Decoherent Noise

If the coupling between the system and the environment is weak
enough and the correlation time of the noise is short, the evolution of the
system is Markovian and obeys the following master equation:

dlp(r))
dt

=~(il§(r)+F) 1o (), (13)

where I" is the Liouville space relaxation superoperator.(!2) This equation
yields a non-unitary evolution of the density matrix so that pure states
can evolve into mixed states. To understand and test models of decoher-
ence, methods based on quantum process tomography (QPT) were devel-
oped to measure I, so that the dynamics of the system could be
simulated more accurately. The full model of the system including coher-
ent, incoherent and decoherent dynamics, has been tested extensively with
a three qubit QPT of the Quantum Fourier Transform superoperator.¥
When knowledge about the noise operators is available, quantum error
correction (QEC) schemes can in principle be designed to allow quantum
computing in the presence of imperfect control. NMR has primarily been
used to test the ideas of quantum error correction (QEC)*>37 and of
fault-tolerant quantum computations.®® Experiments were carried out to
investigate different QEC scenarios,*%4 in addition to encoded opera-
tions acting on logical qubits.®® Schemes to implement logical encoded
quantum operations while remaining in a protected subspace have also
been investigated®D for a simple system made of two physical qubits and
are still being studied for larger systems.

3. QUANTUM ALGORITHMS

Many quantum algorithms have now been implemented using liquid-
state NMR techniques. The first quantum algorithms implemented with
NMR were Grover’s algorithm®%) and the Deutsch-Jozsa
algorithm©3:%9) for two qubits. The quantum counting algorithm was
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implemented soon afterwards using two qubits.7 A variety of. imple-
mentations of Grover’s algorithm and the Deutsch—Jozsa algorithm have
subsequently been performed. The two-qubit Grover search was re-imple-
mented using a subsystem of a three qubit system,’!) demonstrating state
preparation using logical labeling. A three qubit Grover search has been
implemented, in which 28 Grover iterations were performed, involving 280
two-qubit gates.’? A three-qubit Deutsch-Jozsa algorithm using transi-
tion selective pulses,’® another more advanced version using swaP gates
to avoid small couplings,’® and yet another implementation without swap
gates.™> A subset of a five-qubit Deutsch-Jozsa algorithm has also been
implemented.(7

The implementation of quantum algorithms reached a new level with
the full implementation of a Shor-type algorithm using five qubits.(?D)
This work involved the use of exponentiated permutations, combined with
the quantum Fourier transform, which had been previously been imple-
mented.(””)

The most complex quantum algorithm realized to-date is the demon-
stration of Shor’s algorithm using liquid-state NMR QIP methods: In this
work,(”® a seven-qubit molecular system was used to factor the number
15 into its prime factors. This molecule, shown in Fig. 5, was specially
chemically synthesized to give resolvable fluorine spectra, in which the two
13C nuclei, and the five '°F nuclei, could each be addressed independently
because of the spread of their resonant frequencies. The NMR spectra of
this molecule are quite remarkable; for example, the thermal spectrum of
I9F spin number 1 shows 64 lines, corresponding to the random states
of the other 6 spins (Fig. 6). Several hundred pulses were applied, with
a wide variety of phases, and shapes, at seven different frequencies, in
this demonstration of the factoring algorithm (Fig. 7). A comparison of
the experimental results with numerical simulations suggests that decoher-
ence was the major source of error in the experiment rather than errors in
the unitary control, which is remarkable considering the number of pulses
applied.

Most recently, among NMR implementations of quantum algorithms,
has been the realization of a three-qubit adiabatic quantum optimiza-
tion algorithm.(79) In this work, the 'H, 13C, and °F nuclei in molecules
of bromofluoromethane were used as qubits, and the solution to a com-
binatorial problem, maxcurt, was obtained, using an optimization algo-
rithm proposed by Farhi and Goldstone® and Hogg.®" This algorithm
is notable because it is fundamentally different in nature from Shor-type
quantum algorithms, and may obtain useful speedups for a wide variety
of optimization problems.
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Fig. 5. The seven spin molecule used in the quantum factoring NMR experiment, show-
ing its J-coupling constants, 71 and 7> relaxation times (in seconds), and chemical shifts (in
Hertz) at 11.74 T.
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Fig. 6. Experimentally measured thermal equilibrium spectra of the NMR spectrum of
fluorine atom number 1, in the molecule of Fig. 5. The real part of the spectrum is shown,
in arbitrary units. Frequencies are given with respect to w;/2m, in Hertz.

3.1. Other Quantum Protocols

The Greenberger—Horne-Zeilinger state and its derivative entangled
states of three particles have been studied as well. First, an effective-pure GHZ
state was prepared,®? and later a similar experiment was done with seven
spins.?) The claim of having created entangled states was later refuted based
on the fact that spins at room temperature are too mixed to be entangled.(®%)
GHZ correlations have since been further studied on mixed states.®4
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Fig. 7. Pulse sequence for implementing Shor’s algorithm to factor N =15 (for case a =
7), using seven qubits. The four steps 0 through 3 correspond to different steps in Shor’s
algorithm. The tall lines represent 90° pulses selectively acting on one of the seven qubits
(horizontal lines) about positive £ (no cross), negative £ (lower cross) and positive y (top
cross). Note how single 90° pulses correspond to Hadamard gates and pairs of such pulses
separated by delay times correspond to two-qubit gates. The smaller lines denote 180° selec-
tive pulses used for refocusing, about positive (darker shade) and negative X (lighter shade).
Rotations about Z are denoted by even smaller and thicker lines and were implemented with
frame-rotations. Time delays are not drawn to scale. The vertical dashed black lines visu-
ally separate the steps of the algorithm; step (0) shows one of the 36 temporal averaging
sequences.

A quantum teleportation protocol was implemented using three
qubits.®%) Superdense coding has been realized,®® and an approximate
quantum cloning experiment has been implemented (an unknown quantum
state cannot be perfectly copied; it can only be approximately cloned).®?
The quantum Baker’s map has also been implemented.(®)

Several experiments have been performed in an attempt to increase
the thermal polarization of nuclear spins in liquid solution, as this poses
a significant challenge for scaling NMR quantum computers to many
qubits. An algorithm approach implementing the basic building block of
the Schulman—Vazirani cooling scheme has been demonstrated.(!® High
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initial polarization of the proton and carbon in a chloroform molecule
have been obtained by transfer from optically pumped rubidium, through
hyperpolarized xenon, and a two-qubit Grover search implemented on this
non-thermally polarized system.®? In a different approach®® para-hydro-
gen was transformed into a suitable molecule leading to a polarization of
10% which is much larger than the thermal polarization of 0(107%). A
quantum algorithm was subsequently performed on this molecule. Most
recently, a two-spin system was initialized to an effective purity of 0.916 by
chemically synthesizing a two-spin molecule using highly polarized para-
hydrogen.®D

4. QUANTUM SIMULATION

In 1982, Feynman recognized that a quantum system could efficiently
be simulated by a computer based on the principle of quantum mechanics
rather than classical mechanics.®? This is perhaps one of the most impor-
tant short term applications of QIP. An efficient quantum simulator will
also enable new approaches to the study of multibody dynamics and pro-
vide a testbed for understanding decoherence:

A general scheme of simulating one system by another is expressed in
Fig. 8. The goal is to simulate the evolution of a quantum system S using
a physical system P. The physical system is related to the simulated system
via an invertible map ¢ , which creates the correspondence of states and
propagators between the two systems. In particular, the propagator U in
the system S is mapped to V=¢U¢p~! . After the evolution of the physi-
cal system from state p to pr, the inverse map brings it back to the final
state s(7) of the simulated system.

The first explicit experimental NMR realization of such a scheme was
the simulation of a truncated quantum harmonic oscillator (QHO).®3 The

Simulated System (S) Physical System (P)
Is> - ¢ . Ip>

U = exp(-iH J) Vr
o
Is(T)> -— Ip(T)>

Fig. 8. Correspondence between the simulated and physical system. The initial state s
evolves to s(T) under the propagator U. This process is related to the evolution of state p
in the physical system by an invertible map ¢.
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states of the truncated QHO were mapped onto a two-qubit system as
follows

|n=0) < [0)|0)=00)
n=1) « |0)[1)=101)
In=2) « [1)|0)=]10)
In=3) < D) =|11). (14)

The propagator of the truncated QHO
A 3 5 7
U=exp {—z (510)(()] + 5[1)(1] + 5[2)(2] + 5]3)(3[) QT} (15)

(€2 is the oscillator frequency) was mapped onto the following propagator
of a two-spin system

vr=exp{i (22 (1+1))-2) er}. (16)

Implementing this propagator on the 2-spin system simulates the truncated
QHO as shown in Fig. 9.

Quantum simulation however is not restricted to unitary dyamics. It
is sometimes possible to engineer the noise in a system to control the de-
coherence behavior and simulate non-unitary dynamics of the system.®%

| ® - (a)

(b)

(c)

(d)

0 02 04 06 08 1 12 14
Period (QT/2n)

Fig. 9. NMR signals demonstrate a quantum simulation of truncated harmonic oscillator.
The solid lines are fits to theoretical expectations. Evolution of the different initial states are
shown: (a) evolution of |0) with no oscillation (b) evolution of [0) +:|2) , showing 282 oscil-
lations (c) evolution of [0) + (1) +|2) + {3}, showing Q oscillation and (d) 3Q oscillations.
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Simple models of decoherence have been shown using a controlled quan-
tum environment in order to gain further understanding about decoher-
ence mechanisms. In one model,®® the environment is taken to be a large
number of spins coupled to a single system spin so that the total Hamil-
tonian can be expressed as

N N
H:a)llzl—f-Za)kIZk-l—ijZ.llklzllzk 7
k=2 k=2

corresponding to the system, the environment, and the coupling between
the system and the environment, respectively (the couplings within the
environment were omitted here for simplicity). Note that the form is iden-
tical to the weak coupling Hamiltonian of a liquid state NMR sample pre-
sented in the previous sections. However, the number of spins in a typical
QIP NMR molecule is small, which makes the decoherence arising from
the few “system—environment” couplings rather ineffective, as the recur-
rence time due to a small environment is relatively short. This can be
circumvented by using a second “classical” environment which interacts
with a smaller quantum environment (see Fig. 10 for an illustration of the
model).%)

In this model, following the evolution of the system and the small
quantum environment, a random phase kick was applied to the quantum
environment. This has the effect of scrambling the system phase informa-

Classical
Environment

<— Quantum
Environment

System

Fig. 10. Basic model for the system, local quantum and classical environments.
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Fig. 11. Simulation showing the dependence of the decay rate on the kick rate, and the
onset of the decoupling limit. Beyond 900 kicks/ms the decay rate decreases.

tion stored in the environment during the coupling interaction and there-
fore emulates the loss of memory. When the kick angles are averaged over
small angles, the decay induced by the kicks is exponential and the rate
is linear in the number of the kicks.®® As the kick angles are completely
randomized over the interval from 0 to 27, a Zeno type effect is observed.
Figure 11 shows the dependence of the decay rate on the kick frequency:
the decay rate initially increases to reach a maximum and then decreases,
thereby illustrating the motional narrowing!!!) or decoupling™® limit. This
NMR-inspired model thus provides an implementation of controlled deco-
herence yielding both non-exponential and exponential decays (with some
control over the decay rates), and can be extended to investigate other
noise processes.

A type-1I quantum computer is a hybrid classical/quantum device that
can potentially solve a class of classical computational problems.®7-%®) It is
essentially an array of small quantum information processors sharing infor-
mation through classical channels. Such a lattice of parallel quantum infor-
mation processors can be mapped onto a liquid state NMR system by map-
ping the lattice sites of the quantum computer onto spatial positions in
the nuclear spin ensembles. The implementation of a type-11 quantum com-
puter using NMR techniques has been demonstrated in solving the diffusion
equation.®?) The experimental results show good agreement with both the
analytical solutions and numerical NMR simulations. The spatial separa-
tion of the different lattice sites in the ensemble allows one to address all
the lattice sites simultaneously using frequency selective RF pulses and a
magnetic field gradient. This yields a significant savings in time compared
to schemes where the sites have to be addressed individually.
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5. CONTRIBUTION TO OTHER QC SYSTEM

NMR QIP studies have contributed significantly to enabling quan-
tum computation with other physical systems. Fundamentally, this has
been because of the exquisite level of control achievable in NMR, which
remains unrivaled. Several of these contributions are briefly summarized
below; a complete discussion is available in the literature.G®

5.1. Composite Pulses: Trapped lIons

The use of composite pulses has been an important contribution of
NMR to QIP. A single, imperfect pulse is replaced by a sequence of pulses
which accomplishes the same operation with less error. Historically, in the
art of NMR, such sequences were first invented to compensate for appa-
ratus imperfections, such as frequency offsets and pulse amplitude miscal-
ibrations. For example, the machine may perform rotations

Rﬁ(9)=exp[—i(1+e)ﬁ~1‘], (18)

where € is an unknown, systematic pulse amplitude error. Ideally, € is
zero, but in practice, it may vary geometrically across a sample, or slowly,
with time. Using average gate fidelity as an error metric, this pulse can
be shown to have error which grows quadratically with €. In comparison,
consider the sequence

BBlg=Ry(m)R34(3m) Ry () R (), (19)

where R‘¢(-) denotes a rotation about the axis [cos ¢, sin ¢, 0], and the
choice ¢ =cos~!(—6/4r) is made. This sequence, introduced by Wimpe-
ris,190) gives average gate fidelity error ~ 217%%/16384, which is much
better than the O(e?) for the single pulse, even for relatively large values
of €. Generalizations and extensions of this technique can help correct not
just systematic single qubit gate errors, but also coupled gate errors.(23:20)

NMR composite pulses have also recently been successfully employed
in quantum computation with trapped ions. In an experiment with a sin-
gle trapped “°Ca ion, a sequence of O(10) laser pulses was performed
using a variety of phases, to implement a proper swap operation between
the internal atomic state and the motional state of the ion, and a con-
trolled-phase gate. These steps allowed the full two-qubit Deutsch-Jozsa
algorithm to be implemented.1°) Composite pulses have also been used
in superconducting qubits demonstrating robustness against detuning in a
quantronium circuit.(19?)
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5.2. Shaped Pulses: Superconducting Qubits

NMR also widely employs shaped pulses to achieve desired con-
trol excitations of the spins. Typically, this shaping is performed in the
amplitude and phase domain. One goal of this method, for example,
is to achieve narrow excitation bandwidths. To first order, the excited
bandwidth is the Fourier transform of the temporal width of the pulse.
However, because of the non-linear Bloch response of the spins to the
RF excitation, the first order approximation rapidly breaks down for more
than small tip angles.('9 Thus, in order to achieve sharp excitation band-
widths for different tip angles, or uniform excitation of the spins over a
certain frequency range, a panoply of pulse shapes, such as gaussians, her-
mite-gaussians,!®¥ and fancifully named ones, including BURP and RE-
BURPU%) have been designed.

These NMR techniques are applicable to precise control of quantum
systems other than NMR. Numerical optimization can be used to sculpt
pulse shapes to provide desired unitary transformations,®” and shaped
pulses may be useful for controlling Josephson junction phase qubits.(106)

6. TRANSITION TO SILID STATE NMR

While the liquid state studies have allowed us to explore open system
dynamics and to develop means and metrics for obtaining control in small
quantum systems, these studies have generally been limited to less than 10
qubits. Though the decoherence times are long (on the order of seconds),
the strength of the spin—spin coupling (used to implement two-qubit gates)
is small (about 100 Hz), limiting the number of operations that can be
performed. In addition, at room temperature the density matrix character-
izing the spin system is highly mixed and it is necessary to use pseudo-
pure states.1415) As the room temperature polarization of the sample is
very small (<1 part in 10°) , the exponential loss in signal as the size of
the spin system grows limits the number of qubits that can be observed.
Another limitation to scaling liquid state NMR techniques is the use of
chemistry for frequency-dependent addressing. As the number of qubits
increases, the number of transitions that need to be individually addressed
grows as well. These transitions all lie within a fixed (chemistry dependent)
bandwidth, making it progressively harder to address a single transition
without disturbing any other. While techniques such as algorithmic cool-
ing{!7-19%) and cellular automata!%® schemes have been proposed to over-
come some of these limitations, their experimental feasibility has not been
demonstrated to date.
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Solid state NMR approaches allow us to obtain control over a much
larger Hilbert space, and hold great promise for the study of many body
dynamics and quantum simulations. The most important spin-spin inter-
action is the through-space dipolar coupling, which is on the order of tens
of kilohertz in typical dielectric crystals, so that it should be possible to
implement a large number of operations (perhaps 10%) before the spins
decohere. Moreover, in the solid state, the spins can be highly polarized
by techniques such as polarization transfer from electronic spins.(!) The
increased polarization allows an exploration of systems with a larger num-
ber of qubits, and also allows preparation of the system close to a pure
state. While traditional solid state NMR techniques rely on chemistry for
addressing, it is possible to introduce spatial addressing of the spins using
extremely strong magnetic field gradients that produce distinguishable
Larmor precession frequencies on the atomic scale, or via an auxiliary
quantum system such as an electron spin, a quantum dot or even a super-
conducting qubit that is coupled to the nuclear spin system. For instance,
entanglement between an electron and nuclear spin in an ensemble has
recently been demonstrated.(109

A variety of architectures have been proposed for solid state NMR
quantum computing, a few of which are enumerated below :

1. Cory et al. proposed an ensemble solid state NMR quantum com-
puter, using a large number of n-qubit quantum processor mole-
cules embedded in a lattice.’>) The processors are sufficiently far
apart that they only interact very weakly with each other. The bulk
lattice is a deuterated version of the QIP molecule, with no other
spins species present. Paramagnetic impurities in the lattice are
used to dynamically polarize the deuterium spins, and this polar-
ization can then be transferred to the QIP molecules using polari-
zation transfer techniques. The addressing is based on the chemis-
try of the processor molecule.

2. Yamamoto and coworkers have proposed another ensemble NMR
processor, using an isotopically engineered silicon substrate con-
taining %°Si spin chains in an 28Si or 30Si lattice.®:?) The 2°Si has
spin 1/2 while 28Si and 3Si have spin 0. A microfabricated (dys-
prosium) ferromagnet is used to produce extremely strong mag-
netic field gradients to create a variation of the nuclear spin Lar-
mor frequencies at the atomic scale. Detection is performed using
magnetic resonance force-microscopy.

3. The use of an N-V defect center in diamond coupled to a clus-
ter of 13C spins as a quantum processor has been proposed by
Wrachtrup et al.(® The hypefine coupling between the electron
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spin in the defect and the carbon nuclei allows these carbon nuclei
to be addressed individually. Using a combination of optically
detected electron nuclear double resonance and single molecule
spectroscopy techniques, they suggest that it should be possible
to both prepare pure spin states of the system as well as directly
detect the result of a computation by performing a single spin
measurement.

4. Suter and Lim propose an architecture based on endohedral fulle-
renes, encapsulating either a phosphorus or nitrogen atom, posi-
tioned on a silicon surface.!9 The Cgy cages form atom traps, and
the decoherence time of the phosphorus or nitrogen nuclear spin
is consequently very long. Switched magnetic field gradients that
can produce observable electron Larmor frequency shifts on nano-
meter length scales, in combination with frequency selective RF
pulses are used to address the spins. Each site represents two phys-
ical qubits, the electron spin of the fullerene and the nuclear spin
of the trapped atom, and are used to create a single logical qubit.
Two qubit gates between different fullerene molecules are mediated
by the electron—electron dipolar coupling.

While simple gates have been demonstrated in solid state NMR,(®
the fidelity of these gates is low, and significant experimental challenges
remain. The decoherence mechanism in the solid state is primarily due
to the indistinguishability of the chemically equivalent nuclear spins. The
Hamiltonian of a homonuclear spin system is(!!

H=wd 1+ Y dy (301 -1 17) (20)

i<j

where the first term corresponds to the Zeeman energy and second term
is the truncated dipolar Hamiltonian in strong magnetic fields. While
the total dipolar Hamiltonian commutes with the total Zeeman Hamil-
tonian, the Zeeman and dipolar terms do not commute on a term by
term basis. The phase memory of the spins is scrambled as they undergo
energy-conserving spin flips with other spins in the system. Control of the
dipolar interaction is therefore an essential element of any NMR solid
state proposal. An important example of the precision of control is the
ability to effectively suppress all internal Hamiltonians and preserve quan-
tum information. Figure 12(a) shows the measured free induction decays
for a crystal of calcium fluoride at two different crystal orientations, while
Fig. 12(b) shows the signal while refocusing the dipolar interaction. It is
therefore possible to experimentally extend the coherence times of the 1°F
spins in a single crystal of calcium fluoride from 100 us (no modulation),
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Fig. 12. (a) Free induction decay of a single crystal of calcium fluoride, at two differ-
ent crystal orientations (b) Decay of the !°F signal while the dipolar coupling between the
nuclear spins is decoupled. (The sequence was modified to show an oscillation, so the decou-
pling is not optimal here.)

to 2 ms using standard NMR techniques, and finally to 500 ms using
recently developed methods. !V This represents an increase by approxi-
mately 4 orders of magnitude. In the limit of perfect coherent control of
the dipolar couplings, it should be possible to significantly further extend
the coherence time of the spins. In addition to improving coherent con-
trol, such studies provide insight into the next important contribution to
decoherence.

The decay of the observed FID in Fig. 12(a) is due to the mutual
dipolar couplings of the spins. These couplings produce correlated many
spin states that are not directly observable using standard NMR tech-
niques. However, using multiple quantum encoding techniques,('? it is
possible to directly measure the growth of the spin system under the dipo-
lar coupling. The truncated dipolar Hamiltonian shown above is a zero
quantum Hamiltonian when examined in the basis of the quantizing Zee-
man Hamiltonian as expected. However, we can requantize the system in
another basis (such as the x-basis for example) via a similarity transforma-
tion, and explore the growth of multiple quantum coherences in this new
basis. The dipolar Hamiltonian in the x-basis is

1 o1 i 4
H = -5 Zd,-j {21;1){ 3 (I]’H_I,{_ +I;—1){+)}

i<j

-3 >S4y (Lt +1i1l) @)

i<j
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Fig. 13. Multiple quantum encoding, combined with evolution reversal sequences allow us
to follow the growth of the correlated spin states during the course of a free induction decay.
It is seen that even when the macroscopic signal appears to have decayed away, the spin sys-
tem remains highly coherent, and states involving up to 20 correlated spins are observed.

and is thus seen to contain both zero and double quantum terms. It
is possible to directly observe the growth of these x-basis coherences.
Figure 13 shows the results of this experiment, illustrating the growth in
the number of the correlated spins from 1 to about 20 in the first 150 us
following the application of a 7/2 pulse.

In an early demonstration of the capability to explore many body
dynamics in spin systems, solid state NMR techniques have been used to
directly measure the rate of spin diffusion of Zeeman and dipolar energy
in a single crystal of calcium fluoride.!3-114) As seen from the Hamilto-
nian above, these are both constants of the motion and are independently
conserved. Spin diffusion is a coherent process caused by the mutual spin
flips induced by the dipolar coupling between spins, that appears diffusive
in the long-time, long-wavelength limit.(''% It is estimated that up to 10'®
spins are involved at the long timescales explored in these experiments. It was
found that while the measured diffusion coefficients for Zeeman order were
in good agreement with theoretical predictions, the diffusion of dipolar order
was observed to be significantly faster than previously predicted. While these
experiments were performed in highly mixed thermal states, future experi-
ments planned at low temperatures, and high polarizations should enable a
more complete exploration of the large Hilbert space dynamics.
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7. CONCLUSIONS

NMR implementations of QIP have thus yielded a wealth of infor-
mation by providing experimental realizations of a number of proposed
schemes. This in turn has guided our understanding of the relevant issues
involved in scaling these testbed systems up in size. The methodologies
developed are relevant across most of the physical platforms that have
been proposed for QIP, and manifestations of this “cross-fertilization” are
beginning to appear in the literature.

Solid state NMR holds great promise for scalable QIP architectures.
The efforts currently underway to characterize and control large spin sys-
tems are essential to determining how the methodologies of control and
system decoherence scale as a function of the system Hilbert space size.
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Quantum Computing with Trapped Ion Hyperfine
Qubits

B. B. Blinov,!:3 D. Leibfried,>2 C. Monroe,! and D. J. Wineland?

We discuss the basic aspects of quantum information processing with trapped
ions, including the principles of ion trapping, preparation and detection of hyper-
fine qubits, single-qubit operations and multi-qubit entanglement protocols. Recent
experimental advances and future research directions are outlined.

KEY WORDS: Ion trapping; hyperfine qubits; quantum gates; qubit detection;
qubit initialization; entanglement.

PACS: 03.67.Lx, 32.80.Pj, 32.80.Qk, 42.50.Vk.

1. OVERVIEW

Trapped atomic ions were first proposed as a viable quantum comput-
ing candidate by Cirac and Zoller in 1995.) Almost 10 years later,
the trapped ion system remains one of the few candidates that satis-
fies the general requirements for a quantum computer as outlined by
DiVincenzo®: (i) a scalable system of well-defined qubits, (i) a method to
reliably initialize the quantum system, (iii) long coherence times, (iv) exis-
tence of universal gates, and (v) an efficient measurement scheme. Most
of these requirements have been demonstrated experimentally with trapped
ions, and there exist straightforward (albeit technically difficult) paths to
solving the remaining problems.

Experimental approaches in ion trap quantum computing can be
divided by the type of qubit, in terms of the qubit level energy splitting,
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and the couplings required to drive quantum logic gates between the qubit
states. The two primary types of trapped ion qubit architectures are optical
qubits derived from a ground state and an excited metastable state sepa-
rated by an optical frequency, and hyperfine qubits derived from electronic
ground-state hyperfine (HF) levels separated by a microwave frequency.
In this paper, we highlight the latter case of HF qubits. For a review
of optical qubits we refer to the paper by R. Blatt included in this vol-
ume. More general accounts and various reviews are given in Refs. 3-16.
Moreover, the Advanced Research and Development Activity (ARDA) has
posted and updated a “roadmap” to highlight accomplishments and prob-
lems with the various possible implementations of quantum information
processing including those based on ion traps; various references can be
found at this site (http://qist.lanl.gov). Many experimental groups world-
wide have addressed various aspects of trapped-ion quantum information
processing; these include groups at University of Aarhus, IBM-Almaden,
NIST-Boulder, University of Hamburg, McMaster University, University
of Innsbruck, Los Alamos, University of Michigan, Max Planck Inst.-
Garching, Oxford University, and NPL-Teddington.

2. ION TRAPS

Ion traps come in various forms(!'”; for brevity, we restrict our
discussion to the linear RF (Paul) trap shown schematically in Fig. 1. Lin-
ear Paul traps with particular application to quantum information process-
ing are discussed by various groups; see, for example, Refs. 3-16 and 18-
27. The linear trap is essentially a quadrupole mass filter plugged on the
axis by superimposing a static electric potential well. In the x, y plane of
the figure, ions are bound by a ponderomotive pseudopotential

2 2y2

q 2 q-Vy 2, .2
U, y(t) = ———(E“(r)) > ————(x“+y7), 1
(1) 2m£2:}< (r) 4szTR4(x ) (D

where ¢ is the ion’s charge, m its mass, E is the RF electric field (resulting
from a potential Vycos(27t) applied to the dark electrodes of Fig. 1), r is
the radial distance from the trap axis, and R is the distance between the
trap axis and the nearest electrode surface. The oscillation frequency of an
ion in this pseudopotential is given by

qVo

Wy, y > ————, 2
WY \/EQTmRz ( )
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end view

Fig. 1. Electrode configuration for a linear RF (Paul) trap. ‘A common RF potential
Vocos(27t) is applied to the dark electrodes; the other electrodes are held at RF ground
through capacitors (not shown) connected to ground. The lower-right portion of the figure
shows the x,y electric fields from the applied RF potential at an instant when the RF
potential is positive relative to ground. A static electric potential well is created (for positive
ions) along the z-axis by applying a positive potential to the outer segments (grey) relative
to the center segments (white).

where we assume the pseudopotential approximation (wy,, <« Qr) and
assume that w; € wy,, so that the static radial forces are much smaller
than the pseudopotential forces. From the form of Eq. (1), we see that the
ions seek the region of minimum |E(r)|. As an example, for some typi-
cal experiments using *Bet ions,®® g=1e, Vy=500V, Q7 /27 ~100 MHz,
and R=200um, so that wy y/2m >~ 24 MHz.

For the purposes of quantum computing, to a good approximation,
we can view the linear trap as providing a three-dimensional harmonic
well for ion qubits, where the strength of the well in two directions (x and
y in Fig. 1) is much stronger than in the third direction (z). When a small
number of ions is trapped and cooled, each ion seecks the bottom of the
trap well, but the mutual Coulomb repuision between ions results in an
equilibrium configuration in the form of a linear array, like beads on a
string. To give an idea of array size, two ions in such a trap are spaced by
21735, and three ions are spaced by (5/4)!/3s where s =¢?/(dmeomw,2)!/3.
Expressed equivalently, for singly charged ions, the spacing parameter in
micrometers is s(pm) = 15.2(M (u)vf(MHz))"m, where the ion’s mass is
expressed in a.m.u. and the axial z frequency in MHz. For v; = 5 MHz,
two °Bet ions are separated by 3.15um.

Although simple gate operations among a few ion qubits have been
demonstrated, a viable quantum computer architecture must accomodate
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very large number of qubits. As the number of ions in a trap increases,
several difficulties are encountered. For example, the addition of each ion
adds three vibrational modes. It soon becomes nearly impossible to spec-
trally select the desired vibrational mode unless the speed of operations is
slowed to undesirable levels.+2%) Furthermore, since error correction will
most likely be incorporated into any large processor, it will be desirable to
reset (or possibly measure) ancilla qubits without disturbing the coherence
of logical qubits. Since ion qubits are typically reset by means of state-
dependent laser scattering, the scattered light from ancilla qubits held in
a common trap may disturb the coherence of the logical qubits.

For these and other reasons, it appears that a scalable ion-trap sys-
tem must incorporate arrays of interconnected traps, each holding a small
number of ions. The information carriers between traps might be pho-
tons,(1%:39-32) or jons that are moved between traps in the array. In the
latter case, a “head” ion held in a movable trap could carry the informa-
tion by moving from site-to-site as in the proposal of Ref. 22. Similarly,
as suggested in Refs. 4 and 26, qubit ions themselves could be shut-
tled around in an array of interconnected traps. In this scheme, the idea
is to move ions between nodes in the array by applying time-dependent
potentials to “control” electrode segments. To perform logic operations
between selected ions, these ions are transferred into an “accumulator”
trap for the gate operation. Before the gate operation is performed, it may
be necessary to sympathetically re-cool the qubit ions with “refrigerant”
ions.(4.26.33-3%) Subsequently, these ions are moved to memory locations or
other accumulators. This strategy always maintains a relatively small num-
ber of motional modes that must be considered and minimizes the prob-
lems of ion-laser-beam addressing using focused laser beams. Such arrays
also enable highly parallel processing and ancilla qubit readout in a sepa-
rate trapping region so that the logical ions are shielded from the scattered
laser light.

Most gate schemes for trapped ions have a speed that is limited to,
or proportional to, the oscillation frequency of the ions in the trap. From
Eq. 2, we therefore want to maximize Vo/R%. As R becomes smaller it is
more difficult to control the relative dimensions of the electrode structures.
Refs. 3-16 and 18-27 discuss some approaches to making small traps with
accurate dimensions.

3. TRAPPED ION HYPERFINE QUBITS

Ions can be confined for days in an ultra-high vacuum with minimal
perturbations to their internal atomic structure, making particular internal
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states ideal for representing quantum bits. Electric field perturbations are
small, because localized ions experience a vanishing time-averaged electric
field. Although magnetic field perturbations to internal structure can be
important, the coherence between two internal levels can be made mag-
netic field-insensitive (to lowest order) by operating near an extremum of
the energy separation between the two levels with respect to the magnetic
field. Qubit coherence in such atomic ground states has been observed
for times exceeding 10 min in the context of trapped ion frequency stan-
dards.(36:37)

Qubits stored in metastable levels separated by optical frequencies
(1.38) enjoy the simplicity of single-photon optical transitions, provided the
radiative decay rate is sufficiently slow (some weakly allowed optical tran-
sitions in atomic ions have lifetimes >>1 s) However, phase-stable narrow-
linewidth lasers are required in order to realize the full benefit of the long
decay times.3*40) In addition, Stark shifts from coupling to non-resonant
allowed transitions become important for these longer qubit lifetimes since
the laser intensity must be high for appreciable transition rates.*!

Ground state hyperfine levels, or states of nuclear vs. electronic spin,
typically separated by microwave frequencies, have extremely long radiative
lifetimes. Trapped ion HF levels are arguably the most attractive choice for
qubit states, and form the thesis of this paper. Figure 2 displays the lowest
energy levels of the 11Cdt ion, for concreteness (nuclear spin I =1/2). We
will be interested primarily in two electronic states, the 25 pF=1lmp=
0) and 25, 2(F =0,mp=0) hyperfine ground states (denoted by ||) and
[1) respectively), separated by frequency wyr (wnur/27 =~ 14.53 GHz for
H1Cd+). These long-lived spin states will form the basis for a quantum
bit. Other candidate ions with similar HF structure (non-zero nuclear spin)
include 9Be+, 25Mg+, 43Ca+, 87Sr+, 137Ba+, 173Yb+, and 199Hg+.

3.1. Qubit Initialization and Detection

Standard optical pumping techniques allow the HF qubits to be ini-
tialized into either [|) or |{) states. Subsequent detection of the spin
states can be accomplished using the technique of quantum jumps.4?) For
example, in 1'!Cd+, a circularly polarized laser beam resonant with the
285 /2 -2 Py transition near A~ 214.5 nm (Fig. 2) scatters many pho-
tons if the atom is in the ||) spin state (a “cycling” transition), but
essentially no photons when the atom is in the [4) spin state. Even if
a modest number of the scattered photons are detected, the efficiency
of discrimination between these two states approaches 100%. In general,
the HF qubit detection efficiency with such cycling transition is given by
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1)
Fig. 2. Electronic (internal) energy levels (not to scale) of the !''Cd*ion. The

231/2(F =1,mr =0) and 251/2(F = 0,mp = 0) hyperfine ground states (denoted by [}
and |t) respectively), separated in frequency by wyr/2m =~ 14.53 GHz, and magnetic field
insensitive to first order, form the basis of a quantum bit. Detection of the internal HF
state is accomplished by illuminating the ion with a o™ -polarized “detection” beam near
Acd ~214.5 nm and observing the fluorescence from the cycling transitions between ||) and
the 2P3/2[(F =2,mrp =2)) state. The excited P state has radiative linewidth y,/2r ~47 MHz.
Also drawn are a pair of o*-polarized Raman beams that are used for quantum logic gates.

I — (M/Gphot)(}/e/a)HF)z, where M includes appropriate atomic branching
ratios and is of order unity, and epnot is the photon detection efficiency of
the ion fluorescence. In Fig. 3, the number of photons scattered in 0.2 ms
by a single '!Cd*tion (net quantum-efficiency €phot ™ 10-3) is plotted for
the “bright” ({)) and the “dark™ (}1)) states. By placing the discriminator
between two and three detected photons, a HF qubit detection efficiency
of 99.7% is realized.

3.2. HF Qubit Rotations: Single Qubit Gates

Single-qubit rotations of HF states can be accomplished by either
applying microwave radiation tuned to the energy splitting between the
two levels wyr, or by driving stimulated Raman transitions (SRT) with
two laser fields that are properly detuned from an excited state and differ
in frequency by wyr.

When microwaves are used, it is necessary to efficiently couple radia-
tion with ~cm wavelengths into a sub-millimeter size ion trap. Low gain
microwave horns (with small opening angles) provide reasonable means of
generating a strong beam of microwaves. Rabi frequencies approaching 100
kHz have been achieved with modest microwave powers (<1 W) applied
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Fig. 3. Detection histograms of a single trapped !!!Cd* ion. The white bars correspond
to the distribution of the number of fluorescence photons detected by a CCD camera for
a 'Cd*ion prepared initially in the ||) state upon application of a o*-polarized detection
laser for 0.2 ms. The black bars correspond to the photon distribution for the ion initially
prepared in the |f) state under the same conditions. The very small overlap between the two
distributions corresponds to a detection efficiency of >99.7%.

through a horn within 10 cm of the ion. Microwave qubit rotations can
easily be made very clean by using stable RF sources, and are useful for
joint rotations of all qubits. However, individual addressing of trapped
ions with microwaves is difficult, unless magnetically sensitive qubit states
are employed and substantial magnetic field gradients are applied.**)

In the case of %8, ;2 HF qubit rotations with SRT,® two co-propagat-
ing laser fields are applied to the ion, each with a detuning A >y, from
an excited 2P, /2 or 2py /2 state, denoted by |e) with radiative linewidth y,.
The difference frequency of the two fields is set to the HF qubit reso-
nance, resulting in an effective field that coherently rotates the HF qubit
similar to the microwave case, except because the SRT laser beams can
be focussed, individual ions can be addressed. The SRT Rabi frequency
is given by Qsrr = g185/A, where g; are the resonant Rabi frequencies
for the two laser beams respectively driving transitions to the excited state
le}. The probability of spontaneous emission from off-resonant excitation
to the state |e) during a SRT m-pulse decreases with increasing A as
Py~ y./A.

However, A cannot be increased indefinitely. In order for SRT to
effectivly couple HF states and effectively flip the state of electron +
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nuclear spin, the excited state |e¢) must be populated for a sufficient time
so that the spin-orbit interaction allows the spin to flip. In the case of
81,2 hyperfine ground state qubits coupled to excited atomic Py, or Zp, 2
states, this time-scale is set by the inverse fine-structure splitting 1/AFs,
and we find that the probability of spontaneous emission in a given qubit-
dependent operation is roughly P, =~ y./Aps, which can be as low as
103 in candidate jon species.(!3

3.3. Interactions Between HF Qubits: Entangling Qubit Gates

Trapped ion qubits can be controllably coupled through their mutual
Coulomb interaction. While the internal HF qubit states are essentially
unaffected by the Coulomb interaction directly, external control fields can
generate an effective coupling between qubits that relies on a qubit state-
dependent force. This external control field can thus entangle trapped ion
qubits through the “data bus” represented by the Coulomb interaction.

For a qubit stored in atomic S1,2 HF ground states |{) and [}), the
coupling to an ion’s position X proceeds via a dipole coupling of one (or
both) qubit states to an excited atomic Pj;; or P3); state [e) having the
form

H1=_([LT,e+ﬁl,e)’E(§()‘ (3)

Here, [is. is the electric dipole operator between qubit state |S) and |e},
and E(X) is the electric field of the laser as a function of the position of
the ion X. This interaction can be sequentially or simultaneously applied
to different trapped ion qubits in order to generate entanglement. While
the ion position is thus used to entangle trapped ion qubits, successful
gate schemes rely on the quantum state of position not becoming ulti-
mately entangled with the qubit states following the gate. Below we discuss
two of the most common methods for coupling the qubit and position
of trapped ions: motion-sensitive stimulated Raman transitions, and qubit
state-dependent forces.

3.3.1. Motion-sensitive stimulated Raman transitions

Optical stimulated Raman transitions are not only useful for sim-
ple HF qubit rotation operations as discussed above, but can be critical
for coupling qubit states to the external motional state of the ions. In
this case, the two Raman beams are directed onto the ion(s) with a non-
zero wavevector difference §k along the relevant direction of motion to be
coupled. For a single ion, the resulting coupling under the rotating wave
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approximation® is

H=UQSRT(U+ei"(“+“T) +6—ei"("+aT)), )

where n =238k -x¢ is the Lamb-Dicke parameter associated with the coor-
dinate x and xo=(h/2mw)'/? is the 0-point spread of the ion wavepacket.
The raising and lowering operators for the qubit (motion) are given by o
and o_ (aT and a). The Lamb-Dicke parameter n sets the scale for the
coupling between the light field and the position of the ion, related to the
gradient of the light field experienced by the ion.

We provide two specific examples of SRT couplings from Eq. 4 that
can be exploited for entangling the quantum state of a single ion with a
collective mode of motion. Subsequently, similar operations can be applied
to other ions sharing the motion, resulting in a net entangling quan-
tum gate between ion qubits. In the original Cirac-Zoller proposal,(l) the
difference frequency between the two stimulated Raman fields is tuned
to a “motional sideband” at frequency wyr £ kw, where k is an inte-
ger describing the sideband order. Raman sideband operations coherently
rotate the HF qubit state while simultaneously affecting the quantum state
of motion. The resulting coupling for the first lower sideband (k = —1)
takes the form of the classic Jaynes—-Cummings Hamiltonian:

H_1=nQsgr(c a+o at). (5)

The above expression assumes that the ion is confined to within the
Lamb-Dicke limit, although this is not essential. For a single trapped ion
initially prepared in the vibrational ground state (|0)), this coupling results
in the mapping of an arbitrary qubit state («[{) + B|1))|0) to |{){(x|0) +
B|1)). This interaction is the basis for the Cirac-Zoller'') and Melmer-
Serensen®47) quantum logic gate schemes.

When a pair of non-copropagating Raman beams are tuned to the
carrier transition, multi-qubit entangling gates can also be realized. In
this case, we find that qubit transitions are driven without accompanying
motional state transitions, although the qubit Rabi frequency acquires a
dependence upon the motional state of the form

2
Q. =nSQsrre " 2 La(n?), (6)

where L, (X) is the Laguerre polynomial of order n. For the lowest three
values of n, we have Lo(n®)=1, Li(n®)=1—n2, and Ly =1-29%+n*/2.
This motion-dependent qubit rotation can be used to construct quantum
logic gates©1-52)
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3.3.2. Spin-dependent optical forces

An alternative method for coupling hyperfine qubits with the ion
motion is to use laser beams to generate a dipole force that depends upon
the state of the qubit |S) through atomic selection rules and appropriate
polarization of the light. As an example, we consider the case of an optical
coupling between Sy, and excited Py, states, with a nuclear spin 7 =1/2.
In this case, there are four ground states and four excited states, as depicted
in Fig. 2. If the $;,; qubit states are |t) and ||} states, then a o *-polarized
laser beam will couple the [1) to the excited state, with ||) decoupled.

Such a “spin-dependent force” can take many forms. For instance, the
ion can be placed in an intensity gradient of a laser beams through focus-
ing or through application of a standing-wave.?? Alternatively, off-reso-
nant laser beams with a difference frequency near the trap frequency w
can be applied to the ion (a “walking wave” field), resulting in a reso-
nant (qubit state-dependent) displacement of the motional state in phase
space.©33:36.57) Spin-dependent optical forces underly the “push” gate of
Ref. 22 and the geometric phase gate discussed below(®. Finally, we
note the possibility of applying pairs of counterpropagating light pulses of
duration t «1/y,, that resonantly drive transitions from one qubit state to
the excited P state and back down, accompanied by a 2Ak impulse from
the recoil of the absorption.® This is the basis for the fast gate scheme
proposed by Garcia-Rippol et al..%9

3.3.3. Comparison of couplings

The above two methods can be considered as formally equivalent,
both involving a qubit state-dependent interaction with the ion coordinate
that can be subsequently coupled to another ion through the Coulomb
force. The original Cirac-Zoller coupling!!) requires the preparation of the
quantum state of ion motion to the [n =0) ground state, whereas most of
the other couplings require preparation of the motion to within the Lamb-
Dicke regime, where n%({n) + 1) « 1, where (n) is tha average number of
(thermal) vibrational quanta in the ion motion.

HF qubit gates based on SRT couplings allow the creation of entan-
gling quantum gates that change the qubit state, such as the CNOT gate,
whereas spin-dependent optical forces generally provide gates that do not
change the qubit state, such as the phase gate. Therefore, spin-dependent
optical force gates can provide better isolation from errors associated with
qubit rotations such as the residual coupling to spectator atomic levels. In
particular, this imples that the gate speed for this method can be higher
than that of SRT-based gates.®® However, spin-dependent optical forces
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appear to be applicable only to magnetically sensitive HF qubit states,
thus the qubits in this case may be more susceptable to fluctuating mag-
netic fields. Moreover, HF qubit rotations must ultimately be applied in
any case for universal quantum logic, so it is likely that both methods
will be important in future work. As mentioned in the case of single qubit
rotations based on stimulated Raman transitions, a common fundamental
source of error in all coupling schemes is spontaneous emission from the
excited state |e} (lifetime 1/y,) during the laser-induced coupling. We find
that the probability of spontaneous emission per entangling gate is roughly
Pse ™~ ve/nAFs, which can be as low as10™* (3) for certain ion candidates.

4. GATE SCHEMES AND DEMONSTRATIONS

The basic elements of the original Cirac-Zoller gate,1) a CNOT gate
between the motion and the internal state of a single trapped ion was
implemented in 1995.49 The full Cirac-Zoller gate on two jons was
implemented with about 70% fidelity in 2003.68) In 1999, Serensen and
Mplmer®®47 and also Solano er al*® suggested an alternative gate
scheme. Compared to the original Cirac and Zoller gate,() the latter pro-
posal has the advantages that (i) laser-beam focusing (for individual ion
addressing) is not required, (ii) it can be carried out in one step, (iii) it
does not require use of an additional internal state, and (iv) it does not
require precise control of the motional state (as long as the Lamb-Dicke
limit is satisfied). Based on this approach, the NIST group realized a uni-
versal gate between two spin qubits*®39 that was also used to demon-
strate a particular four-qubit gate.49

A variation of the original Cirac-Zoller gate was demonstrated in
2002, relying on Raman carrier operations as discussed above. Here, the
Lamb-Dicke parameter n was set so that the carrier operations depended
upon the motional state in a particular way©®!-32), resulting in a 7-phase
gate with a single pulse of light. Compared to the previously realized
CNOT gate between motion and spin,* this gate has the advantages that
(1) it requires one step instead of three, (ii) it does not require an auxiliary
internal state, and (iil) it is immune to Stark shifts caused by off-resonant
sideband couplings.®

In 2003, the NIST group demonstrated a m-phase gate between two
trapped ion qubits®? based on a qubit state-dependent force; with this
gate a Bell state with 97% fidelity was generated. The gate realized the
transformations: [1)[4) = [D)IL), )I1) = €721, 1) = 72111,
and 1)) — M) ]1). Combined with single bit rotations, this operation can
yield either a m-phase gate or the CNOT operation.
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P Wy -1 Wy

Fig. 4. Schematic representation of the displacements of the axial stretch-mode
amplitude in phase space for the four basis states of the two spin qubits. The
detuning and amplitude of the displacements are chosen to give a 7 /2 phase shift
on the |}}{1) and [1)|]) states while the |})}|]) and |1)|1) states are unaffected
because the optical dipole forces for these states do not couple to the stretch
mode.

The gate relies in part on properties of motional states as they are dis-
placed in phase space. For a closed trajectory in phase space, the overall
quantum state acquires an phase shift that depends on the area enclosed
by the path. The second element required for the gate is to make the path
area be spin-dependent. This is accomplished by making the displacement
in phase space with a spin-dependent optical dipole force as was done in
previous experiments. (3657

To implement this gate on two ions, the Raman transition beams were
separated in frequency by /3w, +8, where +/3w, is the stretch-mode fre-
quency for two ions and J is a small detuning (below). The separation of
the ions was adjusted to be an integer multiple of 27 /Ak so that the opti-
cal-dipole force (from the “walking” standing wave) on each ion was in
the same direction if the ions were in the same spin state but, due to the
choice of laser polarizations, in opposite directions if the spin states were
different. This had the effect that the application of the laser beams to the
[$3[1) and |1)]{) states caused excitation on the stretch mode but the |}
Y4y and [1)]1) states were unaffected. The detuning § and duration of the
displacement pulses were chosen to make one complete (circular) path in
phase space with an area that gave a phase shift of /2 on the |]}{1) and
|14} states. This is shown schematically in Fig. 4.

5. CONCLUSION

The trapped ion system is arguably one of the most attractive can-
didates for large-scale quantum computing. Here, we have concentrated
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on the use of atomic hyperfine ground states as qubits, the most stable
quantum bit known. With a rich variety of schemes for generating entan-
gling quantum logic gates between HF qubits based on externally applied
laser fields, it appears that the scale up procedure is now limited by the
fabrication of more complex trap arrays and the precise control of laser
fields to produce high fidelity gates.
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Ion Trap Quantum Computing with Ca™ Ions

R. Blatt,** H. Hiiffner,! C. F. Roos,! C. Becher,!-3
and F. Schmidt-Kaler!

The scheme of an ion trap quantum computer is described and the implementation
of quantum gate operations with trapped Ca* ions is discussed. Quantum infor-
mation processing with Ca® ions is exemplified with several recent experiments
investigating entanglement of ions.

KEY WORDS: Quantum computation; trapped ions; ion trap quantum com-
puter; Bell states; entanglement; controlled-NOT gate; state tomography; laser
cooling.

PACS: 03.67.Lx; 03.67.Mn; 32.80.Pj.

1. INTRODUCTION

Quantum information processing was proposed and considered first by
Feynman and Deutsch.(!+?) The requirements for a quantum processor are
nowadays known as the DiVincenzo criteria.®® Storing and processing quan-
tum information requires: (i) scalable physical systems with well-defined
qubits; which (ii) can be initialized; and have (iii) long lived quantum states
in order to ensure long coherence times during the computational pro-
cess. The necessity to coherently manipulate the stored quantum informa-
tion requires: (iv) a set of universal gate operations between the qubits
which must be implemented using controllable interactions of the quantum
systems; and finally, to determine reliably the outcome of a quantum compu-
tation (v) an efficient measurement procedure. In recent years, a large vari-
ety of physical systems have been proposed and investigated for their use in
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quantum information processing and are considered in other articles of this
issue.

In this paper, quantum information processing is discussed using
trapped Cat ions where the qubit is encoded in long-lived (ground and
metastable) electronic states. A possible different approach for encoding
qubits uses two hyperfine levels of hydrogen-like ions, e.g., Bet ions (see
article by Blinov et al.® in this volume) or Cd* ions.)

This paper is organized as follows: after a brief introduction to the
concept of the ion trap quantum computer in Sec. 2, some crucial details
of the Cat-based approach are outlined in Sec. 3. Coherent manipulation
of the ions is briefly described in Sec. 4 and the basic two-ion gate oper-
ation is reviewed in Sec. 5. The preparation of two-qubit entangled states
is summarized in Sec. 6 and future developments of a Ca™-based ion trap
computer are outlined in Sec. 7.

2. CONCEPT OF THE ION TRAP QUANTUM COMPUTER

Strings of trapped ions were proposed in 1995 for quantum computa-
tion by Ignacio Cirac and Peter Zoller.) With such a system, all require-
ments for a quantum information processor® can be met. Using strings of
trapped ions in a linear Paul trap, qubits can be realized employing either
metastable excited states, long-lived hyperfine states or corresponding Zee-
man sub-states. A set of universal quantum gate operations is then given
by: (i) single-qubit rotations (which are realized by Rabi oscillations of
individual ions); (ii) the controlled-NOT (CNOT) operation between any
two qubits. As a first step the entire ion string is cooled to the ground
state of its harmonic motion in the ion trap. Since the mutual Coulomb
repulsion spatially separates the ions, any induced motion couples to all
ions equally. By applying a laser pulse to the controlling ion its internal
excited state amplitude is mapped to a single phonon quantum motion of
that ion. This phonon, however, is now carried by the entire string, and
an operation on the target qubit which depends on whether or not there
is motion in the string, allows one to realize the CNOT-gate operation.

Any algorithm can be implemented using a series of such one- and
two-qubit operations and therefore this set of instructions constitutes a
universal quantum gate.”’ Thus, the realization of these quantum gates
allows one to build and operate a quantum computer. Moreover, in prin-
ciple, this concept provides a scalable approach towards quantum compu-
tation and has therefore attracted quite some attention.

During recent years, several other techniques have been proposed
to implement gate operations with trapped ions. Serensen and Melmer
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.9 and, with a different formulation, Milburn{!® proposed a scheme
for “hot” quantum gates, i.e., their procedures for gate operations do
not require ground state cooling of an ion string. Although successfully
applied to trapped Bet ions(!!) with the trapping parameters currently
available, these gate procedures are not easily applicable to Cat ions.
Other gates based on ac Stark shifts have been suggested by Jonathan
etal"? and holonomic quantum gates (using geometric phases) have been
proposed by Duan er al (13 A different CNOT-gate operation also based
on the ac Stark effect which does not require individual addressing and
ground state cooling has been realized with trapped Be™ ions.(14

3. SPECTROSCOPY IN ION TRAPS

Ions are considered to be trapped in a harmonic potential with fre-
quency v, interacting with the travelling wave of a single mode laser
tuned close to a transition that forms an effective two-level system.

Internal state detection of a trapped ion is achieved using the electron
shelving technique. For this, one of the internal states of the trapped atom
is selectively excited to a third short-lived state thereby scattering many
photons on that transition if the coupled internal state was occupied. If,
on the other hand, the atom’ electron resides in the uncoupled state of
the qubit (i.e., the electron is shelved in that state) then no photons are
scattered and thus the internal state can be detected with an efficiency of
nearly 100%.0%

Figure 1 shows the relevant levels of the Ca™ ion which are populated
in the experiment. The qubit is implemented using the narrow quadrupole
transition at 729nm, i.e., |g) =[S12) and le) =|Ds,2). For optical cooling
and state detection, resonance fluorescence on the Sj,,—Pj; transition is

Py

AN
P1 P 854nm

Fig. 1. Level scheme of *°Cat. The qubit is implemented using the narrow quadrupole
transition. All states split up into the respective Zeeman sublevels.
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scattered by excitation with 397 and 866 nm radiation. The laser at 854 nm
is applied to repump the excited state le), for example after a shelving
operation.

3.1. Laser Cooling of Ion Strings

A prerequisite of the Cirac—Zoller (CZ) scheme is that the initial state
of the quantum register is prepared in its motional ground state, i.e., we
require that the motional mode which carries the coupling between the
qubits is initially in the ground state.

Laser cooling of trapped ions is therefore one of the key techniques
for an ion trap quantum computer.(!>19 Usually so-called sideband cool-
ing(17-18) is used to cool one mode of an ion string to its motional ground
state. This is experimentally achieved using optical pumping schemes
involving either Raman transitions!” or coupled transitions.!%20 More
elaborate cooling schemes using electromagnetic transparency®’-22) or
sympathetic cooling®>-2% have been investigated and and can be employed
for cooling multiple vibrational modes simultaneously or cooling an ion
string by addressing just one ion, respectively.

3.2. Addressing of Individual Ions

The implementation of the CZ CNOT-gate operation requires that
individual ions can be addressed in order to rewrite internal informa-
tion onto the vibrational (“phonon”) mode using appropriate transitions.
Therefore, the Innsbruck experiments were designed to operate in a regime
where the minimum ion distance is on the order of a few um such that
focussing a laser beam at 729 nm is feasible to individually address the sin-
gle ions.29 In the current setup, Cat ions are stored with axial trap fre-
quencies of about 1-1.2 MHz and thus the inter-ion distance of two and
three ions is approximately 5um. The laser beam at 729nm is focussed
to a waist diameter of approximately 2.5 um such that with the Gauss-
ian beam profile neighboring ions are excited with less than 103 of
the central intensity. Beam steering and individual addressing is achieved
using electrooptic beam deflection which allows for fast switching (~ 15 us)
between different ion positions.?7)

4. COHERENT MANIPULATION OF QUANTUM INFORMATION

Quantum information processing requires that individual qubits are
coherently manipulated. We realize single-qubit rotations by coherent



Ion Trap Quantum Computing with Ca* Tons 65

manipulation of the Sj,(m =—1/2) < Ds;3(m =—1/2) transition in Ca™.
Coupling of two qubits requires the precise control of the motional state
of a single ion or a string of ions. Both operations can be performed by
applying laser pulses at the carrier (i.e., not changing the vibrational quan-
tum number, An, =0) or at one of the sidebands of the S—D transition
(i.e., laser detuned by +v,, thus changing the vibrational quantum num-
ber by An,==1).

All qubit transitions are described as rotations on a corresponding
Bloch sphere and they are written as unitary operations R(6, @), R™(9, ¢),
RT(0,¢) on the carrier, red sideband and blue sideband, respectively.
The parameter 6 describes the angle of the rotation and depends on the
strength and the duration of the applied pulse. ¢ denotes its phase, i.e., the
relative phase between the optical field and the atomic polarization and
determines the axis about which the Bloch vector rotates.*” Typical pulse
durations for a s-pulse range from about 1 to several 10 us for the car-
rier transition and 50-200 us on the sideband transition, with the chosen
time depending on the desired speed and precision of the operations. Such
pulses are the primitives for quantum information processing with trapped
ions. By concatenating pulses on the carrier and sidebands, gate operations
and, eventually whole quantum algorithms, can be implemented.?”) Even
the simplest gate operations require several pulses, therefore it is impera-
tive to control the relative optical phases of these pulses in a very precise
manner or, at least, to keep track of them such that the required pulse
sequences lead to the desired operations. This requires the precise consid-
eration of all phases introduced by the light shifts of the exciting laser
beams.(2%)

5. CIRAC-ZOLLER CNOT-GATE OPERATION

For the realization of the CZ CNOT-gate operation, two ions are
loaded into the linear trap and, by means of an intensified CCD camera,
the fluorescence is monitored separately for each ion.?”) If no information
on a particular qubit is needed, the signal of a more sensitive photomulti-
plier tube is used to infer the overall state population and, thus, the expo-
sure time can be reduced.

As proposed by Cirac and Zoller, the common vibration of an ion
string is used to convey the information for a conditional operation (bus-
mode).©® Accordingly, the gate operation can be achieved with a sequence
of three steps after the ion string has been prepared in the ground state
inp =0) of the bus-mode. First, the quantum information of the control
ion is mapped onto this vibrational mode. As a result, the entire string of
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ions is moving and thus the target ion participates in the common motion.
Second, and conditional upon the motional state, the target ion’s qubit is
inverted. Finally, the state of the bus-mode is mapped back onto the con-
trol ion. Note that this gate operation is not restricted to a two-ion crystal
since the vibrational bus-mode can be used to interconnect any of the ions
in a large crystal, independent of their position.

We realize this gate operation®® with the following sequence of laser
pulses. A blue sideband m-pulse, R*(r, 0), on the control ion transfers its
quantum state to the bus-mode. Next, we apply the CNOT-gate operation

Renot = R (% 0) R* (7, %) R* (% 0) R* (. %) R* (% 0)

“(57) ®

to the target ion. Finally, the bus-mode and the control ion are reset to
their initial states by another 7-pulse RT(r, ) on the blue sideband. The
resulting gate fidelity of about 71-78% is well understood in terms of
a collection of experimental imperfections.?® Most important is dephas-
ing due to laser frequency noise and ambient magnetic field fluctuations
that cause a Zeeman shift of the qubit levels.?” As quantum comput-
ing might be understood as a multi-particle Ramsey interference experi-
ment, a faster execution of the gate operation would help to overcome this
type of dephasing errors. However, a different type of error increases with
the gate speed: with higher Rabi frequencies, the off-resonant excitation
of the nearby and strong carrier transition becomes increasingly impor-
tant,®9 even if the corresponding phase shift is compensated. Additional,
but minor, errors are due to the addressing imperfection, residual thermal
excitation of the bus-mode and spectator modes as well as laser intensity
fluctuations.

If the qubits are initialized in the superposition state |control, tar-
gety=|S+ D, S), the CNOT operation generates an entangled state |5, S)+
|D, D). Using local operations with varying phase then allows the prep-
aration of arbitrary Bell states using the CNOT-gate operation®!) (see
Fig. 2).

6. BELL STATE GENERATION AND ENTANGLEMENT STUDIES

Bell states are very important for an investigation of entanglement
with the capability to produce them at the push of a button is one of
the major advantages of an ion trap quantum computer. However, while
conceptually simple and straightforward, Bell states need not be generated
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Fig. 2. Truth table of CZ CNOT-gate operation. The amplitude of the controlling ion (first
entry of the state notation) controls the state of the target ion (second entry), i.e., when the
controlling ion’s amplitude is |S), the target ion’s state remains the same, when it is [D),
the target’s ion state is flipped. (a) graphical representation; (b) numerical results as shown
in (2).®”

using CNOT-gate operations. With trapped ions, there are simpler and
more efficient procedures to produce and investigate these states.

Using a string of two ions and the individual addressing capability in
the Innsbruck experiment, we create all Bell states by applying laser pulses
to ions 1 and 2 on the blue sideband and on the carrier transition. To pro-
duce the Bell state Wi =1/+/2(]S, D) £|D, §)) we use the pulse sequence
Uy, =Ry (w, £7/2)- Ro(m, w/2) - R (/2, —7/2) applied to the |S, S) state.
Here, the indices 1 (2) refer to pulses applied to ions 1 and 2, respec-
tively. The first pulse Rfr(n /2, —m/2) entangles the motional and the inter-
nal degrees of freedom. The next two pulses R;r (rr, £7m/2)- Ry(;, w/2) map
the motional degree of freedom onto the internal state of ion 2. Append-
ing another m-pulse on the carrier transition, Ry(w,0), to the sequence
Uy, produces the state ®.. This entire pulse sequence takes less than
200 s and is much simpler than a full CZ CNOT-gate operation which
takes about twice that time and is thus more sensitive to decoherence.

Investigation of the prepared state and a characterization of the
achieved entanglement then is obtained by a quantum state analysis
using a tomographic procedure. Quantum state tomography allows the
estimation of an unknown quantum state that is available in many
identical copies. It has been experimentally demonstrated for a variety of
physical systems, among them the quantum state of a light mode,®? the
vibrational state of a single ion,®® and the wave packets of atoms of
an atomic beam.®4 Multi-particle states have been investigated in nuclear
magnetic resonance experiments®> as well as in experiments involving
entangled photon pairs. Here, we apply this technique to entangled mas-
sive particles of a quantum register for an investigation of entanglement
and studies of decoherence.
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Fig. 3. Real and imaginary part of the density matrix pe, that approximates
1/v/2(S, S) +|D, D)). The measured fidelity is F={(®4|po, | Py) = 091,

The tomographic method consists of individual single-qubit rotations,
followed by a projective measurement. For the analysis of the data, we
employ a maximum likelihood estimation of the density matrix follow-
ing the procedure as suggested in Refs. 36 and 37 and implemented in
experiments with pairs of entangled photons.®® As an example, Fig. 3
shows the reconstructed density matrix p of one out of four Bell states.
To monitor the evolution of these entangled states in time we introduce
a waiting interval before performing state tomography. We expect that Bell
states of the type Wg =15, D) +¢®|D, S) are immune against collective
dephasing due to fluctuations of the qubit energy levels or the laser fre-
quency.®? However, a magnetic field gradient that gives rise to differ-
ent Zeeman shifts on qubits 1 and 2 leads to a deterministic and linear
time evolution of the relative phase ¢'# between the |S, D) and the |D, S)
component of the W, states. Experimentally, we find that the lifetime of
entangled states of this type is indeed no longer limited by the techni-
cal constraints (i.e., magnetic ficld and laser frequency fluctuations) but
is only limited by the spontaneous decay from the upper Ds-level (life-
time 7p 1 s) of the qubit. Finally, we can specify the entanglement of the
four Bell states, using the entanglement of formation,“? and find E(¥_)=
0.79(4), E(¥4)=0.75(5), E(®4)=0.76(4) and E(d_)=0.72(5).CD

7. FUTURE DEVELOPMENTS OF THE CA* ION TRAP
QUANTUM COMPUTER

With the availability of one- and two-qubit operations, the individ-
ual addressing and the near perfect readout features, a Cat-based ion trap
quantum computer can be envisioned. Currently, the techniques described
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above are extended to work with three and more ions which already offer
a vast variety of experimental possibilities, ranging from the preparation
and investigation of generalized 3-qubit entangled states to an implemen-
tation of teleportation and rudimentary error correction protocols.

While detection efficiencies and noise considerations are quite favor-
able for an optical qubit transition, there are a number of technical lim-
itations. Most of these limitations are not of a fundamental nature, but
are rather given by technical shortcomings, such as the sensitivity of the
qubit transition with respect to external magnetic fields and spurious laser
frequency and intensity fluctuations. The only fundamental limitation is
the lifetime of the pertaining qubit states, here in particular that of the
D5 state (1.16 s), which, however, is orders of magnitude larger than typ-
ical gate operation times. The limitations discussed above might lead to
reconsidering the use of ground state Zeeman and hyperfine splittings for
encoding the quantum information. We illustrate here the specific pros and
cons considering respective transitions in 4°Ca* and **Ca* ions. Whereas
the current experiments work with an optical qubit (i.e. |0)=|Dsy,my =
—1/2) and [1)=Sy,2,m; = —1/2), cf. Fig. 1) in the even isotope “’Ca*,
an alternative implementation would work with the odd isotope 43Cat
(nuclear spin I =7/2) and the hyperfine ground states |0)=|F =4, mp =0)
and |1)=|F =3,mr=0) (see Fig. 4). In the latter case, optical manipula-
tion of the qubit would be achieved using Raman transitions.

To a large extent the coherence properties of the qubits depend on the
respective sensitivity on external field fluctuations, e.g., magnetic and laser
field fluctuations. Therefore, in the optical case, a highly stabilized laser is
required for the qubit transition whereas in the case of a Raman transi-
tion, both Raman beams can be derived from the same laser source where
the required stable relative phase relation can be achieved with only mod-
est technical efforts. The large fine-structure splitting of Avgg = 6.7 THz
between the P/, and P3)p states allows a large detuning of the Raman
light fields from the P-levels and thus high fidelity gate operations, as
spontaneous emission processes are largely suppressed. The fine-structure
splitting of 3Ca* can be compared to that of other favorable qubit can-
didates, e.g. °Bet with Avpg = 0.2 THz and '"Cd* with Avgs = 74 THz.

Aside from these more technical constraints, encoding the qubit in
the hyperfine ground states ensures that decay from spontaneous emis-
sion is completely avoided and thus, very long coherence times (many sec-
onds and even minutes have been demonstrated with trapped Be™' ions)
may be potentially achieved. Furthermore, the qubits will, ideally, depend
only in second order on the external magnetic field (Amp =0 transi-
tions, see Fig. 4). While many of these advantages are available already
with Bet and Cd* ions, the ¥*Ca*t ion offers additionally, a quadrupole
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Fig. 4. Level scheme of the ¥*Ca* isotope. A qubit can be encoded in the hyperfine ground
states |0) =|F=4,mp=0) and |1)=|F=3,mp=0).

transition that can be advantageously used for shelving and efficient detec-
tion without the need for a technically advanced laser source. Therefore,
the next generation of a Ca*-based ion trap quantum computer will ide-
ally combine the advantages of the ground state encoding of the qubit and
the optical shelving and detection techniques.

8. SUMMARY AND PERSPECTIVES

On the road towards a scalable quantum processor*!) with ion traps,
single-qubit rotations and universal two-qubit operations gate have been
realized. With trapped Ca™ ions, we present an experimental setup which
allows one to flexibly control a register of two qubits. With the uni-
versal set of quantum gates all unitary operations can be implemented.
Therefore, arbitrary two-qubit states can be synthesized with high fidelities
and analyzed via state tomography. The currently available experiments
demonstrate the operation of a small quantum computer and allow one to
develop the basic tools of experimental quantum information processing.
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One of the most striking features is that the ion trap quantum
information processor is scalable in principle, i.e., adding more qubits is
straightforward and at least up to about 10 qubits this should not pose
insurmountable technical difficulties. Larger systems will require special
architectures such as ion trap arrays,“?) moving ions in structured ion
traps™? or even interconnecting several small ion-trap quantum comput-
ers using cavities and photons as a quantum channel.**43) While all these
techniques require tremendous technical efforts, to the best of our cur-
rent knowledge there are no principal limitations to scaling up an ion-trap
quantum computer.

The current experiments demonstrate that ion trap quantum
information processors offer a realistic route towards the realization of
large-scale quantum computing and they provide ideal means for the engi-
neering of quantum objects and controlling quantum processes at meso-
scopic and macroscopic scales.
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Quantum Information Processing in Cavity-QED

S. J. van Enk,'2 H. J. Kimble,! and H. Mabuchi!

We give a brief overview of cavity-QED and its roles in quantum information
science. In particular, we discuss setups in optical cavity-QED, where either atoms
serve as stationary qubits, or photons serve as flying qubits.

KEY WORDS: Cavity QED; atom trapping & cooling; quantum computing;
quantum communication.

PACS: 42.50.Pq; 03.67.Lx; 03.67.Hk; 32.80.Pj.

1. INTRODUCTION

Cavity-QED provides an important paradigm for studying the controlled,
coherent coupling of optical and atomic qubits. The central phenome-
non of cavity-QED is strong coupling between the internal state of an
atom and the state of a single mode of the electromagnetic field. In a
high-finesse microcavity, atoms and photons interact much more strongly
than they do in free space, and this enhancement can be used to imple-
ment quantum logic. For example, with a sufficiently good cavity it
becomes possible to observe nonlinear optical effects with just one pho-
ton per mode, and this provides a mechanism for controlled phase gates
between qubits encoded in the polarizations of single photon wave-pack-
ets.()’ Likewise, conditional mappings of the quantum state of ‘control’
and ‘target’ atoms trapped inside a cavity should be realizable by vir-
tue of their respective strong couplings to a common cavity eigenmode.®
The direct atom-photon coupling itself enables quantum logic interactions
between qubit representations with very different physical properties, sug-
gesting applications in quantum communication where trapped atoms are
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used for local storage of quantum information while photons are used for
long-distance transmission.®® In each of these scenarios, the key ingredi-
ent is the use of a resonant cavity to enhance the coherent interaction of
atoms with a single localized field mode over their dissipative couplings to
the electromagnetic continuum (spontaneous emission).

A discussion of the role of cavity-QED in quantum information pro-
cessing divides naturally into two parts. Below we will first discuss schemes
in which a single atom inside a cavity is used to mediate interactions
between photonic qubits. We will then turn to proposals in which one
or more atoms inside a cavity store qubits in their internal states, and
a combination of external laser fields and the quantized cavity mode are
used to perform 1-bit and 2-bit operations. Included among the latter
are quantum state mapping operations in which an atom’s internal state
is ‘read out’ into the state of the intracavity field, which can then be
coupled out from the cavity for transmission via free space or an opti-
cal fiber. Flying qubits (i.e., photon wavepackets) could thus be used for
long-distance transmission of quantum information or as intermediaries to
perform quantum logic gates between atoms trapped at remote locations,
as illustrated in Fig. 1.

gjrj :.3) : e
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| o |
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Fig. 1. Illustration of the protocol of Ref. 3. At Site A4, an applied laser beam () trans-
fers quantum information from the internal state of an atom in one cavity to a photon state
W), which travels along an optical fiber. At Site B, the photon enters a second cavity, and
the information is transferred to an atom in that cavity. Nonlocal entanglement can be cre-
ated among the atoms in the two cavities. By expanding from two cavities to a larger set
interconnected by optical fiber, complex quantum networks can be realized.
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From a practical perspective, photonic and atomic qubits each have
inherent advantages and disadvantages. Photons are relatively easy to pro-
duce and are perfect for the transmission of (quantum) information, but
are hard to store. On the other hand, atoms can be trapped for long times
with minimal dephasing of ground-state hyperfine or Zeeman coherences,
but it is quite difficult to transport them over large distances, although
encouraging advances have recently been made in experiments™® that dem-
onstrated coherent transport of ions within a segmented trap. While it is
relatively straightforward to couple photons into or out of a microcavity
with low insertion loss, it will likely prove challenging to preserve the spa-
tial and spectral purity of optical wave-packets that are cascaded through
many cavities in a row. It was a major recent advance to realize a trap-
ping scheme that can confine atoms in a cavity in a state insensitive fash-
ion that does not interfere with or otherwise preclude diverse protocols
for quantum information processing.) Indeed, by now multiple sequential
operations per atom have been demonstrated.(7)

There are two very different parameter regimes in which strong cou-
pling in cavity-QED has been achieved, namely for optical and microwave
cavities as appropriate to the wave-length of the electromagnetic field that
is resonantly coupled to the cavity. Each of these regimes has its own char-
acteristic advantages and problems. For example, at room temperature a
narrow-bandwidth optical cavity contains a completely negligible thermal
field, whereas the large number of microwave photons from black-body
radiation requires that a cavity operating at frequencies 10-50 GHz must
be cooled to well below 1 K to eliminate thermal photons. Microwave pho-
tons, therefore, cannot be readily employed for Quantum Communication
or distributed Quantum Computation. On the other hand, the dimensions
of optical cavities for strong coupling (1-100 um) are quite small, and so it
becomes difficult to trap and to address individually atoms inside an opti-
cal cavity. '

In microwave cavity-QED experiments, it is the atoms that move
in and out of the cavity, interact with the microwave photons, and that can
be entangled and measured. Indeed, atoms have been entangled both with
other atoms and with photons in microwave cavity-QED experiments.(?)
In recent optical cavity-QED experiments, on the other hand, it is light
that traverses the cavity and is being measured, after having interacted
with a single atom trapped inside the cavity.

Another difference between the two regimes of cavity-QED is the type
of atomic transition resonant with the cavity. In the microwave regime,
transitions between high-lying circular Rydberg states are used, with a
large transition-dipole moment but a small spontaneous emission proba-
bility. The disadvantage is that such atoms are difficult to prepare and

8.9
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state measurements are not perfect, the error being in the 10% range.
In the optical regime, dipole transitions between ground and electronic
excited states are employed, and state detection is efficiently accomplished
by way of variations on the ‘quantum jump’ or ‘electron shelving’ method
as used in ion-trap experiments.

In the remainder of this review we will focus on optical cavity-QED.
In order nevertheless to give the reader some pointers to the literature
on cavity-QED in general and microwave cavity-QED in particular, we
first note there are numerous excellent reviews.®®%1D) Moreover, there have
been reviews of cavity-QED in the context of quantum information pro-
cessing,!? and reviews of optical cavity-QED.(!3:14)

Before turning to specifics we would like to discuss some lessons
learned from research in the area of quantum information processing
in cavity-QED. When compared with approaches such as ion trap or
ensemble NMR quantum computing, cavity-QED may seem to have made
relatively modest progress towards large-scale demonstrations despite con-
siderable effort for a number of years. Of course, it must not be forgotten
that all three of these experimental paradigms today build upon decades of
prior technical development motivated by goals quite distinct from quan-
tum computing. To a large extent, the different rates of progress have
reflected the relative state of advancement in these fields of achieving spa-
tial (and temporal) localization of qubits relative to the structures utilized
for implementing quantum logic gates. In optical cavity-QED, techniques
have been developed for manipulating atomic motion in ways that do not
interfere with the strong atom-cavity coupling that is essential for infor-
mation processing.’® The time scale for these advances has been commen-
surate with previous progress in other areas, such as trapped ions. The
“learning ground” for these advances has been largely experiments in bulk
Fabry-Perot cavities, which carry a large technical overhead and which
clearly are not suited to brute-force scaling of experiments to encom-
pass huge qubit registers. For many years, we have appreciated that the
long-term prospects for quantum information processing with cavity QED
are tied to the development of integrated hardware platforms that could
exploit monolithic optical microcavities, photonic circuits and microfabri-
cated optical or magnetic traps for atom manipulation.!'>-!” While it is
plausible that such a technical approach could alleviate most difficulties
involved in scaling to large systems, it remains to be seen whether the low
decoherence and fidelity of control required for quantum information pro-
cessing can be achieved in such novel apparatus.

Generally speaking it must be kept in mind that scaling from
few-qubit demonstrations to complex processors will require not only
favorable fabrication methods, but also a validated understanding of
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decoherence mechanisms and their spatiotemporal correlation properties.
Without such an understanding we must check our confidence in architec-
tural strategies for fault tolerance. This is manifestly true for any imple-
mentation scheme, but cavity-QED here benefits from a long history of
close contact between experiments and modelling via the theory of open
quantum systems.{!8)

It also seems worth commenting that one obvious approach to solving
the qubit localization problem would be to push solid state cavity-QED
into the regime of strong coupling, e.g., with rare earth ions or quan-
tum dots taking the place of gas-phase neutral atoms. So far there has
not been a convincing demonstration that the requisite combination of
coherence time and interaction strength can be achieved by this approach.
Detailed quantitative modelling of decoherence effects is likely to be much
more difficult than in the case of gas-phase atoms. As the implicit trapping
mechanism of embedding qubits in a solid matrix seems inevitably to lead
to relatively short coherence times, one feels pushed to investigate optical
resonators with extremely low mode volume to maximize the speed of cav-
ity enhanced radiative interactions. It is interesting to note that the very
short (0.1 ns) gate times that seem reachable with <1 cubic wavelength
optical resonators (such as photonic crystal defect cavities!”)) compare
quite favorably with the maximum processing speeds that can be contem-
plated for implementations based on magnetic dipole couplings. This line
of investigation has some potential finally to make good on early obser-
vations that quantum logic gates based on the interaction of optical fields
with systems of bound charges have a naturally high speed limit.

An important legacy of theoretical research in cavity-QED is a set
of novel proposals for exploiting a detailed understanding of decoherence
mechanisms in the formulation of efficient schemes for error correction
and robust quantum gates. Indeed, such work in cavity-QED has provided
some of the earliest illustrations of how general principles such as detec-
tion/correction of syndromes®29) and gate purification@®) can be set in
realistic physical models. Cavity-QED arguably provides the most natural
experimental setting in which to study conditional (selective) evolution in
quantum systems subject to indirect measurement, as in the experiments
in Ref. 22, which is a topic that has become quite central to quantum
information theory. In this sense, cavity-QED highlights the essential phys-
ics of quantum error correction. It is likewise clear that cavity-QED pro-
vides a canonical paradigm for investigating how quantum information
(and entanglement) can be mapped from intrinsically local representations
(the internal states of bound systems of charges) to freely propagating
fields, and vice versa. While the above issues are also at the heart of
recent work on measurement induced atomic spin-squeezing‘®»?* and the
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Duan-Lukin-Cirac-Zoller scheme for quantum communication, it does
not seem possible for such studies to compete with the extreme degree
of ideality (and hence the transparency of modelling) achieved by cavity-
QED in the limit of one atom and one photon.

From the perspective of the preceding paragraph it seems clear that
experiments in cavity-QED will continue to play a key role in shed-
ding light on the fundamental physics underlying quantum information
science, even if it should slip from the vanguard in the race towards
construction of full-scale quantum processors. Given its focus on elemen-
tary atom—photon interactions, cavity-QED should naturally retain a lead-
ing role in the growing fields of quantum communication and distributed
quantum information processing, which seek more directly to explore the
practical consequences of quantum nonlocality. The ability to generate and
distribute entanglement over a quantum network could serve as a valuable
adjunct to provide “quantum wiring” for large-scale quantum computers
based upon diverse physical mechanisms other than interactions in cavity-
QED per se. The goals of implementing quantum state synthesis,?® quan-
tum logic gates,!) and quantum state mapping® have in any case had a
profoundly positive effect on the development of cavity-QED as evidenced
by the remarkable experimental advances they have motivated.

2. THE BASICS OF CAVITY-QED

The whole concept of cavity-QED is based on the following. If one
quantizes the electromagnetic field inside a conductor or between mirrors
or inside a dielectric, one first expands the electric and magnetic fields in
mode functions that satisfy the Maxwell equations with the appropriate
boundary conditions. The energy of one photon (hw) is given by the inte-
gral over the mode volume V of the total (electric and magnetic) energy,
which is quadratic in the electric field. The electric field per photon thus
scales as (fw/V)!/2. By making the volume V sufficiently small, one can
make the electric field per photon in principle arbitrarily large. It can in
fact be so large that just one photon suffices to saturate an optical transi-
tion (which in free space typically requires a laser field of a few mW/cm?).

The possibility to cause nonlinear optical effects at the single-photon
level can be very useful for diverse tasks in quantum information science.
Indeed, the very first cavity-QED experiment in quantum information used
such an effect to perform a nonlinear gate between two different pho-
tons.!!) That is, the presence or absence of a photon determines how an
atom inside a cavity interacts with a second photon (distinguished from
the first photon by polarization or frequency or both). We will return to
this means of implementing quantum logic for quantum computing below.
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Moreover, the photon inside a cavity is an excitation of a well-defined
mode, with well-defined frequency, polarization, propagation direction and
transverse mode prefile, which makes it itself a good candidate for a qubit.
Furthermore, it has been demonstrated that the cavity photon can be cou-
pled cut of the cavity and be trunsformed into 4 freely propagating single-
photon wave-packet, with well-defined spatiotemporal properties.®

For now, let us define the most relevant cavity-QED parameters, with
reference to Fig. 2. They can all be expressed as rates, from which two
dimensionless ratios can be formed: the saturatien photon number and the
saturation atom number.'¥ First, there is the rate g at which the atom
couples to the electric field of a single-photon. In general, (his quantity
depends on the position of the atom. This position dependence can be
exploited in various ways, but also may lead to potential problems, as
detailed below. The rate « determines the cavity decay rate, half the rate at
which photons escape through the mirrors of the cavity. Finally, the rate
I' describes the spontaneous emission rate of the relevant atomic c¢xcited
level. In the optical regime, all rates are in the MHz range. with g in cur-
rent experiments being an order of magnitude larger than both x and T
{this is called the strong-coupling regime). In the microwave regime the
rates are in the kHz range. with g again being an order of magnitude
larger than x, and I' much smaller than x. The critical photon and atom
numbers, respectively, are defined as

no = o
2y
g

where y =T'/2. Roughly speaking, ny determines the number of photons
inside the cavity nceded to appreciably allect the atom. Conversely, the
number Ay 18 the number of atoms needed to appreciably affect the cavity
field, In optical cavity-QED, ng can be as small as 107* and Ny~ 107213

Fig. 2. Cartoon to illustrate a single atom coupled with interaction energy fig to a single
mode of a resonator, here an optical cavity formed by two spherical mirrors. Decay from this
mode proceeds at rate . while the atom decavs to modes of the clectromagnetic ficld other
than the privileged mode al rate y.
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With these numbers being small, the coherent coupling (g) is much larger
than the dissipative couplings (v, «).

Another important set of quantities determined by the rates just
given are the (generalized) eigenenergies or resonance frequencies w4 (here
we consider only the transitions between the ground state and the two
eigenstates states with one atom-cavity excitation; hence, there are two
transition frequencies) of the combined atom-cavity system. In turn the
resonance frequencies w+ determine the response of the system to light of
arbitrary frequency w impinging upon the cavity. The eigenenergies are the
roots of the quadratic equation

(—wt +wc —iK)(—0s +wp —iy)=g* )

with wc and wa the bare cavity and atomic resonance frequencies, and
with the imaginary part of w+ describing decay, both due to spontaneous
emission and cavity decay. In general, the real part of wi will depend on
g and thereby on the position of the atom. In particular, the resonance
frequency depends on the presence (g #0) or absence (g =0) of the atom.
Thus, the transmission or reflection of a probe beam depends on whether
there an atom is coupled to the cavity or not. Both effects can be put to
good use, as we will discuss later on. Finally, the quality factor Q of a
cavity is defined as the ratio between its resonance frequency wc and its
photon loss rate 2«.

3. QUANTUM INFORMATION PROCESSING WITH CAVITY-QED

We first discuss setups where the photons act as the qubits performing
a quantum computation, with atoms inside cavities used to mediate inter-
actions between photons, and thus to perform quantum logic gates. Subse-
quently, we discuss the setups where atoms are the qubits and light is used
to manipulate the atoms.

3.1. Photons as Flying Qubits

As we have just discussed, the atom-—cavity coupling can be made so
strong that nonlinear optical effects occur even in the presence of just a
single photon, or more precisely, even if the average number of photons
inside the cavity is much less than unity. This is possible when the satura-
tion photon number n(, defined above, is much less than unity. If the atom
is near resonance with two different cavity modes, then the atom can be
used to perform nonlinear gates on two photons from those two modes.
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In particular, in Refs. 1 and 27 one finds an experimental demonstration
of such a nonlinear effect. The two modes in that experiment differed
both in frequency and polarization. Hence, there are two photonic qubits,
one for each mode. The states of the qubits, |0); and |1)k, correspond to
the absence and presence, respectively, of a single photon in mode k. The
states undergo phase shifts due to the atom-cavity interaction, but only the
state |1)|1) undergoes a nonlinear phase shift. In words, the phase shift of
one photon is conditioned upon the presence of the other photon. Thus
a 2-bit entangling gate is performed, but the nonlinear phase shift in the
experiment(!) was only 16°, with larger phase shifts bringing increased lev-
els of dissipation. A new proposal®® is much more promising in various
respects: it is much easier to generate conditional phase shifts of = for
photonic qubits, and the gate (i.e., the value of the nonlinear phase shift)
is more or less independent of the atomic position. Rather than having
the photons enter the cavity, the new proposal relies on the way photons
are reflected from a single-sided cavity (i.e., a Fabry—Perot cavity with one
high quality input mirror with reflectivity Rj, =1—¢j, and an output mir-
ror with Rout =1 — €our, Where €, ~ 1072 — 1070 eoye. If the incident light
is resonant with the common frequency of the atom-cavity system (i.e.,
wp = wc = wa), the field will be reflected from the input mirror without
appreciable build-up in the cavity, since the atom-cavity system responds
at the coupled frequencies w+ and not at the bare resonances wc, wa. In
this case, the incident field is reflected with near unity efficiency and with
phase shift that we take as a reference of 0. By contrast, if the atom is
placed in a state with transition frequency wp that has large detuning from
the bare cavity resonance at wc, then to all intensive purposes the atom-
cavity behaves as two independent systems, with wy =~ wp c. The incident
field at frequency wy=wc will then be reflected from the cavity with phase
shift 7. Hence, the phase shift for a field upon reflection can be condi-
tioned upon the internal state of the atom.

In the new proposal of Ref. @® the two photonic qubits involved
have the same carrier wy frequency but different times of arrival at the
cavity. The qubit states now correspond to single-photon states, with hor-
izontal and vertical polarization encoding |1) and |0), respectively. In
a simple version of the protocol, vertical polarization is reflected from
a polarizing beam splitter, while the horizontally polarized photons are
reflected from the cavity. An atom inside the cavity is prepared in an
equal superposition of two ground states, one with transition frequency
wa that is resonant with the cavity at wc and one with frequency wp that
is far from the cavity resonance. A sequence of reflections of two hor-
izontally polarized photons in combination with z/2 transformations of
the atomic ground states then leads to a 7= phase-shift, whereas all other
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combinations of two polarized photons lead to a zero phase shift (with the
atomic state unaffected at the end of the process). As demonstrated in Ref.
28, the value 7 for the phase shift is more or less independent of the posi-
tion of the atom as the only criterion is that g be sufficiently large to shift
the atom-cavity resonance frequencies wy appreciably compared to their
linewidths.

Finally, it is important to note in this context that although sin-
gle photons are not easy to produce, cavity-QED setups are in fact able
to generate single photons with high efficiency and with well-defined
coherence and spatio-temporal mode profiles, as has been demonstrated
in recent experiments.) Thus, initial demonstrations of photonic quan-
tum logic using Fabry—Perot cavities seems possible in the near future,
with encouraging prospects for scalable quantum computation by employ-

ing the protocol of Ref. 28 with lithographically fabricated micro-resona-
tors.(16:17)

3.2. Atoms as Qubits

Although there are several ways of implementing material qubits
in cavity-QED, so far we have principally considered Fabry-Perot cavi-
ties, consisting of two mirrors of extremely high quality placed at very
short distance, with single neutral atoms inside. There are, however, other
types of resonators and other types of material qubits that can play the
same role as a Fabry—Perot cavity with neutral atoms. In particular one
may think of microspheres,?” microdisks,?? microtoroids,3! or photonic
bandgap cavities.(!?:32) Moreover, one may think of using quantum dots
in cavities.3® Finally, it is certainly possible to build a cavity around
an ion trap, as has been demonstrated recently in two different research
groups®+3% (where the finesse of the cavities, though, is not as high as
achieved in the experiments with neutral atoms, and strong coupling has
not yet been achieved). At the moment quantum information process-
ing experiments in Fabry-Perot cavities with neutral atoms are clearly the
more advanced. We thus split this section into two parts, with one subsec-
tion that discusses the current advances and obstacles in Fabry-Perot cav-
ity-QED and another that provides references for some novel approaches
that may be realized in the future.

3.2.1. Atoms in Fabry—Perot Cavities

One important obstacle in the way of quantum computing with cav-
ity-QED arises from the motion of the atoms. Whereas ions can be cooled
down to the Lamb-Dicke limit, where the typical excursions of the ions
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are limited to much less than the (effective) wavelength, for atoms inside
a cavity this limit has not yet been reached. In fact, in early experiments
atoms traversed the cavity and were not trapped at all. Since then, great
advances in trapping and cooling techniques have routinely allowed trap-
ping times of single atoms of several seconds.®) There are several issues
related to the motion of atoms that are of direct interest to quantum infor-
mation processing. We discuss these one by one.

(1) The motion of atoms inside a cavity can in fact be monitored in real

2

time, by measuring a probe laser beam traversing the cavity. As men-
tioned above, the resonance frequencies w+ of the atom-cavity system
depend on the value of the atom-cavity coupling rate g. The trans-
mission of a probe beam thus depends on g which in turn depends
on the atom’s position. This dependence can be inverted and together
with the atomic equations of motion, one can reconstruct the atom’s
motion as a function of time. See Refs. 36-40 for experiments that
investigate this possibility, with Ref. 38 having actually achieved in the
inversion to realize an “atom-cavity microscope.” An important goal
for continuing research is to use such tracking to actively cool the
atomic motion via real-time feedback.#!~43)

The intracavity motion of atoms can certainly be suppressed via adap-
tations of standard laser cooling techniques, albeit not yet to the
Lamb-Dicke limit. As it turns out the cavity field itself may cool the
atoms (to about the Doppler limit),*®) and the addition of a far-off
resonant trapping beam (FORT) can further control the motion to
some degree.*> A potential problem is that the trapping and cooling
laser beams would interfere with the lasers that perform gates on the
atoms. However, one important trick is to make the trapping potential
independent of the internal state of the atom® by choosing an appro-
priate frequency of the FORT laser beams, thus making the system
more robust. Indeed, in recent experiments employed a single atom
(that is, one-and-the-same atom) trapped in a FORT to realize a one-
atom-laser,(7) and to produce a well-controlled deterministic sequence
of single photons.(®

(3) An important method to mitigate the effects of atomic motion in

cavity-QED is by using so-called adiabatic passage schemes.*® Such
schemes rely on the fact that a system starting out in the ground
state of a Hamiltonian will stay in a time-dependent ground state
of a time-dependent Hamiltonian if the latter is varied sufficiently
slowly in time. Thus population can be transferred almost perfectly
from one state to another without having to control the Hamilto-
nian very precisely: what matters is only that it be varied slowly. Such
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schemes were indeed proposed in this context for transferring quan-
tum information from one cavity to another.®*®) Moreover, for opera-
tions within one cavity, too, it has been shown that adiabatic passage
schemes are far more robust against motional decoherence®”) than
other schemes that rely on designing particular laser pulse shapes and
accurate timing. Finally, yet another adiabatic passage scheme has
been proposed to perform gates in a way that is independent of the
atomic position.*®) The latter makes use of the fact that a particu-
lar eigenstate of the Hamiltonian depends only on the ratio of two
parameters, both of which are functions of the atom’s position. If
both parameters, one being the coupling of the atom to a probe laser,
the other the coupling to the cavity field, depend on position in the
same way, the ratio is independent of position. This type of method
is, generally speaking, the best way to proceed in quantum informa-
tion processing. It pays to put a lot of effort into avoiding deco-
herence errors, as the alternatives, error correction and fault-tolerant
quantum computing, require enormous amounts of overhead. Adia-
batic passage schemes are intrinsically more robust and, one could
say, intrinsically fault tolerant.

An issue that has not been addressed yet experimentally is scaling.
Although recent experiments did succeed in distinguishing a single trapped
atom from 2, or 3, or more trapped atoms, and in monitoring the decay,
one by one, of multiple atoms out of the cavity,*? control of the motion
of multiple atoms, and individual addressing of multiple atoms in a cav-
ity, lies still in the future. In fact, at this moment most of our own exper-
imental efforts are aimed more towards implementing complex quantum
communication protocols, than directly at scaling up quantum comput-
ing schemes using atoms as qubits. However, it is important to note that
quantum communication techniques based upon cavity-QED may prove
very useful for other implementations of quantum computing, such as the
ion-trap quantum computer, to connect qubits separated by relatively large
distances.

3.2.2. Other types of cavity-QED

While experiments in optical cavity-QED have so far relied almost
exclusively on the traditional Fabry-Perot resonator, a growing menag-
eric of new monolithic microcavities is becoming available as a result
of the explosive development of fabrication technology.®? The first type
of monolithic cavity investigated for cavity-QED was the quartz micro-
sphere,®® which can be easily fabricated from fiber-quality fused silica
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preforms using either a gas flame or infrared laser. These whispering-
gallery mode resonators can achieve high quality factor by virtue of the
high material transparency and the low surface roughness created by the
surface tension of molten glass. While high-Q (Q ~10° —10'%) and low
mode volume microspheres have been available in several atomic phys-
ics laboratories for a number of years, system integration issues associ-
ated with optical coupling and atom delivery have slowed progress. Still,
it seems likely that strong coupling will be achieved by combining micr-
ospheres with ‘atom chip’ technology (see Refs. 16, 17 and references
therein), in the near future.

Recently some important advances have been made in adapting the
basic idea of fused silica whispering-gallery mode resonators, to facili-
tate their incorporation in chip-like hardware platforms. In particular, new
types of high-Q microdisk®? and microtoroid®! optical resonators have
been demonstrated that can be fabricated by combining lithography with
either etching or laser-induced reflow; these methods lead to lithograph-
ically positioned microcavities that can be efficiently coupled via tapered
optical fibers. The open geometry of whispering-gallery mode resonators
presents a number of advantages over the closed Fabry-Perot configura-
tion, in terms of the ease with which cold atoms can be controllably deliv-
ered into the optical mode volume.

The fused silica microcavities mentioned above all provide relatively
high quality factor (Q ~ 106 —10'%) in combination with small mode vol-
umes for strong coupling. In contrast, planar photonic crystal defect cavi-
ties(32) seem to have limited Q but should provide sufficiently small mode
volumes to still make strong coupling possible!?). Indeed, recent exper-
iments have demonstrated that photonic crystal defect cavities with with
No~10=% and ng~ 10~8 (the numbers defined in Eq. (1)) can be fabricated
and probed spectroscopically via robust tapered-fiber optical couplers.!)
If fiber-coupled photonic crystal structures of this type can be successfully
combined with atom chip technology for cold atom delivery,(!®) the result-
ing systems could provide an interesting new paradigm for cavity-QED.
While some concerns remain about deleterious effects of surface interac-
tions, such research is strongly motivated the promise of extremely high
interaction rates (g ~20 GHz) and the expectation of reduced susceptibility
to acoustic vibrations.

4. CONCLUSIONS

Cavity-QED has an established tradition of generating experimen-
tal and theoretical results that drive our understanding of coherence and
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decoherence in open quantum systems. In the new era of quantum infor-
mation science, it has continued to play such a role and will in all
likelihood do so for years to come. Basic operations such as quantum state
synthesis, quantum logic, and quantum state mapping have all been dem-
onstrated in recent cavity-QED experiments in the optical and/or micro-
wave regimes. Finally, we would like to note that research in cavity-QED
has blazed conceptual and methodological trails that will provide crucial
guidance for analogous systems in mesoscopic physics.(3?
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Quantum Information Processing with Trapped Neutral
Atoms

P. S. Jessen,!3 I. H. Deutsch,2 and R. Stock?

Quantum information can be processed using large ensembles of ultracold and
trapped neutral atoms, building naturally on the techniques developed for
high-precision spectroscopy and metrology. This article reviews some of the most
important protocols for universal quantum logic with trapped neutrals, as well as
the history and state-of-the-art of experimental work to implement these in the
laboratory. Some general observations are made concerning the different strat-
egies for qubit encoding, transport and interaction, including trade-offs between
decoherence rates and the likelihood of two-qubit gate errors. These trade-offs
must be addressed through further refinements of logic protocols and trapping
technologies before one can undertake the design of a general-purpose neutral-
atom quantum processor.

KEY WORDS: Quantum information processing; neutrals atoms; controlled col-
lisions; optical lattice.

PACS: 03.67.Lx; 32.80.Pj; 34.50.-s.

1. INTRODUCTION

An important lesson from 20th-century information science is that “infor-
mation is physical”. One cannot understand the power of algorithms,
communication protocols or other information processing tasks separately
from the physical description of the devices that perform them. In particu-
lar, quantum systems allow the implementation of new types of logic that
cannot be efficiently simulated on classical systems governed by laws based
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on local realism. This has allowed a whole new field to emerge—quantum
information science—whose ultimate vision is the construction of a uni-
versal quantum computer capable of executing any algorithm that can be
described by a quantum evolution.

Exactly what features give quantum computers their power is still a
subject of debate, but certain ingredients are generally agreed upon as
essential:

e A many-body system whose Hilbert space has scalable tensor
product structure.

The ability to prepare a fiducial quantum state.

A universal set of quantum operations capable of implementing an
arbitrary quantum map.

A method to read-out the quantum state.

A dissipative mechanism to remove the entropy associated with
unavoidable errors in a fault-tolerant manner.

Since they were proposed in their original form, we have learned
that some of the so-called “DiVincenzo Criteria”!) can be relaxed. For
example, universal quantum maps need not be unitary and may instead
have irreversible quantum measurements at their core, as shown by pro-
posals for linear optics quantum computation,? quantum computation
via teleportation,’ and the so-called “one-way quantum computer” in
which conditional measurements are performed on an entangled “cluster
state”.) Such developments highlight an important fact: the roadmap to
a universal quantum computer is still evolving, and the “best” way to
accomplish a computational task will depend on the strengths and weak-
nesses of the physical system at hand. Even so, the essential ingredient is
clear: quantum control of a many-body system,® including both reversible
unitary evolution and irreversible quantum measurement. Robust, high
fidelity execution of these tasks is the goal of all physical implementations
of quantum information processing (QIP).

Given these preliminaries, it is clear that atomic, molecular and/or
optical (AMO) systems offer unique advantages for QIP. More than in any
other subdiscipline, the quantum optics community has explored the foun-
dations of quantum mechanics in the laboratory, including detailed stud-
ies of the processes of measurement and decoherence, entanglement and
the violation of Bell’s inequalities. In appropriately designed dilute systems,
coherence times can be very long and decades of research in spectros-
copy, precision metrology, laser cooling, and quantum optics has produced
a large toolbox with which to manipulate them and drive their quantum
dynamics. Indeed, atom- and ion-based atomic clocks are arguably the
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best controlled, most quantum coherent devices available, and present a
strong motivation to consider the use of similar systems for QIP.

2. SURVEY

Proposals to use neutral atoms as the building blocks of a quan-
tum computer followed closely after the first demonstration of quantum
logic in ion traps.®) Laser cooling of ions and neutrals was initially devel-
oped as an enabling technology for precision metrology. Both systems were
known to have long coherence times but also complementary features that
lead to radically different approaches to, e.g. atomic clock design. Because
ions are charged they can be tightly confined in deep traps and observed
for very long times, but the strong Coulomb repulsion limits the number
of ions that can be precisely controlled in a single trap. In contrast, neu-
tral atoms usually interact only at very short range and can be collected
in large ensembles without perturbing each other, a clear advantage for
both metrology and QIP, On the downside, traps for neutrals are shal-
low compared to ion traps, and the atom/trap field interaction invariably
perturbs the atomic internal state. In QIP, one must balance an intrin-
sic conflict — qubits must interact with each other and with external con-
trol fields that drive the quantum algorithm, while at the same time the
system must couple only weakly to the noisy environment which leads to
decoherence. In an ion trap the Coulomb interaction leads to collective
modes of center-of-mass motion, which can be used as a “bus” for cou-
pling qubits together.() However, control of a strongly coupled many-body
system becomes increasingly complex as the system size grows, and will
likely require the use of intricate multitrap designs to overcome the diffi-
culty of working with even a handful of ions in a single trap.(”) Also,
the strong interactions can have a parasitic effect by coupling the ionic
motion to noisy electric fields such as those associated with patch poten-
tials on the trap electrodes.®) Neutral atoms in the electronic ground state,
in contrast, couple weakly to each other and to the environment, and so
offer a different compromise between coupling vs. control complexity and
decoherence.

The generally weak- and short-range coupling between neutrals makes
the introduction of non-separable two-qubit interactions the critical ele-
ment of neutral atom QIP. Brennen eral® and Jaksch eral(1® real-
ized independently that this might be achieved by encoding qubits in
the hyperfine ground manifold of individual atoms trapped in optical lat-
tices, ') and using the state-sensitive nature of the trap potential to bring
the atomic center-of-mass wavepackets together for controlled interactions
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mediated by either optical dipole-dipole coupling® or ground state colli-
sions.1® Further ideas include a proposal for fast quantum gates based on
interactions between Rydberg atoms,(1?) and another based on magnetic
spin—spin interaction.'® These developments occurred against a backdrop
of steady progress in the technologies for cooling, trapping and manip-
ulating neutrals, in particular in optical lattices. Early work that helped
inspire proposals for QIP include the demonstration of Raman sideband
cooling to the lattice vibrational ground state,('*) the generation of vibra-
tional Fock- and delocalized Bloch-states,(!> and tomographic reconstruc-
tion of the atomic internal'® and center-of-mass state.(!” At the same
time theoretical work indicated that loading an optical lattice from a
Bose-Einstein condensate can induce a transition to a Mott-insulator
state with nearly perfect, uniform occupation of the lattice sites.1® A
series of ground-breaking experiments by the group of Bloch and Hénsch
have recently demonstrated, in short order, first the Mott-insulator tran-
sition,” followed by coherent splitting and transport of atomic wave-
packets,?9 and finally controlled ground—ground state collisions and the
generation of entanglement in an ensemble consisting of short strings of
atoms.?!) Other elements of neutral atom QIP have been pursued in a
number of laboratories, including patterned loading of optical lattices,?%
addressing of individual lattice sites,?®) and alternative trap technologies
such as magnetic microtraps,?* and arrays of optical tweezers traps.(?>26)

2.1. Neutral Atom Traps

Implementation of neutral atom QIP is closely tied to the development
of suitable traps. Neutral atom traps in general rely on the interaction of
electric or magnetic dipole moments with AC and/or DC electromagnetic
fields. Magnetic traps have found wide use in the formation of quantum
degenerate gases, but tend to be less flexible than optical traps in terms
of the atomic states that can be trapped, and therefore have not been
as widely considered for QIP. For this reason, we concentrate on optical
traps created by the dynamical (AC) Stark effect in far detuned, intense
laser fields. In principle, these traps suffer from decoherence caused by the
spontaneous scattering of trap photons, but in practice the rate can be
suppressed to a nearly arbitrary degree through the use of intense trap
light tuned very far from atomic resonance. Proposals for QIP typically
have considered alkalis (e.g. Rb or Cs), which are easy to laser-cool and
have nuclear spin so qubits can be encoded in long-lived hyperfine ground
states. For these atomic species trap detunings are always much larger than
the excited state hyperfine splitting. In this limit, the optical potential can
be written in the compact form,?” U(x)=U,(x) — i - Bgct (X), where U, (x)
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(a) (h)

¢

Fig. 1. Schematic of a 3-D optical lattice. (a) Two pairs of linearly polarized beams provide
transverse confinement, and the beams along z in the lin-9-lin configuration provide longitu-
dinal confinement in o, and o_ standing waves. (b) Potential surfaces for the atom in differ-
ent magnetic sublevels, described in the text, shown here as in gray and white, are moved
along the z-axis through a rotation of the angle 6 between polarization vectors for controlled
collisions.

is a scalar potential (independent of the atomic spin) proportional to the
total laser intensity, and Bge is a fictitious magnetic field that depends on
the polarization of the trap light, and p = grugF, where F is the total
angular momentum (electron plus nuclear) and gr is the Landé g-factor.
For trap detunings much larger than the excited state fine structure
Bt — 0, and the potential is always purely scalar.

This description is the foundation for designing QIP protocols. To
illustrate this point we consider how to bring atoms together for con-
trolled interactions in a one-dimensional (1-D) optical lattice consisting
of a pair of counterpropagating plane waves whose linear polarizations
form an angle 6 (Fig. 1). Choosing the z-axis along the lattice beams,
the optical potential is given by Us(x) =2Uy(l 4+ cosb cos2kz), upBg =
UpsinBsin 2kze,, where Uy is the light shift in a single, linearly polarized
lattice beam and k the laser wave number. For sinf 0 there is a gradi-
ent of the fictitious B-field near the minima of the scalar potential U;(x),
which separates the different magnetic sublevels as in a Stern—Gerlach
apparatus and causes the trap minima for hyperfine substates |F, £mp) to
move in opposite directions along z. A closer inspection of the full lattice
potential shows that the trap minima move by +A/2 for every 27 increase
of the polarization angle 6. Thus, a pair of atoms in, e.g. |F,mp) and
|F, —mF), trapped in neighboring wells at § =x/2, can be superimposed
by rotating the lattice polarization to 6 =, and separated again by fur-
ther polarization rotation.
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2.2. Quantum Logic

The basic design of a QIP protocol in the standard quantum circuit
model involves a choice of qubit encoding, initialization method, single-
and two-qubit gates, and read-out method. Of these mutually dependent
design elements, the implementation of unitary two-qubit entangling gates
poses the most fundamental challenge. One well-known example of a uni-
versal two-qubit gate is the controlled-phase (CPhase) gate, which maps
the two-qubit logical basis state [1)|1) — —|1}|1), and leaves the oth-
ers unchanged. In fact, any gate based on a diagonal two-qubit Ham-
iltonian can be converted to CPhase by single-qubit rotations, provided
that the energy shifts are non-separable, AE = E|| + Eqg — (Ejo+ Eo1) #
0, and the duration of the interaction is 7 = 7 hA/AE. If noise and/or
decoherence introduces errors at a rate y then we can estimate the min-
imum error probability of such a gate, Peyror =1—e" V" ~nhy/AE. The
quantity AE/y is thus a key figure of merit of the gate operation, with a
clear physical interpretation; it is the spectral resolvability of the coupled
two-qubit states.

Because of their short range, neutral-atom interactions are best
understood in terms of controlled collisions. To implement high-fidelity
quantum logic these collisions must be state-dependent, but at the same
time they must not cause scattering into states outside the computational
basis. In atomic systems, these requirements are generally in conflict, but
can be reconciled through appropriate choices of qubit encoding and trap
geometry. Jaksch etal. proposed to use elastic s-wave collisions of atoms
in the electronic ground state.!9 In this protocol, the main concern is to
suppress inelastic collisions caused by the Heisenberg spin—exchange inter-
action that preserves only the total magnetic quantum number, but not
that of the individual atoms. Jaksch etal. solved this problem by encod-
ing qubits in the stretched states |1)=|Fi,mp=F,), |0)=|F_,my=F_),
where Fy =1+ 1/2. Because gr, =+1/F these states move in opposite
directions in a lattice of the type discussed in Sec. 2.1. Rotating the lat-
tice polarization angle from 8 =0 to & will then cause an atom in the
state |0) and moving to the right to collide with an atom in the state |1)
and moving to the left, i.e., the two qubits interact only if the state is
[0) I1) and not otherwise. In that case AE = Ey; #0 and a CPhase can be
achieved. Furthermore, because s-wave scattering conserves mpg +m/F (to
good approximation) and neither mr nor m'. can increase, this collision
must be elastic.

Several additional protocols for two-qubit interactions have been pro-
posed. For example, Charron eral®® and Eckert eral?® considered
encoding qubits in the ground and first excited center-of-mass vibrational
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states of trapped atoms, and to couple atomic qubits in neighboring
traps by lowering the intervening potential barrier until tunneling causes
atoms in the excited states to couple via s-wave collisions. Brennen et al.
considered collisions of nearby but non-overlapping wavepackets asso-
ciated with different internal states in different potentials.® This gives
greater flexibility to design elastic but state-dependent interactions, but
requires resonant and/or longer range forces than the 1/r° van der Waals
potential between ground state atoms. Brennen ezal proposed to use the
1/r3 electric dipole—dipole interactions created when an off-resonant laser
field mixes the ground-state manifold with excited electronic states. These
excited states will spontaneously emit photons and cause errors, but the
rate saturates to that of the two-atom super-radiant state when the atoms
are separated by less than a wavelength, while the dipole-dipole interac-
tion continues to increase with decreasing atomic separation. Thus, for
very tightly localized wavepackets in close proximity, the dipole-dipole
interaction can be nearly coherent. Relatively long-range interactions pro-
vide yet another strategy to implement quantum logic with neutrals.(1?
If atoms are excited into high-lying Rydberg states one can induce very
large dipole moments by applying a static electric field. The interaction
between two such dipoles is large enough to provide useful level shifts
even if atoms are separated by several microns. In one possible proto-
col, qubits are encoded in the magnetic field-insensitive “clock doublet”,
1) = |Fy,mpr=0),|0) = |F-,mr = 0). To execute a two-qubit gate the
atoms are excited by a laser tuned to the transition from the logical
state |1) to a Rydberg level. If the atoms are not too far separated
the Rydberg dipole—dipole interaction is strong enough to shift the two-
atom, doubly excited state out of resonance and prevent it from becom-
ing populated, a phenomenon referred to as “dipole-blockade”. Since the
blockade occurs only for the |1) |1} logical state it can be used to achieve
a CPhase.

2.3. Experimental Progress

Efforts to implement neutral atom QIP in the laboratory represent a
natural but challenging extension of existing tools to prepare, control and
measure the quantum state of trapped neutrals. A number of experiments
have demonstrated several of the key components that go into QIP, and
very recently some of these have been combined for the first time to dem-
onstrate control and entanglement in a neutral-atom many body system.
In this section, we briefly review progress in three main areas: initializa-
tion of the qubit register, implementation of single- and two-qubit gates,
and methods to address individual qubits.
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Optical lattices typically confine atoms tightly on the scale of an
optical wavelength (the Lamb-Dicke regime), and lend themselves read-
ily to the use of Raman sideband cooling. In a first demonstration, Ha-
mann et al. initialized 98% of a 10%-atom ensemble in a single spin- and
vibrational-ground state of a sparsely filled 2-D lattice,!” and subsequent
work has achieved a somewhat lesser degree of state preparation in nearly
filled 3-D lattices.®® These laser cooling-based approaches are relatively
simple to implement and will work in any tightly confining trap geome-
try, but when used in a lattice will produce a random pattern of vacant
and occupied sites. Sparse, random filling may suffice for ensemble-based
investigations of quantum logic,®! but falls short of the requirements of
full-scale lattice-based QIP.

Better filling and initialization can be achieved by loading a 3-D
lattice from a high-density Bose-Einstein condensate and driving the
atom/lattice through a superfluid to Mott insulator phase transition.(!®)
The group of Bloch and Hansch at MPQ in Minich used this approach as
a starting point for a series of proof of principle experiments to establish
the viability of the Jaksch eral. collisional protocol.!9 As the first step,
Greiner etal successfully demonstrated the transition to an “insulator”
phase consisting of individual 8’Rb atoms localized in the ground state
of separate potential wells.' Mandel eral then explored spin-dependent
coherent transport in the context of interferometry.?® This was done by
preparing atoms in the logical-|0) state, transferring them to an equal
superposition of the states |0) and |1) with a microwave m/2-pulse, and
“splitting” them into two wavepackets by rotating the laser polariza-
tion vectors. The “which way information” was then erased with a final
7/2-pulse and the atoms released from the lattice, allowing the separated
wavepackets of each atom to overlap and interfere as in a two-slit experi-
ment. Inhomogeneities across the ensemble were at least partially removed
through a spin-echo procedure using additional m-pulses. In this fashion,
the experiment achieved fringe visibilities of 60% for separations of three
lattice sites, limited by quantum phase-errors induced by magnetic field
noise, vibrational heating and residual inhomogeneities. Finally, Mandel
etal. performed a many-body version of this experiment in a nearly filled
lattice,?!) where the majority of atoms underwent collisional interactions
with their neighbors according to the Jaksch eral protocol. For appropri-
ate collision-induced phase shifts this will lead to the formation of chains
of entangled atoms, which cannot then be disentangled again by “local”
operations such as the final 7 /2-pulse. In the experiment, a periodic dis-
appearance and reappearance of interferometer fringe visibility was clearly
observed as a function of interaction time and corresponding degree of
entanglement. Technical limitations, in particular the inability to perform
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single qubit measurements, have so far made it difficult to obtain quan-
titative estimates for the size and degree of entanglement of these cluster
states, or to extract the fidelity of the underlying CPhase interaction.

The experiments just described are essentially multiparticle interfer-
ometry, and illustrate how proof-of-principle and optimization of a gate
protocol can be achieved with ensemble measurements. To proceed toward
universal QIP it will be necessary to develop an ability to manipulate and
read out the state of individual atomic qubits. In principle this can be
accomplished by performing single-qubit rotations with focused Raman
beams rather than microwave fields, and single-qubit readout with focused
excitation beams and/or high-resolution fluorescence imaging. However,
the necessary optical resolving power will be nearly impossible to achieve
in current lattices whose sites are separated by roughly 0.5 um. There are
several possible ways around this problem: the lattice can be formed by a
CO» laser so individual sites are 5um apart and resolvable with a good
optical microscope,®3 or a conventional lattice can be loaded with a pat-
tern where atoms occupy only every nth well.?2 Alternatively, one might
use other trapping geometries, such as arrays of very tightly focused opti-
cal tweezers-type traps. Schlosser efal has shown that a few such traps
can be formed in the focal plane of a single high-NA lens, and that
the trap lens can be used at the same time to achieve spatially resolved
detection of fluorescence.* This work used the ability to detect single
atoms, in combination with a phenomenon known as “collisional block-
ade”, to load individual traps with exactly one atom each. Much larger
arrays of such traps have been demonstrated using microfabricated arrays
of high-NA microlenses,?® but this approach has yet to demonstrate the
loading and detection of one atom per trap.

3. LESSONS LEARNED AND FUTURE RESEARCH

The seminal experiments by the Miinich group have demonstrated the
feasibility of coherent spin transport and entanglement via controlled col-
lisions, but also served to highlight some of the fundamental limitations
of the particular protocol employed. To implement high-fidelity collisional
gates one must achieve a spin-dependent phase shift, while at the same
time restrict the interaction to a single collisional channel so as to prevent
scattering outside the computational basis. Jaksch ezal. accomplished this
with their stretched-state encoding, but at the cost of being maximally sen-
sitive to magnetic field- and trap noise w